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i 
Abstract 
Let G be a Lie group with Lie algebra ft and ai, ... , ad' an algebraic 
basis of _g. Further, if Ai = dL(ai) are the corresponding generators of left 
translations by G on one of the usual function spaces over G, let 
H = L CaAa 
a;lal~2 
be a second-order differential operator with real bounded coefficients Ca. 
The operator is defined to be subelliptic if 
inf{- L Ca(g)f:; g E G, ~ E Rd', 1~1 = 1} > 0 . 
a;lal=2 
We prove that if the principal coefficients { Cai Ia I = 2} of the subellip-
tic operator are once left differentiable in the directions al, .. : 'ad' with 
bounded derivatives then the operator has a family of semigroup genera-
tor extensions on the Lp-spaces with respect to left Haar measure dg, or 
right Haar measure dg, and the corresponding semigroups S are given by 
a positive integral kernel, 
(Stcp)(g) = la dhKt(g; h)cp(h) . 
The semigroups are holomorphic and the kernel satisfies Gaussian upper 
bounds. If in addition the coefficients with lal = 2 are three times dif-
ferentiable and those with lal = 1 are once differentiable then the kernel 
also satisfies Gaussian lower bounds. 
Some original features of this article are the use of the following: a 
priori inequalities on Loo in Section 3, fractional operator expansions for 
resolvent estimates in Section 4, a parametrix method based on reduction 
to constant coefficient operators on the Lie group rather than the usual 
Euclidean space in Section 5, approximation theory of semigroups in Sec-
tion 11 and 'time dependent' perturbation theory to treat the lower order 
terms of H in Sections 11 and 12. 
AMS Subject Classification: 43A65, 22E45, 35H05, 22E25, 35B45. 
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1 Introduction 
Our purpose is to develop the basic theory of second-order subelliptic differential op-
erators with real coefficients acting on functions over a Lie group G. Under relatively 
mild smoothness hypotheses on the coefficients we demonstrate that these operators 
generate continuous semigroups on the usual Lp-spaces over G and that these semi-
groups are determined by a smooth integral kernel. The kernel satisfies Gaussian 
upper and ~o~er bou~ds. These results extend earlier work, begun with Arendt and 
Batty, on strongly elliptic operators [ABR] [BrR1] [Rob1]. Related results have also 
been given _by Ouhabaz [Ouh], Norris and Stroock [NoS], Saloff-Coste and Stroock 
[SaS] and Stroock [Str]. 
Let G denote a Lie group and Go the connected component of the identity e. 
Further let dg denote left-invariant Haar measure and g.-..+ ~(g) the modular func-
tion, i.e., the function such that fc dh cp(hg) = ~(g)- 1 fc dh cp(h) for all integrable 
functions cp. Then dg = ~(g)- 1dg is right-invariant Haar measure, and fc dh cp(h) = 
fc dh cp(h-1). Next let Lp = Lp(G; dg) be the usual Lp-spaces over G formed with 
respect to the left-invariant measure and L-p = Lp ( G; dg) the corresponding spaces 
formed with the right-invariant measure. We use II · liP, and II · lift, to denote the 
corresponding norms, e.g., if p E [1, oo) then 
(1.1) 
for cp E Lp and 
II<PIIP = (fc d§ I<P(pW/1p (1.2) 
for <p E Lp. The spaces Loo and Lao are identical and 
II'PIIoo = esssup {lcp(g)l; g E G} . (1.3) 
Finally Co= C0 (G) is the Banach space of continuous functions over G which vanish 
at infinity equipped with the supremum norm. 
The group G acts by left translations L on each of the foregoing spaces. Explicitly 
( L (g) cp) (h) = <p (g - 1 h) (1.4) 
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for all g, h-E G. T?is action is strongly continuous on Lp, or LfJ, for p E [1, oo), or 
on C0 , and weakly* continuous on Leo. In order to handle the subsequent analysis 
of differential operators in a uniform manner it will be understood that all references 
to topological properties, density, continuity etc. will be with respect to the weak* 
topology on Leo and the strong topology in. all other cases. For example, if a is an 
element of the Lie algebra g of G and A = dL(a) = limt-o(I- L(e-ta))jt is the 
infinitesimal generator of the one-parameter group t E R 1---4 L(e-ta), then A is weak* 
densely defined and weak* -weak* -closed on Loo but norm densely defined and norm 
closed on the other spaces. We will refer to it in brief as a densely defined, closed 
operator. 
Let a1 , ... , ad be a linear basis for g and set Ai = dL(ai)· Then define the dense 
sub spaces 
(1.5) 
of Lp and introduce the norms II · llp;n 
(1.6) 
for cp E Lp;n where the seminorms Np;m are defined recursively by Np;o(cp) = II'PIIP and 
(1.7) 
The su bspaces Lp;n and Co;n are defined analogously. Each of these spaces is a Banach 
space with respect to the corresponding norm. The space Lp;n corresponds to then-
times Lp-differentiable functions. Now as L is weakly* continuous on Leo a function 
cp E Leo is once Leo-differentiable if, and only if, 
sup II(I- L(e-ta))cplleo/t < oo (1.8) 
O<t::;l 
for all a E g, [BrR2]. Equivalently, cp E Loo;l if, and only if, 
sup{jcp(g)- cp(h-1g)l/lhl ; g E G, lhl ::; 1} < oo (1.9) 
where the modulus 1·1 is defined in terms of a right-invariant distance don G0 by 191 = 
d( e ; g). Thus Loo;l is exactly the space of bounded uniformly Lipschitz continuous 
functions. In particular Loo;l ~ Cb, the space of bounded continuous functions over 
G, and it acts by multiplication on each of the above spaces Lp, p E [1, oo], and Co. 
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Next let a1, ... , ad' denote an algebraic basis of g, i.e., the a1, ... , aa' are linearly 
independent and together with their repeated commutators (adah) ... (adaim)(aim+1), 
1 ~ i 1 , ... , im+l ~ d', m = 1, 2, ... , n, span g linearly. The smallest n for which 
this is true is called the rank of the algebraic basis. In particular a linear basis has 
rank zero. One can then introduce spaces 
L~;n = n n D(Ai ... Aim) , (1.10) 
O~m~n l~il,•·•,im~d' 
seminorms N~;n' and norms II · ll~;n' in terms of the sub-basis by repetition of the 
previous definitions. Similarly one defines Lfi;n' II · llfi;n' etc. The space L~;l consists 
of the functions which are differentiable in the Lp-sense in the directions a1, •.. , ad' 
but if n is larger than the rank of the algebraic basis then elements of L~;n will be 
differentiable in all directions. The subspaces Cb.n of Co are defined analogously, and 
' in fact one ~ay introduce the spaces X~ for any Banach space X upon which G acts 
continuously. 
Now, following [Car] [Bon], we introduce a canonical distance corresponding to 
the algebraic basis. Let 1: [0, 1] ~---* G be a continuous piecewise differentiable path 
from g to h such that the tangents to the smooth subsegments are in the subspace 
spanned by at, ... , ad'· Hence there exist scalar functions {i on [0, 1] such that 
d-l{;~(t)) =f. 'Y;(t)(A;'l,b)('y(t)) 
~=1 
(1.11) 
for all 'l/J E C~ (G). Then we define the right-invariant distance d' by 
(1.12) 
and the associated modulus I· I' by 
I g I' = d' ( e ; g) (1.13) 
if g E Go. We define lgl' = oo if g E G\G0 • By right-invariance, d'(g; h) = lhg-11'. 
Now if 1·1 is the corresponding modulus for a full basis containing the algebraic basis 
it follows that lgl ~ lgl' for all g E Go. But conversely there is a constant k > 0 and 
a constant 8 E (0, 1] such that jgj' ~ klgl8 for all g in Go with jgj :::; 1. The value of 8 
is determined by the rank n of the algebraic basis through the relation 8 = 1/ ( n + 1) 
but this identification will not be used in the sequel. In addition there is aD' ~ d 
such that the Haar measure IE~ I of the ball B~ = {g E G; jgl':::; r} satisfies bounds 
4 BRATTELI AND ROBINSON 
k- 1rD' :::; tB~I :::; krD' for some k > 0 and all r E (0, 1]. Thus D' corresponds to 
the local dimension of G with respect to the algebraic basis. The local dimension 
D' can be defined algebraically as follows: If g0 = {0}, g1 is the linear span of the 
algebraic basis a1 , ... , ad' and gJ+1 the linear span of the algebraic basis together with 
the corresponding multiple commutators of order less than or equal to j, then 
n+1 
D' = L j dim(gj/gj_ 1) 
j=1 
where n is the rank of the algebraic basis. If cp E L'oo.1 one then has 
' 
1 d' 
cp(h)- cp(g) = Ia dt Lli(t)(Aicp)('Y(t)) 
0 i=1 
and this gfves bounds 
(1.14) 
(1.15) 
(1.16) 
where the second inequality presumes lhg-11 :::; 1. Thus elements of L'oo.1 are Lipschitz 
. ' 
continuous with exponent one or 8 according to the choice of modulus. In particular 
L'oo;1 C Cb and L'oo;1 acts by multiplication on each of the function spaces Lp, L-p, p E 
[1, oo], and C0 • 
Now fix a sub-basis a1, ... , ad' of g, i.e., a linearly independent subset of g. Then 
a second-order left differential operator H on Lp, or Lp, with domain of definition 
Lp;2 , or L-p;2 , is defined by 
d' d' 
H =- L CijAiAj + LCiAi +Co ' 
i,j=1 i=1 
where eo, c;, Cij E Leo and the matrix (c;j) is symmetric. It is, however, convenient to 
use the notation 
H= L C0 A0 
o;lol=::;2 
(1.17) 
where a E {1, ... , d'}n for some n = 0, 1, 2, lal = n, and the coefficients Co together 
with the products A0 of left derivatives are identified in the obvious way. Since 
we assume the matrix of second-order coefficients is symmetric the C0 are uniquely 
determined by H. 
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The operator H is said to be subelliptic if a1, •.. , ad' is an algebraic basis, the 
coefficients C0 ·are real and 
Ac = essinf {- L C0(g)~a; g E G, ~ E Rd', 1~1 = 1} > 0 . (1.18) 
o:;lol = 2 
Thus the matrix ( CiJ) is uniformly strictly positive-definite. The parameter Ac is called 
the ellipticity constant of H and we also define Ac by 
Ac = esssup {- L ca(g)~; g E G, ~ E Rd', 1~1 = 1} . (1.19) 
o:;lal=2 
If, in addition, a1 , •.. , ad' is a vector space basis of .9 then His said to be strongly 
elliptic. The theory of strongly elliptic operators of this type has been developed 
in Chapter V of [Rob1] and our aim is to extend the principal conclusions to the 
subelliptic. caie. This- requires a variety of new techniques. 
If Ca E L-'oo. 1 for lal = 1, 2 then the subelliptic operator (1.17) can be expressed , 
in the symmetric form 
d' d' 
H =- I: AiCijAj + L(CiAi + AiCi)/2 + Co ' (1.20) 
i,j=l i=l 
or, by redefinition of eo, in the partially symmetric forms 
d' d' 
H = -I: AiCijAi + LCiAi +Co ' (1.21) 
i,j=l i=l 
d' d' 
H = - L AiC£JAi + LAiC£ + eo . (1.22) 
i,j=l i=l 
The subellipticity condition corresponds to uniform positive-definiteness of the matrix 
of functions ( Cij). In particular if Ac (g), and Ac (g), are the smallest, and largest, 
eigenvalues of (C£j(g)) then Ac ~ Ac(g) ~ Ac(g) ~ Ac and 
Ac = ess inf Ac(9) , Ac = ess sup Ac(g) . 
gEG gEG 
(1.23) 
The form (1.17) is particularly suited for discussion of H on £ 1, Li, Loo, or C0 , but the 
symmetric form (1.20) is adapted to the analysis of H on Lp, or L-p, with p E (1, oo). 
In this latter context duality considerations are useful and the adjoint H* of H on 
Lp, p E [1, oo), extends the formal adjoint 
d' d' 
Ht =-I: AiCijAj - L(CiAi + AiCi)/2 +Co (1.24) 
i,j=l i=l 
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on Lq with-domain _of defi~ition L~;2 where q is conjugate to p. Thus H has a densely 
defined adjoint and this implies that it is closable. Alternatively if His considered 
as an operator on Lp, p E [1, oo), then since At= -Ai + f3il with f3i = (Ai~)(e) it 
again follows that H has a densely defined adjoint and is closable. Finally if H acts 
on L00 then the adjoint (Ht)* of the formal adjoint Ht on L1 is a weak* -weak* -closed 
extension of H, and hence H is closable. 
The space Co is rather special in that the operator (1.17) is not well defined on 
Cb.2 unless the Ca are continuous bounded functions. But in that case H is a bounded 
' perturbation of the dissipative operator 
and hence it is closable. 
:2::: CaAa 
a;lal=1,2 
(1.25) 
Our primary interest is to decide whether H has closed extensions which generate 
continuous ·semigroups on C0 , and L00 , but this automatically entails examination of 
the generation properties of H on the other Lp-spaces. We first define an interpolating 
semigroup on the Lp-spaces to be a family of continuous semigroups S = {S(P); p E 
[1, oo]} where S(p) acts on Lp and 
(1.26) 
for all t > 0, all r.p E Lp n Lq, and all pairs p, q E [1, oo]. Then we use the common 
notation S for the action of each semigroup. Secondly, we define a consistent inter-
polating semigroup to be a pair of interpolating semigroups S, and S, on the Lp-, and 
Lp-, spaces, respectively, satisfying 
(1.27) 
for all t > 0 all r.p E Lp n Lp, and all p E [1, oo]. Again we use the common notation 
S for the action. In additionS is said to be positive if it maps positive functions into 
positive functions. Finally Sis defined to be holomorphic if it is holomorphic on each 
of the spaces with a common domain of holomorphy, i.e., if there exists a 8 > 0 such 
that t > 0 ~ St extends to an analytic function in ~c = { z E C ; I arg zl < 8}, with 
the standard properties, on each of the Lp-, or Lp-, spaces. 
Now, define Lp as the closure of L00 ® Lp with respect to the norm 
( 1 ... ) 1/p III'PIIIP = ess sup dh lr.p(g; h) IP gEG G (1.28) 
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if p = [1, oo), or with resp_ect to 
lllcpllloo = ess sup lcp(g; h) I (1.29) 
g,hEG 
if p = oo. The semigroup Son Loo is defined to have a kernel K if for each t > 0 
there is a Kt E ..Ci such that 
(1.30) 
for each cp E L00 • It follows that the norm of St on Loo is 
(1.31) 
In addition, if Kt E .C-p then Sis bounded as an operator from Lq_ to L00 and 
. -
(1.32) 
where p and q are dual variables, i.e., 1/p + 1/q = 1. 
The properties of S immediately place several restraints on the kernel, e.g., posi-
tivity of S implies pointwise positivity of K and the semigroup property gives 
(1.33) 
where the convolution product* is defined by 
( cp * 'lj;) (g ; k) = Ia dh cp (g ; h) 'lj; ( h ; k) . (1.34) 
The group G x G acts by left translation on £p by 
(L(k; Z)cp) (g; h) = cp(k-1 g; z-1 h) . 
One can then define the subspace .Cj;;1 , which corresponds to the product algebraic 
basis (a~, ... , ad') x (a1, ... , ad') of _g x g, as the common domain of dL(ai) ® I, 
I® dL(a1), for i,j = 1, ... , d'. At this point we can state a theorem which describes 
the main thrust of our results. 
Theorem 1.1 Let H be a subelliptic operator, 
H = I:: C0 Ao: , (1.35) 
o:;lo:l ~ 2 
with coefficients Ca: E Loo. 
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1. If CQ" E L'oo;1 _whenever lad = 2 then H, on Loo, has a closed extension H which 
generates a continuous holomorphic semigroup S. The semigroup interpolates 
consistently between the Lp-, and L-p-, spaces. In addition StCo ~ Ch;1 and 
the restriction of S to Co is strongly continuous. The semigroup has a positive 
kernel Kt and there exist a, b > 0 and w 2:: 0 such that 
(1.36) 
for all g, h E G and t > 0. 
2. If Ca E L'oo.3 whenever lal = 2 then H = H, the Loo-closure of H. , 
3. If Ca E L'oo.3 whenever lal = 2 and Ca E L'oo. 1 whenever lal = 1 then there exist , , 
a', b' ? Q, and 0.1' 2:: 0, such that 
(1.37) 
for all g, h E Go and t 2:: 0. 
The theorem establishes a natural hierarchy of semigroup properties for the subel-
liptic operator governed by the smoothness of its coefficients. The semigroup prop-
erties are somewhat understated for the sake of brevity. For example, under the 
hypotheses of Statement 1 the derivatives in the subelliptic directions of the func-
tions StCo, t > 0, are all Lipschitz continuous with exponent arbitrarily close to one. 
This refinement follows from Propositions 11.1 and 11.2. Although the theorem is 
similar to the results derived for strongly elliptic operators in [Rob1], Chapter 5, it 
requires stronger smoothness assumptions on the coefficients of H, especially for the 
Gaussian lower bounds on the kernels. This weakness can be traced to our inability to 
derive strong a priori estimates on L00 • It is important at several stages to establish 
that the left derivatives in the directions a17 ... , ad' are small perturbations of the 
subelliptic operator H with bounds that have a weak dependence on the smoothness 
of the coefficients Ca. This is easy to establish on L2 , or L2, but appears to be con-
siderably more difficult on the other Lp-spaces. In Section 3 we derive an L00-version 
of the perturbation estimates which only requires the principal coefficients of H to 
be in L'oo.1 but we have not been able to derive similar L1-estimates. If, however, one , 
has estimates of this type then the statements of the theorem can be considerably 
improved. For example, one could derive the Gaussian lower bounds, for H in the 
partially asymmetric form (1.21), under the weaker hypotheses C£j, Cf. E L'oo;l if the 
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following eonjectur.e were yalid on L 00 • The conjecture is formulated with a norm on 
the coefficients of H, 
llcll~ = L llcall~;1 + L llcalloo 
a;lal=2 a;lal.$1 
which only involves derivatives of the leading coefficients. 
L00-conjecture If H is a subelliptic operator of the form (1.17) and Ca E L'oo.1 , 
whenever lal = 2 then there is an a > 0, whose value depends on the coefficients of 
H only through the parameters Ac and llclli, such that 
N~;1 ( C(J) :::; ciiH CfJIIoo + ac-1llcplloo 
for all cp E L'oo.2 and all c E (0, 1]. , 
(1.38) 
In Section 3 we derive a version of this conjecture in which the factor c-1 is 
replaced by c-1- 8 for any 8 > 0 but then the value of a depends on 8. This weak form 
of the conjecture is fundamental for the proof of Theorem 1.1 but the presence of the 
8-factor restricts our ability to derive Gaussian lower bounds under the hypotheses 
of Statement 1 of the theorem. 
There are ample grounds for believing that the L00-conjecture is valid. For exam-
ple, if His strongly elliptic then it follows by a duality argument from a similar result 
on L1 which is established in [Rob1] Chapter 5, Section 5. Alternatively, Proposition 
3.1 gives the L2-, and L2-, versions of the conjectures and Proposition 3.2 gives the 
slightly weakened form of the L00-conjecture with the factor c-1- 8 . In addition, if 
the leading coefficients of H are three times differentiable then the L00-conjecture is 
established in Section 6 with the value of the constant a depending on the norms 
llcalloo;3 for a= 2. 
The proof of the theorem is spread over the next eleven sections and in the course 
of the proofs we derive many more detailed results and estimates. In particular 
estimates on the derivatives of the kernel and continuity properties of S as a function 
of the coefficients Ca play an important role. The key elements of the proof is contained 
in Sections 3, 10, 11 and 12. In Section 2 we merely summarize some lmown results 
for operators with constant coefficients. Sections 4-9 describe the semigroup theory 
for operators with smooth, or at least relatively smooth, coefficients. The discussion 
is based on the parametrix method and is somewhat technical. 
The reader who is ready to accept that operators with smooth coefficients generate 
interpolating semigroups can omit these sections. 
2 Constant coefficients 
The starting point of our analysis of subelliptic operators with variable coefficients is 
the theory of analogous operators with constant coefficients. Theorem 1.1 has already 
been proved for this special case and much more is known [J¢r] [San] [Rob1] [Var]. 
We begin by recalling some of the details which are of subsequent utility. 
First, let (X, G, U) be a continuous representation of G by bounded operators U 
on the Ban?-c~ space _X and Ai = dU(ai) = limt_.0(J- U(e-tai))/t the corresponding 
generators-; Then J¢rgensen [J¢r] has shown that each operator 
d' d' 
Hu =- LAI + LCiAi (2.1) 
i=l i=l 
with Ci E R generates a continuous semigroup su with a positive representation 
independent kernel K such that 
Sfx = LdhKt(h)U(h)x (2.2) 
for all x E X. But if one specializes to the representation of G by left translations on 
the function spaces Lp, or Lp, we now argue that this expression agrees with (1.30) 
for the semigroup S whenever the coefficients of H are constant. In this case H 
automatically commutes with right translations. Therefore the associated semigroup 
is also invariant under right translations and this implies that the kernel K satisfies 
Kt(g; h) = Kt(gk; hk) (2.3) 
for all g, h, k E G. Hence defining a function K over R+ x G by 
Kt(g) = Kt(g; e) (2.4) 
one has 
(St<p)(g) - L dhKt(g; h) cp(h) 
- L dhKt(gh- 1) cp(h) = L dhKt(h) cp(h-1g) (2.5) 
10 
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Therefore -s is related to left translations L by a formula analogous to {2.2), 
. . 
St = fc dh Kt(h)L(h) = L(Kt) 
Conversely, one can pass from (2.6) to (1.30) by setting 
11 
(2.6) 
(2.7) 
The kernel K associated with su is a positive C00-function over G which is represen-
tation independent [J0r] [Rob1 ]. Moreover, since a continuous representation U can 
have an exponential growth, i.e., !IU(g) II "' ePI91 for some p ~ 0, this result includes 
estimates 
fc dh Kt(h) ePihl < oo (2.8) 
for all p ~-0 .. But these smoothness and boundedness results can be greatly improved 
[JeS) [Robl] [San) [Var), especially if the first-order terms in (2.1) are absent, i.e., if 
Ci = 0. 
Let K 0 denote the kernel for the special case that there are no first order terms, 
i.e., the kernel corresponding to the sub laplacian - I:f:1 A;. One has bounds 
(2.9) 
for all t > 0, g E G, and 1 ~ i 1, ... , im ~ d', where am, b > 0 and w ~ 0. Here D' is the 
local dimension of G with respect to the algebraic basis a 1, ... , ad' (see 1.14). These 
bounds are given explicitly in [JeS) for a stratified Lie algebra with a 1 , ... , ad' a vector 
space basis of the first component, and in [VSC], Chapter V, for G unimodular. But 
the general result follows for small t from Varopoulos' parabolic Harnack inequality 
[Var). This inequality states that there is an am > 0 and an r > 0 such that for each 
hE G 
(2.10) 
for all t E (0, 1] where 
(Varopoulos establishes this type of inequality for vector fields Ai on a manifold and 
then the value of am depends on the point h in the manifold. But on a Lie group am 
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can be chosen inde:pendently of h by translation invariance. A full discussion of these 
Harnack style inequalities is given in [VSC).) Therefore setting g = h in (2.10) one 
has 
(2.11) 
for all t E (0, 1] and g E G. But in addition one has estimates (see, for example, 
[Rob1] Chapter IV) 
(2.12) 
for all g E G and t > 0 with a, b > 0 and w 2:: 0, where w can be chosen to be zero 
if G is unimodular. Now (2.9), fort E (0, 1), follows by direct combination of (2.11) 
and (2.12) .. If,_ however, t ~ 1 one can obtain the estimate from the s_mall t result by 
use of the -convolution semigroup property of the kernel. This gives 
I(Ail • • · AimK~)(g)l :=;fa dh I(Ai1 • • • AirnK~)(gh)l ' K~_5 (h- 1 ) (2.13) 
for all s E (0, t). Then settings= 1/2 and using (2.9) and (2.12) one obtains bounds 
I(Ai1 ... AirnK~)(g)l :=; a'mt-D'I2ewt fa dhe-2b((lghl')2+(1hl')2 /t) (2.14) 
for all g E G and t ~ 1. But the triangle inequality for the modulus I · I' implies that 
(2.15) 
if t ~ 1 and hence by combination (2.14) and (2.15) one finds 
I(Ail ... AirnK~)(g)l::; a'mt-D'/2ewte-b(lgl')2j2t fa dhe-b(lhl')2jt (2.16) 
for all g E G and t ~ 1. Now the integral can be estimated by noting that the Haar 
measure of the ball Br = {g E G; 191 ::; r} grows at most exponentially as r ~ oo. 
Hence 
for all r 2:: 1 and suitable a, 1 > 0. Therefore 
{Gdhe-b(ihi')2jt < """' { dh -bn2 
}{ ~ ln=:;lhl' jtl/2~n+l e 
< I: a e.,.<n+l)tl/2 e-bn2 
n~O 
(2.17) 
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for t 2: 1. -The sum. can be straightforwardly estimated and one finds bounds 
Ia dh e-b(ihi')2 ft :::; a' e'Y't 
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(2.18) 
for all t 2: 1 and suitable a',~~ > 0. Combination of (2.16) and (2.18) then gives 
(2.19) 
for all t > 1 with a" b' > 0 and w' > 0. But fort> 1 one has tm/2 < tm < m!c-mee:t 
- ffl) - - - -
for all c > 0. Therefore (2.19) can be rephrased in the form (2.9). Thus the estimates 
(2.9) are valid for all t > 0. 
3 A priori estimates 
In this section we establish estimates on the left derivatives A1 , ... , Ad' which demon-
strate that they are small perturbations of the subelliptic operator H on L 2 , L2, and 
Leo. The L2-estimates are the direct analogue of the inequalities contained in the 
Leo-conjecture of Section 1. Subsequently, in Section 6, we discuss extensions of the 
Leo results for operators with smooth coefficients. 
First cqns~der th~ L2-case with a pure second-order operator H0 ~xpressed in the 
symmetric-form (1.20), i.e., 
d' 
Ho = - L Ai Cij Ai (3.1) 
i,j=l 
with Ci1· E L'oo. 1• Then for r.p E L~.2 
' , 
d' 
IIAir.pll~ ~ L llAir.pll~ ~ .A;;- 1 (r.p, Hor.p) 
j=l 
Therefore 
(3.2) 
for all c > 0 and r.p E L~.2 . But if 
' 
d' 
H = Ho + L CiAi + Co 
i=l 
one deduces from (3.2) that 
where 
d' 
llclleo = I: IICilleo . 
i=l 
14 
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Hence for -small c one can_ solve these inequalities and deduce that there is an a > 0 
such that 
(3.3) 
for all cp E £~.2 , for i = 1, ... , d', and c E (0, 1]. Note that the value of a depends 
' 
on the coefficients of H only through the ellipticity constant Ac, and the norms llclloo, 
llcolloo· Alternatively if H is expressed in the form (1.20) with Cij, Ci E L'oo;1 then 
the estimates (3.3) are again valid but the value of a depends on Ac, !leo lloo and 
Ef:1 IICill~; 1 · This follows because AiCi = CiAi + (AiCi). Finally if His expressed in 
the form (1.17) then (3.3) is still valid but a depends on Ac and the norm 
llcll~ = L llcall'oo;1 + L llcalloo · (3.4) 
a;lal=2 a;lal<2 
In fact we have proved the first half of the following result. 
Proposition 3.1 If H is a subelliptic operator in the form (1.17) with Ca E L'oo. 1 
' 
whenever lal = 2 then there are a, a > 0 such that 
N~;l(cp) < ciiHc.pll2 + ac-1llc,oll2 
N~.l('l/;) < ciiH'l/JII2 + ac-1ll'l/JII2 
' 
(3.5) 
(3.6) 
for all cp E £~;2 , 'lj; E £~.2 and c E (0, 1] where the values of a, and a, depend on the 
' 
coefficients of H only through the parameters Ac and I! ell~. 
Proof We have already established the £ 2-estimates but the £2-estimates are an 
easy corollary. To deduce the latter first note that for 'lj; E L~.2 
' 
IIAi'l/JII2 - llc~-112Ai~112)~-112'l/JII2 
< IIAi~- 112'l/JII2 + (IJ9il/2)11~-l/2'l/Jib 
where f9i = (Ai~)(e). Here we have used ~tAi~-t = Ai- tf9i· Now applying (3.5) 
with H replaced by ~ - 112 H ~ 112, which is allowable because the latter is a subelliptic 
operator of the type under consideration, one obtains bounds 
IIAi'l/JII2 < cllc~-l/2H~112)~-12'l/JII2 + ac-1 ll~-l/2'l/JII2 + (1!9il/2)11~- 112'l/Jib 
- ciiH'l/JII2 + aic-1 ll'l/JII2 
16 BRATTELI AND ROBINSON 
for all 'lj; E-L~;2 an4 c E (0, 1] with ai =a+ I,Bil/2. Thus 
N~.1 ('l/;) ~ ciiH'l/JII2 + ac-1ll'l/JII2 , 
for 'lj; E L~;2 and c E (0, 1] with a= a+ sup1~i~d'(I,Bil/2). Again a decreases with Ac 
and increases with II ell~. 
Next we aim to prove a version of the estimates (3.5) on L00 • The proof now 
depends on a number of estimates involving subelliptic operators with constant coef-
ficients and a subelliptic Sobolev inequality. 
First, the Sobolev inequality (5.25) in Chapter IV of [Rob1] states that 
(3.7) 
for all cp E Lfi;1 , and all p > D', the local dimension of G with respect to the algebraic 
basis a1, .. ~-,ad', and all c E (0, 1], where a is a constant depending on p. 
Secondly, if the Ca are constant then there is an a > 0 such that 
(3.8) 
for all i = 1, ... , d' and c E (0, 1] for a general Banach space representation where the 
value of a is independent of the particular representation. The proof is straightforward 
from (2.9). If H 0 is the (closed) subelliptic operator obtained by setting Ca = 0 for 
lal = 0, 1 then there is a corresponding kernel K 0 satisfying (2.9) and by Laplace 
transformation 
(3.9) 
for all sufficiently large .\. Hence 
IIAixll < aA-112 11(.\J + Ha)xll 
< a(.\-112 IIHoxll + A112 llxll) · (3.10-) 
Setting c = aA - 112 one obtains (3.8), with a replaced by a2 , and H replaced by H0 • 
But then 
d' 
< ciiHxll + a£-1 llxll + {L le;I·IIA.;xll) + clleolloollxll 
~=1 
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which can-be solved to gi~e (3.8). 
Finally we need a local a priori estimate. If the Co: are constant, Co: = 0 for 
lal = 0, 1, H0 again denotes the corresponding subelliptic operator, and x E C~(G), 
then there exists a constant a depending only on x, Ac, La llco:lloo, and p, such that 
(3.11) 
for all c.p E L'p;2 and all p E (1, oo). This is established in [RoS], Theorem 16(d). The 
estimate is false in the cases p = 1 and p = oo [Orn] [DeLM]. Actually a similar bound 
holds even in the case Co: E L~;l by [RoS] but the point is to analyze the dependence 
of a on the coefficients. Since by finite dimensionality the set of H 0 with Co: constant, 
Co: = 0 for lal = 0, 1, Ac 2:: ).. > 0 and Ac .::; Jj is contained in the convex hull of a finite 
number of subelliptic. operators it is clear that the constant a in .(3.1.0) can be taken 
to depend-on H0 only through Ac and Ac. 
We next prove a version of the second estimate for operators with variable coef-
ficients on Loo. 
Proposition 3.2 If H is a subelliptic operator of the form (1.17) and Co: E L'oo.1 , 
whenever lal = 2 then for each 8 > 0 there is an aa > 0 such that 
(3.12) 
for all <p E £~;2 and c E (0, 1]. The value of aa depends on the coefficients of H only 
through the ellipticity constant Ac and the norm II clli. 
The first step in the proof of Proposition 3.2 is a slight refinement of the Rothschild-
Stein result. 
Proposition 3.3 Let H be a subelliptic operator of the form (1.17) and n a compact 
subset of G. There is an a > 0 ·such that 
(3.13) 
for all <p E L'p;2 and p E (1, oo) where a depends only on the right translation class of 
n, Ac, llcll~, and p. Here 
(3.14) 
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Proof We first pr?ve the proposition for the operator H0 obtained by setting Co:= 0 
for lal = 0,1 fn H. Then for each hE G let Hh be the constant coefficient operator 
Hh = L Ca(h)Ao: . (3.15) 
o:;!ad=2 
But by (3.11) there exists an a independent of h such that 
(3.16) 
for all <p E Lfi;2 where B 1 is the unit ball in G. As each Hh commutes with right trans-
lation and II · ll'ft is invariant under right translations a can be taken to be independent 
of the right translation class of n. 
Now u~in~ the u~ual Taylor series expansion 
L(ew.')cp- cp - l dsL(e'"')A;cp 
- tA;cp + l ds { duL(e=•)A;cp 
- tA;cp + l ds (t- s)L(e'a')A;cp (3.17) 
and putting t = c one obtains the estimate, similar to (3.8), 
(3.18) 
where w is a constant depending on the modular function /:j.. This arises because 
L(eta.;.) is not isometric on Lp. Combining this with (3.11), we thus obtain an estimate 
(3.19) 
for 0 < c ::s; 1' where a is independent of h and the right translation class of n. 
As the coefficient functions Cij are uniformly continuous there exists a number 
r > 0 such that if lgh-1 1 ::s; r then 
(3.20) 
where a is the constant in (3.19). We may assume that r < 1. Now if <p E Lfi;2 , and 
supp c.p is contained in a ball of radius r around hit follows from 
d' 
(Hc.p- Hhc.p)(g) =- L (Cij(g)- Cij(h))(AiAjc.p)(g) 
i,j=l 
and (3.16)-that 
Hence 
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IIHh<t?llfi < IIHcpllP + (2ad'2)-1d'2 Np;2(¥?) 
< IIHcpllp + (IIHh'Pllp + ll<t?llp)/2. 
Thus, it follows from (3.16) that 
. - - . . 
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(3.21) 
(3.22) 
for some a> 0, provided cp is supported in a ball of radius r around some hE n. 
Now, as f2 is compact, there exists a finite partition of unity {Xk} on 0 consisting 
of coo functions Xk with support in a ball of radius r around 9k E n such that 
Lk Xk(9) = 1 for g in a neighbourhood of n. Then 
N~;2,n ( <p) - N~;2,n (L Xk'P) 
k 
< 2: NP;2(Xk'P) 
k 
< a L(IIHXk'PIIP + IIXk'PIIP) (3.23) 
k 
But 
where R is a sum of terms consisting of derivatives of Xk, up to second order, multiplied 
with Ai<p, i = 1, ... , d or cp. Hence using (3.22), (3.21) and (3.19) we obtain estimate 
(3.13). 
If 0 is replaced by a right translate of 0 we may replace the Xk above with the 
corresponding right translates, and since the L00-norms of these translates and their 
left derivatives are the same as before it is clear that a does not depend on the right 
translation class of n. 
If now the c,0 lal = 0, 1, are nonzero, we see from (3.19) and (3.21) that the first 
and zeroth order term are dominated locally by the second order term, and hence 
Proposition 3.3 is valid for a general operator H. 
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Proof of Proposition 3~2 Let cp E L00 ;2 and further let x E coo be a function on 
G such that 0 :s; x :s; 1, x = 1 in a neighbourhood of e and x has compact support 
n. Choose a fixed p > D'. By (3.19) and (3.21) we have 
(3.24) 
where a only depends on the right translation class, on x, Ac, llcll\, and p. 
By the Sobolev estimate (3. 7), we also have 
N::0;1 (xcp) :s; C1Nft;2 (xcp) + ac-;D' j(p-D') NP;l (xcp) (3.25) 
where a only depends on p. On the other hand, if 'l/J is any function with support in 
n then 
II,PIIp = (in df} [,P(g)[P tp::; II,PIIooi!1[11P 
Hence, com.bining (3.24), (3.25), and (3.13), we obtain 
N::0;1 (xcp) < cNfi;2 (xcp) + ac-D' ICP-D') Nfi;1 (xcp) 
< ca'(IIHxcpllfi + llxcpllfi) + 
(3.26) 
ac-D'/(p-D')(ciiiHxcpllfi + a"c11 llxcpllfi) (3.27) 
Now choosing c1 = cP/(p-D') this gives bounds 
(3.28) 
for all c E (0, 1 ]. Then combining this with (3.26) one finds bounds 
(3.29) 
for each 8 > 0 and all c E (0, 1]. Now 
and 
Hxcp = xHcp + R 
where R is a sum of terms consisting of derivatives of Xi up to order two multiplied 
with Aicp, i = 1, ... , d or <p. Moreover, since 
ll'l/JIIoo =sup llxg'l/JIIoo (3.30) 
gEG 
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where x9 = R(g )X ~d th~ as in (3.25) only depends on x through its right translation 
class, we finally obtain 
(3.31) 
for 0 < c::::; 1, and 0 < 8, where as only depend on 8, Ac, and llcll~. Then, by norm-
closure one obtains the statement of Proposition 3.2. 
In Propositions 3.2 and 3.3 it is not essential that Co: E L'oo.1 for lad = 2. It suffices I 
that the Co: for lal = 2 are uniformly continuous. Then the constants a depend on Ac, 
the norm I:lo:I=O,l,2 1lco:lloo, and the modulus of continuity of the Co: with lal = 2, i.e., 
the smallest positive function J-L such that 
sup I co:(g) - co:(h) I ::::; J-L(Igh - 1 1) 
o:;lo:l=2 
for all g, hE G. This is clear from the proofs. 
The estimates of Propositions 3.1 and 3.2 will be subsequently useful for the 
discussion of continuity and boundedness properties of the semigroups generated by 
subelliptic operators, and their integral kernels, on the Lp-spaces. The most notable 
deficiency in the estimates (3.12) is that they are only established for 8 > 0. They are 
valid in the limiting case 8 = 0 if the operator H is strongly elliptic or if the leading 
coefficients of H are three times differentiable, but in the latter case the value of the 
parameter ao entering the bounds depends on the norms llco:II:X,.3 for a with lal = 2. 
' 
This latter result will be established in Section 6. 
Finally we need a version of (3.12) expressed on a Lipschitz space. If q E [1, oo] 
and 1 E (0, 1) we define the space (L-p, Lp;1)q,')' to be the interpolation space between 
L-p and Lfi;1 defined by Peetre's K-method (see, for example, [BuB] Chapter 3). We 
denote the norm of this space by II · llp,q,')'· The spaces are defined by introducing the 
K-function 
and then setting 
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Then the C 1-seminprm Np,q,--y;I is defined by 
and the C 1-norm ll·llfi,q,"(;l as the maximum of llr.pllfi,q,"( and Nfi,q,"(;1(r.p). The en-norms 
etc. are defined in an analogous manner. 
The Lipschitz spaces (Lfi, Lfi;1)q,'Y satisfy Sobolev embedding properties similar to 
those of the Lfi-spaces. For example, it follows from (3.7) that 
for p > D' and hence 
under the s_aine restriction. But then by interpolation one finds 
for the C 1-subspace (Lfi, Lfi;1)q,"(;l of the interpolation space, i.e., the common domain 
of the A1 , ... , Ad' acting on (Lfi, Lfi;1)q,"f· The interpolation argument is based on the 
observations that 
(Lfi;1 , Lfi;2)q,"( - (Lfi, Lfi;2)q,"(+l 
- (Lp, Lfi;1)q,"(;I 
These identifications were established by Pesenson [Pes] (see also [ElR1] Theorem 
2.1). 
The proof of the Lipschitz analogue of the Lipschitz inequality (3. 7) is a little bit 
more complicated. 
Lemma 3.4 For each p E [1, oo), q E [1, oo] and r E (0, 1) there is an a > 0 such 
that 
II II / < N' ( ) -D' /(p-D') II II' r.p oo,q,"( - c p,q,"(jl r.p + ac r.p p,q,"( (3.32) 
for all r.p E (Lp, Lfi;1)q,'Y and all c E (0, 1] whenever p > D'. 
Proof Let H0 = - L:f~ 1 Af + w0I and let S 0 denote the semigroup generated on the 
Lp-spaces by the closure of Ho. If wo is sufficiently large it follows that liS~ llfi~fi is 
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exponentially decreasing as t--). oo. Moreover, as a consequence of the kernel bounds 
(2.9) one also has bounds IIAiS~IIp-+p :::; at- 112e-wt and IIHoS~IIp-+p :::; at- 1e-wt with 
w >0. 
Next it follows from [ElRl] Theorem 3.2 that II · llfi,q,7 is equivalent to the norm 
and (L-p, Lfi;1)q,-y consists of those <p E Lp for which the latter norm is finite. Therefore 
llcpll~,q,7 :::; cllcpll!,q,/'· Now the first term llcplloo in the norm llcpll!,q,-y is! bounded 
directly by (3.7), 
I -D' f(p-D') < c:Np,q,7 ;1 ( <p) + ac: II <p llp,q,')' (3.33) 
The second term can, however, be bounded by (3. 7) and the Minkowski inequality as 
follows; 
(f" dtr1 (r-ri2 II(I- ~)1,?lloorfq :::; c(fo"" dtr1 (r-r/2 Nf;;1((I- S~)1,?)rfq 
+ac-D' /(p-D') (!a"" dtr1 (r-r/211(1- S~)1,?11P rtq (3.34) 
Since, by the above observation on equivalent norms, one has bounds 
( fo"" dtr1 ( r-r/211 (I- s.>)1,?11v rtq :::; cll1,?11f;,q,-r 
it remains to establish that 
( fo"" dtrl (r-r/2 Nf;;l ((I- ~)1,?) r) lfq :::; c'II(,?IIP,q,-y;l 
But this is achieved by the usual artifices of Lipschitz space technology. 
First 
IIA;(I- S~)1,?llp < 1"" ds IIA;~;2IIP~PIIHo~;2IIP 
< a' 1"" ds J."" dus-112 11Hgs~12 IIP 
(3.35) 
(3.36) 
Hence by two applications of the second Hardy inequality ([Robl] Section 11.4) one 
finds 
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where r' = (1 + r)/2. But by [ElR1], Theorems 3.1 and 3.2, the right hand side is 
bounded by the norm of (Lfi, Lfi;2)q,I+r and by [ElR1] Theorem 2.1 this is equivalent 
to the norm of (Lfi, Lfi;1)q,,;l· 
The bounds (3.36) now follow from this last observation and hence the desired 
Sobolev inequalities (3.32) are a consequence of combining (3.33)-(3.36). 
The advantage of the Lipschitz spaces is that they have improved regularity prop-
erties. In particular if Ho is now a general subelliptic operator with constant coeffi-
cients then one has bounds 
analogous ~o ~he Rot?-schild-Stein bounds but now valid for all r.p in the C2-subspace 
of the interpolation space (Lfi, Lfi;1)q,,. These bounds follow from [ElRl] Theorem 
5.l.III. Specifically one appeals to Statement I of Proposition 4.3 of [ElRl] with 
n = 1, k = l = 2 and H = Ho. 
Since one now has the Sobolev embedding and the Rothschild-Stein bounds rela-
tive to the interpolation spaces one can repeat the above arguments with Lfi replaced 
by (Lp, Lfi;1)q,, to obtain the analogue of Proposition 3.2. All previous estimates rel-
ative to the norms on L00 or on Lp can equally well be made with respect to the 
norms on the interpolation spaces. Moreover, the proof of the Lipschitz space version 
of Proposition 3.3 and its application simplify because the Rothschild-Stein bounds 
hold in the stronger global form. 
Corollary 3.5 Let H be a subelliptic operator of the form (1.17) with Ca E L'cx:;.1 , 
whenever Ia: I = 2. Let q E [1, oo} and r E (0, 1}. Then for each 8 > 0 there is an 
as > 0 such that 
(3.37) 
for all <p E (L00 , L~;1 )q,,;2 and c E (0, 1]. The value of as depends on the coefficients 
of H only through the ellipticity constant Ac and the norm II ell~. 
The a priori inequalities (3.12) and (3.37) will be of importance in Sections 10 and 
11 for the derivation of smoothness properties for the action of semigroups generated 
by subelliptic operators. 
4 Resolvent estimates for constant coefficients 
The second key link in the proof of Theorems 1.1 and 1.2 is a variant of the parametrix 
method developed by Langlands for the analysis of strongly elliptic operators with 
constant coefficients (see [Rob1], Chapter 1 for details). In this latter context the 
method is used to represent the resolvent of the operator under examination in terms 
of the resolvent of a uniformly strongly elliptic operator on Rd. Now, however, we 
attempt to express the resolvent of the sub elliptic operator with variable coefficients in 
. - -
terms of the resolvent of a subelliptic operator with constant coefficients. This requires 
a number of detailed estimates on the latter resolvents and it is these estimates which 
are the focus of the current section. 
Throughout the remainder of this section we consider subelliptic operators H of 
the form (1.17) but with constant coefficients. Although the estimates we obtain are 
used principally on L00 the results of this section are valid whenever (Leo, G, L) is 
replaced by a general isometric representation (X , G , U) of G on the Banach space 
X which is weakly or weakly* continuous. In the first part of the section we only 
consider the second-order part H0 of H, i.e., 
Then we have the estimates 
Ho = L CaAa 
a;lal=2 
I(Ail ... AimK~)(g)l ::; amt-D'f2t-mf2ewte-b(lgl')2jt ' 
(4.1) 
(4.2) 
on the heat kernel K 0 associated with H0 , analogous to (2.9). (These estimates are 
presumably also true for the kernel associated with H but this is not necessary in the 
sequel.) Subsequently we treat H by perturbation theory. We simplify our notation 
by using H and Ho to denote the closed differential operators. Then the essential 
perturbation estimate is 
for all large A where 
H1=H-Ho= L CaAa 
a;lai=O,l 
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(4.3) 
(4.4) 
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and II · II denotes t~e norm on the Banach space .C( X) of bounded operators from X 
into X. This estimate follows from (3.9), which is a consequence of (2.9). The value 
of a depends on the coefficients Co: only through Ac and the norm Lla:l~2 I Co: 1-
All the operators we want to estimate are composed of polynomials in the Ai and 
operators of the form 
R = Ia dg R(g)U(g) . (4.5) 
Then it follows from the left-invariance of dg that 
Ai1 ... AimR =fa dg ( -1)m(Ai1 ... AimR)(g)U(g) (4.6) 
where the Ai on the right denote derivatives with respect to the left regular represen-
tation. Hence we have the estimate 
(4.7) 
which will be used throughout this section. 
More specifically, the operators we want to estimate are polynomials in (AI +Ho)-1 
and Ai, i = 1, ... , d'. To this end we introduce the fractional powers 
(AI+ H0 )-z = r(z)-1 {"' dt e->.ttz-1 S2 (4.8) 
where Sf = e-tHo. These are well defined for ReA > 0 and Rez > 0, and have the 
properties 
(.AI+ Ho)-zl(,\I + Ho)-z2 =(.AI+ Ho)-zl-Z2 ' 
and (.AI+ Ho)-1 is the usual resolvent. 
(4.9) 
From now on we assume that A is real. If A is complex, all the estimates we obtain 
are still valid if A is replaced by ReA to the right. The case that A is complex will be 
considered in Section 9. 
Lemma 4.1 There exist constants rJ ~ 0 and am> 0 such that 
IIA A A ('I u )-zll r(Rez- m/2) (' )m/2-Rez h i 2 • • • im /\ + no ::; am I r C z) I /\ - rJ (4.10) 
and 
11( '1 lJ )-ZA A A II r(Rez- m/2)(, )m/2-Rez /\ +no il i2 °.. im ::; am lr(z)l /\- rJ ( 4.11) 
provided that Re z > m/2, A > rJ, and 1 ::; ik ::; d' for k = 1, ... , m. The constant 
am is independent of z and A, and rJ is independent of z, A, and m. The values of am 
and rJ depend on Ac and Ac. 
SECTION 4 RESOLVENT ESTIMATES FOR CONSTANT COEFFICIENTS 27 
Proof Fer the first estimate, it follows from ( 4. 7) that it suffices to- compute the 
L1- norm of the kernel 
But by (2.9), 
Hence 
JIRih ::::; emlr(z) l-1 fo'"" dt e-<>.-w)ttR.e•-IrD' 12rm12 fa dh e-blhl'2 ft 
We first estimate that 
fa dh e-blhl'2 /t ::; ctD' /2ept 
for suitable constants c, p > 0. To this end, divide the integration as follows 
But if n is small, i.e., ( n + 1 )t112 ::; 1, then 
(4.12) 
(4.13) 
(4.14) 
(4.15) 
for a suitable constant a. Since Ln~o nD' e-bn2 converges, it follows that the sum over 
then such that (n + 1)t112 ::; 1 is dominated by atD' 12 for a suitable constant a. Now 
consider the n such that ( n + 1 )t112 > 1. We have 
for suitable constants a and 1 depending only on the Lie group. Thus 
"""' I B' I bn 2 ~ (n+l)t1/2 e- < 
n>O 
(n+1);l./2;;::1 
2: ae'~'(n+l)t1/2 e-bn2 
n>O 
(n+1);i!2~1 
< 100 d "Y(x+l)t112 -b(x-1) 2 a xe e t-1/2 
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for a suita-ble p. Note also that as t ~ 0 then the integral above tends -to zero faster 
than any power oft. Combining this with the estimate for the small n sum we obtain 
(4.15). 
Inserting (4.15) into (4.14) we obtain 
II RIll ::; am aIr ( z) 1-l fa'"' dt e- (>.-(w+p))ttRez-lcm/2 
The change of variable u = (.\- ry)t, where 'Tl = w + p, gives 
IIRII1 ::; amalf(z)I-1(A- "')m/2-Rez fa'"' due-uuRez-m/2- 1 
The last integral converges provided Rez ""-- m/2 > 0, and we obtain 
This prov~s the first estimate in Lemma 4.1. 
(4.16) 
(4.17) 
(4.18) 
To prove. the second estimate, let F be the dual or predual of X according to 
whether U ··is a weakly continuous or weakly* continuous isometric representation of 
G. The formal adjoint of H0 has exactly the same form as H 0 , and is a pregenerator 
on F, and hence we have the estimate (4.10) when II· llx-+X is replaced by II · ll.r-+F· 
But the operator 
on X, is the adjoint of the operator 
on F. Hence the estimate (4.11) follows by duality. 
The next lemma involves slightly more complicated products of operators and 
the singular behaviour of (.\I+ H0 )-z at Re z = 0 is more critical. Note that in 
the representation (4.8) for the resolvents the integral diverges for Re z = 0 and in 
addition r has a pole at z = 0. This is the reason for introducing the small posith~e 
constant c in the following statement. 
Lemma 4.2 There exist constants "7 ~ 0, an ~ 0 such that for each j3 > m/2 with 
0 < c < (3- m/2, and each a with c :::; a :::; (3- c one has 
II (.\1! + Ho)-o: Ai1 ••. Ai= (.\2! + Ho)-l'+o:ll 
< a res- c- m/2)r(c) (.\ - rn)1'1 (.\ - rn)1'2 (4.19) 
- m r(a)r((3- a) 1 '/ 2 '/ 
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where 
rl = ( -c(f3- c-a.)+ ( -(3 + c + m/2)(a- c))/((3- 2c) , 
and 
{2 = (( -(3 + c + m/2)({3 + c- a)- c(a- c))/((3- 2c) , 
provided that .\1 , .\2 > 77 and 1 :::; ik :::; d' for k = 1, ... , m. Here am and rJ are 
independent of a, (3, c and rJ is independent of m. 
Remark If .\1 = .\2 =,\then the A-dependent factor in the bound (4.19) is equal to 
(.\ _ rJ)m/2-(3_ 
Proof Le~ ;: be th~ dual or predual of X, according to whether _U is weakly, or 
weakly*, continuous. By an extension of the argument used to derive (3.8) from (2.9) 
one deduce~ that there is a constant am such that 
(4.20) 
for x E X, or x E F, where 1 :::; ik :::; d'. Now, assume x E X2cm+l) andy E :F and 
consider the function 
j(z) - r(z)r((3- z)(y, (A1l + H)-z Ai1 ••• Aim (A2J + H)-f3+zx) 
- r(z)r((3- z)((A1l + Hd)-zy, Ai1 ••• Aim (.\2J + Hd)-f3+zx) (4.21) 
where we have used H; = HJ(= H 0 ). It follows readily from (4.10) form= 0 and 
(4.20) that f is well defined for all z with 0 < Re z < (3. More specifically, we have 
the estimate 
lf(z) I :::; lr(z) I · lr((3- z) I · II (.\1J + HJ)-zYII.r · 
·IIAi1 .. ·Aim (.\2J + H)-f3+zxllx 
< lr(z)l · lr(,B- z)l· am~~~)~) (A1- 77)-Rezllvll.r · 
· am(IIH~+1 (A21 + Ho)-f3+zxllx + II (.\2J + Ho)-f3+zxllx) 
Furthermore, as H0 commutes with (.\J + H0)-f3+z, we obtain 
lf(z)l < a~r(Rez)r((3- Rez)()q- rJ)-:Rez(A2- 7J)-f3+ReziiYII.r · 
· CIIH~+1xll.r + llxll.r-) . (4.22) 
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Thus f is -well defined, and by similarly estimating the formal derivative off with 
respect to zone sees that f is analytic in the strip 0 < Re z < {3. Also, as a~---* r(a) 
is bounded in e < a < {3- e, one sees from (4.22) that f is bounded in the strip 
e ~ Re z ~ {3- e. It then follows from Hadamard's three line theorem that 
If (z) I ::£ M~~:z-e)/((3-2e) M~f3-e-Rez)/((3-2e) ( 4.23) 
where 
Me= sup{lf(z)l; Rez = 8} . (4.24) 
Thus (4.19) follows once we can establish appropriate estimates on Me and Mf3-e· If 
Rez = e, i.e., z = e+i~ where~ E R, we have from Lemma 4.1 with Ai1 ••• Ai= =Am, 
lf(e + i~)l ::£ lr(e + i~)l·lr({3- e- i~)l· 
·IIYII.r 11(.-\11 + Ho)-e-iellx-x IIAm(.-\21 + Ho)-f3+e+iellx-x llxllx 
< a~r(e)(.-\1- 'TJ)-er({3- e- m/2)(.-\2- 'TJ)-f3+e+m/2 · IIYII.r llxllx 
Similarly, when Rez = {3- e, one can use the splitting 
(.-\11 + Ho)-(f3-e)-ie Am(.-\21 + Ho)-e+ie = ((>.11 + Ho)-(f3-e)-ie Am)(>..2I + Ho)-e+ie 
and (4.11) to obtain a bound with 
Mf3-e = a~r(e)r({3- e- m/2)(>..11- 'TJ)-f3+e+mi2(.-\2I- 'TJ)-eiiYII.r llxllx 
Thus, by the three line theorem, 
lf(z)l ::£ a~r(e)r({3- e- m/2) IIYII.rllxllx · 
. (()..1 _ 'TJ)-e()..2 _ TJ)-f3+e+m/2)(f3-e-Rez)/((3-2e) . 
. ((.-\1 _ 'TJ)-f3+e+m/2(.-\2 _ 'TJ)-e)(Rez-e)/((3-2e) 
and specializing to z =a E R this implies (4.19). 
We first use Lemma 4.2 in the special case >..1 = )..2 =>..,and the estimate simplifies 
to 
II ( )..J + Ho) -a Ai1 • • • Ai= ( )..1 + Ho) -(3+a II 
< r({3- e- m/2)r(e) (' - )m/2-(3 ( ) 
-am r(a)r({3- a) A 'TJ . 4.25 
This is instrumental in the proof of the next result. 
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Lemma 4;3 Ther~ exist ~onstants a, .A0 > 0 such that 
II(.AI + Ho)- 1 11 ~ a.A-1 (4.26) 
II(.AI + Ho)-1AirAi2 (AI + Ho)-1 11 ~ a.A-1 (4.27) 
ll(.AI + Ho)- 1Ai1 Ai2 (AI + Ho)- 1Ai3 Ai4 (.AI + Ho)-1 11 < a.A-1 (4.28) 
IIAi1 (.AI+ Ho)-1 11 ~ a.A - 1/ 2 ( 4.29) 
I lAir (.AI+ Ho)-1 Ai2 Ai3 (.AI+ Ho)-1 11 ~ a.A - 1/ 2 (4.30) 
for all .A > Ao and 1 ~ ik ~ d'. 
Remark One may obtain many other similar estimates for monomials in the Ai 
and the resolvents ()..I+ H0)- 1 but these are the ones needed in the sequel. Again 
the values of_ a and .A0 depend on the coefficients of H 0 only through the ellipticity 
parameters-- Ac and Ac. 
Proof The first and fourth estimates are special cases of Lemma 4.1, whilst the 
second is a special case of ( 4.25), or it follows from Lemma 4.1 by using the splitting 
However, to prove the third and fifth estimates we make essential use of ( 4.25): 
II(.AI + Ho)- 1Ai1 Ai2 (.AI + Ho)- 1Ai3 Ai4 (AI + Ho)- 1 11 
< II(.AI + Ho)-1 Ai1 Ai2 (.AI + Ho)-112 II·II(.AI + Ho)- 112 Ai3 Ai4 (.AI+ Ho)-1 11 
and 
IIAi1 (.AI+ Ho)-1 Ai2 Ai3 (.AI+ Ho)-1 11 
< IIAi1(.AI +Ho)-213 ll·II(.AI +Ho)-113Ai2Ai3 (.AI +Ho)- 1 11 
We are now going to prove Lemma 4.3 for a general H of the form (4.1) by using 
perturbation theory. Write 
H= Ho+H1 (4.31) 
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where H0 is the pure second order part of H, given by ( 4.2) and H 1 is the lower order 
part 
H1 = L Co:Ao: 
o:;lo:I=0,1 
Then, using (3.8), we have the estimate 
(4.32) 
(4.33) 
for all c E (0, 1]. Applying this with x replaced by (A.I + H0 )-1x, and using (4.10), 
we obtain the bounds 
IIH1(A.J + Ho)-1xll < cllxll +(cA.+ ac- 1)11 (A.I + Ho)-1xll 
< (c + a(cA. + c- 1)A.- 1)IIxll 
for a suitable new constant a and all large A.. Thus for each c > 0 there is a ·.Ae: > 0 
such that 
(4.34) 
for all A> Ae:· Then by duality, one obtains 
(4.35) 
for all A> Ae· 
Next, using ( 4.34) and ( 4.35) with c < 1, it is clear that we can write 
(A.I + H)-1 
- (A.I + Ho)-1 KR,>. 
- KL,>.(A.I + Ho)-1 (4.36) 
where 
KR>. - (I+ H1(Al + Ho)-1)-1 
' 
00 
- L(-H1(AI + Ho)-1)n (4.37) 
n=O 
and 
KL>. 
' 
(I+ (A.!+ H0)-1 H1)-1 
00 
- L( -(A.I + Ho)-1 H1)n (4.38) 
n=O 
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Thus K R,>.- and K £
1
>. are uniformly bounded in A for large A. 
Hence, if we replace H0 by H in Lemma 4.3, the estimates ( 4.26), ( 4.27) and ( 4.29) 
follow immediately from the corresponding estimates on H0 and the boundedness of 
KR,>. and KL,>. in (4.35). Moreover, to prove (4.28) and (4.30) it suffices to show that 
(4.39) 
for 1/2 < a :s; 1, and 
(4.40) 
for 0 < a < 1, where A is assumed to be large in both estimates and Am denotes a 
monomial of order min Ab ... , Ad'· To this end we use the representation 
_ {AI+ H_)-a = (sina1rj1r) loco df-Lf-L-a((A + f-L)l + H)-1 (4.41) 
which is valid for 0 <a< 1, [Yos]. In view of (4.36) and this representation, all we 
need to establish ( 4.39) and ( 4.40) is that 
laoo df-Lf-L-aiiA((A + t-L)I + Ho)-1 11:::; 0(A1/ 2-cr) (4.42) 
for 1/2 < a :::; 1 and that 
fa'"' dp, J.L-a II ((.A+ p,)J + Ho)-1 A2(.H + Ho)-1 11 S O(>, -a) , ( 4.43) 
for 0 < a < 1 respectively. But by ( 4.29), the integral in ( 4.42) is dominated by a 
multiple of 
fa"" dp, J.L -a ( >. + J.L) -1/2 _ Ia'"' dp, >. (p,>. ta ( 1 + J.L) -1/2 >. -1/2 
_ >._1/2-a laoo dp, J.L -a (1 + J.L) -1/2 . 
As for (4.43), we estimate 
f-L-ail((.\+ ~t)I + Ho)-1 A2 (>.I + Ho)-111 
< 1-L-aii((A+J-t)l +Ho)-1+cr/211·11((.\+J-t)l +Ho)-af2A2(A1 +Ho)-111 
< 1-"-ao((>.. + J-t)-1+af2)0((A + M)'l A'2) 
for all J.t ~ 0, and all large A, where 
/1 - -(c(1- c)+ (a/2- c) 2)/(aj2 + 1- 2c) 
12 - -(a/2- c)/(a/2 + 1- 2c) , 
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and 0 < c~ a/2. Here w~ have used Lemma 4.2. It follows that the integral (4.43) 
converges and, by a change of variable, as above, one deduces that 
f"' djJ. J1--a ( >, + J1-) -I+a/2 ().. + /1) 'Yl).. "12 = ).. -a/2+'11 -h'2 Ia'"" dp, J1--a ( 1 + /1) -l+a/2+-tl 
But 1 1 + 12 = -a/2 and hence the integral is given by a multiple of A-a. This 
establishes ( 4.42) and we have proved the following generalization of Lemma 4.2. 
Lemma 4.4 If H is a subelliptic operator with constant coefficients there exist a, Ao > 0 
such that 
II (.-\J + H)-1 11 ::; a.\ - 1 
11(.\J + H)- 1AhAi2(.\I + H)-1 11::; a.-\- 1 
.11(.-\J + H)- 1Ai1 Ai2 (.\I + H)- 1Ai3 Ai4(.-\I + H)-1 11::; a.-\- 1 
IIAh (.-\1 + H)-1 11 ::; a.\ - 112 
IIAi1(.-\J +H)-1Ai2 Ai3 (.-\I +H)-111::; a.-\- 112 
for all ,\ > .\0 and 1 ::; ik ::; d'. The values of a an¢ .-\0 depend on the coefficients of 
H through Ac and the norm L:a leal· 
The estimates of this lemma are essential for the subsequent discussion of para-
metrices for operators with smooth coefficients. 
5 The parametrix method 
In this section we begin the analysis of the subelliptic operators (1.17) with variable 
coefficients. The method we develop requires the coefficients Ca to be smooth, e.g., 
Ca E L'oo.2 or L'oo.3 , but these assumptions can be weakened by subsequent additional , , 
arguments given in Sections 10 and 11. 
First, for each h E C introduce the constant coefficient operator H h by 
(Hhcp )(g) = 2:::: Ca(h)(Aacp) (g) (5.1) 
a;lal~2 
and let R>.(·; h) be the fundamental solution of the operator )..J +Hh. Thus R>.(·; h), 
for each fixed h, is the kernel of the resolvent (>.I+ Hh)-1 considered in Section 4. 
Now define the (right) parametrix R>. as the operator 
(R>.cp)(g) - L dh'lj;(h)R>.(h; g) (L(h)cp) (g) 
- L dh'lj;(gh-1)R>.(gh-1 ; g)cp(h) (5.2) 
where 'l/J is a function in C~(G) with 0:::; 'ljJ:::; 1 and 'l/;(e) = 1. The parametrix can 
be thought of as an approximation to the resolvent (>.I+ H)-1 of H, whose existence 
has yet to be established. Thus we are interested in analyzing R>. as an approximate 
right inverse of ( )..] + H). Hence we introduce the remainders Q >. by 
(5.3) 
and we aim to show that these are small, at least for large .A. 
In order to analyze R>. and Q >. we need some basic properties of the kernel R>. ( · ; ·). 
Note first that if R is any operator from Leo into Leo given by a kernel, i.e., 
then it follows easily that 
IIRIIeo-eo = esssup r dhiR(h;g)l 
gEG Jc 
35 
(5.4) 
(5.5) 
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But if Rk,-k E G, i~ the operator on Loo defined by 
(Rkcp)(g) =fa dhR(h; k)cp(h- 1g) 
then 
and hence 
IIRIIoo-+oo = ess sup llRk lloo-+oo · 
kEG 
Thus we have obtained the following estimate. 
Lemma 5.1 Let H9 be the constant coefficient operator defined by (5.1). Then the 
parametrix·R).. of H satisfies 
IIR>-IIoo-+oo ~ ess sup II (>..I+ H9)-1 lloo-+oo 
gEG 
Now in Lemma 4.4 we estimated that 
for all ).. > )..0 where the values of a and .X0 depend only on the coefficients of H9 
through the lower ellipticity constant 
inf{- L Ca(g)f,2 ; f, E Rd1 , lf,l = 1} 
a;lal=2 
and the norm 
2: lca(g)l · 
a;lal$2 
Thus because of the general subellipticity assumption and as Ca E Loo one can choose 
a, and .A0· , such that these estimates are valid uniformly in g. 
Lemma 5. 2 There exist a, .Ao > 0 such that 
for all .A > .A0 . The values of a, and .Ao, depend on the coefficients of H through the 
ellipticity constant Ac and the norm 
llcll = L llcalloo 
a;lal$2 
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In order to sho.w that. R>. maps C0 (G) into Co (G), and not merely- Loo into Loo, 
and also to estimate the remainder Q>. we need estimates on the derivatives of R>.(·; ·) 
with respect to both variabl~s. We use Ai to denote the left derivative in the direction 
~in the first variable and 8i the corresponding derivative with respect to the second 
variable. Then 
is the kernel of the operator Ai8i1 ••• 8in (A.!+ H9 )-1 where the 8i are now derivatives 
with respect to the explicit g-variable. This is clear from the formula 
But 
((A.I + Hk)- 1cp)(g) - fc dhR>.(h; k)cp(h-1g) 
- fc dhR>.(gh-1 ; k)cp(h) . 
(5.6) 
as a consequence of the resolvent identity 
Moreover 
Hence 
aiHg = L (Aica)(g)Aa 
o:;lo:l~2 
ai(A.I + Hg)- 1 =- L (Aica)(g)(A.I + Hg)- 1Aa(A.I+ Hg)- 1 • 
o:;lal~2 
Since ll8icalloo ::; llcall~; 1 and lo:l ::; 2 we may use Lemma 4.4 to obtain the estimate 
II ai (A.!+ Hg) -l lloo-+oo ::; alA -l 
for all sufficiently large .A. The value of a1 now of course depends on the norms 
Ilea ll~;l· Furthermore 
aiaj(A.I + Hg)- 1 = - L (AiAjca)(g)(..\1 + Hg)- 1 Aa(A.I + Hg)- 1 
+ L L (Aica)(g)(Ajcr;)(g){(..\1 + H9 )-1Aa(.AI + H9 )-1Af'(A.I + H9 )-1 
o:;lo:l~2 f';lf'l~2 
+(.AI+ H9 )-1Af'(A.I + H9 )-1 Aa(A.I + H9)-1} (5.7) 
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and again -Lemma 4.4 gives bounds 
for large.\ with the value of a2 dependent on the norms llcalloo;2· Finally 
Ai8i(.\I + H9 )- 1 - aiAi(.\I + H9 )- 1 
- - 2::: (Aica)(g)Ai(.AI + H9 )-1 Aa(.\I + H9 )-1 
a;lal~2 
and hence by Lemma 4.4 
with a dependent on-llcall~.1 . By extension of this argument one then obtains the l 
following. 
Lenuna 5.3 If the coefficients Ca of Hare in L~·n then there exist an, .Ao > 0 such 
l 
that 
ll8ii · · · ain(.\I + H9)-1 lloo-+oo < an.A- 1 
IIAiail ... ain (.\I+ Hg)-1 lloo-+oo < anA - 1/ 2 
(5.8) 
(5.9) 
for all ,\ > .Ao, m :::; n, and 1 :::; i, ik :::; d' where the values of an and Ao depend on 
the coefficients of H only through the ellipticity constant Ac and the norm 
llcll~ = 2::: llcall~;n 
a;lal~2 
Thus the estimates 
are valid under the same restrictions. 
Moreover, if Ca E Loo;n then these bounds are valid with the ik in the range 1, ... , d 
but with 1 :::; i :::; d'. Then the values of an and .\0 also depend on the norm 
llclln = L llcalloo;n 
a;lal~2 
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Now R>. is .defi~ed by (5.2) and we want to show that R>.Co(G) ~ G0 (G). First if 
cp has support in n and 'ljJ in n,p then ( R>. cp) (g) =f. 0 only for those g such that there 
exists an h E n,p with h-1g E n, i.e., R>. cp is supported by n,pn, which is compact. 
But as IIR>.IIoo~oo :::; aA-1 < oo for large A it follows that R>. maps functions vanishing 
at infinity into functions vanishing at infinity. 
Next we establish that R>. preserves continuity. But if cp E Cc( G) then 
(R>.<p)(gi)- (R>.cp)(g2) = fcdh'lj;(h)(R>.(h;gi)- R>.(h;g2))cp(h-1g1) 
+fa dh 'l/;(h)R>. (h; 92) ( cp(h- 1g1) - cp(h-192)) . (5.10) 
Moreover, for Co: E L'oo.1 Lemma 5.3 gives bounds , 
and 
sup r dh IR>.(h;g)l:::; a,\-1 l 
9eclc 
(5.11) 
(5.12) 
and as <p is uniformly continuous on G it follows that (R>. cp)(g1) ~ (R>. cp)(g2 ) as 
g1 ~ g2 • Hence R>.cp is continuous. Finally by a density argument R>.Co ~ C0 • 
Lemma 5.4 If Co: E L'oo;1 for all a and ,\ is large then R>.Co ~ Co. Moreover, if 
Co: E L'oo;2 then R>. cb;1 ~ cb;1 and one has bounds 
(5.13) 
for all cp E Co and all large A where the value of a depends on the ellipticity constant 
Ac and the norm llclli. 
Proof The first statement has been proved above. But if Ca E L'oo;2 and cp E c~ l 
then R>.<p E L'oo;1 and has compact support. Thus R>.C~ ~ Cc. Moreover, (5.10) 
gives 
(AiR>.cp)(g) - fcdh'l/J(h)((aiR>.)(h;g) + (AiR>.(h;g)))cp(h- 19) 
+ L dh (Ai'lf;)(h)R>.(h; g)cp(h-1g) (5.14) 
through integration by parts. Then estimating with (5.11), (5.12), and the bound 
esssup { dhi(AiR>.)(h;g)l:::; a>..- 1/ 2 (5.15) 
gEG Jc 
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one deduces that 
(5.16) 
Then R>.Co ~ Cb.1 and (5.13) holds by continuity. The dependence of a on the , 
coefficients of H follows from Lemma 5. 3. 
Next we estimate Q>.. To this end we compute that 
((>J + H)R>.tp)(g) = ( >. + I: Ca(g)Aa) (L dh'I/J(h)R>.(h; g)tp(h-1g)) 
o:;lo:l~2 
- ( >. + I; Ccx(g)Aa) (fa dh.,P(gh-1)R>.(gh-\ g)tp(h)) 
o:;lo:l~2 
Thus the diffe.rential operator A a, which acts on the g-variable, acts u:r;1der the integral 
on 'ljJ and on both variables of the kernel R>.(·; ·). If we collect all terms for which A a 
acts on the_ first variable of the kernel then their sum is 
( >. + I: Ca(g)Aa )R>.(gh-l; g)= 8(gh-1) . 
o:;lo:l~2 
(5.17) 
Here A has the meaning of Lemma 5.3, a left derivative with respect to the first 
variable, and 8 is the point measure in the g-variable, i.e., 
1 dg'I/J(g) ( >. + I: Ca(g)Aa) R>.(gh-\ g) - fa dg 8(gh-1)'1/J(g) 
G o:;lo:l~2 
- b,.(h)'l/;(h) (5.18) 
for any 'l/J E C~. Hence, if the contribution to the expression ((AI+ H)R>. cp)(g) of 
terms of this type is denoted by 
P>.(g) then 
P>.(g) =fa dh'lj;(gh-1)8(gh-1)cp(h) = 'lj;(e)cp(g) = cp(g) 
Thus the remaining terms combine to give (Q>. cp)(g). In these terms at least one of 
the derivatives of each product Ao: acts on 'l/J or on the second variable of the kernel 
R>. ( · ; ·). Thus ( Q >. cp) (g) is a finite linear combination of terms 
c(g) fa dh x(h)P>.(h; g)cp(h- 1g) (5.19) 
where c is one of the coefficients of H, x is a derivative of 'l/J of order less than or 
equal to two, and P>. ( h ; g) is one of the following functions 
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(5.20) 
Thus since Co: E L'oo.2 then , 
ess sup lc(g) I f dh lx(h) I · IP>.(h; g) I ::; a'A 1/ 2 
gEG Ja 
for all A> Ao by Lemmas 5.1-5.3. Hence we have the first statement of the following 
lemma. 
Lemma 5.5 If the coefficients Co: of H are in L~.2 then there exist a, 'Ao > 0 such , 
that 
(5.21) 
- -for all A>- Ao where the values of a, and 'A0 , depend on the coefficients Ca only through 
Ac and the norm llca:ll~· Moreover, if Co: E L'oo.3 then Q>.Co(G) ~ Ca(G). 
.. , 
The proof of the second statement is the same as the corresponding proof for R>.. 
Additional smoothness properties of R>. and Q>. will be obtained in the course of 
subsequent arguments. 
Remark In this section we have studied the properties of the right parametrix R>. of 
H. Similarly, one may define a left parametrix Rf of H by 
(Rf<p)(g) - fa dh~(h)Ri(h- 1 ; h-1g)(L(h)<p)(g) 
- fa dh~(gh- 1)Ri(hg-1 ; h)<p(h) 
where R1 ( · ; h) is now the fundamental solution of the operator 'AI + Ht, and 
(Hh<p) (g) = L Ca(h)(( -A)o:*<p )(g) 
a:;la:l52 
(5.22) 
(5.23) 
where Aa:• is equal to the product Aa: but in the reverse order. In analogy with (5.3) 
one may now define a remainder term Qf by 
Rf('AI +H) = I+ Qf (5.24) 
and prove that 
(5.25) 
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which corresponds to (5.21). Note that if R>.. is the right parametrix defined by (5.2), 
a simple computation shows that its adjoint is given by 
(5.26) 
If we compare this with (5.22) we see that, except for first order terms, this left 
parametrix is the adjoint of the right parametrix corresponding to Ht, and this ex-
plains (and can be used as a basis for a proof of) (5.25). We will not make use of the 
left parametrix in the sequel. 
6 Semigroups on Co and L00 
Let H denote the operator (1.17) defined on Cb.2 . We next argue that if Co: E L'oo.3 
' ' for lal = 1, 2, eo E Cb(G), and His subelliptic then it is norm-closable and its closure 
generates a continuous semigroup on Co. First note that Co is a bounded multiplication 
operator on Co and hence it is a bounded perturbation of the corresponding H with 
eo= 0. Hence we may assume Co= 0 in the generation proof. Secondly, remark that 
H, with Co . 0, is automatically dissipative on c~·2) i.e., if cp E C~.2 and cp(go) = II'PIIoo 
- - , , . . 
then (H cp)(g0 ) :S; 0. But dissipativity implies closability (see, for example, [Paz]). 
Thus to pr~::rve that the closure of H generates a continuous contraction semigroup 
it suffices to prove that the range of (A.J +H) is norm-dense for some large A.. Now 
suppose 'TJ E C~, the finite Baire measures on G, is orthogonal to the range of (A. I+ H). 
Then 
0 = ('TJ, (A.I + H)R>. cp) = ('TJ, (I+ Q>.)cp) 
for all <p E CC:. But since Q>.Co ~Co and IIQ>-IIoo~oo :S; aA.-112 for large A., by Lemma 
5.5, this equation extends by continuity to all cp E C0 . Now choosing A. sufficiently 
large that IIQ>.IIoo~oo < 1 the operator I +Q>. is invertible and setting cp =(I +Q>.)-1'lj; 
one concludes that 
('TJ, (.\I+ H)R>. cp) = (TJ, 'lj;) = 0 
for all 'l/J E C0 • Therefore 'TJ = 0, and the range of (A.I +H) is dense for all large .:\. 
Although we have required that Co: E L'oo.3 for lal = 1, 2 the condition on the , 
first-order coefficients can easily be weakened. 
Proposition 6.1 If Co: E L'oo.3 for all lal = 2 and Co: E Cb for lal < 2, then the , 
subelliptic operator 
H = E Co;Ao: 
o:;lo:l:52 
on Co (G) is norm-closable and its closure generates a continuous semigroup. 
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Proof If H0 denotes the operator obtained from H by setting Co:= 0 -for Ia I = 0,1 
then its closure, which we also denote by H0 generates a continuous semigroup. In 
particular (>-.I+ H 0)-1 is a well defined bounded operator for all large,.\. Next let R~ 
and Q~ denote the parametrix and remainder corresponding to H0 • Then 
(>-.I+ H0)R~ cp = (I+ Q~) cp 
for all cp E C': and hence 
(>-.I+ Ho)- 1(1 + Q~) cp = R~ cp 
for all large ).. and cp E C~. But this last identity extends to all cp E Co by continuity. 
Consequently 
(6.1) 
for all cp E Co. But R~ C~; 1 ~ Cb;1 by Lemma 5.4 and 
by (5.11) and (6.1). Now choosing Ao such that II (I+ Q~)- 1 llco-co :::; 2 for ,.\ > Ao 
one has bounds 
(6.2) 
for i = 1, ... , d' and ).. > ,.\0 . These can be re-expressed in a perturbation theoretic 
form 
(6.3) 
for all cp E c~;2 and all c E (0, 1]. Then, since the first-order terms H1 = Lla:l=l Ca:AQ 
in Hare dissipative, H0 + H1 generates a continuous contraction semigroup by the 
perturbation theory of contraction semigroups. Finally since eo is bounded the closure 
of H generates a continuous semigroup by the theory of bounded perturbations. 
Note that the values of the constants a and a' in (6.2) and (6.3) depend on the 
coefficients of H0 through the norm llcll~· This is a consequence of the estimates of 
Lemmas 5.4 and 5.5. 
Proposition 6.1 has a direct analogue on L 00 • 
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Propositien 6.2 If Ca E L'oo.3 for Ia I= 2 and Ca E Loo for Ia I < 2 then the subelliptic 
. . , 
operator 
H= 2:.: CaAa 
a;lal:s;2 
(6.4) 
on L00 ( G; dg) is weak* -weak*-closable and its closure generates a weakly* continuous 
semigroup. 
Proof At this stage we only prove the proposition with the additional assumption 
Co: E cb for lal = 1. The general case follows from the holomorphy of the corre-
sponding semigroup, which will be established in Lemma 9.4, and the perturbation 
argument outlined below. 
First set Co = 0. Then the corresponding closed H generates a strongly continuous 
contraction ·semigroup on C0 by Proposition 6.1. Moreover, it follows "from (6.1) that 
(AI+ H)- 1 = R>.(I + Q>.)- 1 = 2:.: R>.(-Q>.)n 
n;::::o 
for all large A. Therefore the resolvent (AI+ H)- 1 extends by weak*-closure to a 
contraction on L00 , by Kaplansky's density theorem .. Thus His weak*-weak*-closed 
and generates a contraction semigroup on Loo. Finally Co is a bounded perturbation 
and hence the full His a generator. 
The extension from Co: E cb to Co: E Loo for the coefficients with lal = 1 follows by 
a perturbation argument. If H0 is the pure second-order part of H then it follows from 
(6.2) and the foregoing extension argument that (6.3) is valid for all cp E L'oo.2 . This , 
in itself is not sufficient to make a perturbation argument because we are now dealing 
with weakly* continuous semigroups. But if in addition one has the holomorphy 
bound IIHoSflloo__.oo :S a"t-1 fortE (0, 1] where S 0 is the semigroup generated by H0 
then (6.3) gives 
IIAiS~ lloo__.oo :S ca"t-1 + c-1a' 
for all c, t E (0, 1]. Hence setting c = t 112 gives a bound IIAiSflloo__.oo:::; at-112 which is 
integrable as t ~ 0. Therefore one can apply 'time-dependent' perturbation theory to 
conclude that H generates a weakly* continuous semigroup (see, for example, [BrR2] 
Theorem 3.1.33 or the proof of Proposition 11.1 below). 
The holomorphy bounds which are necessary for the above argument will be 
established in Section 9. 
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Despite this gap in the proof of Proposition 6.2 we have established-the following 
result for the subelliptic operator written in .the symmetric form (1.20). 
Corollary 6.3 If C;,j E L'oo;3 , e;, E L'oo;1 , and Co E Loo, then the subelliptic operator 
d' d' 
H =- L AiCijAj + L(CiAi + Aie;,)/2 +Co (6.5) 
i,j=l i=l 
on L00 is weak* -weak* -closable and its closure generates a weakly* continuous semi-
group. 
This follows by noting that H can be written in the form (6.3) with Ca E L'oo.3 if l 
lal = 2, Ca E L'oo;u if lal = 1, and with zero-order term in Loo. But L'oo; 1 ~ Co and 
hence the foregoing proof establishes the corollary. 
Although the asymmetric form (6.4) of H is most natural on Co and Leo the 
symmetric -form is more suited to the Lp-spaces with p E [1, oo) because duality 
arguments are important. 
Next note that the inequalities (6.3) also follow for the operator H with first order 
terms since 
and hence 
H- Ho = L CaAa 
a;lai=O,l 
But one can then solve these inequalities to obtain 
(6.6) 
for all cp E Ch.2 and c E (0, 1], where the value of the a now depends on the ellipticity l -
constant Ac and the norm llcll~· This is a weak version of the Loo-conjecture of 
Section 1. The weakness is in the dependence of the parameter a on the norm II ell~ 
which precludes the extension of the inequalities (6.6) to operators with coefficients 
in L'oo.1. Nevertheless, by approximation the inequalities extend to operators with l 
leading coefficients in L'oo.2 . l 
If, however, the coefficients are in L'oo.3 the inequalities extend to the closure of l 
H on Loo and this another version of the basic Leo-conjecture. 
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Proposition 6.4 If H is a subelliptic operator of the form (1.17) and Co: E L'oo.3 I 
whenever lal · 2 then there is an a> 0 such that 
(6.7) 
for all cp in the domain of the weak* -weak* -closure H of H and all e E (0, 1]. The 
value of a depends on the coefficients of H only through the parameters Ac and II ell~· 
Proof It follows from Corollary 6.3 that H is weak* -weak* -closable and its closure 
H generates a weakly* continuous sernigroup. But the semigroup generated by H 
leaves C0 ( G) globally invariant by Proposition 6.1 and the generator of the restricted 
semigroup is the norm closure of H, which we also denote by H. Since the estimate 
(6.7) is valid for cp E D(H), and since for each ..\ > 0 the resolvent (..\I+ H)-1 is the 
restriction ?f ~)..I+ H_)- 1 from L 00 to C0 (G) , one concludes that 
!1Ai(5:I f H)-1cplloo < ei!H(>-.1 + H)-1 'PIIoo + ae-1 11 (>..I+ H)-1cplloo 
- eii(I- >..(..\1 + H)-1)'PIIoo + ae- 1 11(.:\1 + H)-1 cplloo 
< 2eii'PIIoo + a>..-le-1 II'PIIoo · 
Moreover, as (>..I+ H)-1 is weakly* continuous and Ai is weak*-weak*-closed, and 
the unit sphere in L 00 is weak*-compact, it follows from Kaplansky's density theorem 
that the last inequality extends to all cp E L 00 • Therefore setting e = .:\- 1/ 2 we obtain 
IIAi(.:\1 + H)-1'PIIoo :S a'>..-112 II'PIIoo 
for all cp E L 00 • Replacing cp by (.\I+ H)cp one then deduces that 
II Ai'PIIoo :::; a' A - 112 IIH 'PIIoo +a' A 112 II'Piloo . 
Finally, setting e = a'..\ - 112 one obtains ( 6. 7} for all cp E D (H). 
Note that the arguments used to prove the proposition also allow one to extend 
the conclusions of Proposition 3.2. 
Corollary 6.5 If H is a subelliptic operator of the form (1.17) and Co: E L'oo.3 when-, 
ever Ia! = 2 then for each 8 > 0 there is an as > 0 such that 
(6.8) 
for all cp in the domain of the weak* -weak* -closure H of H and all c E (0, 1]. The 
value of as depends on the coefficients of H only through the ellipticity constant Ac 
and the norm I !ell~. 
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We ret-urn .to further discussion of a priori inequalities in the next two sections 
and again in Section 10. 
7 Semigroups on L 1 
Let H denote a subelliptic operator of the form (1.17) on L~;2 • If Co: E L~;lo:lthen the 
adjoint H* of His defined on L~.2 • The restriction of H* to L'oo.2 , which we call the , , 
formal adjoint Ht, is a subelliptic operator of the same form. 
Ht = L c1Ao: . (7.1) 
o:;lo:l~2 
The coefficients cl are uniquely determined by the Co: and since -c~ = Co: for Ia! = 2 
the ellipticity constants coincide. Similarly if His defined on L~;2 one can define its 
formal adjoint on Li.2 and then Htt =H. , 
Next suppose H acts on L~.2 , Co: E L~.3 if lal = 2, and Co: E L'oo. 1 if lal = 1. , , , 
Then Ht on L'oo.2 has coefficients cl = Co: E L'oo.3 if lal = 2, and cl E L'oo.1 if lal = 1. , , ' 
Therefore the L00-closure of Ht generates a weakly* continuous semigroup on Looby 
Proposition 6.2. Thus the adjoint Ht* of Ht is the generator of a strongly continuous 
semigroup on the predual L1 . (If Ht generates st on Loo then Ht* generates S = St* 
on L1 .) But Ht* is an extension of Htt =H. Thus if we can establish that the L1-
closure H of H satisfies H = Ht* then H generates the strongly continuous semigroups 
Son £ 1• To this end it suffices to show that the range R(>.I +H) of (>.I+ H) is 
dense in L1 for some large positive>.. 
The same tactic also applies to H on Li.2 but the change of measure alters the 
' duality arguments. Relative to the inner product 
(cp, 'lj;) = fa dg cp(g)'lj;(g) 
- fa dg ~(g)-lcp(g)'l/J(g) = c~-1cp, w) (7.2) 
one has the relation 
(Hcp, 'l/;) - (~ - 1 Hcp, 'lj;) 
- (cp, Ht ~ - 1'l/;) = (cp, 8(Ht)w) (7.3) 
for cp E L~;2 and 'ljJ E L~;2 , where p and q are conjugate and 8(Ht) - ~Ht ~ - 1 . 
This operator is, however, a subelliptic operator of the type under consideration. It 
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is obtained from Ht by replacing Ai by Ai --:- f3ii where f3i = (Ai~){e). Thus to 
decide that the Li-closure H of H generates a strongly continuous semigroup S on 
Li it suffices to show that H = 8(Ht)*, where the star now denotes the adjoint with 
respect to the inner product ( · , ·). This is achieved by a simple modification of the 
subsequent L1-proof. 
Let R1 and Q1 denote the parametrix and remainder associated with Ht on L 00 • 
Then 
where we have again simplified notation by using Ht to denote the closed operator. 
Hence 
on L1 , or 
for all 'ljJ E L1. But if 'ljJ E L1 has the property that 
then 
(7.4) 
Now we argue below that (I+ Q!*)- 1 Ri* is bounded as an operator from L~.2 into 
' L~.2 if the second-order coefficients are sufficiently smooth. Hence it follows that , 
R(>..I +H) 2 Li;2 and since Li;2 is L1 -dense in L1 one concludes that H = Ht*. 
Lemma 7.1 If cl E Loo;n+2 for all a then (I+ Q1*)-1 R1* is bounded as an operator 
from L1;n into Lt;n for all sufficiently large )... . 
Proof In Section 5 we established that R1 and Q1 are operators of the form 
(R!cp)(g) - fc dhR(h; g)cp(h-1g) 
( Q 1 cp) (g) - fc dh Q ( h ; g) cp ( h -l g) 
SECTION 7 SEMIGROUPS ON L 1 51 
where, by -Lemma 5.3, the kernels R, Q satisfy estimates 
for all large A and m < n + 2 where 1 ~ ik ~ d. Also R and Q have compact support 
around e in the first variable. Then a simple computation establishes that 
(Rl* cp)(g) =fa dhR(h; hg)cp(hg) 
with a similar action for Ql*. Thus the n-th term in the expansion 
_ (J + Ql*)-1 R!* <p = L ( -Ql*)n Rl* <p 
n;::::o 
has the form· 
((Ql*)n Rl* cp)(g) - fa dho ···fa dhn Q(hn; hng) · · · 
... Q(h1; h1h2 ... hng)R(ho; hoh1 ... hng) · 
· cp(hoh1 ... hng) . 
(7.5) 
(7.6) 
Applying Ai to this expression amounts to taking the left derivative with respect to 
g in the direction ai. Thus we have to consider expressions such as 
(AiQ)(h; kg) = .!!:_ Q(h · ke-taig)1 
dt ' t=O 
- .!!:_ Q(h. e-tkaik-1 kg)l & ' t=O 
- (dL(kaik-1)Q)(h; kg) 
where the left derivative is with respect to the second variable of Q. But 
d 
dL(kaik-1) = L bii(k)8i 
j=1 
where the coefficients bii E coo, bii(e) = 8ij, and the bii together with their derivatives 
are at most exponentially increasing. Hence we obtain an estimate 
d 
I(AiQ)(h; kg)j ~ bewlkl L j(8jQ)(h; kg)j 
j=1 
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Similarly -
l
.!}_<p(ke-taig)l ::; bewlkl t l(Ajcp)(kg)l 
dt t=O j=1 
Therefore we obtain an estimate 
n d 
[(A;(Q!*tR1* l")(g)[ :::; b 'fJ;JG dho. ··fa dhn JQ(hn; hng)J. · · 
... ewlhk···hnlj(ajQ)(hk; hk ... hng)l .. -IQ(h1; h1 ... hng)l· 
·IR(ho; ho. · · hng)l·lcp(ho · · · hng)l 
d 
+ b L l dho .. ·l dhn IQ(hn; hng)l . .. IQ(hl; h1 ... hng)l· 
j=l G G . 
· ewlho ... hnl{l(ojR)(ho; ho ... hng)l·lcp(ho · · · hng)l 
+ IR(ho; ho ... hng)l· l(ojcp)(ho ... hng)l} . 
Now the kernels Q, R have support in the first variable in a ball Br = {hE G; I hi ::; 
r}. Consequently 
in the region where the integrand is non-zero. Next we use the observation that the 
£ 1 ~ L 1 norm of an operator of the type 
(P<p)(g) =fa dhP(h; hg)cp(hg) 
is equal to the Leo ~ Leo norm of the adjoint operator 
( P* <p) (g) = fa dh P ( h ; g) cp (h-I g) 
and the latter norm is given by 
liP* lleo-+eo = ess sup r dh IP(h; g)l . 
gEG Ja 
Hence we obtain from Lemmas 5.3 and 5.5 the bounds 
for all large A. One then concludes that if A is sufficiently large, i.e., if aewr A - 112 < 1, 
then (I+ Q!*)-1 Rl* is a bounded operator from L1;1 to L1;1. 
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At this-point w~ have ~stablished Lemma 7.1 for n = 1. But for higher n the proof 
follows by successive differentiation and repetition of the above estimation procedure 
using Lemmas 5.3 and 5.5. 
If one now considers the operator (7.1) with cl E Lco;4 for all a then Lemma.7.1 
implies that the closure of H = Htt on L~.2 generates a strongly continuous semigroup I 
on L1. 
Proposition 7.2 If Co: E Loo;s for lal = 2 and Co: E Lco;4 for lal = 1 then the 
L 1-closure of H generates a strongly continuous semigroup S on L 1 . Moreover, the 
Li-closure of H generates a strongly continuous semigroup S on Li. 
Proof It follows from the adjoint relation that cl E Lco;s for lal· = 2 and cl E Lco;4 
for Ia I = 1~ Now HJ = Ht - Co is the formal adjoint of a subelliptic operator H0 on L1 
which is a bounded perturbation of H. Applying Lemma 7.1 to HJ one deduces that 
(I+ Qi*)-1 R1* is bounded as an operator from L1;2 into £ 1;2 for all large,.\. Therefore 
by (7.4) the range of ('AI+ H0 ) contains the dense subset L1;2 of L1 . Consequently 
H 0 = HJ* and H 0 is the generator of a strongly continuous semigroup on £ 1. Finally 
His a generator because it is a bounded perturbation of Ho. 
Th~ proof that the Li -closure of H is a generator follows by a similar argument 
but with Ht on Loo replaced by 8(Ht) = f:lHtf:l- 1 and the inner product(·,·) replaced 
by the inner product (7.2). 
A similar result holds for H written in the symmetric form (1.20). 
Corollary 7.3 If Cij E Lco;s, Ci E Lco;4, and Co E Loo, then the subelliptic operator 
d' d' 
H =- L AiCijAj + L(CiAi + AiCi)/2 +Co 
i,j=1 i=1 
on L1 is norm-closable and its closure generates a strongly continuous semigroup S. 
Moreover, the operator is closable on Li and its closure generates a second continuous 
semigroup S. 
Proof The condition on the coefficients ensures that the coefficients cl, lal = 1, 2 of 
the formal adjoint Ht on L00 , of H on £ 1 , are in L00;4 · Therefore the result follows 
from Proposition 7.2. 
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At this stage we have. constructed semigroups generated by the closure of H on 
Loo, L1 and Li but we have not considered their interpolation properties nor the 
consistency of their action on L1 and Li. The only connection at this point between 
these semigroups is by duality. The semigroup on L1 is the dual relative to the left 
invariant Haar measure of the semigroup generated by the formal adjoint Ht on L 00 • 
The semigroup on Li is the dual relative to the right invariant Haar measure of the 
semigroup generated by the formal adjoint 8(Ht) on L00 • 
8 Semigroups on Lp , p E (1, oo) 
Up to this point we have concentrated on subelliptic operators of the form (1.17) 
because we have principally used L00-techniques. In the next five sections, however, 
duality arguments and L2-estimates play an important role. Hence it is more appropri-
ate to consider H in the symmetric form (1.20). If Cij E Loo;5, Ci E Loo;4, and Co E Loo 
then the closure Hoo of H on Loo generates a weakly* continuous semigroup s<oo) on 
Looby Cor?ll~ry 6.3._ Moreover, since Hoo- wi with w = lleolloo + L:f~1 IIAiCilloo/2 is 
dissipative one has bounds 
IIS?)O) lloo-+oo ::; ewt · 
In addition the closure H 1 of H on L 1 generates a strongly continuous semigroup S(1) 
on L1 by Proposition 7.3 and by duality one has bounds 
liSP) 111-+1 ::; ewt · 
Next we argue that these semigroups coincide on L1 n Loo and then we can apply the 
Riesz-Thorin interpolation theorem and obtain an interpolating semigroup on the 
Lp-spaces. Subsequently we examine the corresponding semigroups on the Lp-spaces. 
In order to deduce that the semigroups coincide on L1 n Loo it suffices to prove 
that the resolvents (A.I + H 1)-1 and (A.I + Hoo)-1 coincide on L1 n Loo for all large A.. 
To this end, define 
(8.1) 
where the R;.. are viewed as bounded operators on Loo 2 c;. We will establish that 
.C ~ L1,2 n Loo;2 ~ D(H1) n D(Hoo) . 
Since 
and c; is dense both in L1 and Loo it then follows that £is a core of both H1 and 
H oo. Furthermore 
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Therefore -the semigroups must coincide on L 1 n L00 • Thus it remains- to prove the 
following. 
Lenuna 8.1 If Cij E Loo;5, Ci E Loo;4 and Co E Loo then 
Proof The proof is a variation of the argument used to establish Lemma 7.1. Setting 
(R>.cp)(g) - L dhR(h j g)cp(h-1g) 
( Q A cp) (g) - L dh Q ( h j g) cp ( h -l g) 
the kernels Rand Q satisfy estimates 
~ss sup r dh I (8il ... ai=R)(h; g)l < a.\- 1 
gEG Ja 
for.\> Ao ,m = 1,2, and ik = 1, ... ,d, by Lemma 5.3. 
Moreover, both kernels have compact support in the first variable. Now using 
(R>.(I + Q>.)-1cp)(g) = l:(R>.(-Q>.)ncp)(g) 
n~O 
one argues as in the proof of Lemma 7.1 that this sum, together with its derivatives 
of order one or two in the g-variable, converges in Loo for all large;\. This establishes 
that .C ~ Loo;2· One also obtains estimates 
(8.2) 
for suitable a, b > 0 and all a with Ia! ::; 2. 
Now to obtain the L1-estimates assume cp has support in the ball Bro = {g E 
G; IYI < r 0 } and that the support of the kernels R, Q with respect to the first variable 
is contained in Br. Then the support of A a R>.Q~cp is in Bro+(n+l)r. But the volume 
of Br grows at most exponentially. Hence one has bounds 
IE I < kew(ro+(n+l)r) ro+(n+l)r _ (8.3) 
for all n = 0, 1, .... Thus 
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for suitable a', b' > 0 and all a with Ia I ~ 2 by (8.2) and (8.3). Therefore if ,\ is 
sufficiently large then A a R>.(I + Q>.)-1 cp E L 1 for Ia I ~ 2. This establishes that 
£ ~ L1;2 and completes the proof of the lemma. 
At this point we can establish the existence of an interpolating semigroup on the 
Lp-spaces. 
Proposition 8.2 If Cij E Loo;s, Ci E Loo;4, and Co E L00 then the Lp-closure of the 
corresponding subelliptic operator H on Lp;2 generates a continuous semigroup S(P) 
and 
for all cp ~ Lp-n Lr and p, r E [1, oo]. Moreover, the L-p-closure of H o·n L-p;2 generates 
a continuous. semigroup S(p) and 
for all cp E L-p n L;. and p, r E [1, oo]. The semigroups S(p) and S(P) are consistent, 
i.e., S~P)(Lp n L-p) ~ Lp n L-p, S~P)(Lp n L-p) ~ Lp 0 L-p and 
s~p) cp = sr) cp 
for all cp E Lp n L-p and p E [1, oo]. 
Proof We have constructed S(l) in Proposition 7.2 and s<oo) in Corollary 6.3 and 
proved they coincide on L1 n L 00 as a consequence of Lemma 8.1. Thus the Riesz-
Thorin theorem gives a family S(P) of semigroups on the Lp-spaces which coincide 
with S(l), and S(oo), on L1 n Lp, and Lp n Loo, respectively. To prove that S(P) is 
continuous let cp E L1;2 n Loo;2 • Then t ~----+ S~P) cp is differentiable at t = 0 both in L1 
and in L00 • Moreover 
and it follows that 
Since Lp is reflexive for p E (1, oo) this implies that t ~----+ sr) cp is differentiable at 
t = 0 and as L1;2 n L00 ;2 is Lp-dense S(P) must be strongly continuous. Moreover, the 
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bound implies tha~ c.p E D(Hp), where Hp is the generator of S(P), and Hp cp = Hc.p. 
Now, however, it follows from Lemma 8.1 and the definition of£ that 
As C~ is dense in Lp this implies that L1;2 n Loo;2 is a core for Hp. Thus Hp is the 
Lp-closure of H on Lp;2. 
Next the Li-closure H1 of H generates a continuous semigroup §CI) on Li which 
coincides with s<oo) on Loo, by Proposition 7.2. Since II'PIIi = 11.6-l 'Pill for cp with 
compact support and since g H- .6(g)-1 grows at most exponentially the proof of 
Lemma 8.1 establishes that 
£ ~ £i;2 n £co;2 . 
Hence the construction of S(P) on Lp is identical to the foregoing construction of S(P) 
on Lp. 
Finally- S(P) coincides with S(oo) on L n L and §CP) coincides with S(co) on ) p 00 
Lfi n L 00 • Therefore S(P) and S(]J) coincide on Lp n Lfi n L00 • But Lp n Lfi is a Banach 
space with respect to the norm 
and if p E [1, oo) it is clear that Lp n Lfi n Loo is dense in Lp n Lfi. Therefore for 
each c.p E Lp n Lp there is a sequence 'Pn E Lp n Lp n Loo which is II . lip-, and II . lift-, 
convergent to c.p. Thus 
and the semigroups are consistent. 
9 Holomorphy 
In the previous section we constructed consistent interpolating semigroups S, and 
S, generated by a subelliptic operator with smooth coefficients on the Lp-, and LfJ-, 
spaces. Next we argue that each S(P), and hence each S(p), is holomorphic with a sector 
of holomorphy which is independent of p. Since there are several variations in the 
meaning of 'holomorphic semigroup' we begin by stating the following known theorem 
[Paz][ReS] :W~ich co~tains the definition we adopt and also gives useful criteria for 
holomorphy. In this theorem t f-4 T(t) = e-tH is a strongly continuous semigroup on 
the Banach_ s·pace X, or a weakly* continuous semigroup if X has a predual. 
Theorem 9.1 The following conditions are equivalent; 
1. There exists a 8 > 0 such that the function t E R+ f-4 T(t) extends to an 
analytic function 
z E ~s = { z E C ; I arg z I < 8} f-4 T( z) 
with the properties 
for all x EX, 
lim T(z)x = x 
z-o 
zE~6 
for all z1, Z2 E ~' and there is an w 2: 0 such that IIT(z) lle-wRez is uniformly 
bounded in each closed subsector ~s' where 8' < 8. 
2. There exists a 8 > 0 and an w 2: 0 such that for each 0 < 8' < 8 there exists a 
constant Ms' > 0 and 
II (AI+ H)-1 11 ::; Mt /lA- wl 
for A-wE ~7r/2+s', i.e., the resolvent exists and satisfies the estimate. 
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3. T(t)X ~. D(H) whenever t > 0 and there exists a constant C such that 
IIHT(t) II "5:. Cjt 
for sufficiently small t. 
Furthermore, if any of these conditions are fulfilled, then the 8 > 0 in Conditions 1 
and 2 can be taken to be the same; if Condition 2 holds then C in Condition 3 can 
be taken to be Me' j1r cos 8'; if Condition 3 holds we may take 8 = arctan(1/Ce) in 
Conditions 1 and 2. 
The proof of the theorem follows from the discussion in [Paz] and [ReS]. Our aim 
is to prove that the interpolating semigroup constructed in Section 8 satisfies the 
condition C?f ~he the~rem on each Lp-space with a 8 which is indepe:ndent of p. The 
key to this is the following result in which we use the notation 
Lemma 9.2 Let H be a pure second-order subelliptic operator, 
H = L Co:Ao: 
o:;lo:l=2 
on Loo with coefficients Co: E Loo;S· There exist constants a, Ao, 8 > 0 and bounded 
operators R;.. and Q;.. on Loo satisfying 
and 
for all,\ E Ll;/2+8• 
Proof Let K 0 denote the semigroup kernel associated with the subelliptic operator 
Ho =- L co:(g)Ao: 
o:;lo:l=2 
with constant coefficients. Then K 0 satisfies the bounds (2.9). Consequently if 8t = 
a;at then 
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for suitable a > 0 and p ~ 0 by the estimation procedure used in the proof of Lemma 
3.1. But using K~+s = Kf * K~ one deduces that 
ll8fK~II1 ~ ll8tK2;nll~ ~ n!(eat-1)nept . 
Thus the series 
zn 
z ~ ""'-anKo 
LJ ' t n;::::o n. 
converges in L1 (G; dg) for lzl < tjae and 
II L zna; Ktlll ~ L(lzleat-l)nept . 
n;::::o n;::::o 
Therefore defining K~+z by 
K~+z = L z~ a; K2 
n;::::o n. 
one conclu~e·s· that IIKt+ziiiept is uniformly bounded in any sector {t + z; t > 0, lzl < 
(1-e)t/ae} witheE {0, 1]. Thus if H0 is viewed as an operator on any Banach space 
X where G acts by an isometric representation U then Ho generates a holomorphic 
semigroup 
St = Ia dhK~(h)U(h) 
with holomorphy sector tl8 where sin8 = (ae)- 1. 
In particular this means that ei0 H0 generates a semigroup with kernel Kei9t when-
ever IBI < arcsin .A(ae)-1 . 
Now we are prepared to prove estimates analogous to those of Lemma 4.1 for 
complex .A. We again use the representation 
A;, ... A;m (>.I+ e;o Ho)-z = r(z)-1 1oo dte->-ttz-l A;, ... A;mSe"t 
where Re.A > 0. Next set 
where z0 = ( ei0 - 1 )t. Thus 
II Ail ... Ain (.AI+ ei(} Ho)-z II 
::; lr(z) l-1 1oo dte-Re>-ttR.ez-1 IIA., ... A;nK?12ih · I: izor IIHnK?12II1 0 n;::::o n. 
~ lr(z)l-1 Lam 1oo dte-Re>.ttRez-lt-mf2ept. (lzeleat-l)n 
n;::::o 0 
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Here we h-ave used the estimate 
which follows from (2.9). But if IBI is small enough 
n~O n~O 
is bounded independently of t. Thus proceeding as in the proof of Lemma 4.1 we 
obtain estimates 
IIA A ('I ie u )-zll r(Rez- m/2) (R ')m/2-Rez i 1 ••• im /\ + e no oo--.oo::; am lr(z)l e /\ 
. - -
for IBI < 8- and Re.\ > .\0 where 8 and .\0 are suitable positive constants. 
One can now repeat the arguments used in Section 4 to establish Lemma 4.3 and 
obtain a generalization of this result in which H 0 is replaced by eiO H 0 and the bounds 
_\-1 , .\-112 , are replaced by (Re .\)-1 , (Re .\)-112 . Then remarking that 
one deduces the following version of Lemma 4.3. 
Lemma 9.3 There exist a, .\0 , 8 > 0 such that 
11(.\I + Ho)- 1 11 ::; al.\l-1 
II (.\I + Ho) - 1 Ah Ai2 (.\I + Ho) - 1 11 ::; a I.\ l-1 
II (.\I+ Ho)- 1 Ai1 Ai2 (.\I+ Ho)- 1 Ai3 Ai4 (.\I+ Ha)- 1 11 ::; al.\l-1 
IIAi1 (.\I+ Ho)-1 11 < al.\l- 1/ 2 
IIAi1 (.\I+ Ha)-1 Ai2 Ai3 (.\1 + Ha)-1 11 ::; al.\l-112 
Using these estimates one can now develop the parametrix method for H exactly 
as in Section 5. For example, one defines 
(R>.cp)(g) = Ia dh'lj;(h)R>.(h; g)(L(h)<p)(g) 
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where R>.(,; g) is t~e kern~l of the resolvent (AI+ H0)-1 and A E ~;/2+8 . This kernel 
can be obtained from the semigroup kernel K 0 corresponding to H0 even if A is 
complex. Then 
.R,"IAI(h; g) = e-iO fa'"" dteiAitK~,•t(h) 
for small enough B. The proof of Lemma 9.2 is then completed by repetition of the 
arguments of Section 5. 
The parametrix R>., the remainder Q >., and the foregoing estimates now allow one 
to deduce holomorphy properties. 
Lemma 9.4 The semigroup generated by the closure of the subelliptic operator H of 
Lemma 9.2. is_ holomqrphic on L00 • 
-
Proof The basic parametrix formula 
('l/;, (AI+ H)R>.cp) = (V;, (I+ Q>.)'l/J) 
for 'lj; E L1, <p E Loo and A E ~;/2+8 gives the bounds 
II(AJ + H*)'l/JIIIIIR>.IIoo-+ooii'PIIoo ~ l('l/J, cp)l-ll'l/JI!JIIQ>.IIoo-+oollcpjjoo 
for 'lj; E D(H*). Now choosing <p E Loo such that II'PIIoo = 1 and l('l/J, cp)j = ll'l/Jll1 we 
obtain the estimates 
by use of the bounds in Lemma 9.2. Therefore the semigroup S* generated by H* on 
L1 is holomorphic in the sector ~o and by duality the semigroup S generated by the 
closure of H on L 00 is holomorphic in the same sector. 
Although this result is only established for pure second-order operators it extends 
to operators 
H = 2: CaAa 
a;lal:52 
with Ca E Loo;s for lal = 2 and Ca E Loo for lal < 2 by perturbation theory. Let 
H0 now denote the operator of Lemma 9.2. The holomorphy of the corresponding 
semigroup on L 00 states that 
II (AI+ Ho)'Plloo 2:: molAl· II'PIIoo 
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for some ms and all r.p E D(H0), >. E ~;/2+c' On the other hand it follows from the 
perturbation estimate (6.3) that there is an a> 0 such that 
for all r.p E D(Ho) = D(H) and c E (0, 1]. Therefore 
II (>.I+ H)cplloo > II (>.I+ Ho)'PIIoo- II (H- Ho)'PIIoo 
> (1 -c) II (>.I+ Ho)'PIIoo - (cl>.l + ac-1) II'PIIoo 
> ((1- c)ms- c- a(cl>.l)-1) 1>-1 · II'PIIoo 
for all c E (0, 1] and>. E ~;/2+s· Now we may assume >.a > 1 and set c = 1>.1-1/ 2 :::; 
l>.ol-1/ 2 . This then gives 
with m~ = (1- l>.ol- 112)ms- l>.ol-112 (1 +a). Increasing the value of Ao if necessary 
one then has m~ > 0 and the resolvent of H satisfies the bounds of Condition 2 in 
Theorem 9.1. Therefore the corresponding semigroup is holomorphic in the sector 
~c· 
This last result is the key to proving that the interpolating semigroup of Propo-
sition 8.2 is holomorphic on each of the Lp-spaces. 
Proposition 9.5 If Cij E Loo;5, C£ E Loo;4, and Co E Lao, then the semigroup S(P) 
(S(P)) generated by the Lp-closure {L-p-closure) of the subelliptic operator (1.20) is 
holomorphic in a sector ~c with 8 > 0 independent of p. 
Proof The foregoing argument establishes that S(oo) is holomorphic in a sector ~a­
But the same argument applies to the formal adjoint (1.23) and in fact the corre-
sponding semigroup stCoo) is holomorphic in the same sector ~c· Now in Section 7 
we argued that Ht* = H, the closed operator on L 1. Therefore S(l) is holomorphic in 
~c· Then it follows from the Riesz-Thorin 
interpolation theorem that S(p) is holomorphic in ~c· For example, holomorphy 
on Li and L00 is equivalent to resolvent bounds 
for >. E ~!/2+c and these bounds extend to Lp by interpolation. Finally S(P) is 
holomorphic in the same sector because S and S are consistent. 
SECTION 9 HOLOMORPHY 65 
_ Remark -Although the holomorphy angle 8 determined by the foregoing estimates 
is independent of p it does depend on the ellipticity constant and the en-norms 
IICii lloo;s etc. of the coefficients. The estimates of Corollary 10.2 will, however, es-
tablish the existence of a holomorphy sector ~o determined by Ac and the norms 
llCii lloo, IICi lloo, I leo lloo, i.e., independent of p and of the derivatives of the coefficients. 
10 Semigroup kernels 
Throughout this section we assume that H is a (closed) subelliptic operator in the 
form 
d' d' 
H =- L AiCiiAi + L(CiAi + Aic~)/2 +Co . (10.1) 
i,j=l i=l 
Thus we simultaneously discuss each of the forms (1.20)-(1.22). We assume that 
Cij E Loo;Sr ~,-~ E L~;4 and eo E Loo. Then H generates interpolating semigroups S, 
and S, on the Lp- and Lp-, spaces as a consequence of Proposition 8.2. Next we argue 
that S is given by an integral kernel K through (1.30) and obtain upper bounds on 
the kernel and its derivatives with respect tot and g. 
The bounds we obtain differ in character from all the estimates of Sections 6-9. 
Those estimates were based on parametrix arguments and the bounds depend on 
the coefficients of H through the ellipticity constant Ac, defined by (1.18), and the 
norms IICiilloo;s, IICilloo;4, ll~lloo;4, lleolloo· But the upper bounds on the kernel will only 
depend on Ac, IICii lloo, IICi lloo, II~ lloo and I leo lloo, i.e., the derivatives of the coefficients 
do not occur. This is important for the subsequent extension to the operators with 
non-smooth coefficients. This greater flexibility arises because the bounds are derived 
by L2-estimates which are much easier to handle than the previous L00-estimates. 
The existence of the kernel K follows from the Dunford-Pettis theorem (see, for 
example, [The] or [CFKS]) once one establishes that the interpolating semigroup Sis 
bounded from Lito L00 • Since Sis bounded from Loo to Loo it follows by interpolation 
that it is bounded from Lp to Loo and 
where q is the dual variable top. Although the Dunford-Pettis theorem presupposes 
some separability this can be avoided by use of the Lie group structure (see [BrR1] 
Section 2). 
Next we establish the boundedness of II St II i-oo fort > 0 by a differential inequality 
combined with a Nash inequality as in [CKS] [FaS] [Rob1] [Rob2] or [BrR1]. 
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First we use the a priori inequality on L2 of Proposition 3.1, i.e., the inequality 
IIAicpll2 ~ ciJHcpll2 + ac-1 Jicpll2 (10.2) 
for all c E (0, 1] and cp E L~.2 • The bounds (10.2) then extend by closure to all l 
cp E D(H2) where H2 is the L2-closure of H and this establishes that D(H<;.) ~ L2;l· 
Moreover, IIAi(AI + H2)-1 ll2-2 < oo for all A> 0. But IIAi(AI + Hoo)-1 lloo-oo < oo 
with Hoo the L00-closure of H by Proposition 6.4. Therefore IIAi(AI +Hfi)- 1 llfi-fi < oo 
for all p E [2, oo], where Hfi is the Lfi-closure of H, and so D(Hp) ~ Lfi;1 for all 
p E [2, oo]. Since the semigroup S(p) generated by Hp is holomorphic by Proposition 
9.5 it then follows that 
(10.3) 
for all t > 0 -and p E [2, oo]. This regularity property justifies the differential tech-
niques used in the subsequent arguments. 
Following Fabes and Stroock [FaS] we bound 11Btl12-oo by obtaining a succession 
of bounds on IIBtl12-4' IIBtl14-s' etc. The starting point of the method is a bound on 
11Btl12-2· First note that 
d' d' 
~ -2AcL JIAiStcpJI~ + L(IICilloo + IJc~lloo)IIStcpii211AiStcpiJ2 + 2JieollooiiStcpiJ~ 
i=l i=l 
where we use the simplified notation S = S(P), S = S(P) and H = Hfi. But 
& & ~ 
L IICillooiiStcpJbJIAiStcpJJ2 ~ c L JIAiStcpJI~ + (4c)-1 L llc;JJ~IIStcpJI~ 
i=l i=l i=l 
Therefore, setting c = Ac, ! IJSt¥'11~ ::0 wiJSt¥'11~ 
with w = 2lleolloo + I:f~1 (Jic;ll~ + llc;II~)/4Ac and by integration 
But 
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and !J. - 112 Bt!J.112 is the semigroup generated by the operator !J. - 1/ 2 H !J..~/2 which is a 
subelliptic operator of the same type as H ~ith coefficients which are linear combi-
nations of the coefficients of H. Therefore one has bounds 
(10.4) 
where the value of w is determined by the norm 
d' d' 
C ~ lllclll = L IICiilloo + L(IICilloo + llc~lloo) + lleolloo 
i,j=1 i=1 
and Ac· 
Next let cp E L1 n L00 • Then Step E L~;l for all p E (1, oo]. Hence HStcp E L2 and 
(St<p)n E L2 for n =I, 2, .... Therefore if p = 2n then 
(10.5) 
Now the second-order term of H gives a contribution 
~ & L (Ai(Stcp) 2p-l) CijAjStcp) - ((2p- 1)/p2) L (Ai(Stcp)P, CijAj(St<p)P) 
i,j=1 i,j=l 
d' 
> Ac((2p- 1)/P2) L IIAi(Stcp)PII~ 
i=1 
whilst the first-order term contributes 
d' L ((Ci(Stcp) 2P-1,AiSt<p)- (Ai(St<p?P- 1 ,c~Stcp))/2 
i=1 
d' 
~ -c: L IIAi(Stcp)PII~- (4c:)-1(llclloo + llc'lloo) 2 IISt<pll~~ 
i=l 
where c: > 0 and llclloo = (L:f:1 IICill~,) 112 . Finally the zero-order term of H contributes 
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Consequently, if on~ combines these estimates with (10.5), sets c = Ac(2p-1)/2p2and 
uses 2p - 1 ;::: p one obtains the differential inequality 
:tiiSt'PII2p ~ -(Ac/P)JJStrpJJ~2pf IIA.(Strp)PII~ + PP.IISt'PII2p (10.6) 
'1.=1 
with 11- = (llclloo + llc'lloo)2 /2Ac + llcolloo· 
This differential inequality can be converted into a similar inequality for IIStcpll2-p 
by noting that 
IIBt'Pib'P = llc~- 112PBt~112P)~- 112Pcpll2p 
and ~ -l/2P St~ 112P is the semigroup on L2p generated by the second-order subelliptic 
operator ~ -l/2P H ~ 112P. This operator has the same second-order part as H but the 
first-order and zero-order coefficients are linear combinations of the coefficients of H. 
. - -
Therefore -(10.6) gives 
where p, is an increasing function of Ill ell I and a decreasing function of Ac· At this 
point we use the Nash inequalities (IV.4.29) of [Rob1]. Specifically 
ll'lfll2 ~ K (r(L~ -112'1/1) /11'1/111 it' 1<2+D'l 11'1/1 IIi (10.8) 
for all 'l/; ELi n L;.1 where K is a constant and I 
( 
d' . ) 1/2 
r('lf;) = f.; IIAi'l/JII~ + ll'l/JII~ . (10.9) 
Now one can combine (10.7) and (10.8), with 'l/; = (Stcp)P, to obtain a final differential 
inequality 
! 11Bt'PII2p ~ -(Ac/P)K-4fD'- 211Bt'PII};4p/D' 11Bt'PIIi4pjn' + PJ111St'PIIip (10.10) 
with fl = 11- + Ac. But this is exactly the same form as the inequality (1.2) of Fabes 
and Stroock [FaSJ and their solution gives bounds 
(10.11) 
where a > 0 is independent of the coefficients. Now 
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with st tlre semigr~up ge:t:J.erated by the formal adjoint Ht, defined by ·(1.24), acting 
on the Lp-spaces. But llS!ll-1 is generated by tlHt[l-1 and this is a subelliptic 
operator with second-order coefficients Cij and the other coefficients are again linear 
combinations of the coefficients of H. Therefore (10.11) applied to .6.St .6. -l gives 
bounds 
(10.12) 
where D can be computed from jl by replacing the coefficients of H by the new 
coefficients. Then (10.11) and (10.12) give the final bounds 
(10.13) 
where J1 depends on Ac and Ill ell I as before. 
At thfs point we have established that Sis bounded as an operator from Li to 
Loo. Hence it is given by a kernel K. Moreover, since IIKtlloo = IIStlli-oo one has 
pointwise bounds on K by (10.13). But these bounds can be converted into Gaussian 
bounds by Davies' method [Dav1]. This consists of applying the bounds (10.13) to 
the semigroups Sf = UpStU; 1 where UP = eP'IP is a family of multiplication operators 
with p E R and 'lj; E cr: is chosen to satisfy 
d' 
I: IIAi'l/JII~ ~ 1 
i=1 
Then SP is generated by the subelliptic operator HP = UpHU; 1 with second-order 
• d' )J d' ( ) coefficients Cij , first-order e;, + p L:j=1 Cij (Aj'lj; , <..:i + p L:j=1 Cij Aj'lj; and zero-order 
Co + p L:f~1 (e;, + ~)(Ai'l/;)/2 + p2 L:fj=1 Cij(Ai'lj;)(Aj'l/;). Consequently (10.13) gives 
bounds 
(10.14) 
where A is independent of p. But this gives pointwise bounds on the kernel of SP 
which can be explicitly written as 
Now the choice of 'lj; is such that [Dav1] 
d' 
lgh-11' = sup{l'l/J(g)- 'l/l(h)l; L IIAi'l/111~ ~ 1} (10.15) 
i=l 
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and hence-one has bounds 
IKt(g;h)l < al(Aci)-D'f2eAt~~beAp2t-plgh-ll' 
- al (.\ct)-D' /2eAte-(lgh-11')2/4At . 
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The important point in the sequel is that A depends on the coefficients of H only 
through Ill ell I and Ac. It is an increasing function of Ill ell I and a decreasing function 
of Ac· Moreover, a1 is independent of the coefficients. Although it was necessary to 
assume some smoothness of the coefficients to construct S and K the bounds do not 
depend upon the derivatives of the coefficients. 
In addition to the upper bounds it follows from the arguments of [ABR] that the 
kernel K is positive. In Section 12 we will derive some detailed lower bounds but 
next we consider upper bounds on derivatives of the kernel. 
First con~ider the derivatives ar Kt where at = a I at. Then 
with HP = UpHU;1 . But 
II (HP)n Sflli-oo ::; II (HP)n Sf;2112-211Sf;411i-211Sf;4112-oo (10.16) 
The last two factors have already been bounded and following Davies [Dav2] we use 
the Cauchy integral representation to bound the first, i.e., 
Sf = (21ri) -l j dz Sf 
z-t 
Cr(t) 
where the integral is around a small circle Cr(t) of radius r centred at t. Therefore 
(HP)nSP _ (2 ·)-1 1 j d Sf t - 7r'l n. z (z- t)n+l . 
Cr(t) 
Thus 
and the problem is reduced to bounding Sf on L2 in terms of the norms on the 
coefficients. But this is straightforward and after minimizing with respect tor, using 
(10.16) and the bounds (10.11) and (10.12) applied to SP, one obtains bounds 
(10.17) 
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analogous-to (10.13). Then, however, this gives bounds on 1(8f Kt)(g; h) I which can be 
minimized with respect top to obtain Gaussian bounds. In summary these arguments 
give the following. 
Proposition 10.1 If Cii E Loo;s, C£, ~ E L00;4 , and Co E L00 , then the semigroup S 
generated by the corresponding subelliptic operator (10.1) has a positive integral kernel 
K. Moreover there are a, b, A > 0 and w 2:: 0 such that 
0:::; Kt(9; h):::; a(Act)-D'/2ewte-(lgh-11')2j4At 
l(o;Kt)(g; h)l:::; abnn! t-n(Act)-D'I2ewte-(lgh-1 1')2/4At 
(10.18) 
(10.19) 
for all g, h E G, t > 0, and n = 1, 2,... . The value of a is independent of the 
coefficients_ of H bu~ b, A and w are increasing functions of lllclll. and decreasing 
functions -of Ac· 
Remark If His in the asymmetric form (1.17) it can be re-expressed in the form 
(10.1) with~ = 0 and then the coefficients Cij, C£, Co are linear combinations of the Co: 
with Ia! = 0, 1, 2 and the derivatives Aico: with i = 1, ... , d' and Ia! = 2. Therefore 
the bounds of Proposition 10.1 are still valid but A is an increasing function of the 
norm II ell~ defined by (3.4) and a decreasing function of Ac. 
The bounds of the proposition can be improved in several ways by more careful 
estimation. The details for constant coefficients are given in [Rob1] Chapter IV and 
the case of variable coefficients is not significantly more difficult. We discuss this at 
the end of the section but first we derive one useful corollary of the foregoing bounds. 
Corollary 10.2 There exists an a > 0 and an w 2:: 0 which depend only on Ac and 
Ill ell I such that 
IIStllp-+p 
IIHStllp-+p 
IIBtiiP-P < 
IIHBtllp-+p < 
for all t > 0 and p E [1, oo]. In particularS is holomorphic in an open sector tl0 
which is p-independent and determined by the parameters Ac and Ill ell I· 
Proof The proofs of all four bounds are very similar and hence we only consider the 
first. One has 
IIStlloo-+oo = esssup { dhKt(g; h) 
gEG Jc 
and 
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IIBtlh-1 ~ ess sup r dg ~(gh- 1)Kt(g; h) 
hEG Jc 
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Now both these bounds can be estimated with the kernel bounds (10.18) and the 
procedure used in the proof of Lemma 4.1. For this it is important that the modular 
function grows at most exponentially, i.e., one has bounds ~(gh- 1 ) ~ ae'Yigh-1 1'. The 
resulting estimates 
can then be interpolated to obtain the Lp-estimates. Since the kernel bounds are 
independent of the derivatives of the coefficients the values of a and w are also inde-
- -
pendent of these derivatives. 
Analyticity of the function t ~ Kt E £ 00 now follows from holomorphy of S. 
First extend S to £ 00 by setting 
(Stcp)(g; h)= (Kt * cp)(g; h)= fa dkKt(g; k)cp(k; h) 
Then the extended Sis automatically holomorphic in £ 00 • But Ks E .Coo and StKs = 
Kt+s· Therefore K is analytic in the sector ~o for which Sis holomorphic on £ 00 • 
One can also obtain bounds on the operators AiSt and AiSt, on the Lp-, and Lfi-, 
spaces but this requires an investigation of the left derivatives of the semigroup kernel. 
Since Kt E .Cp for all p E [1, oo] and StKs = Kt+s on .Cp and since StLoo ~· L'oo;1 the 
kernel is once left differentiable, in the directions a1 , ... , ad', with respect to the first 
variable. Now the kernel Kt associated with the formal adjoint is linked to K by the 
symmetry property 
Kt(g; h)= ~(g)- 1~(h)Kl(h; g) . 
Therefore Kt must be differentiable in the .C00-sense in the directions a1 , ... , ad', with 
respect to both variables. Next we bound AiSt and AiSt by use of the a priori 
estimates of Section 3 and bounds on AiKt, i.e., derivatives of Kt with respect to the 
first variable. 
First it follows from (3.12) that 
(10.20) 
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Hence 
and 
The first of these bounds together with (10.13) and (10.17) then gives 
whilst the second with the bounds of Corollary 10.2 gives 
for all t >·-0 and c E (0, 1]. Therefore choosing c = (1 1\ t) 11<2+8) one obtains the 
following bounds. 
Proposition 10.3 There exist a~, aZ > 0 and w, w' 2:: 0 such that 
(10.21) 
and 
(10.22) 
fori E {1, ... , d'} and for all 8, t > 0. The values of a~, aZ, w and w' depend on the 
coefficients of H through Ac, and the norm 
d' d' 
c ~ lllclll1 = L IICiill~;l + L(IICilloo + llc~lloo;l) + lleolloo · 
i,j=l i=l 
Remark The dependence of the constants on the derivatives of the coefficients fol-
lows because we have used (3.12). Note that if His in the asymmetric form (1.17) 
then it can be re-expressed in the form (10.1) with c; = 0 and the other coefficients 
Cii etc. are linear combinations of the Ca with Ia I = 0, 1, 2 and the derivatives Aica 
with i = 1, ... , d' and Ia I = 2. Therefore the values of the parameters a~, aZ, w and 
w' depend on the coefficients of H only through Ac and the norm II ell~ defined by (3.4). 
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The be>unds on the derivatives AiKt can be refined by use of the inequalities 
(3.37) in place of (3.12) together with some interpolation theory. The starting point 
is the observation that the interpolation norm II · ll~,oo,1 with 1 E (0, 1) is equivalent 
to the Lipschitz norm 
where 
Wcp(t) = sup 11(1- L(g))cplloo 
O<jgj':::;t 
This is established in [ElR1] Theorem 3.2. Therefore 
for a suitabl~ c..y > 0. But 
(LfJ, Lfi;l)q,1 ~ (LfJ, Lfi;l)oo,r 
and the embedding is continuous (see, for example, [BuB] Corollary 3.2.13). Hence 
one has bounds 
for all q E [1, oo) and a suitable Cq,1 > 0. Then by (3.37) one obtains estimates 
II (J- L(g))Ai'PIIoo < Cq,[(lgi')1 II'PII~,q,[;l 
< Cq,1 (lgl')1 ( ciiH cpll~,q,1 + a~c- 1-6 11 cpll~,q,1) (10.23) 
with the value of a~ depending on the coefficients of H through Ac and the norm 
Ill · II h of Proposition 10.3. 
Next one has bounds 
llcpll~,q,1 :::; c 1-1 1lcpll~;l + c~,1c-1 llcplloo 
by (4.4) in Chapter II of [Rob1]. Thus combining this with (3.12) one establishes that 
llcpll~,q,[ ::; c2- 1 IIH 'PIIoo + Cq,[,CC-[-CII 'PIIoo 
for all c E (0, 1], each 8 > 0 and a suitable cq,1 ,6 > 0. But since the closure of H 
generates a continuous semigroup one has estimates 
76 BRATTELI AND ROBINSON 
for all cp E- D(H2),.c > 0 and a suitable a' > 0 (see, Lemma II.2.5 of {Rob1]). The 
value of a' can be estimated in terms of the a and w of Corollary 10.2 and hence it 
only depends on the coefficients of H through Ac and II lei II· Combination of these 
last two sets of estimates now immediately yields bounds 
for all c E {0, 1 ]. Similarly 
IIHcpll~,q,7 < c2- 7 IIH2 cplloo + Cq,7 ,sc_.,_8 IIHcplloo 
< c2_ 7 _ 8 IIH2<plloo + c~,.,.,sc_ 2_.,_8 11 'PIIoo 
(10.24) 
(10.25) 
for all c E (0,_1] and_,, 8 E {0, 1). Therefore by combination of (10.23)-(10.25) one 
concludes that there is a C.,,s > 0 such that 
(10.26) 
for all c E {0, 1]. Now replacing cp by Step one can combine these bounds with (10.13) 
and (10.18) or with the bounds of Corollary 10.2 as in the deduction of Proposition 
10.3 to obtain improved estimates on the derivatives AiKt. If one makes the choice 
c = (1 1\ t)-2<1+r+28)/(4+8) one obtains the bounds 
and 
for all g E G, 8,1 E {0, 1) and t > 0. But since 2(1 +r+28)/(4+8) can be expressed 
as (1 + r + 8')/2 one has the following version of the previous proposition. 
Proposition 10.4 There exist a7 ,8 , a~,c > 0 and w, w' ~ 0 such that 
(10.27) 
SECTION 10 SEMIGROUP KERNELS 77 
and 
(10.28) 
for all g E G, 8, r E {0, 1) and t > 0. The values of a7 ,0 , a~,6 , w and w' depend on the 
coefficients of H through Ac, and the norm 
d' d' 
C r--+ lllclll1 = L IICijll~;l + L(IICilleo + llc~lleo;l) + IICDIIeo 
i,j=l i=l 
Note that for each 'Y E {0, 1) the proposition gives estimates 
(10.29) 
for all g E G, t E {0, 1] and any c E {0, 1- 'Y) and the value of a depends on the 
coefficients .. of H through Ac and II lei I h· Hence if H is in the asymmetric form (1.17) 
these estimates hold with a dependent on the coefficients only through Ac and the 
norm llclli defined by (3.4). 
We conclude this section with some remarks on the connection between the Leo-
conjecture of Section 1 and the derivative bounds on the sernigroup kernel. 
If the Leo-conjecture is valid then the bounds of Proposition 10.3 hold in the 
limiting case 8 = 0 by an identical argument. Conversely, if the bounds 
(10.30) 
are valid for all t > 0, with a and w dependent on the coefficients of H only through 
Ac and llclli then the Leo-conjecture is also verified. This follows because 
IIA(.AJ + H)-1 lloo~oo < f" dte-AtiiAStlloo~oo 
- fa"" dt e ->.till A.Ktl IIi 
< fa"" dtrlf2e-(>.-w)t::; a'(A- w)-i/2 
for :A > w. Therefore 
(10.31) 
for all A > w and this immediately verifies the Leo-conjecture. Consequently one 
concludes that the Leo-conjectl~re is equivalent to the bounds (10.30). 
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If one eonsiders special classes of subelliptic operators or special classes of groups 
the foregoing upper bounds can be improved in several ways. The improvements are 
described in [Rob2] for subelliptic operators with constant coefficients and strongly 
elliptic operators with variable coefficients. Most of the arguments used in these 
special cases extend directly to the context of subelliptic operators with variable 
coefficients. We mention some of these conclusions without proof. 
Suppose 
d' 
H = - L AiCijAi 
i,j=l 
is a pure second-order subelliptic operator with Cij E Loo;s and suppose further that 
G is a unimodular group. If Dis chosen such that 
. - -
for some k > 0 and all r ~ 1 then the semigroup kernel K associated with H satisfies 
·bounds 
0::; Kt(g;h)::; a(1 /\cAct)-D'/2(1 V 8Act)-DI2e-(lgh-11')2/4Ac(l+e:)t (10.32) 
18; Kt(g; h)l ::; abnn!(c2t)-n(1 1\ cAct)-D' 12(1 V cAct)-DI2e-Cigh-11')2/4Ac(l+e:)t (10.33) 
for all g, h E G, t > 0, and c E (0, 1]. The value of the positive parameter a is 
independent of the coefficients of H. 
If G is a polynomial group then one can chose D such that IB~I = O(rD) as 
r ~ oo and since IB~I = O(rD') as r ~ 0 the bounds (10.33) and (10.34) can be 
re-expressed in the form 
0::; Kt(9; h) < aiB~Actl-1/2e-Cigh-11')2/4Ac(l+e:)t 
I (8~ Kt)(g; h)l < a bn n!(c2t)-niB~Actl-1/2e-Cigh-11')2/4Ac(l+e:)t . 
All estimates on the derivatives AiKt depend, however, on some version of the a 
priori inequalities (3.12). Any essential improvement to these bounds would require 
extending the inequalities to the case 8 = 0 under minimal smoothness hypotheses 
on the coefficients of H. 
Finally Corollary 10.2 established that the subelliptic semigroups S are holomor-
phic in an open sector fls with 8 determined by the parameters Ac, and lllclll, i.e., the 
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sector is independe~t of the derivatives of the coefficients. Then considering the semi-
group Se,et with IBI < 8 one can bound the corresponding kernel Ke,et by the foregoing 
techniques for all small e. One obtains bounds with the same general characteristics 
which again do not depend upon the derivatives of the coefficients. 
11 Generator Theorems 
In this section we prove the generator statements of Theorem 1.1 by using approxi-
mation arguments to exploit the results already obtained for smooth coefficients. We 
begin by considering a sequence of symmetric second-order operators 
d' 
Hn = - L Aic~j) Aj + Co 
i,j=l 
with coefffciep.ts c~j) E Loo;5 and Co E L 00 • Then by Proposition 8.2 the closures of the 
Hn generate consistent interpolating semigroups S(n). Next we consider convergence 
of the S(n) and the corresponding kernels K(n) for sequences such that 
d' 
lim L lie~":) - c~"!") lloo = 0 . 
n,m-+oo . . 'LJ 'LJ 
t,J=l 
(11.1) 
We assume that the ellipticity constants of the (c~j)) are bounded away from zero 
uniformly, i.e., there is a Ac > D such that (c~7)(g)) ~ Acl for all g E G and n = 
1, 2, .... Moreover, we assume that the sequence 
d' 
n ~ L llc~j)ll~;l + lleolloo 
i,j=l 
has a finite upper bound which we denote by C1. 
First, if the s< n) act on L2 then 
1 d' 
(r.p, (S~n)- s~m))'lj;} = t fa d.\ .~ ((Ai- (3il)Si~)cp, (c~j)- c~?))Ajsg~\)t'l/J) 
t,J=l 
for all cp, 7/J E L2 where §(n) denotes the adjoint of S(n) with respect to right Haar 
measure, i.e., the semigroup generated by the closure of the operator obtained from 
Hn by the replacement Ai--* -Ai + f3ii. Therefore 
80 
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where 
d' 
l!c(n) - C(m) lloo = L llc~j) - c~T) lloo · 
i,j=l 
But it follows from the discussion preceding Proposition 3.1 and the estimates of 
Corollary 10.2 that one has uniform bounds 
IIBi~\oll~;l < a(.\t)-112ewtllc,oll2 
N'2;1 (S~~>.)t'lj;) < a( (1 - .X)t)-112ew(l->.)tll'l/JII2 
where the values of a and w depend only on the lower bound Ac of the ellipticity 
constants and the upper bound of the norms llc~j)lloo· Therefore 
ll~inl :- simlll2~2::; a2 [[c<nl- c<ml[[ooewt fo1 dU-112(1- A)-1/2 
Consequently 
uniformly fort E [0, 1]. A similar but simpler calculation establishes that 
where the convergence is again uniform t E [0, 1]. We will use both these results but 
first we exploit the L2-convergence. In fact for the subsequent purposes it suffices to 
suppose that the semigroups are strongly convergent on L2 and this can be expressed 
in terms of the semigroup kernel as 
fortE (0, 1] and cp E L2. 
Next, remark that Proposition 10.3 gives bounds 
I (AiKin)) (g; h) I < ast-D' /2t-(l+S)/2ew't 
fa dh I(AiKin))(g; h)l < ast-(l+S)f2ew't 
(11.3) 
(11.4) 
uniform both inn and g, hE G, or g E G, where the values of a8 and w' depend on 
Ac and C 1. Therefore one has L2-estimates 
(11.5) 
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uniform for all g E. G. But (11.2) and (11.5) together imply 
lim esssup { dhjK~n)(g;h)- K~m)(g;h)l2 = 0 . 
n,m-+oo gEG Ja (11.6) 
This is equivalent to the convergence 
and is established by the following reasoning. 
If (11.6) is false then there is an c > 0, a 9o E G, a cp E L2 with II'PII2 = 1, and 
arbitrary large n, m such that 
(11.7) 
But if r is- a suitable piecewise differentiable path from g0 tog then 
·-
IKfn) (g; h) - Kfn) (go; h) I 
where {i(s) is defined by (1.11). Therefore, by the Minkowski inequality, 
Hence it follows from the definition (1.13) of the modulus 1·1' and the estimates (11.5) 
that for each t > 0 there is a Ct > 0, proportional to t-D'f4t-CI+o)f2ew't, such that 
(!a dh IKin\g; h)- Kin)(go; h)l2r'2 ::; lggQ1 I'Ct · 
Consequently, if Ot is the ball 
one deduces from (11.7) that 
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for all g E-f!t. Sine~ this ~ontradicts (11.2) one concludes that (11.6) is- valid. 
Now we argue that one also has the convergence 
(11.8) 
or, equivalently, 
(11.9) 
To this end we observe that if B~(g) = {h; lgh-1 1' < r} then 
f dhKin)(g; h):::; ae-br2ftewt la\B~(g) 
with a, b,w_>_O unifo!mlY in g and nasa direct corollary of the _Ga~ssian estimates 
of Proposition 10 .1. Moreover 
IB~(g)l - j dh {h; lgh- 11' < r} 
- j dh { h; I hg - 11' < r} = I B~ (e) I 
by right invariance of the Haar measure. Hence 
Here we have separated the integral into a part over B~ (g) and a remainder and then 
used the Schwarz inequality on the first part. Now (11.8) follows immediately. 
The important feature of these estimates are that (11.9) is equivalent to 
lim IIS~n) - s~m) lloo~oo = 0 . 
n,m~oo 
(11.10) 
It is this observation that is the key to establishing the first generator result for 
operators with coefficients which are not smooth. 
Proposition 11.1 Let H be a subelliptic operator in the form 
d' d' 
H = - 2: AiCiJAi + 2: CiAi + eo 
i,j=1 i=1 
with coefficients Cij E L'oo;1 and Ci, Co E Loo. 
Then H has a closed extension on Loo which generates a weakly* continuous 
holomorphic semigroup T. 
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Proof First we consider the case C£ = 0. Let cpn E C~ be positive functions normal-
ized with respect t~ left Haar measure and define dj) by right regularization of Cij 
with cpn, i.e., 
where R denotes right translations. Then 
and 
-
where Ac is the ellipticity constant of H. But as Cij E L~;l the coefficients are 
uniformly ~ontinuous by (1.16) and hence one can choose the cpn such that 
Moreover, as cpn E CC: it follows that c~j) E Loo;oo· 
Next remark that 
for all 'l/J E L 1 and X E L00 by the following reasoning. First Akc~j) = (AkCij)(n) be-
cause Ak is a left derivative and the regularization is over right translations. Secondly, 
-if b = AkCii then 
('l/J, (b(n)- b)x) =fa dhcpn(h) fa dg'l/J(g)(b(gh)- b(g))x(g) 
But 
(b(gh)- b(g))'lj;(g) = b(gh)('lj;(g)- 'lj;(gh))- (b(g)'lj;(g) - b(gh)'lj;(gh)) 
Thus 
l('l/J, (b(n)- b)x)l ~fa dhcpn(h){llbllooii(I- R(h))'l/JII1 + II(I- R(h))b1/JIIl}llxlloo 
Since right translations are strongly continuous on L1 it follows from these bounds 
that ('l/;, (b(n) - b)x) ---* 0 as n---* oo. 
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Now let Hn denote the subelliptic operators constructed with the coefficients 
dj) and eo and s(n) the .corresponding sernigroups. Then the sCn) are uniformly 
convergent on L 00 by (11.10) and the limits automatically define a weakly* continuous 
semigroup Son L00 • Moreover, since the sernigroup kernels K(n) associated with the 
S(n) converge with respect to the lll·llli-norm, by (11.9), it follows that the limit K 
is the kernel of S. 
Next we argue that the generator H0 of Sis an extension of H. 
If cp E cr: and 'lj; E L 1 n L 2 then approximating S and H by S(n) and Hn, 
respectively, one has 
C 1l ('!/>,(I- St)'P) -l ds ('!/>, SsHcp)J :::; C 1 ll'l/>ll2li'PII211St- sin)ll2~2 
- +CIII~II2IIcpll~·2 sup IISs- s~n)ll2-2 + t- 1 rt ds 1(~, Ss(H- Hn)cp)l 
' O$s:9 lo 
Hence taking the limit n---+ oo and using the uniformity of the convergence of S(n) 
to S on L2 one obtains the estimates 
Now the integrand on the right hand side is a sum of terms of the form l('l/J, Ss'Pn)l 
with the 'Pn a sequence of L 00-functions which is weak* convergent to zero, by the 
argument of the previous paragraph, and such that the sequence of norms II'Pnlloo has 
a uniform bound Ccp. But as Sis continuous one has bounds IISs lloo-oo ~ Mews and 
consequently 
Thus 
limsupt-1 r dsl('l/J,Ss(H- Hn)cp)l = 0 
n-oo Jo 
by the Lebesgue dominated convergence theorem. Consequently, 
for all cp E Cgo and ~ E L 1 n L 2. But then the relation extends to all 'lj; E L 1 by 
continuity. Finally since ergo is a core for H in the weak* topology it follows that H0 
is an extension of H. 
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Now we consid~r holomorphy properties. The approximating sequence of semi-
groups are all holomorphic, by Proposition 9.5 and it follows from Corollary 10.2 that 
one has bounds 
uniform in n with the values of a and w determined by Ac and C 1 . Thus 
s-1 11 (I- Ss)Stlloo-oo 
rs+t ( ) 
< s-1 lt du IIHnsun lloo-oo 
< a't-1ew't 
for all s E- -(0~ 1] with the values of a' and w' again determined by .\c and C1. But 
then it follows (see, for example, [BrR2] Proposition 3.1.23) that StLoo ~ D(Ho) for 
t > 0 and 
Therefore S is a holomorphic semigroup. 
Next we deal with the first-order terms by perturbation theory. But this requires 
a little care because we are considering weakly* continuous semigroups. Vve begin by 
establishing that StLoo ~ L~;l for t > 0. To this end note that 
But 
< esssup r dh I(AiK~n))(g; h)l·lcp(h)l 
gEG ~ . 
for i = 1, ... , d' by (11.4). Therefore, using (11.10), one concludes that in the limit 
n----* oo 
and since the right hand side is independent of s one deduces that StLoo ~ L'oo;1 and 
(11.11) 
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for all t > -{). Alternatively, by Laplace transformation, one has 
for all large .\where a~ depends on as, w' and 8. Hence Ai is a small perturbation of 
Ho. In particular D(Ho) ~ L'oo;1. Thus if 
d' 
H1 = LCiAi 
i=1 
then D(Ho) ~ D(H1). This together with the small t bounds on IIAiStlloo-+oo suffice 
to prove that the perturbation series 
-
defined by Tt~o) = St and 
y(n) = -it ds r,(O) H r<n-1) 
t t-s 1 s 
0 
is norm-convergent on L00 for all t ~ 0 by the following reasoning. 
Let 
and then one has the coupled differential inequalities 
a,(t) < c l dsao(t- s)bn-I(s) 
bn(t) < c l ds bo(t- s)bn-I(s) 
with c = 2:f~ 1 IICi I leo· But one also has bounds 
(11.12) 
(11.13) 
for 8 E (0, 1] and all t > 0. The first bound is valid with w = lleollco and the 
second follows from (11.11). Now (11.12)-(11.14) are solved by the proposition in the 
appendix to give bounds 
IITt(n) lloo--+00 < abn(tnjn!)(1-8)/2ewt 
sup IIAiTt(n) lloo--+00 < abn(tn fn!)C 1-o)f2t<1+o)f2ewt 
l=:;i::;d' 
(11.15) 
(11.16) 
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These suffice to show that the series 
Tt = L Tt(n) , AiTt = L AiTt(n) 
n~l n~l 
are norm convergent for all t 2:: 0 and that one has estimates 
ll1tlloo-oo :S aewt ' IIAi1tlloo-oo :S ast-(l+o)f2 ew't 
analogous to (11.14). 
(11.17) 
The Tt, t 2:: 0, define a weakly* continuous semigroup Ton L00 and it remains to 
identify its generator. First, it follows from (11.15) that t-1 IITt(n) lloo-oo ---* 0 as t---* 0 
for n 2:: 2. Secondly, for n = 1, 'lj; E L 1 and cp E D(H0 ) one has 
l('l/1, (r1Tpl- H1)10)l < r 1l ds l('l/1, (St-s- I)HI<,o)l + 
C 1l ds l('l/I,St-sHl(Ss- l)<,o)l 
Now the first term on the right tends to zero because Sis weakly* continuous and the 
second tends to zero by a Duhamel estimate using the estimates (11.14). Therefore 
one concludes that the generator H of T extends H0 + H 1. Finally since the bounds 
(11.17) are valid one can repeat this perturbation construction with S replaced by T 
and H 1 by -H1 to obtain a semigroup whose generator extends H- H 1, which in 
turn extends H0 • But a generator cannot have a strict generator extension. Therefore 
- -H- H1 = Ho or H = Ho + H1. 
Note that the semigroup Tis holomorphic in the same sector asS by the pertur-
bation theory of holomorphic semigroups. 
Next we examine regularity properties of the semigroup T. 
Proposition 11.2 Let H be a subelliptic operator in the form 
d' d' 
H =- L AiCijAi + LCiAi +Co 
i,j=l i=l 
with coefficients Cii E L~;l and Ci, Co E L00 and let T denote the corresponding semi-
group on Loo. 
Then TtCo ~ C~; 1 for t > 0 and the restriction ofT to Co is strongly continuous. 
Moreover, for each/, c E (0, 1) with 1 + c < 1 there exists an a> 0 such that 
(11.18) 
for all g E G, t E (0, 1] and i E {1, ... , d'}. 
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Proof We begin by est~blishing the result for the semigroup S generated by the 
operator with ·no first-order terms. 
It follows from the above construction of S that its action is determined by a kernel 
satisfying Gaussian bounds and that StCo ~ L~; 1 fort> 0. Therefore StCo ~Co and 
since the domain of the generator of S on Loo contains the norm-dense subspace Cti.2 
' 
of Co the restriction of S to C0 is strongly continuous. Now let 8s =(I- L(e-sai))/s 
with i E {1, ... , d'}. Then 
where s<n) denotes the approximants used to construct Sin the proof of Proposition 
11.1. Therefore 
< sup II (s-1 rs ds1 L(e-Slai)- u-1 ru du1 L(e-ulai))Ais~n)c,olloo n~1 k k 
< sup s- 1 rs ds1 II (I- L(e-slai))Ais~n) 'PIIoo n~1 Jo 
+sup u-1 {u du1 lrCI- L(e-ulai) )AiS~n) 'PIIoo n~1 Jo 
for each <p E Co. But it follows from Proposition 10.4 and the particular construction 
of the approximants that one has bounds on the last two integrands which are uniform 
in n and behave like si and ui respectively. Consequently one obtains estimates 
II (8s - 8,)St'PIIoo ::; 0-y,t ( s-1 Ia' ds1 si + u-1 f du1 u{) II'PIIoo 
for each r E (0, 1). Thus 88 Stcp is uniformly convergent as s--+ 0 and one concludes 
that Step E C~. 1 • But it also follows by a similar argument from Proposition 10.4 and 
' 
the uniform approximation of s by the regularizations s<n) that one has bounds 
II (I- L(g) )AiStcplloo ~ at-<1-e:) (lgi')'Y II c,oll oo (11.19) 
for each r E (0, 1) where 1- r > c > 0 and the value of a depends on rand c. 
Next recall that the perturbation series defining Tis norm convergent. Moreover, 
it follows from the second estimate of (11.17) that Tt, t > 0, maps Loo into the bounded 
uniformly continuous functions. Now we argue that TtCo consists of functions which 
vanish at infinity. Since the perturbation series forT converges in norm it suffices to 
prove that Yt(n) Co consists of functions vanishing at infinity for each n = 0, 1, 2, .... 
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But it follows from the identification T(o) = S and the discussion at the beginning of 
the proof that Tt(a)·Co ~ Cb;1 fort> 0 and we prove by induction that Tt(n)Co ~ C~; 1 
for all n = 1, 2, ... and t > 0. 
Assume that the induction hypothesis is valid for n- 1. Then if cp E C0 it follows 
that H 1Tt(n- 1)cp vanishes at infinity and since T(o) = S has a Gaussian kernel by (11.4) 
one has Tt~~H1T}n-1)cp E Co for s E {0, 1). But the norm of the integrand in 
r,(n) rr> = -lot dsT,(O)·H T(n-l),r> 
t r t-s 1 s r 
0 
has an integrable bound. Similarly the integrand in 
A .r,(n) {f) = -lot ds A .r,(O) H r<n-l) {() 
'1. t r 1. t-s 1 s r 
0 
has an infe~able bound. Thus to prove that the two integrals exist in C0 it suffices 
to show that they exist as Bochner integrals in C0 , i.e., it suffices to show that 
s ~ Tt~~H1T}n-l)cp and s ~ AiTt~~H1TJn- 1)cp are continuous for s E {0, t). But as 
Tt(o) Co ~ Ch;1 and T(o) is strongly continuous on Co it suffices for the first of these to 
establish that s ~ H1T}n-l)cp is continuous. If n = 0 this foll~ws because 
Then for n ~ 1 one has 
H T (n) H T(n) 1 s cp - 1 s+s cp 
Since IIH1T;~s-ulloo__.00 ~ allclloo(s+c-u)-<1+c5)/2ew(s+s-u) the first term on the right is 
norm convergent to zero as c ~ 0. But the integrand of the second term tends point-
wise to zero and has an integrable bound allcll~(s- u)-Cl+c5)/2un< 1-c5)/2-( 1+c5)/2 ew(s+c:~. 
Therefore the second term is norm convergent to zero by the Lebesgue dominated 
convergence theorem. Thus s ~ H1T~n)cp is continuous and Tt(n)C0 ~ C0 . The 
function s ~ AiT.t~~H1TJn- 1)cp is continuous by an analogous argument and hence 
Tt(n) Co ~ Cb;1· 
The above estimates establish that the series with terms Tt(n) and AiTt(n) are 
norm convergent for all positive t. Thus TtCo ~ Cb;1 . Finally T restricted to C0 is 
strongly continuous because D (H) contains the norm dense subset Cb.2 of C0 and the 
' 
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estimates {11.18) follow from the similar estimates (11.19) for S = y(o) -and the series 
expansion. Explicitly one has 
II(J- L(g))Ai1tlloo-oo ::; II(J- L(g))AiStlloo-oo 
+I; l ds II(/- L(g))A;St-slloo~ooiiHtT}n-l)lloo-><x> 
n~l 0 
and the desired result follows by use of (11.19) and (11.16). 
Remark Although Proposition 11.2 establishes that T in restriction to Co is a 
strongly continuous semigroup it is not necessarily true that Cb.2 is in the domain of , 
its generator. Since eo, Ci and the derivatives AjCij are not assumed to be continuous 
the domain of the generator might well have zero intersection with .Cb.2 . It is are-, 
markable consequence of subellipticity that the action of T is much smoother than 
the coefficients of its generator. 
Next we combine the foregoing L00-estimation techniques with similar £ 2-, and 
£2-, estimates to obtain information concerning the action of the semigroup Ton the 
Lp-, and Lp-, spaces with p E [2, oo]. 
First consider the operator with no first-order terms and let S(n) denote the 
sequence of approximating semigroups constructed by regularization of the leading 
coefficients as in the proof of Proposition 11.1. Then sin) converges uniformly on 
L2 , or L2, to a semigroup S by the argument given at the beginning on the section. 
Moreover, StL2 ~ L~;l and StL2 ~ L~;l fort > 0 by repetition of the reasoning used to 
deduce that StLoo ~ L'oo;1 in Proposition 11.1. One simply replaces the Loo-estimates 
by L 2-, or £2-, estimates. Similarly one establishes that the generators of S on L2 
and £2 extend H. 
·Secondly, one estimates the norm of St or its derivatives 8fSt on £ 2 and £2 by 
the methods of Section 10 after an initial approximation with the semigroups S(n). 
Finally these estimates lead to norm bounds on AiSt either on £ 2 or as an operator 
from L2 to L 00 • Specifically one has bounds 
11Stl12-2 < aewt , 
liS II < at-D' /4ewt t 2-oo 
IIAiStl12-2 
IIAiStl12-oo 
for all t > 0 where the values of a> 0 and w ~ 0 depend on the coefficients of H only 
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through .Ac- and the_ norm llclli which in the current context can be defined as 
d' d' 
llcll~ = L llc;jll~;l + L llc;lloo + lleolloo 
i,j=l i=l 
Similar estimates are also valid for the L2-spaces. 
Thirdly, the estimates on St and AiSt acting on L2 or L2 allow one to construct 
the sernigroup T, generated by an extension of the full operator with first-order terms, 
by the perturbation expansion used on L 00 in Propositions 11.1 and 11.2. But then 
the crossnorm estimates on Scan be used to obtain similar estimates on T and hence 
to conclude that Tis determined by a semigroup kernel with some basic integrability 
and regularity properties. 
Proposition_ll.3 Let H be a subelliptic operator in the form 
d' d' 
H =- L AiCijAi + LCiAi +Co 
i,j=l i=l 
with coefficients Cij E L~;l and Ci, Co E L00 and letT denote the corresponding semi-
group on Loo. 
Then T interpolates consistently between the Lp-, and Lp-, spaces for p E [2, oo]. 
The generator of T on each of the spaces is an extension of H and its action is 
determined by a positive kernel Kt E .Ci n £2. 
Proof The estimates (11.14) on St and AiSt acting on Loo together with the above 
estimates for the operators on L2 and from L2 to Loo suffice to deduce that the 
semigroup T constructed by perturbation theory from Sand H1 is bounded from L2 
to L 00 • This is a direct consequence of the proposition in the appendix and in fact 
one obtains bounds 
(11.20) 
for all 8,t > 0. 
Now as 
for all cp E L2 it follows from the Riesz representation theorem that there exists a 
Kt E £2 such that 
(Ttcp)(g) = L dhKt(g; h)cp(h) (11.21) 
SECTION 11 GENERATOR THEOREMS 93 
for all <p E- L2. Bu~ 1t is ~ounded on L 00 and hence one must have Kt E .Ci and 
It follows automatically from (11.21) with Kt E .Ci n-.C2 that T interpolates between 
the Lp-spaces with p E [2, oo]. Since Tis bounded from L2 to L 00 a similar conclusion 
is valid relative to the Lp-spaces and in fact one has the additional integral bound 
Moreover, as the generator of T on L2 and L 00 extends H it is easily deduced that 
this is also true forT acting on Lp or Lp, p E (2, oo). 
Finally the kernel K is positive as a consequence of the arguments of [ABR). 
The cross-norm estimates (11.20) immediately give bounds on the .C2-norm of the 
kernel and '1ts derivatives. Similarly the analogous bounds 
(11.22) 
give bounds on the .Ci-norms. 
Corollary 11.4 Let H be a subelliptic operator in the form 
d' d' 
H =- L AiCijAi + L CiAi + Co 
i,j=l i=l 
with coefficients CiJ E L:X,;1 and Ci, Co E Loo and let K E .Ci n .C2 denote the corre-
sponding semigroup kernel. 
There exist a, as> 0 and w 2:: 0 such that 
IIIKtllli 
IIIKtlll2 
IIIAiKtllli < ast-(l+S)f2ewt ' 
IIIAiKtlll2 < at-D' 14-(l+S)f2ewt 
for all t > 0 and i E {1, ... , d'} where the values of a, as and w depend on the 
coefficients of H only through Ac and II ell~. 
Our next aim is to strengthen the statement of the foregoing propositions by 
using another approximation with first-order coefficients which are differentiable in 
the subelliptic directions. This condition is extremely useful because the adjoint 
operator can then be expressed in the same form and hence by duality one may obtain 
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L1-estimates from the L00-estimates. First we need to derive extra information on 
the semigroups for which the first-order coefficients are smooth. Subsequently this 
will be used in the approximation argument. 
There are two distinct ways of proceeding. Either one may continue to analyze 
the semigroup T defined by the perturbation expansion from the semigroup S with 
no first-order terms, or one may exploit the extra smoothness of the first-order terms 
to extend the approximation arguments used to construct S. We choose the latter 
tactic to prove the next result. 
Proposition 11.5 Let H be a subelliptic operator in the form 
d' d' 
H =- L AiCijAi + L(CiAi + Ai<)/2 + Co 
i,j=l i=l 
with coefficients Cij, C.:, c; E L'oo;1 and eo E Loo. 
Then H, ·on L 00 , has a closed extension H that generates a semigroup T which 
interpolates. consistently between the Lp-, and Lp-, spaces for all p E [1, oo]. The 
semi group is holomorphic and has a positive kernel K E £ 00 • The function t > 0 ~-----* 
Kt E £ 00 is analytic and Kt together with its derivatives with respect to t lies in .C'oo.1 . 
' 
Moreover, there exist a, b > 0 and w 2:: 0 such that 
(11.23) 
for all g, h E G and t > 0. The values of a, b and w depend on the coefficients of H 
only through Ac and the norm lllclll of Section 10. 
Proof We again construct approximations Hn to H by replacing the Cij and the 
Ci, c; with right regularizations c~j) and c~n), c~(n) defined as in the proof of Proposition 
11.1. Then we argue as above that the corresponding sequence of semigroups s<n) 
converges in norm on L2 or L2 and the convergence is uniform fort E [0, 1]. The 
proof is identical to the proof for the symmetric case because the adjoint of Hn with 
respect to right Haar measure is of the same form as Hn and its coefficients satisfy 
the same assumptions. The only significant difference is that the zero-order term ~n) 
of the adjoint varies with n. Nevertheless, cin) is a linear combination of the c~j), the 
c~n), c~(n) and the original eo. Since the Cij, Ci, c; E L'oo; 1 it follows, however, that cin) 
is L00-convergent as n ~ oo. The estimates are again expressed in terms of Ac and 
the norm 
d' d' 
c1 = 2:: IICiill~;l + 2:(11cdl~;l + llc~ll~;l) + lleolloo 
i,j=l i=l 
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It also follews by repetition of the previous arguments that the kernels K(n) associated 
with the S(n) converge uniformly on £1. But 
where f<Cn) is the kernel of the semigroup §Cn) which is adjoint to S(n) on the Lp-
spaces. Therefore the previous reasoning applied to §Cn) gives 
lim ess sup r dg !Kin) (g; h) - K1m) (g; h) I = 0 
n,m-+oo hEG Ja (11.24) 
and this implies that 
. - -
Since one already has convergence on L00 it follows by interpolation that 
for all p E [1, oo). But the S(n) are interpolating semigroups on the Lp-spaces and 
hence their uniform limits T also form a continuous interpolating semigroup. 
Next remark that it also follows from (11.13) and (11.4) that 
(11.25) 
The proof is by the a repetition of the reasoning used at the beginning of the section 
to obtain the Ill · 1112-convergence of the kernels from the II · 112-convergence of the 
semigroups, i.e., from (11.2). Then since the approximating semigroups sCn) have 
positive kernels K(n) which satisfy Gaussian bounds uniformly inn, by Proposition 
10.1, it follows that the £ 1-limit K of the K(n) is the kernel for Sand that it is positive 
and has a Gaussian bound with the various parameters in the bound dependent on 
the coefficients only through Ac and the norm Ill ell I· 
Now we consider the generator of S. It follows from Proposition 11.3 that the 
generator ofT on Lp or Lp with p E [2, oo) is an extension of H but the result for all 
p E [1, oo) can also be established by the following approximation argument. 
If w = I leo lloo + I:f~ 1 II (Ai~) lloo/2 then Hn - wl is dissipative on L00 • Moreover, 
one can choose w large enough that Hn- wi is also dissipative on L 00 where Hn is 
the adjoint of Hn with respect to right Haar measure. Thus with w' = w V w one has 
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by interpolation. Hence th~ generator H ofT on Lp for p E [1, oo) is the graph limit of 
the Hn as a corollary of the approximation theory of strongly continuous contraction 
semigroups (see, for example, [BrR2] Theorem 3.1.28). Explicitly, V; E D(H) if and 
only if there is a X and a sequence VJn E D(Hn) such that IIV;n - ~llfi ---+ 0 and 
IIHn~n- Xllfi---+ 0. Then X= H'lj;. Now we establish that ll(Hn- H)'l/Jllfi---+ 0 for all 
'lj; E Lfi;2 and consequently conclude that H extends H. 
First observe that II (Hn- H)~llfi ::::; CIIV;IIfi;2 for a suitable C > 0. Therefore it 
suffices to prove convergence on the dense subset C'; of Lfi;2 • But if~ E C': then 
one has 
d' 
ll(Hn- _H)'l/Jllfi :::=; llc(n)- cllooll'l/JIIp;2 + L ll((Aic~j))- (AiCij))Aj'l/Jllfi 
i,j=l 
d' 
+ L II ((Aic~(n))- (AicD)~IIfi/2 . (11.26) 
i=l 
where 
d' d' 
llc(n)- clloo = L lldj)- Cijlloo + L(llc~n)- Cilloo + llc~(n)- c~lloo) 
i,j=l i=l 
Thus the first term on the right-hand side of (11.26) tends to zero as n---+ oo. Next 
we argue that the same is true for the other terms provided that p E [1, oo). All the 
other terms are of the form II (Aic(n) - Aic)'lj; llfi where c E L'oo.1 and 'lj; E C':. But 
' Aic(n) = (Aic)(n) since Ai is a left derivative and cis regularized with respect to right 
translations. Thus it suffices to establish that 
lim II (c(n) - c)V;IIfi = 0 n-+oo 
whenever c E Loo and V; E C';. But 
(c(n) - c)'lj;(g) - fa dh<pn(h)(c(gh)- c(g))'lj;(g) 
- fa dh i{Jn(h)(c(gh) ( 'lj;(g)- 'lj;(gh)) - (c(g )'lj;(g) - c(gh)'lj;(gh) )) 
and hence 
ll(c<n)- c)V;IIfi < fodhcpn(h)(llcllooll(I- R(h))~llfi + ll(I- R(h))cV;llfi) 
Since right translations are strongly continuous on Lfi for p E [1, oo) it follows that 
the right hand side tends to zero as n ---+ oo. Thus H extends H on the spaces Lfi 
with p E [1, oo). 
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The holomorphy of S _on Leo was established in Proposition 11.1 and the same 
proof applies to the adjoint group acting on Leo. Thus by duality Sis holomorphic on 
Ly and then by interpolation on all the Lp-spaces. Moreover, this argument establishes 
the existence of a p-independent sector of holomorphy. 
The smoothness properties of K are deduced by the same arguments used to 
discuss the kernels associated with operators with smooth coefficients in Section 10. 
Finally, the existence of Son the Lp-spaces is established by similar but simpler 
reasoning. 
Note that although the proof of convergence of the approximating semigroups 
in the above proof relied upon the differentiability of the first-order coefficients the 
parameters in the Gaussian bounds do not depend on these derivatives. This is a 
consequence or the estimates of Section 10 and it is crucial for the final stage in our 
approximation procedure. 
One can derive Gaussian bounds on the derivatives a; Kt similar to the bounds 
(10.19) for smooth coefficients. Again one uses approximants sCn) for the semigroup 
but now one must also consider complex values of t. This, however, presents no 
problem. In addition one can derive uniform bounds on the left derivatives AiKt of 
the kernel with respect to the first variable. These are the analogue of (10.21) and 
supplement the bounds of Corollary 11.4 and Proposition 11.5. 
Proposition 11.6 Let H be a subelliptic operator in the form 
d' d' 
H = - L AiCijAi + L(CiAi + Aic~)/2 + Co i,j=l i=l 
with coefficients Cij, Ci, c; E L~;l and eo E Leo and let K denote the corresponding 
semigroup kernel. 
There exists ac > 0 and w 2:: 0 such that 
(11.27) 
for i E {1, ... , d'} and for all 8, t > 0. The values of a8 and w depend on the 
coefficients of H through Ac and the norm 
d' d' 
lllcllll = L IICijlleo;l + L(IICilleo + llc~lleo;l) + lleolleo (11.28) i,j=l i=l 
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Proof Let S(n) be the approximants to the semigroup T and again set Ds = (I-
L(e-sai))/ s. Then 
Hence 
ll8sTt'Plloo < ll8sS~n)'Piloo + 2s-1 li(Tt- s}n))'PIIoo 
< llAiS}n) 'Plloo + 2s-1 ll (1t - S~n))<t?lloo 
Therefore one has 
But the last term on the right has the appropriate bound by Proposition 10.3. 
Note that although we have assumed in this proposition that the coefficients of 
the first-order terms are differentiable the estimates do not depend on the derivatives 
of the Ci but only the ~. 
Our final aim is to derive the consequences of Proposition 11.5 from the hypotheses 
of Proposition 11.1 and hence improve the partial information on the semigroup kernel 
given in Proposition 11.3. Again we use approximation techniques. 
Let T denote the semigroup with generator H constructed in Propositions 11.1 
and 11.3 and K the corresponding semigroup kernel. The semigroup is given in terms 
of the semigroup S with no first-order terms by the 'time-dependent' perturbation 
expansion which is convergent on L00 and L2. Moreover, the perturbation estimates 
discussed in the appendix and used in the proof of Proposition 11.3 show that T 
and the AiT are bounded operators not only on L2 but as operators from L2 to Loo 
satisfying the estimates (11.20). But the second of these estimates is equivalent to 
the statement that 
(11.29) 
for all t > 0 and the values of a and w depend on the coefficients only through Ac and 
II ell~· 
Next let dn) denote the regularizations of the first-order coefficients as used in 
the proof of Proposition 11.4. and set 
d' 
H1,n = L(c~n)- Ci)Ai . 
i=l 
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Then 
and one can construct semigroups yCn) with generators H +H1,n, i.e., generators with 
regularized first-order terms Ef~1 c~n) Ai, by perturbation from T. If K(n) denotes the 
corresponding kernels then it follows from Proposition 11.5 and the construction of 
the regularizations that one has estimates 
(11.30) 
uniform in n where a~ and w again depend on the coefficients through Ac and the 
norm lllclll 1 given by (11.28). Since, however, we are now assuming that ~ = 0 this 
latter norm does not-depend on the derivatives of the first-order-terms and one has 
lllclllt = ll~lli.· In conclusion, the estimates on IIIAiKtlll2 and IIIAiK~n)lll2 only depend 
on Ac and ltclli and the latter estimates are uniform inn. 
The next important point is that the sernigroups y(n) converge strongly toT on 
L2. This is established by a Duhamel estimate 
Now i!Tt(n) 112---~-2 is bounded uniformly in n on each compact subinterval of R+ and 
the bound only depends on the coefficients through Ac and lllclll by (10.4). Moreover, 
c~n) converges strongly to Cion L2 by the argument given in the proof of Proposition 
11.5. Finally, one has bounds 
uniform inn with the values of a and w depending on the coefficients through Ac and 
llclli. Therefore II (1t(n) - Tt)'PII2 ~ 0 as n ~ oo uniformly for t in intervals [0, to] as 
a consequence of the Lebesgue dominated convergence theorem. 
Next remark that the L2-convergence of the semigroups and the uniform bounds 
on IIIAiK~n)lll2 and IIIAiKtlll2 suffice to prove that 
lim IIIK~n)- Ktlll2 = 0 
n-+oo 
This is a consequence of the argument which proved that (11.6) followed from (11.2) 
and (11.5). It is the vital observation for the proof of the next proposition. 
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Proposition 11.7 Let H be a subelliptic operator in the form 
d' d' 
H =- :2:: AiCiiAi + :2:: CiAi + eo 
i,j=l i=l 
with coefficients Cti E L~;l and Ct, Co E Loo and let Kt E £1 n £2 denote the positive 
kernel of the semi group T constructed in Proposition 11. 3. 
Then Kt E £ 00 , the function t > 0 ~ Kt E £ 00 is analytic and Kt together with 
its derivatives with respect to t lies in £~;1 and there exist a, b > 0 and w ;:::: 0 such 
that 
(11.31) 
for all g, h_ E (} and t-> 0 where the values of a, b and w depend on the coefficients of 
H only through Ac and the norm lllclll of Section 10. 
Proof The kernels K(n) satisfy Gaussian bounds by Proposition 11.5 and these 
bounds are uniform inn. Let Gt denote the Gaussian bound. Then L~n) = Gt~K~n) E 
£2 is a positive sequence which is £2-convergent to Lt = Gt- Kt E £2 by the foregoing 
reasoning. Therefore Lt is positive and one has 0::::; Kt ::::; Gt. It was, however, already 
established in Proposition 11.5 that the parameters in Gt depend on the coefficients 
of H only through Ac and the norm Ill ell I· 
Again the smoothness properties of K are deduced by the same arguments used 
to discuss the kernels associated with operators with smooth coefficients in Section 
10. 
Finally we prove the interpolating and holomorphy properties of T by exploiting 
information on the kernels. 
Proposition 11.8 Let H be a subelliptic operator in the form 
d' d' 
H =- L AiCijAi + LCiAi +Co 
i,j=l i=l 
with coefficients Ctj E L~;l and Ct, Co E Loo and letT denote the corresponding semi-
group on Loo. 
Then the semigroup T interpolates between the Lp-, and the LfJ-, spaces for p E 
[1, oo] and is holomorphic on each of these spaces. 
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Proof Since the kernel of_ T satisfies Gaussian bounds, by the previous proposition, 
one can extend its action to all the Lp-spaces. The extended action automatically 
has the correct interpolating properties. 
Next remark that the semigroup Twas approximated in two steps described in 
the proofs of Propositions 11.3 and 11.6 by semigroups T(n) with 0 00-coefficients, 
Moreover, the corresponding kernels satisfy 
Now T can be extended to £2 = Loo ® L2 by identifying it with T ® I and since T 
is holomorphic on L 00 , by Proposition 11.3, it follows that its extension on £2 is also 
holomorphic. But as TsKt = Kt+s it follows immediately that Kt is £2-differentiable. 
Then, however, 
lim lim s-1(K(n) - K(n)) 
- s~o n--+oo t+s s 
lim lim s-1 f.t+s du 8 K(n) 
- s~o n--+oo t u u 
where the limits are in the £2-sense. Since the derivatives 8uK~n) have bounds au- 1Gu 
where Gu is a Gaussian in the difference variable it follows that 
Therefore 
IIHTtlli < sup r dg l8tK~n)(g; h)l· II'PIIi 
9eclc 
< ct-11l'PIIi 
fortE (0, 1] where the last estimate uses the Gaussian bounds. Thus Tis holomorphic 
on Li and by interpolation on each Lp. Similarly Tis holomorphic on L1 and then 
on each Lp. 
It is a consequence of the foregoing proof that one has bounds 
on the derivatives of the kernel of the semigroup T. But it is not difficult to extend 
the proof to obtain bounds 
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on the higher derivatives. These clearly demonstrate that K is an analytic function 
oft. 
Remarks 1. The disadvantage with the foregoing propositions and other generator 
results derived from them is the failure to identify the generator H of the semigroup 
with the closure of H. Thus in the language of partial differential equations the 
propositions provide existence of a solution of an evolution problem but not unique-
ness. One can, however, establish somewhat more about the generator extension on 
L2 or L2 under the hypotheses of Proposition 11.5. Since His the graph limit of the 
Hn it follows from Proposition 3.1 by another limiting argument on L2 that one has 
D(H) ~ L~;l' Using this information one can then identify H +AI with the operator 
determined by the m-sectorial form defined by 
d' d' 
cp ~ h(cp) = ·2:: (AiC[J,CijAjcp) + L ((Cicp,Aicp) + (Aicp,Cicp))/2 + (cp, (CD+ ).J)cp) 
.. i,j=l i=l 
where A> 0 is chosen sufficiently large to ensure that h takes values in the right-half 
plane. The theory of sectorial forms gives another possible approach to the generator 
problem which should provide results with very little smoothness required for the 
coefficients. The difficulty is to extend the L2 properties to the Lp-spaces and for this 
one would need a generalization of the theory of Dirichlet forms tom-sectorial forms. 
Results of this nature have been given in the strongly elliptic case by Ouhabaz [Ouh]. 
2. The semigroup S defined by H0 with no first order terms acting on L 2 is 
self-adjoint and holomorphic in the open right half plane II. Therefore T on L2 is 
also holomorphic in II by the perturbation theory of holomorphic semigroups. A 
similar conclusion is expected for T on the Lp-, and Lfi-, spaces but this does not 
follow from the above arguments. If the coefficients are constant then holomorphy 
in the open right half plane is established in [ElR] for every continuous representation. 
3. The smoothness estimates (11.18) on T can be translated directly into smooth-
ness of Kt with respect to the first variable relative to the .Ci-norm. But one can also 
bound (lgl')-'11 (I- L(g))AiTtl12-oo for 1 E (0, 1) by a slight variation of the proof 
of (11.18) and obtain smoothness relative to the £2-norm and then by interpolation 
theory relative to the .Cp-norm with p E [2, oo]. 
12 Lower bounds 
We again adopt the assumptions of Sections 10 and 11 and consider lower bounds on 
the semigroup kernel K. Following the by now standard procedure we first derive lower 
bounds on Kt(g; g) which are uniform in g and exhibit the anticipated singularity 
t-D' 12 in t. Secondly, we convert these bounds into Gaussian bounds by exploiting 
the convolution semigroup property. 
Proposition-12.1 Let H be a subelliptic operator in the form 
d' d' 
H =- L AiCijAi + LCiAi +Co 
i,j=l i=l 
with coefficients Cij, Ci E L'oo;1 and Co E Loo and let K denote the corresponding 
semigroup kernel. 
Then there are a, 7 > 0 such that 
for all E (0, 7] where the values of a and 7 depend on the coefficients of H only through 
Ac and the norms IIC£jll~;v IIC£11~;11 lleolloo· 
Proof First we consider the operator H0 obtained by setting Ci = 0. Let S0 and 
K 0 denote the corresponding semigroup and kernel. We begin by bounding K 0 from 
below. The method we use is. a variant of an argument of Varopoulos [Var). 
The semigroup S 0 is symmetric on L2 and ~ 112 S 0 ~ - 112 is symmetric on L2. If 
K is the kernel of S then 
Kt(g; h)= ~(g) 112 K~(g; h)D..(h)-112 
and the symmetry of S gives 
fa dg fa dh <p(g) Kt(g; h) <p(h) = (<p, St<p) = IIBt/2'PII~ 2:: 0 
Therefore Kt is positive-definite. In particular 
)..2 Kt(g; g)- 2>-.Kt(g; h)+ Kt(h; h) 2:: 0 
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for all g, h-E G and A E _R. Now we average this inequality over the ball B~0 to 
obtain 
But the upper bounds of Section 11 give 
and hence 
(12.2) 
for all t E _(0, 1]. On the other hand 
-- · r dhKt(g; h)= r dhkt(g; h)- r dhf<t(g; h) 
lB' lc lc\B' ~~ ~~ 
and by [BrR2] Theorem 2.1.5 one has bounds 
fa dhKt(g; h) > e-tllcolloo (12.3) 
In addition it follows from the upper bounds on K, and the fact that IB~I grows at 
most exponentially, that for each c > 0 there is a r > 0 such that 
for all t E (0, 1]. This is verified by the estimation procedure used in the proof of 
Lemma 4.1. Hence one has estimates 
IB~v~tl- 1 fs, dh Kt(g; h) ~ a'IB~01- 1 
~..a 
for all t E (0, 1] if r is sufficiently large. But IE~ I = O(rD') as r -4 0 and hence 
IB~v~tl- 1 fs, dh Kt(g; h) ~ a"t-D' 12 
~..a 
(12.4) 
for all t E (0, 1] and for a suitable a" > 0. Inserting (12.2) and (12.4) into (12.1) then 
gives 
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for all A E -R. Consequently 
Kt(g; g) 2:: ((a")2 jaew)t-D'/2 
fort E (0, 1]. Finally as Kf(g; g) = Kt(g; g) this gives bounds 
K~(g; g) 2:: a't-D' 12 
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(12.5) 
fort E (0, 1 ]. The value of the positive parameter a' depends on the coefficients of H 
only through the upper bounds on Kt and the norm lleolloo· Thus a' depends only on 
Ac, IICij 11~;1' and lleolloo· 
Next we deal with the addition of the first order terms H 1 = I:t:!' C£Ai by the use 
of perturbation theory. Let S denote the semigroup corresponding to the operator 
with the first order terms and K the semigroup kernel. Then the aim is to derive 
bounds similar to (12.5) for K by showing that the difference between K~ (g; g) and 
Kt(g; g) i; in~ignificant compared to a't-D'/2. The natural approach via perturbation 
theory is to demonstrate that the difference between Kf and Kt is relatively small 
with respect to the £ 00-norm. This, however, is equivalent to showing that the cross 
norm of S~ - St as an operator from L1 to Loo is small. In principle this could be 
estimated by the methods of the Appendix but this would require bounds on H1S~ as 
an operator on Loo, as an operator from Li to Loo and as an operator on Li. One can 
derive appropriate bounds involving the L00-space by use of the a priori estimates of 
Proposition 3.2 but estimates on Li would require analogous a priori bounds on Ly. 
Since we do not have such bounds we adopt an indirect approach via L2 estimates. 
It follows from Corollary 11.4, the second remark before Proposition 11.3 and the 
identification 
with 1/p + 1/q = 1 that one has estimates 
IIHlS~IIoo__.oo < at-(l+o)/2ewt ' 
IIH1S2112__.oo < at-D' 14-(l+o)/2ewt , 
II Hl 82112__.2 
II B211 oo__.oo < 
where the values of a and w depend on 8 and on the coefficients of H through Ac and 
the norms IIC£JII~; 1 , llcdloo and lleolloo· But the kernel K is determined by the kernel 
K 0 and the perturbation series expansion 
Kt = 2:Kin) 
n~O 
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with K~o) ~ K? and 
K(n) =-lot ds K(o) * H K(n-l) t t-s 1 s 
0 
for n > 1 where the convolution product is defined by (1.34). Therefore it follows 
from the above estimates and those of the Appendix that 
Now by the assumptions on H the formal adjoint Ht has the same general form as 
Hand hence by (1.16) and Proposition 11.6 one has 
and similarly for K~ where the values of a and w depend on 8 and on the coefficients 
of H through Ac and the norms lle!iill~; 1 , lle!ill~; 1 , lleolloo· Hence 
!Kt(g; g)- K~(g; g)l2 ~ 2IKt(g; h)- K~(g; g)l2 + 2(ihg-ll')2a2t-D'-(l+o)e2wt 
Now integrate both sides of this inequality with respect to right invariant Haar mea-
sure over h in a ball B9 centred at g with subelliptic radius ta where we assume that 
8 is sufficiently small that we can choose (1 + 8) /2 < a < 1/2 + (1 - 8) / D'. Then 
!Bg!·!Kt(g; g)- K~(g; g)l 2 ~ 2II!Kt- K~lll~ + 2a2t-D'-(1+8)e2wt k dh (ihg- 1!') 2 
g 
and consequently 
Kt(g; g) 2:: K~(g; g)-
a(IBgi-112IIIKt- K~lll2 + t-D' /2-(1-t6)/2ewt (IBel-1 L. dh (lhl')2) 112) 
where the redefined a depends on 8, Ac and the norms lle!iill~; 1 , lle!ill~; 1 , lleolloo· Since 
the radius of Be is to: one then has 
and 
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Thus the lower. bound for Kt becomes 
with yet another redefinition of a. But by the above choice of a the exponents oft 
in the middle term on the right are positive and hence one obtains a lower bound 
Kt(g; g) 2:: a't-D'/2 , 
with a' > 0, for all tin an interval (0, r] where the values of both a' and r depend on 
the coefficients of H only through Ac and the norms IICijll~; 1 , IICill~; 1 , lleolloo· 
The bounds of Proposition 12.1 have a straightforward extension to Kt(g; h) if g 
and hare s~ff!ciently_close. Using (1.16) one has 
and hence by Proposition 11.6 and (12.5) 
Kt(h;g) 2:: (a'- aZlhg-ll't-Cl+c)f2)t-D'/2 
for all t E (0, r], 6 > 0 and a suitable a~ > 0. Consequently 
Kt(g; h) 2:: (a' /2)t-D' /2 (12.6) 
for all t E (0, r] and g, hE G with lgh- 1 1' ::; rtCl+o)/2 where r =a' j2a~. 
The estimate (12.6) is the key to obtaining Gaussian lower bounds on the semi-
group kernels by a now standard argument based on the convolution semigroup prop-
erty. The method gives proper Gaussian bounds, however, only if 6 = 0. But the 
parameter 6 enters through the use of the a priori bounds of Proposition 3.2 to esti-
mate the derivatives AiKt. If the leading coefficients Cij E L'oo.3 then these bounds are 
' 
valid with 6 = 0 by Proposition 6.4. Thus under this additional smoothness condition 
(12.6) holds for lgh-11'::; rt 112 and t E (0, r] and one can derive Gaussian bounds. -
Proposition 12.2 Let H be a subelliptic operator in the form 
d' d' 
H =- L AiCijAi + L c;Ai + Co 
i,j=l i=l 
with coefficients Cij E L'oo;3 , Ci E L~;l and Co E Loo and let K denote the corresponding 
semigroup kernel. 
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Then there exist a, b' > 0, and w' ~ 0, such that 
(12.7) 
for all g, hE G0 and t ~ 0. The values of a, b', and w' depend on the coefficients of 
H through the parameters Ac, llciill~;3 , IICill~;l and lleolloo· 
Proof Fix g, hE G, and t ~ 0. Following [JeS] one deduces by an easy compactness 
argument that for each n one may choose a sequence go = g, g1, •.. , 9n = h such that 
l9i9H\I' = lgh-11' /n. Then 
Kt(g; h) ~ f dh1 ... f dhn-1Kt;n(g; h1) ... Kt;n(hn-1i h) 
Jv1 Jvn-1 
where Vi is _a ~ubellip~ic ball of radius rn around 9i, i.e., 
Now for the best possible estimate we make rn as large as possible compatible with 
(12.6), i.e., recalling that one now has 8 = 0 one requires that in the integrand only 
hi with lhihi4\1' ::=; r(t/n) 112 occur. But using 
lhih~\ I' :::; lhigi11' + l9i9i+\ I'+ l9i+1hi-J11' 
this leads to the condition 
for the optimal value of rn. Hence if we choose n large enough that 
lgh-11' /n = r(t/n) 112 /2 
then 
rn ~ r(t/n) 112 /4 . 
But to use (12.6) we must also choose n large enough that t/n :::; r and the two 
conditions on n are then n ~ tjr and 
Now (12.6) and the convolution estimate on the kernel give 
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where V(,.\) now denotes the Haar measure of the ball {g E G; lgl' -:::; .A}. Since 
V(.A) 2:: b)..D' for so~e b 2::.0 and all small ).. this gives 
Kt(g; h) > ((a' /2) (tjn)-D' 12) n (b(r(t/n) 112 j4)D') n-1 
- (a' /2)t-D' !2nD' /2 ( (a'b/2) (r I 4)D') n-1 . 
But the last term is the ( n - 1 )-th power of a small value and hence for the best 
estimate we choose n to have the smallest value compatible with the above conditions, 
i.e., 
Hence one has a lower bound of the form 
- Kt(g;h) > (a'/2)t-D'/2((a'b/2)(r/4)D')(t/r+b"(lgh-11')2cl) 
> at-D'12 exp {- b'(b"(lgh-1l'?t-1 + tjr)} 
> t -D' /2 -b(lgh-11')2t-1 -wt a e e 
for suitable constants a, b > 0 and w 2:: 0. · 
The parameters a, b, and w, in the bounds only depend on the coefficients through 
Ac, IIC£i11~;3 , IIC£11~; 1 and lleolloo, because the proof was based on Proposition 6.4 and 
the upper bounds on the kernel. 
Remark If one argues in the identical fashion but with the 8 > 0 version of (12.6) 
then one finds bounds 
with the optimal value of n determined by 
n- 1 :::; (tjr) V b"(lgh-11')2/(1-c) jt(l+c)/(1-c) :::; n . 
These bounds are valid under the weaker assumption that Cij E L~; 1 . The extra 
8-dependent contribution, however, makes the bounds more complicated than the 
Gaussian bounds derived when 8 = 0. 
13 Conclusion 
The result stated in the introduction, Theorem 1.1, has now been established and 
much more information has been gleaned from the foregoing analysis. Under the 
hypotheses of Statement 1 of the theorem the subelliptic operator H can be written 
in the partially asymmetric form covered by Propositions 11.7 and 11.8. Then the 
statement is a direct consequence of these propositions. Proposition 11.2 also gives 
additional infgrmation on the regularity of the action of the semigroup and Corollary 
11.4 and Proposition 11.7 describe smoothness properties of the associated kernel K. 
Statement 2 of Theorem 1.1 follows from Proposition 6.2. Moreover, Proposition 8.2 
gives conditions on the coefficients of H which ensure that the generator of the semi-
group restricted to Lp is the Lp-closure of H. Note that this proposition places rather 
stringent conditions on the first-order coefficients but these are largely spurious. In 
fact on the Lp-spaces with p E [2, oo] no smoothness of the first-order coefficients is 
required. This follows from the a priori estimates of Proposition 3.1 and 3.2 together 
with perturbation theory and an interpolation argument. It is probable that the same 
is true for p E [1, 2] and this would follow if one had suitable a priori inequalities on 
the L1-, and Lr-, spaces. In particular this would follow if one could verify the fol-
lowing analogue of the L00-conjecture stated in the introduction. 
Lr-conjecture If H is a subelliptic operator of the form (1.17) with Co: E L'oo. 1 when-, 
ever lal = 2 then there is an a> 0, whose value depends on the coefficients of H only 
through the parameters Ac and llcll~, such that 
(13.1) 
for all <p E Ly.2 • l 
Although we have formulated this conjecture on Lr it is equivalent to the anal-
ogous statement on L1 by the argument used to prove the equivalence of (3.5) and 
(3.6) in the proof of Proposition 3.1. Again the conjecture seems eminently reason-
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able, e.g., -it is true in the strongly elliptic case, but experience indicates that it is 
probably more difficult to establish than the L00-conjecture. 
The lower bounds in Statement 3 of Theorem 1.1 are established in Proposition 
12.2. These could also be improved if the L 00 and Li conjectures were both valid. 
Then the bounds would follow from the assumptions Co: E L'oo.1 whenever Ia! = 2 with 
' 
no smoothness required for the lower order coefficients. The only change is to the 
proof of Proposition 12.1. Then the perturbation argument could be used directly to 
bound the .C00-norm of the difference Kt- K~. 
Finally we note that although this article has been restricted to real coefficients 
a number of the results also hold for complex coefficients. The case of complex 
constant coefficients is covered in [ElR2] and complex variable coefficients require an 
amalgamation of the techniques of the two articles. 
A Appendix 
In this appendix we examine a number of coupled integral inequalities which are useful 
for the estimation of convergence of the time dependent perturbation theory expansion 
encountered in the main text. We consider a semigroup S, a small perturbation H 1 
of its generator and the perturbation series 
where 
'7"1(0) - s 
J..t - t 
and 
y(n) = lot ds y(O) H r<n-1) 
t t-s 1 s 
0 
for n = 0, 1, 2, .... The functions an, bn, etc. in the following proposition are typically 
given by 
an(t) - IITt(n) IIP-P bn(t) - IIH1Tt(n) llfi-fi 
en(t) - II Tt(n) II r-f dn(t) - IIH1Tt(n) llr~f 
fn(t) - IITt(n) llr-fi 9n(t) - IIH1Tt(n) llr~p 
where 1 ~ r < p ~ oo. 
Proposition A.l Let an, bn, ... , gn, n = 0, 1, 2, ... , denote non-negative functions 
on R+ and assume they satisfy the following system of integral inequalities: 
an(t) < t dsao(t- s)bn-1(s) 
bn(t) < t dsbo(t- s)bn_1(s) 
en(t) < t dseo(t- s)dn_1(s) 
dn(t) < t dsdo(t- s)dn_1(s) 
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fn(t) ~ l ds { (/o(t- s)dn-1(s)) 1\ (ao(t- s)gn-1 (s))} 
9n(t) ~ l ds { (go(t- s)d..-1(s)) 1\ (bo(t- s)gn-1 (s))} , 
for= 1, 2, ... and all t > 0. Assume also that one has bounds 
ao(t) < aewttm1 ' bo(t) < aewttm2 
Co ( t) < aewttm3 ' do ( t) < aewttm4 
fo ( t) < aewttms , 9o ( t) < aewttm6 
for all t > 0, where m1 , ••. , m 6 are real numbers and mi > -1 fori= 1, 2, 3, 4. 
It follows that the series 
a(t) - l:n~O an(t) b(t) - l:n~O bn(t) 
c(t) 
- En~O en(t) d(t) - l:n~O dn(t) 
f(t) - l:n~O fn(t) g(t) - l:n~O 9n(t) 
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converge for all t > 0, uniformly on compact intervals of R+, and their sums satisfy 
estimates 
a(t) < Atm1ew't , b(t) < Atm2 ew't 
c(t) < Atm3ew't 
' 
d(t) :::; · Atm4ew't 
f(t) < Atmsew't 
' 
g(t) < Atm6ew't 
for all t > 0 where A and w' are constants whose values depend on a, w and the mi. 
Proof First recall that the factorial function is defined on ( -1, oo) by the 
n! = fooo due-uun 
and that the relation 
lot mini ds (t- s)msn = . . tm+n+l o (m+n+1)! (A.1) 
is valid for all m, n > -1. 
Next we postulate that the bn ( t) satisfy bounds 
bn(t) S bnewttm2+n(l+m2) 
for all t > 0 and suitable bn > 0. Then it follows from the integral inequalities that 
the bn(t) indeed satisfy the bounds provided that 
b < b b m2!(m2 + (n- 1)(1 + m2))! 
n -
0 
n-l ( m2 + n( 1 + m2))! · 
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Therefore-
and then by redefinition of a and a suitable choice of b one has bounds 
bn(t) :::; atm2(bntn /n!)l+m2eWt • 
Consequently 
b(t) :::; atm2ewt L: (bntn /n!)l+m2 . 
n2::0 
(A.2) 
But if 1 + m2 < 1 the one may use Holder's inequality to bound the suin by a suitable 
multiple of an exponential. Alternatively if 1 + m2 > 1 one may split the sum into 
two parts consisting of terms for which bntnfn! > 1 and the remaining terms with 
bntn jn! ::;_i. The first sum, however, is bounded by exp((1 + m2)bt} and the second 
by exp(bt) and so one has the desired bounds 
b(t) ::; atm2ew't . 
It is also evident from these estimates that the series converges uniformly on compact 
intervals of the positive real line. 
Next using (A.1) and (A.2) together with the integral inequality for the an and 
and again one concludes that one has bounds 
an (t) ::; atml (bntn fn!)l+m2ewt 
and consequently 
a(t) ::; atm2ew't . 
Now replacing an and bn by Cn and dn in the above arguments one deduces the 
desired bounds on c and d. Moreover, in the course of the proof one obtains the 
estimates 
dn(t) < an+l(m4!)n+lewttm4+n(l+m4) /(m4 + n(1 + m4))! 
en(t) < an+l(m4!)nm3!ewttma+n(l+m4) /(m3 + n(1 + m4))! 
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which will-be instr~mental in the proof of the bounds on fn and 9n· 
Next we postulate that one has bounds 
with g0 = m 6 • It follows from the integral inequality for the 9n that 
lat/2 /,t 9n ( t) ::=; ds 9o ( t - s) dn-1 ( s) + ds bo ( t - s) 9n-1 ( s) 0 t/2 
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Using the bounds for b0 and dn- 1 one then deduces that the 9n(t) indeed satisfy the 
bounds with 
Repetition of this argument establishes that the degree 9n of 9n increases by (1 +m4) 1\ 
(1 + m 2) at each step. Hence after a finite number of steps 9n- 1 > -1. Thereafter 
one may use the integral inequality 
9n ( t) ::; l ds bo ( t - S) 9n-J ( S) 
and deduce the required bounds on 9n(t) by repetition of the previous reasoning. 
Furthermore one can show that 
00 
g(t) = L 9n(t) ::=; Atm6ew't 
n=O 
by essentially repeating the argument for b( t). 
Finally one bounds fn(t) by assuming that it satisfies an ansatz similar to that 
used for 9n ( t) and then uses 
lat/2 /,t fn(t) ::=; ds fo(t- s)dn-1(s) + dsao(t- s)gn-I(s) 0 t/2 
for the initial iterative steps, until 9n-1 > -1. Subsequently, one uses the second set 
of inequalities 
f n ( t) ::; l ds ao ( t - s) 9n-! ( s) 
and proceeds as before. 
References 
[ABR] Arendt, W., Batty, C. J. K. and D. W. Robinson; Positive semigroups gener-
ated by elliptic operator on Lie groups. J. Op. Th. 23 (1990) 369-407 
[Bon] Bony, J. M., Principe de maximum, inegalite de Harnack et unicite du probleme 
de Cauchy pour les operateurs elliptiques degeneres, Ann. Inst. Fourier ( Greno-
ble) 19 (1969) 277-304 
[BrR1] Bratteli, 0. and D. W. Robinson; Second-order elliptic operators and heat 
kerne~s ·on Lie groups. Trans. Amer. Math. Soc. 325 (1991) 683-713 
[BrR2] Bratteli, 0. and D. W. Robinson; Operator algebras and quantum statistical 
mechanics I (Second edition) Springer Verlag (1987) 
[BuB] Butzer, P.L. and H. Berens; Semi-groups of operators and approximation. 
Springer-Verlag (1967) 
[Car] Caratheodory, C; Untersuchungen Uber die Grundlagen der Thermodynamik. 
Math. Ann. 67 (1909) 355-386 
[CFKS] Cycon, H. L., Froese, R. G., Kirsch, W. and B. Simon; Schrodinger operators. 
Springer-Verlag (1987) 
[CKS] Carlen, E. A., Kusuoka, A., and D. W. Stroock; Upper bounds for symmetric 
Markov transition functions. Ann. Inst. Henri Poincare. Prob. et Stat. 2 
(1987) 245-287 
[Dav1] Davies, E. B.; Explicit constants for Gaussian upper bounds on heat kernels. 
Amer. J. Math. 109 (1987) 545-570 
[Dav2] Davies, E. B.; Pointwise bounds on the space and time derivatives of heat 
kernels. J. Op. Th. 21 (1989) 367-378 
[DeLM] DeLeeuw, K. and H. Mirkil; A priori estimates for differential operators in 
L00-norms. Ill. J. Math. 8 (1964) 112-124. 
116 
REFERENCES 117 
[ElR1] ter- Elst, A._ F. M. _and D. W. Robinson; Subelliptic operators on Lie groups: 
regularity. Preprint, Australian National University, CMA-MR12-91 
[ElR2] ter Elst, A. F. M. and D. W. Robinson; Complex subelliptic operators on Lie 
groups. Preprint, Australian National University, CMA-MR?-92 
[FaS] Fabes, E. B. and D. W. Stroock; A new proof of Moser's Harnack inequality 
using the old ideas of Nash. Arch. Rat. Mech. Anal. 96 (1986) 327-338 
[JeS] Jerison, D. S. and A. Sanchez-Calle; Estimates for the heat kernel for a sum of 
squares of vector fields. Ind. Univ. J. Math. 35 (1986) 835-854 
[Jor] Jorgensen, P. E. T.; Representations of differential operators on a Lie group. J. 
Funct. ~nal. 20 (1975) 105-135 
[NoS] Norris-, J. R., and D. W. Stroock; Estimates on the fundamental solution to 
heat flows with uniformly elliptic coefficients. Preprint (1990) 
[Orn] Ornstein, D.; A non-inequality for differential operators in the L1-norm. Arch. 
Rat. Mech. Anal. 11 (1962) 40-49. 
[Ouh] Ouhabaz, E-M.; £ 00-contractivity of semigroups generated by sectorial forms 
(preprint Besangon 1990) 
[Paz] Pazy, A.; Semigroups of linear operators and applications to partial differential 
equations. Springer-Verlag (1983) 
[ReS] Reed, M. and B. Simon; Methods of modern mathematical physics II. Academic 
Press (1975) 
[Rob1] Robinson, D. W.; Elliptic operators and Lie groups. Oxford Univ. Press 
(1991) 
[Rob2] Robinson, D. W.; Elliptic differential operators on Lie Groups. J. Funct. 
Anal. 97 (1991) 373-402 
[RoS] Rothschild, L. P. and E. M. Stein; Hypoelliptic differential operators and nilpo-
tent groups. Acta Math. 137 (1977) 24 7-320 
[SaS] Saloff-Coste, L. and D. W. Stroock; Operateurs uniformement sous-elliptiques 
sur les groupes de Lie. J. Funct. Anal. 
118 BRATTELI AND ROBINSON 
[San] Sanchez-Galle, A; Fundamental solutions and geometry of the sum of squares 
of vector fields. Inv. Math. 78 (1984) 143-160 
[Ste] Stewart, B.; Generation of analytic semigroups by strongly elliptic operators. 
Trans. Amer. Math. Soc. 199 (1974) 141-161 
[Str] Stroock, D. W.; Estimates on the heat kernel for second order divergence form 
operators. Lecture notes (1990) 
[Tre] Treves, F.; Introduction to pseudodifferential and Fourier integral operators I. 
Plenum Press (1980) 
[Var] Varopoulos, N. Th.; Analysis on Lie groups. J. Funct. Anal. 76 (1988) 346-410 
[VSC] Var9poulos, N: Th., Saloff-Coste, L. and T. Coulhon; Analyse· sur les groupes 
de Lie (to be published) 
[Yos] Yosida, K.; Functional Analysis. Fourth Edition. Springer Verlag (1974) 
Ola Bratteli 
Institute of Mathematics 
University of Trondheim 
N-7034 Trondheim 
Norway 
Present address: 
Department of Mathematics 
University of Oslo 
P.B. 1053-Blindern 
N-0316 Oslo 3 
Norway 
Derek W. Robinson 
Centre for Mathematics and its Applications 
School of Mathematical Sciences 
Australian National University 
GPO Box 4 
Canberra, ACT 2601 
Australia 
