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Abstract
We determine the restrictions of tilting modules labelled by the largest weight of the groups GL(3,K)
over characteristic 2 to the finite subgroups SL(3,2), up to projective summands.
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Let K be an infinite field of prime characteristic p > 0, and let E be an n-dimensional vector
space over K . Then E is a module for the general linear group GL(n,K), with the natural action,
and this gives a GL(n,K)-module action on the tensor space E⊗r for each r  1. To understand
the decomposition of E⊗r into indecomposable direct summands, as a GL(n,K)-module, is
a very basic problem. One reason (amongst many others) why this is important, comes from
the connection with symmetric groups, see [10,14]. The tensor space E⊗r is also a module for
the symmetric group Sr , acting by place permutation; and this action commutes with that of
GL(n,K). A consequence of this is that the GL(n,K)-module structure encapsulates much of
the representation theory of symmetric groups; and in particular of decomposition numbers.
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known. Let Λ+(n, r) be the set of all partitions of r into at most n parts, for each λ there is a
distinguished indecomposable GL(n,K)-module T (λ) with highest weight λ, known as ‘tilting
module.’ Let Λ+p (n, r) be the set of p-regular partitions in Λ+(n, r); a partition is p-regular if it
does not have p (or more) equal parts. Then
E⊗r ∼=
⊕
λ∈Λ+(n,r)
T (λ)dλ, (1)
where dλ is the dimension of the simple KSr -module Dλ; here Dλ is the unique simple quotient
of the Specht module Sλ of Sr , see [15].
The tilting modules T (λ) are characterised by the property that they have a filtration whose
quotients are isomorphic to Weyl modules, and also a filtration with quotients isomorphic to
dual Weyl modules (see [5]). Denote the dual Weyl module labelled by μ with ∇(μ), and write
(T (λ) : ∇(μ)) for the number of times ∇(μ) occurs as a quotient in a filtration of T (λ) by
dual Weyl modules. It is known that for λ p-regular, the filtration multiplicity (T (λ) : ∇(μ)) is
equal to the decomposition number dμλ, that is the multiplicity of Dλ as a composition factor
of the Specht module Sμ. Therefore, if one would understand the filtration multiplicities of the
tilting modules, then one would understand the decomposition numbers for symmetric groups.
The decomposition numbers for two-part partitions (that is, when n = 2) have been determined
by James [11–13], long before tilting modules were known. More recently, the use of tilting
modules has led to a new proof (see [7]); based on Donkin’s ‘twisted tensor product theorem’
(see [5]). When n = 3 there are partial results in [13], and more in [16], but in general the problem
of finding decomposition numbers for 3-part partitions is unsolved.
Here we consider n = 3 and p = 2. In this case, Donkin’s twisted tensor product formula
produces a substantial reduction. It shows that if one would understand the tilting modules la-
belled by 1-part partitions (r), for all r , then one could inductively find all T (λ). There remains
however a hard problem, and new information is needed.
In this paper, we study T (r) as a module for the finite group G := SL(3,2) of invertible
matrices with entries in the field with two elements. We show that the restriction of T (r) to
SL(3,2) has unique indecomposable non-projective summand, and we determine completely
its submodule structure. Furthermore we show that this gives a parametrisation of the modules
T (r). That is, for r = s the restrictions of T (r) and of T (s) to G are not isomorphic. We can
do this because of the very exceptional representation theory of the group SL(3,2) which al-
lows us to make use of Auslander–Reiten theory of special biserial algebras [4]; furthermore we
exploit the fact that tensoring with E induces an equivalence of the stable module category of
KG. We also get a small amount of information on the restriction of T (r) to the finite groups
SL(3,2m).
The paper is organised as follows. The first section studies the effect of tensoring with the
natural module E on the stable category of KG-modules. In the second section we summarise
material on indecomposable KG-modules, in particular a presentation of the basic algebra of the
principal block by quiver and relations, and description of string modules. In the next section
we describe string modules in a given component of the stable Auslander–Reiten quiver, and
in the fourth section we derive the submodule structure of the non-projective indecomposable
summand of T (r) as an SL(3,2)-module. In the final section we discuss the restriction of T (r)
to finite groups SL(3,2m) for arbitrary m.
All modules are finite-dimensional. For background we refer to [2,3,6].
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1.1. Preliminaries
Let A = KG, the group algebra of SL(3,2), over the field K of characteristic 2. Let Ω denote
the Heller operator, that is Ω(M) is the kernel of a projective cover of the module M ; and
Ω−1(M) is the cokernel of its injective hull. If M is indecomposable and not projective then so
are Ω±(M); recall that projective A-modules coincide with injective A-modules. For a general
module M , we define Ω0(M) by
M = Ω0(M) ⊕ P,
where P is projective, and Ω0(M) does not have a non-zero projective summand. For example,
if L is simple then Ω(L) = radP(L), and Ω−1(L) = P(L)/L where P(L) is the projective
module with simple quotient L.
We also note that Ωk(Ω0M) ∼= Ωk(M) for any k.
For an GL(3,K)-module M we write M↓G for the restriction to G. By general theory, the
simple modules for G are precisely the restrictions of the simple modules for GL(3,K) with
2-restricted highest weights, and these are K,E,E∗ and W where W is the restriction of the
Steinberg module; which is known to be simple projective, of dimension 8.
Lemma 1.1.
(a) E ⊗ E∗↓G = K ⊕W and W is projective.
(b) The restriction E⊗r↓G has a unique non-projective summand. That is, Ω0(E⊗r ) is inde-
composable.
(c) We have Ω0(E⊗r ) = Ω0(T (r)).
Proof. Part (a) is well known as already mentioned. This implies that the functor E ⊗ (−)
induces an equivalence of the stable category KG-mod with inverse induced by E∗ ⊗ (−).
Consequently also tensoring with E⊗(r−1) induces an equivalence of KG-mod. Now E is in-
decomposable and not projective, consequently E⊗(r−1) ⊗ E also has a unique non-projective
indecomposable summand, hence part (b) holds.
(c) Recall the direct sum decomposition of E⊗r described in (1). By the Krull–Schmidt the-
orem there is a unique λ ∈ Λ+2 (3, r) such that T (λ)↓G is not projective, and moreover dλ = 1.
Now dλ = dimDλ = 1 precisely when Dλ = K , the trivial module since K has characteristic 2.
Hence λ = (r). 
So our task is now to understand the action of the functor E ⊗ (−) on the stable category of
KG-modules. This is most easily done by exploiting the Auslander–Reiten quiver.
1.2. The Auslander–Reiten quiver
1.2.1. Definition and general properties
Suppose A is a finite-dimensional K-algebra. The Auslander–Reiten quiver Γ (A) can be
thought of as giving part of a presentation of the module category of A, by giving generators and
some relations. It is the directed graph, with vertices the isomorphism classes of indecomposable
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Fig. 1. Mesh.
A-modules, we write [M] for the vertex of the graph corresponding to M . The arrows [M] → [N ]
correspond to irreducible maps f :M → N .
Recall that the homomorphism f :M → N is irreducible provided it is not split, and whenever
f has a factorisation f = h◦g then either h is a split epimorphism, or g is a split monomorphism.
If f is irreducible then f is 1–1 or onto (but not both). Suppose now A = KG, the group algebra
of a finite group. Then the stable Auslander–Reiten quiver Γs(A) of A is obtained from Γ (A) by
removing the projective modules and adjacent arrows. In our situation it is the union of infinitely
many connected components.
Irreducible maps are collected in almost split sequences. The almost split sequence ending in
N is a non-split short exact sequence of A-modules
0 → Ω2(N) g→ X h→ N → 0
such that any map Ω2(N) → Y which is not a split monomorphism factors through g. Equiva-
lently, any map Y → N which is not a split epimorphism factors through h.
It was proved by Auslander and Reiten that given any indecomposable non-projective module
N , there is a unique such almost split sequence. Furthermore they proved that there is an irre-
ducible map M → N if and only if M is isomorphic to a direct summand of X, and if so then the
irreducible map occurs as a component of h. Dually, there is an irreducible map Ω2(N) → M if
and only if M is a direct summand of X, and if so then the irreducible map occurs as a component
of g; see, for example, [3] or [6].
In our case, X has always precisely two indecomposable non-projective summands and they
are non-isomorphic. Suppose they are X1 and X2, then the almost split sequence is represented
in Γs(A) by Fig. 1.
Usually we omit [−] and identify the module with the corresponding vertex in the graph.
1.2.2. The standard sequence
Suppose L is a simple A-module L with projective cover P(L). Then the almost split se-
quence ending at P(L)/L is of the form
0 → radP(L) → P(L) ⊕ radP(L)/L → P(L)/L → 0
and we call this the ‘standard sequence’ associated to L. This is the only almost split sequence
in which P(L) occurs. Hence a mesh in Γs(A) corresponds almost always to an exact sequence,
the only exceptions occur for the standard sequences.
When L = K , the trivial module, this standard sequence is of central importance for the study
of almost split sequences because of the following, which is due to Auslander and Carlson [1].
66 K. Erdmann / Journal of Algebra 306 (2006) 62–75Proposition 1.2. Assume that M is an indecomposable KG-module whose dimension is not
divisible by the characteristic of K . Then the almost split sequence starting in Ω(M) is of the
form
0 → Ω(M) → P ⊕Ω0(M ⊗ P(K)/K)→ Ω−1(M) → 0,
where P = P(M) if M is simple, and P = 0 otherwise.
1.3. The case G = SL(3,2) over characteristic 2
We now return to the group G = SL(3,2) and to our field K of characteristic 2. Then the
middle term of the standard sequence associated to L = K is of the form P(K)⊕E ⊕E∗ (this is
well known, and we will discuss modules for KG in detail below). Then Proposition 1.2 shows
that, given any M which is indecomposable of odd dimension, then there are irreducible maps
Ω(M) → Ω0(M ⊗E), Ω(M) → Ω0(M ⊗E∗).
Furthermore, the proposition describes the almost split sequence starting with Ω(M). We apply
this to M = Ω0T (r) and we get:
Corollary 1.3. For r  0, there are irreducible maps
Ω
(
T (r)
)→ Ω0T (r + 1), Ω(T (r))→ Ω0T (r − 1).
When r  2 then there are almost split sequences
0 → Ω(T (r))→ Ω0T (r + 1) ⊕ Ω0T (r − 1) → Ω−1(T (r))→ 0.
When r = 0 or r = 1, then the almost split sequence from Proposition 1.2 is the standard
sequence associated to T (0) = K , or T (1) = E. The almost split sequences for KG-modules are
well understood. We will now exploit this.
2. KG-modules
Let A = KG where G = SL(3,2) and K has characteristic 2. Indecomposable A-modules are
classified and have a good combinatorial description.
2.1. Simple modules and projective modules
The group algebra A splits into two blocks; one which is simple and which has simple mod-
ule W , and the other simple modules, that is K , E and E∗ all belong to the same block (the
principal block). The indecomposable projective modules in the principal block are easy to de-
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modules. Explicitly:
E E∗
K E∗ E
E ⊕ E∗, K ⊕ E, K ⊕ E∗.
K E∗ E
E E∗
2.2. Indecomposable modules
The classification of indecomposable A-modules is now quite well known, several accounts
appear in the literature, see, for example, [4] or [6]. The indecomposable modules come in two
types, ‘string modules’ and ‘band modules.’ Simple modules are string modules. Furthermore,
the class of string modules is closed under Ω , and is also closed under taking irreducible maps.
Since T (0) and T (1) are simple, it follows from 1.3 that all modules Ωk(T (r)) are string mod-
ules; so we will not need to deal with band modules.
Roughly speaking, a string module can be described as ‘glueing of uniserial modules.’ We
give two examples (these are actually Ω0T (3) and Ω0T (4)) (see Fig. 2).
It is convenient to visualise string modules as representations of linear quivers, and parametrise
them by words. These are based on a given presentation of the basic algebra by quiver and
relations.
So let Λ be the basic algebra of the principal block of KG. This is the algebra denoted by
D(3K) in [6], with slightly changed notation it is given by the quiver Q (see Fig. 3)
and Λ is the path algebra KQ/I where I is the ideal generated by
βδ, δλ, λβ, β¯λ¯, λ¯δ¯, δ¯β¯,
ββ¯ − λ¯λ, λλ¯− (δ¯δ)2, (δδ¯)2 − β¯β.
Here the simple module at vertex 0 corresponds to K under a Morita equivalence between Λ and
the principal block of KG; and the simple modules at vertex 1 and 2 correspond to E and E∗,
respectively.
E∗
K E K,
E∗
E∗ E
K E K
E E∗ ,
E E∗
K E K
E∗ E.
Fig. 2. String modules.
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Observe that these show that the algebra Λ/ socΛ is a ‘string algebra,’ and Λ itself is ‘special
biserial.’ For details of this and the following we refer to [6]. String modules (which are not sim-
ple) are labelled by words in the alphabet {β, β¯, δ, δ¯, λ, λ¯}, subject to an appropriate equivalence
relation. Translating the second example above gives a representation of a linear quiver
· β← · λ¯→ · δ← · δ¯← · λ→ · β¯← ·.
The word labelling the module is
βλ¯−1δδ¯λ−1β¯.
The same module can also be labelled by
β¯−1λδ¯−1δ−1λ¯β−1.
In general two words W1 and W2 label isomorphic string modules if and only if W1 = W2 or
W1 = W−12 .
Example 1.
(a) The module E is labelled by word of length zero at vertex 1, we write E = M(e1).
(b) Consider the module E⊗2, it has only three composition factors and hence its restriction to
G is indecomposable. It is isomorphic to the non-trivial direct summand of radP(E)/E, and
it is labelled by δ¯δ. We write T (1) = E = M(e1) and T (2) = E⊗2 = M(δ¯δ).
2.2.1. Irreducible maps
For special biserial algebras, an algorithm is known which describes the irreducible maps be-
tween string modules (see [4] or [6]). Roughly speaking, it says ‘add or delete maximal uniserial
strings’ at the ‘ends’ of the string. Given a string module M , then it is easy to determine Ω2(M)
(and Ω−2(M)), and then as well to write down the indecomposable summands in the middle of
the almost split sequences ending and starting at M .
The maximal uniserial strings are precisely the maximal uniserial quotients of the indecom-
posable projective modules, labelled by words as
β, β¯, λ, λ¯, δδ¯δ, δ¯δδ¯. (2)
Example 2. The kernel of a non-zero homomorphism radP(K) → E is maximal uniserial, so
this map is irreducible. Similarly there is an irreducible map radP(K) → E∗. Consider the
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deleting a maximal uniserial string. Instead, there are precisely two ways to add a maximal
uniserial string one for each end. This gives irreducible maps
M
(
β¯−1λδ¯−1β
)→ M(β¯−1λ)= radP(K)
and
M
(
λ¯−1δβ¯−1λ
)→ M(β¯−1λ)= radP(K).
In general, given any string module M (other than a maximal uniserial string), there are pre-
cisely two irreducible maps ending at M and precisely two irreducible maps in Γs(A) starting
at M . By [4,9], any component consisting of string modules for A is, as a graph, isomorphic to
ZA∞∞. Furthermore, a simple module and its Ω-translate belong to different components.
3. Auslander–Reiten components with string modules
We have seen how to relate Ω(T (r − 1)) to Ω0T (r − 2) and Ω0T (r) via irreducible maps.
We want to use this to determine the submodule structure of the Ω0T (r) generally, and to do so
we use ‘large scale’ properties of the components of Γs(KG) in which these modules lie.
3.1. Labelling modules and maps
For start we consider, more generally, a graph whose vertices are labelled by a subset of
Z× Z, as (a, b), and where we have arrows (a, b) ua,b−−→ (a − 1, b + 1) and arrows (a, b) da,b−−→
(a − 1, b− 1). We draw the graph so that a is the column index and b is the row index. We agree
that the column index increases from right to left, and the row index increases from bottom to
top, and then all arrows will point to the right. We assume also that this graph is convex, as a
subgraph of Z × Z. In the application this will be a part of a component whose stable part is
ZA∞∞ and to which no projective module is attached.
The part of the graph around a vertex (a, b) is a subset of a graph of the form as shown in
Fig. 4. Note that vertices on the ‘diagonals’ from SW to NE satisfy a + b = constant; and the
vertices on the ‘diagonals’ from NW to SE satisfy b − a = constant.
Now suppose for each vertex (a, b) of this graph we have a module M(a,b), and for each
arrow in the graph we have a map, which we denote by the same name. If we are given that
the ‘meshes’ in the graph correspond to short exact sequences then there are also short exact
sequences involving modules further apart. The proof of the following is straightforward.
(a, b + 2) (a − 2, b + 2)
(a + 1, b + 1) (a − 1, b + 1)
(a, b)
da,b
ua,b
(a − 2, b)
(a + 1, b − 1) (a − 1, b − 1)
Fig. 4. Graph.
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b±k)} belong to the graph, and furthermore, assume that for each (e, f ) such that (e, f ), (e−1,
f ± 1) and (e − 2, f ) belong to the convex subset spanned by Vk we have an exact sequence
0 → M(e,f ) [u,d]−−−→ M(e − 1, f + 1) ⊕M(e − 1, f − 1) (
d
−u)−−−→ M(e − 2, f ) → 0.
Assume also that all maps u occurring are one-to-one, and all maps d occurring are onto. Then
there is also an exact sequence
0 → M(a,b) → M(a − k, b + k) ⊕M(a − k, b − k) → M(a − 2k, b) → 0
in which the maps are compositions of maps d and compositions of maps u.
3.2. Sectional paths
In the above graph, we define a sectional path to be either a path along a + b = constant, or
along b − a = constant.
Now assume that the graph above is a subset of a component whose stable part is isomorphic
to ZA∞∞. Suppose M is the module corresponding to a vertex (a, b). Then the module Ω±2k(M)
corresponds to vertex (a ± 2k, b); and the modules corresponding to (a − 1, b ± 1) correspond
to the indecomposable non-projective middle terms of the almost split sequence starting with M .
In terms of representations, a sectional path in the component is a path
· · · → Xr+1 → Xr → Xr−1 → Xr−2 · · ·
such that for each r we have Xr ∼= Ω2(Xr−2). Taking the labelling as we did, this is consistent
with the definition of a sectional path in the abstract graph.
The following is a direct consequence of the algorithm described in [4].
Lemma 3.2. Suppose Λ is special biserial and symmetric, and assume that for each indecompos-
able projective module P , the subquotient radP/ socP is the direct sum of two non-zero uniserial
modules. Let L be a string module which is simple, or uniserial (but not maximal uniserial).
(i) Given a sectional path · · ·Xr → ·· · → X1 → X0 = L, then for each r , the label of Xr is
given by glueing a maximal uniserial string to an end of the label for Xr−1, and always
glueing at the same end. The corresponding map is surjective.
(ii) Given a sectional path L = Y0 → Y1 → Y2 → ·· · , then for each r , the label of Yr is given
by glueing a maximal uniserial string to an end of the label for Yr−1 and always glueing at
the same end. The corresponding map is injective.
Furthermore, knowing X1 → L, or L → Y1, already determines completely the sectional path
in (i), or in (ii).
To see this, suppose for example, we know in (i) the structure of Xr and of Xr−1, the algorithm
shows that there are two strings from which there are irreducible maps ending at Xr . One of them
is Ω2(Xr−1) which can easily be computed from Xr−1 but this is excluded and therefore Xr+1
is uniquely determined.
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The modules K and Ω(K) belong to different components, and these components are per-
muted by Ω . The simple module E lies in the component of Ω(K), by 1.2.2. Now it follows
from 1.3 that all Ω0T (r) for r even belong to the same component as K , and the Ω0T (r) with r
odd belong to the same component as E, and these are different components.
We label the modules in these two components, as in 3.1. In the component of K , we label
K as M(0,0). By 1.3, the modules Ω0(T (b)) for b even are then labelled as M(0, b), and the
modules Ω(T (b)) with b odd are labelled as M(1, b). It follows then that the general vertex with
label M(a,b) and b 0 corresponds to Ωa(T (b)); here a + b is always even.
Consider the component of E. We label E as M(0,1), then similarly, by 1.3, the general mod-
ule in this component labelled by M(a,b) with b 0 is Ωa(T (b)), but now a + b is always odd.
Now, different labels of vertices in these components correspond to non-isomorphic modules.
We have therefore the following:
Corollary 4.1. For r = s, the modules Ω0T (r) and Ω0T (s) are not isomorphic. Furthermore,
for any k, , modules Ωk(T (r)) and Ω(T (s)) are not isomorphic.
This together with Lemma 3.2 allows us to describe sectional paths starting at E and at T (2)
(= Ω0T (2)).
Lemma 4.2.
(a) The sectional path ending with Ω(T (2)) → E is of the form
· · · → Ωk(T (k + 1))→ Ωk−1(T (k))→ ·· · → Ω(T (2))→ E.
The maps are onto.
(b) The sectional path starting with E → Ω−1(T (2)) is of the form
E → Ω−1(T (2))→ Ω−2(T (3))→ ·· · → Ω−k(T (k + 1))→ ·· · .
The maps are one-to-one.
(c) The sectional path ending with Ω(T (3)) → T (2) is of the form
· · · → Ωk(T (k + 2))→ Ωk−1(T (k + 1))→ ·· · → Ω(T (3))→ T (2).
The maps are onto.
(d) The sectional path starting with T (2) → Ω−1(T (3)) is of the form
T (2) → Ω−1(T (3))→ Ω−2(T (4))→ ·· · → Ω−k(T (k + 2))→ ·· · .
The maps are one-to-one.
To ensure that the hypotheses of 3.1 are satisfied, we have to avoid projective modules. The
projective module P(E) lies between M(0,2) and M(0,0) = K , that is, in the ‘mesh’ of Ω(E)
and Ω−1(E), and the projective module P(E∗) lies between M(0,0) and M(0,−2). The projec-
tive module P(K) lies in the other component, between M(0,1) and M(0,−1). So if we work
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sequences relating the modules we are interested in.
Theorem 4.3. Suppose 0 s < r and s ≡ r mod 2.
(a) Suppose first that r = 2k + 1 and s = 2 + 1. Then there is an exact sequence
0 → Ωk−(T (k +  + 1))→ Ω0T (s) ⊕ Ω0T (r) → Ω−(k−)(T (k +  + 1))→ 0.
(b) If r = 2k and s = 2 2 then there is an exact sequence
0 → Ωk−(T (k + ))→ Ω0T (s) ⊕ Ω0T (r) → Ω−(k−)(T (k + ))→ 0.
Proof. This will follow from the above observation. In the relevant part of the Auslander–Reiten
component there is no projective module, so to apply Proposition 3.1 we only need to check that
the maps ua,b are 1–1 and the maps da,b are onto. This is the case, by 3.2 and 4.2. 
4.1. The words labelling modules Ω0T (r)
It remains to describe which of the maximal uniserial strings is attached at each step. We
label the string modules by words, as suggested earlier. The words are given in terms of directed
words, and every directed word is a subword of a maximal directed word. The maximal directed
words are listed in (2). We write them as
B = β, B¯ = β¯, D = δδ¯δ, D¯ = δ¯δδ¯, L = λ, L¯ = λ¯.
A general string is written as M(C−12k C2k−1C
−1
2k−2 . . .C
−1
2 C1) where the Ci are directed; here
C1 or C2k (or both) are allowed to be of length zero. For example, if C is directed then M(C) is
uniserial. The end vertex of C2s+1 must be the start vertex of C−12s+2 and if the first ends in α then
the second is not allowed to start in α, a similar property must hold for the end of C−12s+2 and the
start of C2s+3. We say that any word satisfying these conditions is admissible. If so then it labels
an indecomposable module.
If both C2s+1 and C−12s+2 are maximal directed then the condition on the arrow α describedjust means that C2s+1 and C2s+2 are different, and since at any vertex we only have two max-
imal uniserial strings ending at that vertex this shows that given C2s+1, then C2s+2 is already
uniquely fixed. Suppose, for example, C2s+1 = L, this ends at vertex 0. So there are two maximal
uniserial strings whose inverses start at vertex 0, and since L−1 is not admissible, it follows that
(C2s+1)−1 = B¯−1. Similar properties hold for C−12s+2 and C2s+3.
4.2. The modules Ω±r (T (r + 1)) and Ω0T (2r + 1)
We will apply Theorem 4.3 with s = 1 and s = 2. The building blocks for the words describing
the modules in question are strings made up of maximal uniserial strings, ‘glued’ by letters or
inverse letters. Define a map on strings of the form X = C−12k C2k−1 . . .C−12 C1 for which each Ci
is maximal directed, by setting
Xˆ := C¯1C¯−1 . . . C¯−12 2k
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Let
S := B¯−1λD¯−1βL¯−1δ,
then S has the property that for each a  1 also Sa is admissible. Moreover the string Sˆ has the
same property, that is Sˆa is admissible for each a  1.
Lemma 4.4. Let r = 3r¯ + r0 where 0 r0  2.
(a) We have Ωr(T (r + 1)) = M(S0Sr¯ ) where
S0 =
⎧⎨
⎩
∅, r0 = 0,
L¯−1δ, r0 = 1,
D¯−1βL¯−1δ, r0 = 2.
(b) We have Ω−r (T (r + 1)) = M(Sˆr¯ Sˆ0).
Proof. (a) Start with T (1) = E, then Ω(T (2)) = L¯−1δ. This already determines completely the
sectional path, as explained in 3.2 and the statement follows by induction on r . Similarly one
proves part (b). 
The diagram, see Fig. 5, shows the first three of the modules described in part (a).
We set D∗ = δδ¯, then M(D∗) = T (2) as we have already seen. In order to determine
T (2r + 1), we use now the short exact sequences
0 → Ωr(T (r + 1))→ Ω0T (2r + 1) ⊕Ω0T (1) → Ω−r(T (r + 1))→ 0. (3)
0 = K 1 = E 2 = E∗
0 1
2
= L¯−1δ
2
1
2 0 1
1 2
= D¯−1βL¯−1δ
1 2
0 1
2 0 1
1 2
= B¯−1λD¯−1βL¯−1δ
Fig. 5. Ωr(T (r + 1)).
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Ω0T (2r + 1) = M(S0Sr¯−1UD∗Uˆ Sˆr¯−1Sˆ0
)
,
where U = B¯−1λD¯−1βL¯−1, so that Uδ = S.
This follows from the previous lemma, and by using the exact sequence (3). The next diagram
illustrates the construction of Ω0T (3).
0 → Ω(T (2))→ Ω0T (3) ⊕ T (1) → Ω−1(T (2))→ 0
0 1
2
→
2
0 1 0
2
⊕ 1 →
2
1 0
4.3. The modules Ω±(T (r + 2)) and Ω0T (2r + 2)
Now let R be the word
R = D¯−1βL¯−1δB¯−1λ
Note that R is a ‘rotation’ of S, again every power of R is admissible.
Lemma 4.6. Let r = 3r¯ + r0 where 0 r0  2.
(a) We have Ωr(T (r + 2)) = M(R0Rr¯(D∗)−1) where
R0 =
⎧⎨
⎩
∅, r0 = 0,
B¯−1λ, r0 = 1,
L¯−1δB¯−1λ, r0 = 2.
(b) We have Ω−r (T (r + 2)) = M((D∗)−1Rˆr¯ Rˆ0).
Proof. (a) Start with T (2) = M(D∗) ∼= M((D∗)−1), then Ω(T (3)) = M(B¯−1L(D∗)−1). This
already determines completely the sectional path, as explained in 3.2 and the statement follows
by induction on r . Similarly one proves part (b). 
Now we exploit the exact sequence
0 → Ωr(T (r + 2))→ Ω0T (2r + 2) ⊕Ω0T (2) → Ω−r(T (r + 2))→ 0. (4)
Theorem 4.7. For r  1 we have
Ω0T (2r + 2) = M(R0Rr¯
(
D∗
)−1(
Rˆr¯0Rˆ0
))
.
This follows from the previous lemma, together with (4).
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One would like to know whether one can understand the structure of T (r) to arbitrary finite
subgroups SL(3,2m) of the general linear group GL(3,K). Write Gm for this subgroup.
Lemma 5.1. The module E⊗r↓Gm has a unique indecomposable direct summand of odd di-
mension, and all other indecomposable direct summands have dimensions divisible by 8. If
T (r)m is this summand then T (r)m is a direct summand of the restriction of T (r)m+1; and
Ω0(T (r)) = T (r)1.
Proof. We know that the restriction of E⊗r to G1 has a unique non-projective summand, and it
clearly has odd dimension (since projectives have even dimension but the dimension of the ten-
sor space is odd). Furthermore, all indecomposable projective modules for G1 have dimensions
divisible by 8. This implies the statements directly. 
Since the group algebra of Gm is free as a module over the group algebra of Gk for k < m,
it follows that Ωs(T (r)m) restricted to Gk is isomorphic to Ωs(T (r)k) modulo projective sum-
mands. So it would be entirely consistent if there were exact sequences of the form as in 4.3
but replacing Ω0T (r) by T (r)m for more general m (which may depend on r), and allowing
projective summands in the middle of the sequence. If this were the case then there would be a
realistic chance to understand more of the submodule structure of the tilting modules.
The graph structure of the stable Auslander–Reiten quiver is however different when m 2,
see [8] and it is not of use in the same way as for m = 1.
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