Abstract-Content-Based Image Retrieval (CBIR) is one of the most active hot spots in the current research field of multimedia retrieval. According to the description and extraction of visual content (feature) of the image, CBIR aims to find images that contain specified content (feature) in the image database. In this paper, several key technologies of CBIR, e. g. the extraction of the color and texture features of the image, as well as the similarity measures are investigated. On the basis of the theoretical research, an image retrieval system based on color and texture features is designed. In this system, the Weighted Color Feature based on HSV space is adopted as a color feature vector, four features of the Co-occurrence Matrix, saying Energy, Entropy, Inertia Quadrature and Correlation, are used to construct texture vectors, and the Euclidean distance for similarity measure is employed as well. Experimental results show that this CBIR system is efficient in image retrieval.
I. INTRODUCTION
Along with the development of multimedia technology, digital image library appeared in the early nineteen-nineties. The technology of text-based image retrieval was unable to meet the retrieval of image content in multimedia information. In order to solve this problem, the technology of content-based image retrieval CBIR [1] (Content-Based Image Retrieval) emerged accordingly. Different from the existing system, CBIR is capable to find the image with specified characteristics or contents in target image collection according to the description of image contents. Color is an important attribute of an image. It is stable to a certain extent for it is not sensitive to size, direction and geometry. In many cases, color is the simplest and most effective feature to describe an image. In addition, texture is also an important visual feature of an image. Texture analysis is generally done by two methods: statistical texture analysis and structural texture analysis. In recent years, the researchers studied many effective methods about the image retrieval based on color and texture features during color and texture research. In the aspect of color feature extraction, color histogram was the most commonly-used method studied by Swain and Ballad, in which color space was divided into a plurality of fixed subspaces, then the pixels of each subspace was counted and the similarity between images was measured by histogram intersection. For this method, the advantage was that it was simple and effective and is not sensitive to the rotation and scaling of the image, but its disadvantage was that the space distribution information of color was ignored. In order to overcome the defects of the color histogram which cannot reflect space information, the researchers tried to study a retrieval method based on local color features, such as dividing the image into the appropriate blocks artificially and then extracting the local color features from each block. However, the said method had less rotation invariance and translation invariance. Hsu proposed to choose some representative color from the image and divide the image into many rectangular regions. In each region, a single color was used, and the similarity between two images was calculated by the overlapping extent of the similar color regions. In the aspect of texture feature extraction, the most common method was the co-occurrence matrix based on the second order gray statistical features, which was proposed by Haralick. It could reflect the texture feature of an image, but too much computation was involved. Based on the HVS's study about visual perception, Tamura summarized six texture features, such as Coarseness, Contrast, Directionality, Line-likeness, Regularity and Roughness. These features were often used in the image retrieval system. In the structural analysis methods, Carlucci proposed a texture model with such elements as line segment, open polygon and closed polygon, of which arrangement rule was defined by a graph grammar structure. Lu and Fu used the tree grammar structure to represent the texture. They segmented the texture into 9 * 9 windows and expressed the spacial structure of each decomposition unit as a tree. The structural analysis method was usually applied in regular textures. Because the single feature was one-sided in the image description, the retrieval algorithm based on color and texture emerged as the times require, e.g. retrieval algorithm based on local accumulative histogram and co-occurrence, proposed in Reference. This method was more consistent with the visual features of the character, and the retrieval result is more satisfactory.
This paper aims to study an image retrieval algorithm, which combines color feature and texture feature. In the aspect of the color feature extraction, the weighted color feature based on HSV is used as the color feature vector. By weighting the main color of different block, the weighted color feature based on main color is generated.
In the aspect of the texture feature extraction, four characteristics of the gray level co-occurrence matrix, saying energy, entropy, moment of inertia and relevance [2] [3] [4] , are used as the components of the texture feature vector. At last, the author combines color feature and texture feature with the weighted method. In addition to separate color and texture retrieval, the algorithm also supports color and texture retrieval synthetically. Moreover, the experimental results are satisfactory.
II. IMAGE RETRIEVAL ALGORITHM
In this algorithm, the right color space is selected in accordance with people's visual features firstly, color features are extracted, and the weighted color feature based on HSV is used to calculate the color similarity distance of two images; then the texture feature is extracted by four features of the gray level co-occurrence matrix; finally color and texture features of the image are combined by Gauss normalization method to generate synthetic image retrieval feature, and an experiment is carried out to show the effectiveness of the algorithm. The operating steps are as follows:
A. Color Feature Extraction Algorithm
Color histogram is the most commonly used method in color feature, and HSV color space is relatively consistent with the characteristics of a character's visual perception. So, the HSV color space is adopted in this system to extract color feature, including two sections: the conversion of RGB space to HSV space and the quantization of HSV space. , , r g b are defined as follows: 
In the formula (3),
, and
After the above conversions, the color information of each pixel in the image can be represented by H, S and V. Through many times of color model analysis, three components of HSV can be quantified as unequal intervals according to a character's color perception. The hue H is divided into 16 parts, and saturation S and brightness V into 4 parts by a character's visual resolving power. Then, the formula about the quantization can be gotten as below: 
In the three vectors of HSV, the character's eye is mainly based on the hue H, which is followed by the saturation S, and the last is the brightness V when the color is classified. At the same time, a one-dimensional vector L can be obtained by the quantitative series and frequency bandwidth of HSV after the combination.
At the same time, L series H, S, V and the band width of the desirable combination can be quantified on the basis of the one-dimensional vector:
where Q S and Q V are quantified as series S and V, Q S =4, Q V =4, and the formula can be expressed as:
The algorithm of color feature extraction can be summarized as follow:
Step 1: Main color extraction First, the image is divided into 9 * 9 blocks, and it is assumed that m blocks are gotten totally. After the quantitative synthesis of each pixel in the block, a color vector with eighty-one one-dimensional color components is obtained. Second, the color with the most pixels is extracted as the main color. At last, the integrated main color feature vector of the image is gotten as
is the main color of No. k block).
Step 2: Get the weight of each block by the center-weighted method When watching an image, we always clap eyes on the area near the center. So, a bigger weight is used for the central area and a smaller weight for the marginal area when the feature of the image is extracted. Moreover, the standard normal distribution function is used as the weight to extract the features (e.g.: 
x x e x φ − = ≥ ). In the algorithm, x is the distance between each block and the central block. Then, the comprehensive weighted main color feature vector is gotten from the image:
, ,
is the weighted main color feature of No. k block.
Step 3: Similarity distance calculation It is hypothesized that
are the comprehensive weighted color feature vectors of two images, then the similarity distance between the key image and the retrieval image is calculated as follows:
B. Texture Feature Extraction Algorithm Currently, the gray level co-occurrence matrix (GLCM) [5] [6] [7] is an important texture analysis method, which has been recognized by the world. In this paper, GLCM is used to extract the texture features, mainly including three parts of grayhound, GLCM and its feature calculation, and feature vector normalization.
Because the extraction method of image texture features based on GLCM is built on the image gray value. So, it is firstly needed to convert RGB space to YUV space, and the value Y is the gray value of the image. The formula for calculating the pixel gray value of the image is as follows: 0.299 0.587 0.114
It is hypothesized that the total number of pixels in rectangular image at X-axis direction is x N and that at Y-axis direction is y N . In order to reduce the amount of calculation, the image gray must be merged. It is also hypothesized that the highest gray level
, and then it can be understood that the image, which will be texture-analyzed, is a mapping from space [ ( , , )] p I J Dθ is the element at the row i and the column j of GLCM. It represents the frequency of occurrence, of which a pair of pixels' gray levels is i and j, and the interval is D in all direction of θ.
The value of GLCM can be calculated by the formula below:
( , , , ) ( , , , ) ( , , , )
The symbiotic matrix [ ( , , )] p I J Dθ reflects synthetical information of the image gray distribution about direction, magnitude of changes and local neighborhood, but it cannot provide characteristics to distinguish the texture directly but further extract texture features from the matrix. There are totally fourteen texture features summarized in GLCM at the present. Gotlieb and Kreyszig have proved by experiments that energy, entropy, moment of inertia and dependency are the most effective features. Normally, under normal circumstances, a better result can be achieved by a small value of d. 
This is a measure of image gray distribution. When the distribution of co-occurrence matrix elements is concentrated on the principal diagonal, the corresponding ASM value is large, or otherwise, the ASM value is small. 
When the co-occurrence matrix elements are distributed uniformly, the ENT value is large, and conversely, the ENT value is small. 
For a coarse texture, the gray level difference is small and the corresponding CON value is small, because the co-occurrence matrix elements are focused around the principal diagonal. Conversely, for a fine texture, the corresponding CON value is large. After the calculation of the four texture features as above, a four dimensional texture feature vector can be constructed.
The feature vector normalization is designed so that each component of feature vectors has the same weight. Because different components of the feature vectors may have completely different physical meaning and their variations are also different, there will be a large deviation if the similarity distance is calculated directly without normalization. So, it is necessary to normalize each component of the feature vectors to a consistent range.
In this paper, Gauss normalization method [10] [11] [12] is adopted. And it is hypothesized that the feature vector is V and the component is v i . Then, Gauss normalized formula is as below:
Where, μ and σ are the expectation and variance of each component v i of the feature vector. After the normalization of feature vectors, the probability that a component in the vectors is between the interval 0 and 1 is 99%. For the value more than 1, it can simply correspond to 1. The advantage of Gauss normalization method is that, even though there are some very large or small values in the feature vectors, the importance of components v i is not deviated when the similarity distance in vectors is calculated.
C. Similarity Measure Algorithm
Euclidean distance [13] [14] is the simplest distance formula, which is widely applied in the content based image retrieval system. So, in this paper, the Euclidean distance is followed to measure the similarity of color and texture features. The formula is as follows: Because the relationship between the dimensions of the vector is not considered in the Euclidean distance and each dimension must be equally important, its application scope and effectiveness are affected to some extent. However, the Euclidean distance has better effect just applied separately in the similarity measure of the color histogram and texture feature.
D. Retrieval Algorithm based on Color and Texture
In this paper, the algorithm combines color similarity distance from retrieval based on color feature and texture similarity distance from retrieval based on texture feature linearly as a synthetical similarity distance by user's color and texture weight (color weight plus texture weight is equal to 1), and the distance calculation method is as follows [15] [16] [17] [18] [19] :
Synthetical similarity distance = Color similarity distance × Color weight + Texture similarity distance × Texture weight [15] (16) The retrieval based on color and texture, is actually to get a single color and texture similarity distance by matching color and texture features, and then the synthetical similarity distance is calculated as the final similarity measurement result. Compared with the color retrieval or texture retrieval, synthetical retrieval is more effective and can be changed according to the different requirements of customers on the importance of color or texture. For the same key image, the retrieval result of a single color or texture often has greater difference, but the retrievals based on color and texture can be replenished mutually. If unsatisfied with the retrieval results for the first time, the users can adjust the weight of color and texture gradually to get a more satisfactory result.
E. The process of image retrieval
Step 1: Open the key image: the user selects a key image to be retrieved (this system only supports BMP images of 24 bits, and it will give a prompt if you try to open the images of other kinds).
After the key image is opened, the system will calculate and display the color features and the texture features (four features of GLCM: energy, entropy, moment of inertia and dependency) automatically.
Step 2: Open the image library: the user selects an image folder on the local computer as an image library for retrieval.
Step 3: Retrieval: After selecting the key image and the image library, the user can choose retrieval based on color, retrieval based on texture or retrieval based color and texture.
When choosing the retrieval based on color or texture, the system traverses each image in the image folder, calculates its color or texture characteristics, measures the similarity with the key image and finally calculates the similarity distance. When the system chooses the retrievals based on color and texture synthetically, the user firstly sets the color and texture weight; then the system traverses each image in the image folder, calculates its color and texture characteristics at the same time and measures the similarity with the key image; finally, it combines color similarity distance and texture similarity distance as a synthetical similarity distance according to the weight set by the user early.
Step 4: Display of results: after the retrieval, if there is similarity distance between the image retrieved and the key image, the paths of image files is listed out. The images are sorted from small to big according to the similarity distances. A smaller similarity distance suggests that the similar degree between the key image and the image retrieved is bigger. If the similarity distance is 0, it means that the key image is retrieved. The user can click on the item in the list to view and compare the weighted color feature based on HSV and texture feature of each image. At the same time, the system displays 10 images with the highest similarity and reports to the user how many images have been retrieved and whether the key image has been retrieved.
III. EXPERIMENTAL RESULTS
For the algorithm proposed in this paper, Visual C++ 6 is used as the development environment, and the MFC library is adopted to verify its effectiveness. In the experiment, four groups of images, such as natural scenery, cartoon dolls, buildings and flowers, are gotten from the network library, and each group includes 100 images. Then, three methods, such as the weighted color feature based on HSV, the gray level co-occurrence matrix and the comprehensive weighted color feature based on HSV and gray level co-occurrence matrix, are used to verify the effectiveness of the algorithm. figure 2 to figure 6 show that the retrieval results of comprehensive method is much better, and the similar images in the list are more ahead. In addition, the following average precision ratio formula is also adopted to evaluate and compare various methods [20] [21] [22] :
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For example, 10 cartoon dolls are selected from the image library as the key image and the top 10 images in each retrieval list are chosen, to compute the average precision and retrieval time. From Table 1 , it can be found that the precision based color and texture is much higher if the average retrieval time is ignored. From table 2, we can find that, for different weights of color and texture, the results of the retrieval based color and texture have different effects. If unsatisfied with the retrieval result based on color or texture, the user can set the color and texture weights according to the specific situation. For example, for the image with bright color and unobvious texture, a larger color weight and a smaller texture weight can be set; But for the image, of which the texture is more obvious and the image color is not bright, a larger texture weight and a smaller color weight can be set. In a word, the retrieval based on color and texture can usually have a better effect in the process of color and texture weight adjustment.
IV. CONCLUSION
First of all, this algorithm can be used to retrieve the key image in the image library accurately. Secondly, from a large number of tests, it can be found that single color retrieval is more accordant with the visual and psychological characteristics of the character while compared with the texture retrieval, which indicates that good results can usually be obtained if the weighted color feature based on HSV is combined with the Euclidean distance. For images with obvious texture feature, the results of the texture retrieval are satisfied, but for the others, the results are not very ideal and are quite different from those of the retrievals based on color. Also, it shows that the texture feature of the gray level co-occurrence matrix is not consistent with the character's visual characteristics, and it is necessary to combine the color feature with other features to get more ideal results. The experimental results verified the effectiveness of the method in this paper.
