A numerical method for the simulation of microstructure formation during the solidification and solution heat treatment of single crystal superalloys is presented. The method is based on the phase-field method, coupled to thermodynamic calculation (CALPHAD) and kinetic databases. Simulations are performed in a representative transverse section of a directionally solidified dendritic array. Calculated as-cast structures form the bases for the subsequent solution heat treatment simulations. The method is applied to simulate microstructure fromation in a five component model Ni-base superalloy (Ni-5.8Al-9.0Cr-7.9Ta-8.8W, wt.%). Experiments were carried out for validation and good agreement with the model predictions is observed.
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Overview
A modelling approach to the simulation of microstructure evolution during solidification and homogenization heat treatment of single crystal superalloys is presented. The approach is based on the phase field method, coupled to CALPHAD type calculations and allows microstructure simulations of complex alloys in two and three dimensions. The application of the model to the processing of a five component model superalloy reveals a good response of the model to changes in the processing conditions. Directional solidification and homogenization heat treatment experiments were carried out in order to validate the simulations. The presented work was part of a larger frame work, aiming at the development of an integrated simulation approach for the manufacture and in service behaviour of coated single crystal superalloys [1] .
Modelling approach
The microstructure evolution of an alloy is mainly determined by three contributions. First the alloy constitution defines the phases, their fractions and compositions; these are properly described by thermodynamics and thus define the energy scale. Second the diffusion of species determines the main contribution of transport of matter and thus provides the time scale. Finally the interface movement determines the morphology and thus sets the length scale of a microstructure. (For simplicity we neglect convection in the melt.) These contributions are modelled using CALPHAD [2, 3] , kinetic [4] and phase field modelling [5] . The phase-field implementation in the MI-CRESS code was used for the simulations presented in this paper [6, 7, 5] .
On the other hand the course of the microstructure evolution is controlled by the process, characterized by the process parameters solidification velocity and temperature gradient during solidifications, and temperature time profiles during the heat treatment. Figure 1 illustrates the modelling approach.
During the directional solidification of superalloys mushy zone lengths of 10th of millimetres are commonly observed. A full coverage of this in 3D, for technically relevant alloys is too challenging, even for todays high performance computers. A more feasible approach is based on a simple analysis of dendritic arrays. These are commonly characterised by the primary dendritic spacing λ 1 , which correlates to the solidification parameters, thermal gradient G and solidification velocity v:
with c being a material dependent coefficient, which is approximatly constant for most Ni-base superalloys [8] . The model takes into account the symmetries of directionally growing dendritic arrays; a representative volume element is defined in a transversal (isothermal) section according to the primary dendritic spacing. Due to the dendritic symmetry, only one forth of a dendrite transversal section has to be simulated. Thus the size of the represenative volume element is given by (0.5 λ 1 )
2 . This is also the distance solute has to travel during the solution heat treatment. This approach was first proposed by Ma et al [9] . The cooling rate is given byṪ = Gv and the initial temperature is the dendrite tip temperature, calculated using a extended (multicomponent) marginal stability model [10, 11] .
Subsequent to solidification, the homogenization heat treatment is simulated. The simulations start from the calculated as-cast microstructure and simulate the equilibration of microsegregation and dissolution of interdendritic γ during a non-isothermal temperature time profile. Multicomponent diffusion is taken into account by solving the multicomponent Fick-Onsager equation, whereas the diffusion matrix is calculated from thermodynamic and kinetic databases.
Multiphase-Field Model with CALPHAD Coupling
An outline of the model used for the simulations presented in this paper is given here. More recent and more detailed description can be found elsewhere [6, 5] .
Multiphase-Field Model: In phase-field methods the boundary between two phases consists of a diffuse interface described by the phase-field parameter φ. Several phase-field models have been presented in literature which differ in terms of the free energy density in the interfacial region as well as in how they were derived [12, 13, 14] . The following approach is based on a multiphase-field concept which has been published earlier [15, 16] . The development of the phase-field parameter φ i of a phase i in a multiphase system is described as the sum of the pair-wise interactions with all other phases j (in the case of a double well potential):
Here, µ ij is the interface mobility, σ ij the surface energy, η ij the interface thickness, N the number of coexisting phases and ∆G ij the driving force for the transformation between the phases i and j.
A distinctive feature of the multiphase-field model presented here is the coupling to the diffusion equation 
CALPHAD Coupling: The thermodynamic calculation needs to provide three inputs from the database, a) the relation between the phase compositions c k i which are in contact, b) the thermodynamic driving force ∆G ij for Eq. (2) and c) conditions for nucleation of secondary phases.
For diffusion-controlled processes a quasi-equilibrium approach is introduced. The driving force ∆G ij results from a slight deviation from equilibrium. We define the quasiequilibrium by the construction of parallel tangent planes to the Gibbs energy functions f i and f j :
Where a k denotes the slope of the tangent. ∆G ij is then given by the difference
Equations (3), (5) and (6) are solved to get the quasiequilibrium phase compositions c k i and c k j and the driving force ∆G ij in a pair-wise manner for all phase interactions ij by use of the software package Themo-Calc [17] which has been enhanced by an extra routine in order to meet also Eq.(3). Together with a realistic database even complex multicomponent and multiphase problems can be treated.
Multi-Binary Extrapolation:
The above description provides a complete solution within the local quasi-equilibrium approximation. However, applying that calculation for multicomponent alloys in each time step and for all interface gridpoints implies tremendous calculation times. Therefore, together with the equilibrium calculation the slopes m 
From the local phase diagrams we get a good extrapolation of the thermodynamic behavior. Time-consuming real equilibrium iterations have to be done only from time to time, when local compositions or the temperature show considerable deviation from the conditions at the last linearisation. From the extrapolation of the equilibrium temperatures from the liquidus plane
we obtain the extrapolated driving force Gij*, where T is the actual temperature:
Using Eq. (8) and (3), finally the extrapolated local phase compositions can be calculated:
Experiments
As the paper focuses on the modeling aspects, the validation experiments are only briefly outlined. More detailed results on the experiments will be given in a future publication. Samples of a five component model superalloy (Table 1) The primary dendritic spacing was measured ( Figure 4 )and the coefficient in equation 1 was determined as c = 1915 · 10 −6 m 3 K 0.5 s −0.25 . Microsegregation of the alloying elements was characterised by wavelength dispersive X-ray spectroscopy (WDX) elemental mapping. The velocity dependence of the mushy zone length and phase appearance was determined from longitudinal sections of quenched samples (compare figure 2) .
Previously directionally solidified samples were homogenised at 1285
• C and 1295
• C for up to four hours. Samples were fast cooled to room temperature after different duration and the area fraction of the interdendritic γ was measured from micrographs. temperature gradients, which were in the same range the experiments. Simulations were done for the alloy composition as given in table 1, and the thermodynamic and kinetic databases published by NIST were used [18, 19] . Figure 5 shows the microstructure evolution during solidification (G = 20K/mm, v = 5.0mm/min); Al, Cr and Ta enrich in the melt while W enriches in the dendrite core. In the early stages the initially round dendrite tip breaks up and forms its characteristic fins, which evolve into a typical dendritic cross section. After solidification the microstructure consists of γ dendrites and interdendritic γ . The latter can be identified as yellow spots in the Al and Ta fields, and blue spots in the Cr and W fields. Nucleation of the interdendritic γ occurs at the dendrite-liquid interface, as described in [20] . Figure 6 show element composition maps for Ta and W, obtained from a simulation (left hand side) and WDX measurement (right hand side). The color bars represents the same value range for the simulation and the measurement. The interdendritic γ can be identified, as described for figure 5. Due to the assumptions made for the representation of the dendritic array the dendritic morphology is less complex in the simulation, but the influence of the dendrite arms on the segregation pattern becomes visible.
A kinetic phase diagram ( Figure 7 ) was obtained from simulations and experiments. It correlates the transition temperatures and the sequence of phase formation during solidification with the solidification parameters. The diagram in Figure 7 was determined for a constant temperature gradient of G = 10K/mm. In this graph solid lines without symbols were derived using analytical models, dashed lines are rather speculative, lines with open symbols were obtained from sim- ulations and with lines with closed symbols from experiments. In the planar solidification front regime (v < 0.045mm/min) the transition temperatures are given by the equilibrium phase diagram; the solid-liquid interface moves at the solidus temperature [21] and the crystal is microsegregation free. Thus γ forms only in a solid state reaction at the γ solvus temperature and below. An increase of the solidification velocity above the planar front stability limit, leads to the formation of cellular growth morphologies, the solidified crystal exhibits microsegregation. Above v > 0.08mm/min the solidification front exhibits dendritic morphologies. The dendrite tip temperature defines the liquidus line in the diagram. The solidification interval increases with the solidification velocity. This corresponds to an increase of the mushy zone length, which were experimentally determined from longitudinal sections of quenched samples (figure 7 closed square symbols). From these also the temperature of γ formation was determined (figure 7 circlular symbols) . The formation of interdendritic γ is only observed above a threshold velocity of v = 0.3mm/min and γ forms at a temperature approximatly 10K higher than predicted by Scheil. The γ formation temperature is independent from the solidification rate, in both experiments and simulations. This effect occurs due to backdiffusion in the solid. The kinetic phase diagrams obtained from experiments and simulations are in good agreement, especially above the γ formation threshold. Less good agreement below this point is due to the fact that the growth morphology is rather cellulardendritic than fully dendritic, but the model was developed for dendritic structures. The presented model provides a tool to investigate microstructure formation during solidification with modest efford. As the solidification parameters thermal gradient G and solidification velocity v are transformed into the model parameters primary spacing λ 1 , cooling rateṪ and initial temperature, the response of the model to changes in the solidification parameters is not quite obvious. Figure 8 show results of a systematic variation of the solidification parameters, respectively the model parameters and their effect on the γ fraction. Each symbol in the graphs stands for one simulation. The γ fraction is plotted over the primary spacing. It is found that the γ fraction is not a unique function of the primary spacing. Different combinations of G and v yield similar primary spacings, but different γ fraction. Changes in the process parameters are not entirely compensated by changes in the primary spacing, as one might initially expect. The the strength of the phase-field approach is, that simulations are not restricted to 2D. A simple 3D the unit-cell can be derived by giving the 2D representative volume element a thickness, which itself is given by the secondary dendrite arm spacing λ 2 . In this case the interdendritic γ forms between the secondary dendrite arms (Figure 9 ). The interdendritic γ fraction is slightly lower than in the 2D case, due to enhanced backdiffusion. However, the 3D extention increases the CPU time of the simulations by approximatly a factor of 30.
For larger calculation domains more than one dendrite can be modelled (figure 10). The primary spacing condition is fullfilled if the number of dendrites is adjusted to the size of the calculation domain. The condition to be fullfilled is the: 
Solution Heat Treatment
Starting from the calculated as-cast structure the solution heat treatments are simulated. An initial fast ramp is followed by a simple isothermal holding at 1285
• C ( figure 11 ). The ascast structure was taken from the simulation shown in figure 5 . The elements Al and Cr diffuse almost an order of magnitude faster than Ta and W. After the ramp Al and Cr are almost homogeneous (30 min.). Depleted spots appear in the Al and Cr fields (1 hour), which shift their location towards the dendrite core (2 hours). This effect is due to the cross diffusion effect, the gradients in the W field drive the diffusion of Al and Cr. Thus the the overall homogenization is controlled by W diffusion, after a certain point the other elements only follow. After 10 hours of heat treatment the degree of microsegregation is significantly reduced, but some interdendritic γ remains.
Isothermal solution heat treatments were simulated for 1275
• C, 1285
• C, 1295
• C and 1305
• C. Figure 12 show the calculated γ fraction as functions of time (lines). The γ fractions obtained from experiments conducted at 1285
• C are given as symbols. The error bars indicate the standard deviation of the measurement. At first glace the error bars appear hugh, but it should be noted that the overall γ fraction is rather low (around 1.5%).
The simulation results show an increase of the γ fraction at the early stages of the simulation (1275
• C and 1285 • C). As γ can only form during solidification, the γ matrix can not decompose into a γ/γ mixture (secondary γ formation). Thus at sufficiently low temperatures the interdendritic γ growths instead, although slowly. However, this indicates that at the given temperatures (1275
• C and 1285 • C) the interdendritic γ should be surrounded by a γ/γ mixture, which itself is stabilised by the presence microsegregation. After sufficiently long time microsegregation get homogenised by diffusion and the interdendritic γ starts to dissolve. This can be regarded as an incubation time for the γ dissolution. The experiment at 1285
• C shows the same incubation time. Increasing temperatures shorten in the incubation time, until it become absent ((1295
• C and 1305 • C)). For these temperatures the γ fraction decreases right from the start of the hold. Again the experiment shows similar behaviour.
Summary and Discusion
A model for the simulation of microstructure evolution during directional solidification and homogenization heat treatment is proposed and applied to a five component model superalloy. The model is based on a representative volume element (2D) for an directionally solidified dendritic array.
As-cast structures are calculated and compared to experimental ones. Generally good agreement is found. Despite Figure 11 : Evolution of the spatial element distribution during the solution heat treatment, isothermal holding at 1285
• C. The as-cast microstructure is the same as in figure 5 . its simplicty the model reproduces the complex interactions which lead to the solidification velocity dependent mushy zone length and sequence of phase formation. It is demonstrated that the method can be easily extended to 3D.
The calculated as-cast structure is used as the starting condition for the homogenization heat treatment simulation. Experimentally observed behaviour is well reproduced by the simulations. The γ dissolution kinetics during solution heat treat- ment show a temperature dependent incubation period, due to the presence of microsegregation which has to be homogenised before the interdendritic γ starts to dissolve. This behaviour is in agreement with experimental observations. Although a 2D representation is used for the 3D structure of a dendritic array, the simulations provide useful results. The next challenge in the model development is the application of the method to commercial superalloys and the validation against technical production processes.
