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INTRODUCTION
Recently, some surprising parametric rates which appear in the non-
parametric estimation of probability densities for continuous time processes
have come to the attention of the mathematical community. This is
possible if local irregularities of sample paths provide additional information
to the statistician.
We refer to Castellana and Leadbetter (1986), Bosq (1993, 1995, 1996),
ChezePayaud (1994), Blanke (1996), and Kutoyants (1997), among
others, for results of this kind and various examples containing Ornstein
Uhlenbeck process and solutions of certain stochastic differential equations.
In this paper, we study the asymptotic normality of kernel-type
estimators, under some mild mixing conditions. For this purpose, we need
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a custom-built central limit theorem for triangular arrays of strong mixing
sequences. In fact, this theorem is interesting in itself and will also be
applied to other situations.
Concerning the asymptotic normality for kernel-type estimators of den-
sities for continuous time processes, our main assumption here is that there
exists 1<a such that the strong mixing coefficients of (Xt , t # R)
satisfy the following rate of convergence: k1 k: (a&1)ak <. Obviously
the worst case occurs when a is closed to 1. But, in this context the rate
of convergence will nevertheless be satisfied if the process is supposed to be
geometrically strongly mixing. It is then interesting to indicate that,
recently, Kutoyants (1997) has obtained a central limit theorem concerning
density estimation for diffusion processes and that these processes are
precisely geometrically strongly mixing.
The paper is organized as follows: In Section 1, we state our main result.
Section 2 is devoted to application to nonparametric estimation in con-
tinuous time. Section 3 deals with application in discrete time. Finally, the
proof of the main result is given in the Appendix.
Throughout the paper [x] denotes the integer part of x.
1. A CENTRAL LIMIT THEOREM FOR TRIANGULAR ARRAYS OF
STRONG MIXING SEQUENCES
This section is devoted to a central limit theorem for a certain type of
triangular arrays of strong mixing sequences which will allow us to find the
asymptotic normality of kernel estimators densities in both the continuous
and discrete case.
Let Yn=(Yn, i , i # Z), n1, be a sequence of strictly stationary discrete
time Rm-valued random processes. We define the strong mixing coefficient
of Yn by
:n, k= sup
B # _(Yn, i , ik)
A # _(Yn, i , i0)
|P(A & B )&P(A ) P(B )|,
and we set
:k=sup
n1
:n, k . (1.1)
We denote by Y (r) the r-th component of an m-dimensional random
vector Y.
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Theorem 1.1. Assume that
EY (r)n, i=0 and |Y
(r)
n, i |Mn ,
for every n1, i1 and 1rm, (1.2)
where Mn is a constant depending only on n,
sup
1rm
i1
E(Y (r)n, i)
2<, (1.3)
for every 1rm, 1sm, and for every sequence bn   such that
bnn for every n1, we have
lim
n  
1
bn
E \ :
bn
i=1
Y (r)n, i :
bn
j=1
Y (s)n, j+=_r, s , (1.4)
there exists 1<a< such that
:
k1
k: (a&1)ak <, (1.5)
and finally for some constant C>0 and for every n1,
MnCn(a
2(3a&1)(2a&1)). (1.6)
Then
ni=1 Yn, i
- n
wD NtN(0, 7) as n  ,
where 7=(_r, s)1r, sm .
Remark 1.1. By careful examination of the proof of Theorem 1.1 we
notice that the conclusion of this theorem still holds if we replace (1.5) and
(1.6) by the conditions
:
k1
k:k<,
and
MnCn16(log n)&12.
According to Remark 1 in Bradley (1985), k1 k:k< is essentially a
minimal rate to be imposed on the strong mixing coefficients for a strictly
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stationary, zero mean, bounded sequence of strongly mixing real random
variables to satisfy the ‘‘non-degenerate’’ CLT. In this way, Theorem 1.1 is
a natural extension of Bradley’s result to a certain type of triangular array
of random vectors.
Remark 1.2. It is easy to see that Theorem 1.1 holds under the couple
of assumptions
:kcrk with c>0 and 0<r<1, for all k1, (1.7)
and for some $>0,
MnCn12&$. (1.8)
We believe that, in this context, we can use a weaker condition than (1.8),
namely, MnCn12 } h(n), where h(n) is a certain slowly varying function at
, h(n)  . However, this claim would require much work.
2. APPLICATION TO DENSITY ESTIMATION IN
CONTINUOUS TIME
In this section, we apply Theorem 1. 1 to obtain a CLT for an estimator
of the density of continuous time processes when continuous or sampled
data are available.
Let X=(Xt , t # R) be an R-valued continuous time process defined on a
probability space (0, A, P ). In what follows, we assume that X is a
measurable strictly stationary process with an unknown marginal density f.
We wish to estimate f from the data (Xt , 0tT).
In what follows, we will call a kernel an application K, from R to R,
which is a bounded, continuous symmetric density with respect to
Lebesgue measure and such that
lim
|u|  
|u| K(u)=0 and |
R
u2K(u) du<+.
The kernel density estimator is defined as
fT (x)=
1
ThT |
T
0
K \x&XthT + dt, x # R, (2.1)
where hT  0+ as T  , and K is a kernel.
Concerning this problem, Castellana and Leadbetter (1986) established
the surprising result that if the distribution of (X0 , Xu) is not too close to
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a singular distribution for |u| small then fT converges at the ‘‘full rate’’:
1T ; namely, we have the following theorem:
Theorem 2.1 (Castellana and Leadbetter (1986)). If gu= fX0 , Xu& f  f
exists for u{0, u [ &gu& is integrable on ]0, [, and gu( } , } ) is con-
tinuous at (x, x) for each u>0, then
T Var( fT (x))  2 |
+
0
gu(x, x) du, x # R, as T  . (2.2)
Now our question is to find sufficient conditions under which
- T ( fT (x)& f (x)) w
D NtN \0, 2 |
+
0
gu(x, x) du+ , as T  .
In order to study this problem, we will suppose that the process X
satisfies a strong mixing condition, namely,
:u= sup
B # _(Xs , su)
A # _(Xs , s0)
|P(A & B )&P(A ) P(B )|  0, as u  .
We denote by F (l ) the space of real valued functions f, defined on R,
which are differentiable and such that
| f $(u)& f $(v)|l |u&v|; u, v # R.
Theorem 2.2. Suppose that gu= fX0 , Xu& f  f exists for u{0, u [ &gu&
integrable on ]0, [, and for any finite collection (xi , 1im) of distinct real
numbers such that 7(m) is positive definite, where 7(m)=(_(xi , xj))1i, jm with
_(xi , xj)=2 +0 gu(xi , xj) du, gu( } , } ) is continuous at (x i , x j) for each
u>0 and each 1i, jm. In addition assume that for a certain constant
1<a<,
:
k1
k: (a&1)ak <, (2.3)
hTCT &(a
2(3a&1)(2a&1)) where C is a strictly positive constant. (2.4)
Then
- T ( fT (xi)&EfT (xi), 1im) w
D N (m)tN (m)(0, 7(m)). (2.5)
Furthermore if f # F (l ) and hT=o(1T
14), then
- T ( fT (xi)& f (xi), 1im) w
D N (m)tN(m)(0, 7(m)). (2.6)
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Remark 2.1. Let us notice that the precise form (2.6) allows us to
construct tests and confidence sets for the density.
Proof of Theorem 2.2. For each n1 and each 1rm, let us
construct the strictly stationary sequence of real valued random variables
(Y (r)n, i , i1) defined as
Y (r)n, i=
1
- $ hT {|
$i
$(i&1)
K \xr&XuhT + du
&E |
$i
$(i&1)
K \xr&XuhT + du= , xr # R, (2.7)
where n$=T, n=[T](T1) and consequently 2>$1.
Now denote by Yn, i the Rm-valued random vector defined by
Yn, i=(Y (1)n, i , ..., Y
(m)
n, i )$, (2.8)
and notice that obviously we have EYn, i=0 for all n1 and i1, and
ni=1 Yn, i
- n
=- T ( fT (x)&EfT (x)),
where fT (x)&EfT(x) is the vector ( fT (x1)&EfT(x1), ..., fT (xm)&EfT (xm))$.
We first want to show that [ni=1 Yn, i - n]n1 has a Gaussian limit
law. To this aim, we shall apply Theorem 1.1.
Notice first that
E(Y (r)n, 1)
2=Var \ 1- $ hT |
$
0
K \xr&XuhT + du+ .
Now under the conditions of Theorem 2.1, for each 1rm, we easily get
E(Y (r)n, 1)
2=
2
$ |R2
1
h2T
K \xr& yhT + K \
xr&z
hT + |
$
0
($&u) gu( y, z) du dy dz,
which shows that condition (1.3) is clearly verified. On the other hand, for
all i1, 1rm and n1, it is obvious that
|Y (r)n, i |2
&K&
hT
. (2.9)
Thus, the above consideration shows that condition (1.2) is satisfied.
Furthermore by (2.9) and (2.4), condition (1.6) is directly verified.
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Now, if we set [: (Yn)n, i ] i1 the strong mixing coefficients of the process
(Yn) is uniformly bounded by [: (Yn)i ]i1 . It is clear that for every
k # N, : (Yn)k :k&1 . Therefore condition (1.5) is ensured by (2.3).
On the other hand we have to check condition (1.4). Let bn be a
sequence of integers such that bn  , and bnn for every n. For every
1rm and 1sm, we shall prove that
lim
n  
1
bn
E \ :
bn
i=1
Y (r)n, i :
bn
j=1
Y (s)n, j)=_(xr , xs). (2.10)
We have
1
bn
E \ :
bn
i=1
Y (r)n, i :
bn
j=1
Y (s)n, j+
=
1
bn |[0, bn]2 Cov \
1
hT
K \xr&XuhT + ,
1
hT
K \xs&XvhT ++ du dv.
Now, taking into account the stationarity condition and using similar
arguments to Castellana and Leadbetter (1986), we find
1
bn
E \ :
bn
i=1
Y (r)n, i :
bn
j=1
Y (s)n, j+ 2 |
+
0
gu(xr , xs) du, as bn  .
Therefore, we can apply Theorem 1.1 which leads to (2.5).
We next turn to the proof of (2.6).
Because of (2.5), it suffices to prove that for each 1im,
- T |EfT (xi)& f (x i)|  0. (2.11)
But since f # F (l ), it is well known (see for instance relation 4.15 in Bosq
(1996)) that
|EfT(x i)& f (x i)|=O(h2T).
Therefore, if in addition to (2.4), we choose hT=o(1T 14), we get (2.11).
Remark 2.2. Let us notice that if hT=(clog log T ) T &14, c>0, then it
is easy to see that this selection of hT is compatible with (2.4), if (2.3) is
satisfied for a # ]1, (5+- 17)4[.
Remark 2.3. It is possible to obtain a lower bound for the bias of fT if
we impose stronger regularity conditions on f and on the kernel (see, for
instance, Bosq (1996) pp. 9698).
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3. APPLICATION TO DENSITY ESTIMATION IN DISCRETE TIME
Even if Theorem 1.1 has been built especially to establish the asymptotic
normality for density estimator for continuous time processes, it is
noteworthy that it gives new results for the discrete time processes.
Let X=(Xk , k # Z) be a strictly stationary sequence of real random
variables on a probability space (0, A, P ).
We now consider the following assumptions:
(A.1) The marginal probability distribution of each Xk is absolutely
continuous, with continuous positive density function f (x).
(A.2) For each k1 the joint probability distribution of (X0 , Xk) is
absolutely continuous with continuous joint density.
(A.3) (hn , n # N*) is a sequence of positive numbers such that
hn  0 and nhn  , as n  .
(A.4) K is a kernel with compact support.
For each real number x and positive integer n, we shall consider as usual
(cf. Rosenblatt (1956) and Parzen (1962)) the following kernel-type
estimator of f,
fn(x)=
1
nhn
:
n
k=1
K \x&Xkhn + , x # R.
On the other hand let us denote by C2(l ) the space of twice continuously
differentiable real valued functions f, defined on R, and such that & f &l
and & f (2)&l where f (2) denotes any partial derivative of order 2 for f.
Like in the continuous case, the R-valued strictly stationary discrete time
process, X=(Xk , k # Z), will be called strongly mixing if
:u= sup
B # _(Xs , su)
A # _(Xs , s0)
|P(A & B )&P(A ) P(B )|  0 as u  .
Theorem 3.1. Suppose (A) holds and assume in addition that
:
k1
k:k<, (3.1)
and
hnCn&13 log n, where C is a strictly positive constant. (3.2)
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Then for any finite collection (xi , 1im) of distinct real numbers such
that f (xi)>0 for each 1im,
- nhn \ fn(xi)&Efn(xi)( f (xi) +& K2(u) du)12 , 1im+ w
D N (m), (3.3)
where N (m) denotes a random vector with standard normal distribution in Rm.
Furthermore if, in addition, we suppose that f belongs to C2(l ) and that
hn=o(n&15), then
- nhn \ fn(xi)& f (xi)( fn(xi) +& K2(u) du)12 , 1im+ w
D N (m). (3.4)
Remark 3.1. Let us notice that recently Bosq stated an asymptotic nor-
mality result for Kernel-estimators of the density in discrete time (see Bosq
(1996) Theorem 2.3). However, even if his result allows us to choose a similar
mixing rate, the assumptions on the marginal distributions of the real valued
strictly stationary process are stronger than here; namely, he supposed
that the density ft1, ..., t4 of (Xt1 , ..., Xt4) exists whenever t1<t2<t3<t4 ,
supt1<t2<t3<t4 & ft1, ..., t4&< and supt1<t2 & ft1, t2& f  f &<. Moreover,
we can also note that here we have a larger flexibility for selecting hn , which
is responsible for the speed of convergence in (3.3).
Proof of Theorem 3.1. Let us construct, for each n1 and each i1,
the strictly stationary sequence of real random variables [Yn, k (xi)]k1
defined as
Yn, k (xi)=
1
- hn \K \
xi&Xk
hn +&EK \
xi&Xk
hn ++ . (3.5)
Now denote by Yn, k (x) the Rm-valued random vector defined by
Yn, k (x)=(Yn, k (x1), ..., Yn, k (xm))$, (3.6)
and notice that obviously we have EYn, k (x)=0 for all n1, k1 and
x # Rm, and that
nk=1 Yn, k (x)
- n
=- nhn ( fn(x)&Efn(x)),
where fn(x)&Efn(x) is the vector ( fn(xi)&Efn(xi), ..., fn(xm)&Efn(xm))$.
86 BOSQ, MERLEVE DE, AND PELIGRAD
Moreover, for each n1, each k1 and each 1im,
|Yn, k (x i)|
1
- hn
2 &K& , (3.7)
and for each 1im,
E(Yn, 1(xi))2=
1
hn
Var \K \xi&X1hn ++ .
Now, by using as usual Bochner’s lemma (see, for instance, Bosq (1996)
p. 42), it is easy to infer that
lim
n  
1
hn
Var \K \x i&X1hn ++= f (xi) |
+
&
K2(u) du, xi # R. (3.8)
All these considerations show that assumptions (1.2) and (1.3) of Theorem
1.1 are satisfied.
Now, if we denote by [: (Yn)n, i ] i1 the strong mixing coefficients of the pro-
cess (Yn)n1 uniformly bounded by [: (Yn)i ] i1 , we clearly have
: (Yn)i :i for each i1,
which shows by (3.1) that condition (1.5) of Theorem 1.1 is satisfied with
a=.
On the other hand, since we are in the case where a=, the second
condition in Remark 1.1 is satisfied by (3.7) and (3.2).
Therefore, taking into account all the above considerations, (3.3) will be
a consequence of Remark 1.1 if we can check the condition (1.4). We prove
here that for bn a sequence of integers such that bn  , and bnn for
every n, and for every 1im and 1 jm,
lim
n  
1
bn
E \ :
bn
k=1
Yn, k (xi) :
bn
k$=1
Yn, k$(xj)+
={ f (xi) |
+
&
K2(u) du if i= j
(3.9)
0 if i{ j.
Notice first that because of stationarity and (3.8), it is easy to infer that
(3.9) will hold as soon as for every 1im and 1 jm,
lim
n  
1
hn
:
bn&1
k=1
Cov \K \xi&X0hn + , K \
x j&Xk
hn ++=0. (3.10)
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Now, because of assumptions (A), using similar arguments to Bradley
(1983), we find
1
hn }Cov \K \
x i&X0
hn + , K \
x j&Xk
hn ++ }
=
h2n
hn } || K(u) K(v)( f (xi&uhn , xj&vhn)& f (x i&uhn) f (xj&vhn)) du dv }
=O(hn). (3.11)
On the other hand, by a basic covariance inequality (cf. for instance
Theorem. 17.2.1 in Ibragimov and Linnik (1971)),
1
hn }Cov \K \
x i&X0
hn + , K \
x j&Xk
hn ++ }
4
hn
&K&2 :k . (3.12)
Therefore, taking into account (3.11) and (3.12), we get
1
hn }Cov \K \
x i&X0
hn + , K \
x j&Xk
hn ++ }# min \hn ,
1
hn
:k+ ,
where # is a strictly positive constant.
Then for every sequence of integers mn , we have
1
hn } :
bn&1
k=1
Cov \K \xi&X0hn + , K \
x j&Xk
hn ++ }
# \ :
mn
k=1
hn+ :
k>mn
1
hn
:k+
# \mnhn+ 1mnhn :k>mn k:k+ . (3.13)
Select
mn=max \_ 1- hn & , _
1
hn
- :
k[1- hn)]
k:k&+1+ .
Notice that mn   since hn  0.
Because of (3.1), we can first note that
mn hn  0, as n  . (3.14)
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On the other hand, since mn[1- hn ],
1
mn hn
:
k>mn
k:k
1
mn hn
:
k[1- hn]
k:k ,
and since mn is also greater then or equal to
1
hn
- :
k[1- hn]
k:k ,
we get
1
mn hn
:
k[1- hn]
k:k- :
k[1- hn]
k:k ,
which in turn converges to 0 because of (3.1).
Combining this last result with (3.14) in (3.13), we obtain (3.10), which
completes the proof of (3.3).
Now in (3.3), Efn(xi) may be replaced by f (xi) since f # C2(l ). In fact,
taking into account, for instance, relation (2.9) in Bosq (1996), we get
- nhn |Efn(xi)& f (xi)|=- nhn O(h2n),
which is convergent to 0 if we select hn=o(n&15).
Therefore, the proof of (3.4) will be complete if we can prove that
fn(x i)  f (xi) in probability, for each 1im. (3.15)
A classical argument involving the continuity of f at x and Bochner’s
Lemma, implies that
Efn(xi)  f (x i), for each 1im.
Therefore to show (3.15), it suffices to notice that (3.9) implies
fn(xi)&Efn(x i)  0 in probability, for each 1im.
Remark 3.2. Let us notice that for example, the choice of hn=
c(log log n) n&15, c>0, is compatible with (3.2).
4. APPENDIX
In order to prove Theorem 1.1, we shall use the following two lemmas.
The first one is an immediate consequence of the covariance inequality
for strong mixing real sequences (cf. Theorem 17.2.2 in Ibragimov and
Linnik (1971)), so the proof is omitted.
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Lemma 4.1. Assume that [!i] i1 is a strictly stationary sequence of zero
mean real random variables having a finite moment of order 4 and the strong
mixing coefficients [:i]i1 . Then we can find a constant C0 such that for
every n1,
Var \ :
n
i=1
!i+nE!21+Cn \ :
n
i=1
:12i + (E!41)12.
The next lemma is a consequence of a result of Yokoyama (1980).
Lemma 4.2. Suppose that [!i] i1 is a strictly stationary strong mixing
sequence of zero mean real random variables such that
|!i |M a.s. and E!21#, for every i1, (4.1)
where M and # are constants.
Assuming that (1.5) holds, we can find a constant C depending only on :
such that for every n1,
E \ :
n
i=1
!i+
4
Cn2M (4a&2)a#1a. (4.2)
Proof of Lemma 4.2. By relation (4.1) in Yokoyama (1980), the condi-
tion (1.5) implies the existence of a constant C depending only on : such
that for every n1,
E \ :
n
i=1
!i+
4
Cn2(E!4a1 )
1a,
and the result follows by using (4.1). K
Now we return to the proof of Theorem 1.1.
First, let us define a constant # such that 0<#<min((a&1)3a), (a(9a&3)).
We shall start the proof by constructing a sequence ;n which is decreasing
to 0 and satisfies
;n
1
n3(3#+1)
, (4.3)
and
;&1n n
2: (a&1)an  0. (4.4)
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We can take for instance
;n=max \ 1n3(3#+1) , maxkn k: (a&1)2ak + .
It is easy to see that ;n so constructed has the desired properties since (1.5)
and the fact that :n is decreasing imply limn   n2: (a&1)an =0.
Now we put mn=[n(a&1)(3a&1)] and we construct the sequences
pn=[mn ;#[- mn]]
and
qn=[ pn;13[- mn]].
Now, it is clear that since #>0 and ;n1n3(3#+1), pn converges to
infinity. By similar arguments and replacing pn by [mn;#[- mn] , it follows
that qn converges to infinity and qn=o( pn).
Now, we want to establish that the sequence
\
n
i=1 Y
(r)
n, i
- n
, 1rm+n1
has a Gaussian limit law. According to the CramerWold device, it suffices
to prove that whatever (b1 , ..., bm) # Rm such that mr=1 |br |{0, the
sequence of real random variables ((1- n) ni=1 mr=1 brY (r)n, i)n1 con-
verges in distribution to a Gaussian random variable.
Let us set Bmn, i=
m
r=1 brY
(r)
n, i and b=sup1rm |br |.
We now divide the variables in big blocks of size pn in between come
small blocks of size qn in the following way:
Let us set kn=[n( pn+qn)] and consider the family of consecutive
indexes I1 , J1 , ..., Ikn , Jkn , Jkn+1 , such that for each 1 jkn , Ij contains pn
integers and Jj contains qn integers, while Jkn+1 contains at most ( pn+qn&1)
integers.
Denote by U mn, i=j # Ii B
m
n, j and V
m
n, i=j # Ji B
m
n, j for 1ikn and
Vmn, kn+1=j # Jkn+1 B
m
n, j .
First, let us estimate
Var(kn+1i=1 V
m
n, i)
n
2
Var(kni=1 V
m
n, i)
n
+2
VarV mn, kn+1
n
. (4.5)
By using the CauchySchwartz inequality, the stationarity condition, (1.2),
and (1.3), we get
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Var V mn, kn+1
n

1
n
( pn+qn&1)2 E \ :
m
r=1
brY (r)n, 1+
2
=O \1n ( pn+qn)2+
=O \p
2
n
n +=O(n&(a+1)(3a&1);2#[- m]),
which shows that the second term in (4.5) vanishes as n  .
Next Lemma 4.1 and stationarity condition lead to
Var(kni=1 V
m
n, i)
n

kn E(V mn, 1)
2
n
+
kn(kni=1 :
12
ipn
)(E(V mn, 1)
4)12
n
:=I+II. (4.6)
First, by (1.4) applied to the sequence qn , by the selection of pn and qn , and
by the CauchySchwartz inequality, we obtain
I=
knE(V mn, 1)
2
n
=O \kn qnn +=O \
qn
pn+ .
Thus I  0, as n  .
Now, in order to analyze the second term in (4.6), observe first that by
(1.5), we get :ipn=O([1ipn]
2a(a&1)) which implies that kni=1 :
12
ipn
=
O(1pa(a&1)n ). Moreover, because of (1.2) and (1.3), we can apply Lemma
4.2, and then we easily obtain that E(V mn, 1)
4=O(q2n M
(4a&2)a
n ). Therefore
the second term in (4.6) is bounded by
II=O \knqnM
(2a&1)a
n
npa(a&1)n +=O \
;13[- mn] M
(2a&1)a
n
pa(a&1)n +
=O \;13[- mn] ;&#a(a&1)[- mn] M
(2a&1)a
n
na(3a&1) + ,
which is convergent to 0 by (1.6) and the fact that ;n is decreasing to zero
and the selection of #.
All these considerations show that Var(kn+1i=1 V
m
n, i)n is convergent to
zero. Therefore [kn+1i=1 V
m
n, i - n]n1 is negligible for the convergence in
distribution.
Let us turn now to the main part of the proof, i.e., the asymptotic
behaviour of [kni=1 U
m
n, i - n]n1 . We consider a sequence [U*mn, i ]1ik
of independent real random variables each distributed as U mn, i . By a
standard argument, involving recurrence and the definition of strong mix-
ing coefficients, the characteristic function of kni=1 U
m
n, i - n differs in
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absolute value from the characteristic function of kni=1 U*
m
n, i - n by no
more than kn:qn (see, for instance, Ibragimov and Linnik (1971) p. 338).
By the selection of qn and (4.4), we have
kn:qn=O \ npn :qn+=O \
n
pn _
;qn
q2n &
a(a&1)
+
=O \ npn _
;qn
p2n;
23
[- mn]
&
a(a&1)
+ . (4.7)
Now notice that since
qn=O( pn ;13[- mn])=O(mn;
#+13
[- mn]
)mn \ 1[- mn ]3(3#+1)+
#+13
[- mn ],
and ;n is a decreasing sequence, we get
;qn;[- mn] .
Then this last consideration implies that
kn :qn=O \ np1+2a(a&1)n + _
;[- mn]
;23[- mn] &
a(a&1)
+
=O([;13[- mn]]
a(a&1) ;&#(1+2a(a&1))
[- mn]
) ,
which converges to 0, as n  , by the fact that ;n is decreasing to zero
and the selection of #.
Therefore the limiting behaviour of (kni=1 U
m
n, i - n)n1 is identical to
that of (kni=1 U*
m
n, i - n)n1 , and then, by the negligibility of the sums in
the small blocks, to that of (ni=1 B
m
n, i - n)n1 .
Now, we first notice that by (1.4) and the negligibility in L2 of the sums
of variables in the small blocks we have
lim
n  
Var(kni=1 U*
m
n, i )
n
= lim
n  
Var( pnj=1 B
m
n, j)
pn
= :
m
r=1
:
m
s=1
brbs _r, s .
Then we just have to check the Lyapunov condition, that is,
lim
n  
kni=1 E(U
m
n, i)
4
n2
=0. (4.8)
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Because of the stationarity, in order to verify (4.8), we shall apply once
again Lemma 4.2 together with the CauchySchwartz inequality, which
leads to
kn E(U mn, 1)
4
n2
=O \knp
2
nM
(4a&2)a
n
n2 +=O \
pnM (4a&2)an
n +
=O \;#[- mn] M
(4a&2)a
n
n2a(3a&1) + ,
which converges to 0 by (1.6) and the fact that ;n  0.
The proof of the theorem is completed now by the classical central limit
theorem for independent triangular arrays.
Proof of Remark 1.1. The conclusion of this remark is proved by using
similar arguments as in the proof of Theorem 1.1 with a few changes as
follows. We select 0<#<19, and the powers where a appears should be
viewed as the constants obtained by letting a  . The only difference in
the proof is that
:
kn
i=1
:12ipn =O \ :
kn
i=1
1
ipn+=O \
log n
pn + .
The logarithmic term here is compensated by the condition on Mn .
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