G (p, q; r, s; t) be the bipartite graph with partite sets {u 1 , . . . , u p } and {v 1 , . . . , v q } such that u i and v j are not adjacent if and only if there exists a positive integer k with 1 k t such that (k − 1)r + 1 i kr and (k − 1)s + 1 j ks. In this paper we study the largest eigenvalues of bipartite graphs which are nearly complete. We first compute the largest eigenvalue (and all other eigenvalues) of G (p, q; r, s; t), and then list nearly complete bipartite graphs according to the magnitudes of their largest eigenvalues. These results give an affirmative answer to [1, Conjecture 1.2] when the number of edges of a bipartite graph with partite sets U and V , having |U| = p and |V| = q for p q, is pq − 2. Furthermore, we refine [1, Conjecture 1.2] for the case when the number of edges is at least pq − p + 1.
Introduction and preliminary
Let G be a (simple) graph with vertex set V (G) = {v 1 , . . . , v n } and edge set E(G) = {v i , v j |v i and v j are adjacent}. If H is a graph with V (H) ⊆ V (G) and E(H) ⊆ E(G), then H is a subgraph of G. If H / = G, then H is a proper subgraph. If H is a proper subgraph of G, and there is no proper subgraph H of G such that H is a proper subgraph of H , then H is a maximal proper subgraph of G.
The adjacency matrix of G on n vertices is the n by n matrix A(G) whose entries a ij are given by
0, otherwise.
Note that A(G) is symmetric. Hence, all the eigenvalues of A(G) are real. The eigenvalues of A(G) are called eigenvalues of the graph G. We can list the eigenvalues of graph G in non-increasing order
By [4, Theorem 8.4 .5], we have the following result.
Proposition 1. If H is a subgraph of G, then λ 1 (H) λ 1 (G).
A graph G is bipartite if its vertex set can be partitioned into two parts U and V , so called partite sets, such that every edge has one end in U and the other in V . Let G be a bipartite graph with partite sets
where For each x ∈ R n , if an n by n real symmetric matrix M satisfies x T Mx 0, then M is a positive semidefinite matrix. It is well known that each eigenvalue of a positive semidefinite matrix is a nonnegative real number (see [4] Fig. 1 there is an edge between u i and v j if and only if they are not connected by a dotted line. In [2, 3] the largest and the second largest eigenvalues of certain types of trees are obtained. This motivates our study of the largest eigenvalues of bipartite graphs which are close to a complete bipartite graph. In this paper we find all the eigenvalues of the bipartite graph G(p, q; r, s; t) by computing eigenvalues of the square of the adjacency matrix of G(p, q; r, s; t), and list its eigenvalues according to their 
Eigenvalues of G(p, q; r, s; t)
Let A be the adjacency matrix of G(p, q; r, s; t) of the form (1). If we can compute eigenvalues of A 2 , then, by Theorem 2, we can find the eigenvalues of A. Note that
By Proposition 3(d), it suffices to compute eigenvalues of BB T .
Let (a) r×s be the r by s matrix each of whose entries is a. When r = s, we use (a) r to denote (a) r×r .
Assume that p > rt and q > st. Then it can be shown that, by elementary row and column operations, B has the same rank as that of the (t + 1) by (t + 1) matrix
. . .
If t = 1, then
which is nonsingular. For t 2, note that the (1, 1)-block of C is (1) t − I t , which is nonsingular. Let R i be the ith row of the matrix (2) . By using the row operation (t − 1)R t+1 and then R t+1 − R i for each i = 1, 2, . . . , t, we can obtain the following matrix whose rank is equal to that of C:
This implies that the rank of C (and hence BB T ) is t + 1. If p = rt (resp. q = st), then the matrix C is obtained by deleting the last row (resp. the last column) from the matrix in the form (2) . By Proposition 3(a) and (c), we get the following result. The p by p matrix BB T can be rewritten as follows:
where
In the following we find some eigenvalues and their corresponding eigenvectors of M and use them to find the eigenvalues of BB T . The vector e i denotes the vector with exactly one nonzero entry that is 1 and located in the ith position. For a square matrix M of order p and a p by 1 vector x, if Mx = 0, then x is a nullvector of M.
Proposition 5. For p > rt and q > st, let BB T be of the form (3), and M be the p by p matrix of the form (4). Then the following hold:
(a) The p − (t + 1) nonzero vectors in the set {e rk+1 − e rk+j |k = 0, 1, . . . , t − 1 and j = 2, . . . , r} ∪ {e rt+1 − e j |j = rt + 2, . . . , p} (5) are linearly independent nullvectors of M.
(b) The p − (t + 1) linearly independent vectors in (5) are nonzero nullvectors of BB T . (c) For t 2, the scalar r is an eigenvalue of M with multiplicity t − 1, and the t − 1 nonzero vectors in the set
are linearly independent eigenvectors corresponding to the eigenvalue r.
(d) When t 2, the (t − 1) nonzero vectors in (6) are linearly independent eigenvectors of BB
T corresponding to the eigenvalue rs. (5) and (6) 
Proof. A direct computation proves (a) and (c). Since the nonzero vectors in
Hence, the 2 by 2 Z-matrix for BB T is
By computing the eigenvalues of the Z-matrix for BB T , we get the eigenvalues of BB T :
By Theorem 2, Propositions 3, 4 and 5 along with the eigenvalues of BB T in (7), we have found all the eigenvalues of G(p, q; r, s; t).
Theorem 7. Let A be the adjacency matrix of the bipartite graph G(p, q; r, s; t). Then the following hold:
(a) For p > rt, q > st and t 2, the eigenvalues of A are 
(c) If t = 1, then the eigenvalues of A are
Proof. We here show that for nonnegative λ 1 , λ 2 and λ 3 in (a), λ 
If pq 5rs, then (8) Next, we consider the maximal proper subgraphs of G (1) , G (2) , G (3) , and the complete bipartite graph K n−2,n+2 for G (4) , using Theorem 7 and (11). By repeating this process, considering the maximal subgraphs of G (1) , . . . , G (i) , and a complete bipartite graph K p,q with p + q = 2n (which was not considered in the previous steps), we can get G (i+1) for i = 3, . . . , 9. Proof. This can be shown by first computing the eigenvalues, using Theorem 7, and then using a direct comparison.
Proposition 10 gives an affirmative answer to [1, Conjecture 
