ABSTRACT The cyclostationary noise in low-voltage narrowband powerline communications (NB-PLC) severely degrades the communication reliability. In this paper, we adopt single-input multi-output (SIMO) transmission to enhance the reliability of NB-PLC. Considering the SIMO receiver structure, we exploit the NB-PLC noise cyclostationarity and the high spatial correlations across multiple receive phases to design practical and efficient noise mitigation techniques. In particular, we propose two time-domain frequencyshift (FRESH) filtering-based cyclostationary signal recovery techniques with different performance and complexity levels. The proposed time-domain-based FRESH filtering techniques minimize the meansquared error in estimating the orthogonal frequency division multiplexing (OFDM) information signal in the time-domain. The FRESH filtering exploits the cyclic auto-correlation of both the NB-PLC noise and the OFDM information signal in addition to their cyclic cross-correlation across the receive phases. Moreover, we propose a frequency-domain-based cyclostationary noise mitigation technique that minimizes the meansquared error in estimating the OFDM information signal in the frequency-domain. The proposed frequencydomain-based technique exploits the cyclostationarity of the noise to estimate its power spectral density as well as the cross-correlation, per frequency subchannel, over multiple stationary noise temporal regions. Our proposed SIMO NB-PLC noise mitigation techniques are shown via simulation results conducted using noise field measurements to achieve considerable performance gains over single-input single-output techniques. In addition, we show that our proposed techniques achieve considerable performance gains over the conventional SIMO maximal-ratio-combiner designed assuming stationary noise.
I. INTRODUCTION
Narrowband power line communications (NB-PLC) is an attractive solution for Smart Grid communications due to its low deployment cost over the existing power line infrastructure. NB-PLC is mainly used for outdoor last-mile communications between smart meters at the residential sites and data aggregators which are deployed by local utilities. The applications of NB-PLC for Smart Grid communications include automatic meter reading (AMR), device-specific billing, realtime pricing and other real-time monitoring and control tasks [1] - [4] . In addition, a reliable two-way communication link is a key enabling technology for real-time management of the vehicle-to-grid (V2G) communications services [5] , [6] . We assume the V2G system model shown in Fig. 1 where the aggregators serve as intermediate nodes between the EV supply equipment (EVSE) and the grid operator. Individual EVs connect and disconnect with an aggregator as they arrive at and leave EVSEs. The end-to-end communication link between the grid and EVs consists of two links: the grid-aggregator link and the aggregator-EV link. Both links can use wired or wireless communications for transmission. However, they differ in terms of their operational requirements including range, power level, data rate, reliability, security, and latency. These differences must be taken into consideration when designing the overall V2G communication system [5] , [6] .
Several NB-PLC standards have been developed that operate in the 3 − 500 kHz band such as the PRIME, G3, IEEE 1901.2, and ITU-T G.hnem standards. These standards adopt OFDM signaling to deliver scalable data rates up to several hundred kilo bits per second (kbps) over supported sub-bands. Supported sub-bands including a sub-band of the European CENELEC frequency band (3-95 kHz in CENELEC-A, 95-125 kHz in CENELEC-B and 125-148.5 kHz in CENELEC-CD) and a sub-band of the US FCC frequency band (34.375-487.5 kHz) [7] .
A major design challenge in Smart Grid communications over power lines is the presence of strong impulsive noise that may be tens of decibels higher than the background (thermal) noise [7] - [13] . In particular, in NB-PLC, the dominant noise component is a periodic impulsive noise whose statistics vary periodically with a period of half the AC cycle [8] . This periodic impulsive noise is bursty in nature and typically caused by nonlinear power electronic devices such as silicon controlled rectifiers and diodes that switch on and off with the AC cycle. Hence, the periodic impulsive noise in NB-PLC exhibits cyclostationarity in both the time and frequency domains [13] . For instance, the authors of [14] proposed a cyclostationary noise model for the NB-PLC that accounts for both the time and frequency domain properties of the noise observed in outdoor NB-PLC field measurements. In particular, [14] partitions the cyclostationarity period of the NB-PLC noise into multiple temporal regions and generates the noise within each region as a stationary colored Gaussian process. Each noise temporal region is then characterized by a particular power spectral density (PSD), which is fitted to noise field measurements. Furthermore, in [15] , a cyclostationary noise model for NB-PLC based on FRESH filtering was proposed. In particular, the FRESH filters are designed to shape an input white noise spectrum to a cyclic spectrum extracted from experimental noise measurements. The NB-PLC noise models presented in [14] and [15] are for receivers that utilize a single power line phase. In addition, a generalization of the FRESH filters-based NB-PLC noise model is introduced in [16] for multi-phase power line receivers. Thus, two basic approaches are used in the literature to represent the cyclostationary signal (noise in our case), namely, the region based approach as in [14] and the FRESH filtering based approach as in [15] and [16] . It is worth mentioning that the developed noise mitigation techniques in this paper also follow these two basic approaches. In particular, the time-domain techniques adopt FRESH filtering to mitigate the cyclostationary noise while the frequency-domain technique adopts the per-temporal-region stationary noise assumption.
Compared to single-carrier communication systems, OFDM is known to be more resilient to impulsive noise. However, in NB-PLC systems, conventional OFDM systems might still encounter significant performance degradation in cyclostationary impulsive noise whose bursts might span several OFDM blocks. Furthermore, the sparsity level of the cyclostationary NB-PLC impulsive noise is not enough to develop effective sparse recovery techniques [10] .
A. PRIOR LITERATURE 1) IMPULSIVE NOISE MITIGATION
Several techniques have been proposed for impulsive noise mitigation, which can be divided into two main categories: (1) Interference estimation and cancellation. (2) Channel coding enhancement in the presence of impulsive noise, e.g. using erasure decoding. In particular, estimation of impulsive noise in OFDM systems based on sparse recovery techniques has been proposed in [17] and [18] . The authors in [17] and [18] exploit the sparsity of the noise in the time domain using null/pilot tones in the frequency domain. After interference estimation, direct cancellation (subtraction) is the most widely-used compensation technique [18] , [19] . The author of [17] compared interference suppression (i.e. nulling the time domain samples) to interference cancellation. Cancellation requires instantaneous estimation of the interference samples and achieves better performance when these estimates are reliable. However, cancellation may result in performance degradation due to unreliable noise estimation. On the other hand, noise suppression does not require instantaneous noise estimation since only the locations of the high-power samples are required. The benefit of suppression is the robustness in case of an unreliable noise estimation process.
The second category of interference mitigation techniques is through the channel coding performance enhancements using erasure decoding. Erasure decoding was used with the Reed-Solomon (RS) decoder to mitigate burst noise for deep space communications in [20] and [21] and later to mitigate impulsive noise for digital subscriber lines (DSL) in [22] and [23] .The authors in [22] used erasure decoding to reduce the interleaver's latency. Joint erasure marking and Viterbi decoding was proposed in [24] . As in the signal suppression scenario, a key advantage of erasure decoding is that it does not require estimation of the instantaneous noise samples. It is sufficient to determine the locations of the high-power samples.
2) SISO CYCLOSTATIONARY NOISE MITIGATION IN NB-PLC
Prior work on mitigating SISO cyclostationary impulsive noise in OFDM systems includes [19] , [13] , and [25] . In [19] , time-domain block interleaving/de-interleaving is proposed to spread the noise bursts into short impulses, over multiple OFDM symbols, that can be estimated using sparse recovery techniques. In particular, the authors in [19] propose a sparse Bayesian learning algorithm to estimate the instantaneous noise samples. However, such sample-level VOLUME 6, 2018 time-domain interleaving involves storing the continuousvalued time-domain signal which requires considerably larger memory than the bit-level frequency-domain interleaving [13] . In [13] , the authors proposed a time-frequency modulation diversity scheme that exploits the diversity provided by the periodically-varying and spectrally-shaped cyclostationary noise in NB-PLC. In particular, the modulation diversity scheme jointly modulates multiple symbols using higher-dimensional signal constellations, and transmits components of each signal point over different subchannels. In [25] , the authors proposed a FRESH filtering based SISO receiver to exploit the cyclostationary properties of both the NB-PLC noise and the OFDM signal. Specifically, the receiver architecture in [25] consists of two FRESH filtering stages in series. The first FRESH filtering stage is utilized for extracting the cyclostationary NB-PLC noise, which is followed by noise subtraction from the received signal. The second FRESH filtering stage is used to recover the OFDM signal by exploiting its cyclostationary properties due to the redundancy in the cyclic prefix (CP) of the OFDM blocks. However, the proposed two-stage FRESH filtering in [25] is suboptimal in the sense that it separates cyclostationary noise estimation and cancellation from OFDM signal estimation.
B. OUR CONTRIBUTIONS
Multi-Input Multi-Output (MIMO) PLC is a promising technology to increase the data rate and/or provide robustness against impulsive noise encountered in PLC environments [26] , [27] . Impulsive Noise mitigation for MIMO broadband PLC was studied in [28] . In NB-PLC, the data rate enhancement achieved by MIMO over medium voltage powerlines is investigated in [29] and [30] .
Single-Input Multi-Output (SIMO) communications can be employed to enhance the robustness against the impulsive noise [31] . SIMO communications systems achieve diversity gain through transmission over different channels in addition to a power gain since more power is collected at the receiver side using more than one receive antenna (phase). Moreover, in NB-PLC, an additional advantage for SIMO communications is the high spatial correlation between the cyclostationary noise signals on the different phases. This high correlation is expected since the source of the cyclostationary noise is the network-based switched power supplies [7] . This fact was also observed through our measurements and verified through simulations as will be discussed in Section VI. Therefore, this paper presents the first study of SIMO communications for NB-PLC. As shown in Fig. 4 , multiple power line receive phases can be jointly processed for signal recovery by exploiting the cross coupling between them while transmitting the OFDM information signal over a single power line phase. However, to the best of our knowledge, cyclostationary noise mitigation for SIMO communications was not proposed before in the literature.
In this paper, for SIMO NB-PLC, we propose three NB-PLC noise mitigation techniques of different performance/complexity tradeoffs. The proposed cyclostationary noise mitigation techniques can be categorized into time-domain (TD) or frequency-domain (FD) linear minimum mean square error (LMMSE)-estimation-based techniques. In particular, we propose two TD LMMSEestimation-based cyclostationary noise mitigation techniques using FRESH filtering, namely the joint TD equalization and noise FRESH filtering (TD-ENF) technique and the TD noise FRESH filtering (TD-NF) technique. The proposed TD SIMO noise mitigation techniques exploit the joint cyclostationarity of both the NB-PLC noise samples and the OFDM signal samples over the different receive power line phases by considering their cyclic auto and crosscorrelations. Both the TD-ENF and the TD-NF techniques filter out the cyclostationary NB-PLC noise using only a single FRESH filtering stage that includes the cyclic frequencies of both the NB-PLC noise and the OFDM signal. The TD-ENF technique estimates the TD OFDM information signal by designing the FRESH filters to jointly equalize the channel and filter out the noise. On the other hand, the TD-NF technique estimates the TD OFDM signal, which is the signal at the channel output, without equalizing the channel. Then, in the FD, an LMMSE-based channel equalization and signal combining technique is integrated into the loglikelihood ratios (LLRs) computation for the information bits. In addition, as a less complex noise mitigation technique, we propose an FD SIMO noise mitigation technique that operates on a per-OFDM-subchannel basis to estimate the FD data symbols using an LMMSE estimator. Furthermore, we present simple and efficient estimation techniques for both the noise PSD and the FD noise cross-correlation persubchannel over the different receive phases. Moreover, the proposed FD noise mitigation technique leverages the estimates of the noise PSD and cross-correlation in the design of the LMMSE estimator. Our proposed noise mitigation techniques can be also classified into FRESH filtering based techniques and region based techniques similar to the noise modeling classification. Figs. 2 and 3 show the classification of the noise modeling approaches as well as the proposed noise mitigation techniques. The main contributions of this paper are summarized as follows
• We propose two SIMO TD LMMSE-based cyclostationary signal detection techniques with different performance/complexity tradeoffs that achieve considerable performance gains over a SISO receiver.
-We utilize a single-stage FRESH filter that includes the cyclic frequencies of both the NB-PLC noise and the OFDM information signal. -The proposed SIMO FRESH-filtering approach exploits the joint cyclostationarity of the received signals across the receive phases by considering their cyclic auto-correlations and cyclic cross-correlations. To the best of our knowledge, neither SIMO cyclostationary noise mitigation nor SIMO FRESH filtering were studied before in the literature. -We derive the optimal SIMO LMMSE FRESH filter-based estimator for the two TD-based techniques and their associated mean square errors (MSEs). Based on the optimal estimators, we propose suboptimal practical implementations for the two techniques that minimize the time-averaged MSE (TAMSE). Furthermore, we study the applicability of both techniques to coherent and differential modulation schemes and their channel state information (CSI) knowledge requirements. -In the proposed TD-ENF technique, we introduce the SIMO FRESH TD equalization, which jointly equalizes the channel and filters out the noise. It is worth mentioning that SIMO FRESH TD equalization has not been studied in the literature. -For the proposed TD-based techniques, we compare multiple approaches for the design of the FRESH filter including the selection of the number of branches as well as the number of taps per branch.
• We propose an FD LMMSE-based signal estimation technique that exploits the noise PSD and spatial correlation per OFDM subchannel across the different receive phases.
-We propose simple and efficient estimation techniques for both the noise PSD and the FD persubchannel noise cross-correlation across the different receive phases. -We develop a novel practical temporal noise region boundary detection algorithm.
• We study the performance/complexity tradeoffs for the three described noise mitigation techniques in terms of the achieved MSE, the average bit-error rate (BER) performance and the implementation complexity.
• We test our proposed techniques based on data collected from actual field noise and channel measurements for SIMO NB-PLC.
C. ORGANIZATION
The remainder of this paper is organized as follows. In the next section, we present the system model including the noise and the channel models assumptions. In Sections III and IV, we present our proposed SIMO TD cyclostationary noise mitigation techniques. The proposed SIMO FD cyclostationary noise mitigation technique is presented in Section V. Numerical results are presented in Section VI to compare the performance of the proposed noise mitigation techniques. In section VII, we investigate the complexity of all proposed techniques and discuss different approaches to optimize the design parameters. Finally, the paper is concluded in Section VIII. The key variables used in the paper are summarized in Table 1 . Notation: Unless otherwise stated, lower and upper case bold letters denote vectors and matrices, respectively. R denotes the set of real numbers, Z denotes the set of integer numbers and Z + denotes the set of non-negative integer numbers. E{·} denotes statistical expectation. · n denotes the discrete time-average operator with respect to n. · n,P denotes the discrete time-average operator over P samples. diag{.} forms a diagonal matrix with the input vector on the main diagonal. (·) * denotes the complex-conjugate operation. 
II. SYSTEM MODEL AND BACKGROUND
In the appendix, we summarize the key concepts of cyclostationary signals and FRESH filtering. It is recommended that the reader reviews this background material underlying the proposed work in this paper. As shown in Fig. 4 , for low-voltage (LV) power lines, the transmit/receive links can in general be: phase A to the neutral, phase B to the neutral and phase C to the neutral. At the receiver side, the receive phases are subject to interference from the other phases. In this paper, we consider a SIMO communication scenario where only a single phase is utilized for transmission (phase A) while two or three phases (N p = 2, 3) can be utilized for reception. Hence, our goal is to enhance the communication reliability by exploiting the high spatial correlation of the noise across the receive phases to mitigate their effects. Moreover, adopting the SIMO scenario does not require any standard changes since all modifications are at the receiver side only. Considering OFDM transmission, the TD SIMO received signals over the receive power line phases can be written as follows
It is worth mentioning that all the TD signals in (1a) and (1b) are real signals since the NB-PLC signal transmission is in the baseband. The i-th phase of the FD SIMO received signals at the k-th sub-channel of the l-th OFDM symbol can be expressed as follows
In the following, we describe the NB-PLC noise and channel models assumed in this paper.
A. CYCLOSTATIONARY NB-PLC NOISE MODELS
In this section, we discuss the different approaches for cyclostationary noise modeling in NB-PLC. The cyclostationary noise modeling for SISO NB-PLC is proposed in [14] , [15] , and [32] . The NB-PLC noise model proposed in [32] represents the noise as a colored cyclostationary Gaussian process with power spectral density (PSD) fitted to the noise measurements. However, this model ignores the timevarying spectral behavior of the noise which limits its applicability to NB single-carrier systems, making it inappropriate for OFDM systems. The authors of [14] proposed a cyclostationary noise model for NB-PLC that accounts for both the time and frequency domain properties of the measured noise. In particular, [14] partitions the cyclostationarity period of the NB-PLC noise into multiple temporal regions and generates the noise within each region as a stationary colored Gaussian process. Although the model presented in [14] is computationally tractable and provides a good fitting for the measured NB-PLC noise, it suffers from two main drawbacks. First, the number of stationary temporal regions and the region boundaries are inferred by visually inspecting the measured noise spectrogram and do not rely on a mathematical model. Second, the noise process within each temporal region is generated independently of the other regions which ignores any possible cross-correlation between the different noise processes across the regions. To address the drawbacks in [14] , the authors in [15] synthesize the NB-PLC noise samples using FRESH filtering that is designed to shape an input white noise spectrum to a cyclic spectrum extracted from experimental noise measurements. The model in [16] is expected to be the best fitting model since the filters are shaped based on the cyclic auto-correlation which completely characterizes the cyclostationary signals [33] . Cyclostationary noise modeling for SIMO NB-PLC was first proposed in [16] based on FRESH filtering. In this paper, we simulate our proposed cyclostationary noise mitigation techniques mainly using the SIMO model proposed in [16] . In addition, we generalize the SISO temporal region based model in [14] to the SIMO case. This SIMO region based noise model is used only to test the cyclostationary noise spatial correlation effect on the receiver performance. In the following, we briefly describe the FRESH-filter-based noise modeling approach proposed in [15] and [16] for both SISO and SIMO cases. In addition, we describe the region-based SISO noise modeling in [14] together with our SIMO generalization.
1) FRESH-FILTERING-BASED (FFB) NB-PLC NOISE MODEL
In [15] , the cyclostationary noise modeling problem is formulated as a linear periodic time variant (LPTV) system identification problem. The LPTV is designed such that minimizes the TAMSE between a reference measured noise signal d and the model-generated noise signal ζ . The SISO LPTV filter is implemented using FRESH filter h which is given by
where r zd denotes the time-averaged cross-correlation vector between the desired signal and the frequency-shifted input vector, and R zz denotes the time-averaged auto-correlation matrix of the frequency-shifted input vector. The input excitation n is a zero-mean white Gaussian signal. However, in computing both r zd and R zz , the input is assumed to be a noisy version of the desired signal under a very low SNR assumption.
FIGURE 5.
FRESH filter based (FFB) multiple-phases cyclostationary noise modeling structure, N p = 2 [16] .
In [16] , a generalization of the SISO FRESH-filteringbased noise model in [15] to the SIMO case is proposed. To generate N p different noise streams and adjust both the cyclic auto and cross-correlation functions, N 2 p different FRESH filters are needed. The filter structure for N p = 2 is shown in Fig. 5 where filter coefficients can be generated using Equation (3) . In this case, h represents the filter coefficients matrix in which the first column is a concatenation of h 11 and h 12 while the second column is a concatenation of h 21 and h 22 . The input excitation signal consists of two independent white Gaussian signals n 1 and n 2 . In computing r zd and R zz , the input signal is assumed to be a noisy version of a concatenated vector of the two desired streams under a very-low-SNR assumption. The time-averaged crosscorrelation r zd is a matrix in which the first column represents the cross-correlation vector between the input and the first desired stream r zd 1 , while the second column is the cross-correlation between the input and the second desired stream r zd 2 .
2) TEMPORAL-REGION-BASED (RB) NB-PLC NOISE MODEL
We start by briefly describing the noise model presented in [14] . In that model, the cyclostationarity period of the NB-PLC noise is divided into N R temporal regions where the noise is assumed stationary within each temporal region. Hence, each temporal region is characterized by a certain PSD and a corresponding shaping filter. The noise PSD over each temporal region is estimated from the noise data collected from field measurements. The noise generation can be implemented by feeding a white Gaussian input signal n to an LPTV filter that is realized using a bank of N R LTI filters followed by multiplexing over their outputs.
To generalize an RB single-stream noise model to a multiple-stream noise generator, additional filters are needed to adjust the cross-correlation functions between the different noise streams. According to the basic assumption of the RB model, namely the stationarity assumption per temporal region, the cross-correlation function should be constant in each region. If the temporal regions of the different noise streams are aligned, the number of cross-correlation functions needed is equal to N R . However, if the temporal regions of the different noise streams are not aligned, the number of needed cross-correlation functions may increase up to N p ×N R . Fig. 6 shows a generalized structure for the RB noise modeling for the SIMO cyclostationary noise modeling in the case of N p = 2. For simplicity, we introduce a constant cross-correlation factor between the different spatial noise streams, i.e. r 1 = r 2 = . . . = r N R . As it will be shown in the numerical results section, the region-based noise model is used mainly to illustrate the effect of the cross-correlation between the different noise streams on the receiver performance. The constant cross-correlation factor for the case of two noise streams is given by
where ζ 1 and ζ 2 are the generated correlated noise streams with constant cross-correlation factor r, andζ 1 andζ 2 are two independent region-based-generated noise streams.
B. NB-PLC CHANNEL MODEL
The NB-PLC channel modeling follows the transmission line modeling approach [8] where the channel is viewed as a deterministic quantity that depends primarily on the network topology and the electrical components connected to it. In this paper, we adopt a channel model based on our field measurements for low-voltage (LV) powerlines. In particular, we measured the channel impulse response (CIR) by sending a known periodic training sequence from one end of the VOLUME 6, 2018 powerline and then estimating the CIR from the received signal at the other end.
III. PROPOSED SIMO TD NOISE FRESH FILTERING (TD-NF) TECHNIQUE
In this technique, we process the TD SIMO received signal to estimate the TD OFDM signal, which is the noise-free signal at the channel output, on each receive powerline phase. After that, we perform the channel equalization and combining in the FD as part of the LLRs computation for the information bits. Thus, we refer to this technique as the TD noise FRESH filtering technique (TD-NF).
In this section, first we start by establishing the optimality of the SIMO linear almost periodic time-varying filters (LAPTV) for LMMSE estimation of the almost cyclostationary signals (ACS). We show that the optimal set of the filter's cyclic frequencies is the set of all the cyclic frequencies of both the information and the noise signals. Then, we present our proposed SIMO TD-NF technique as a suboptimal LAPTV filtering technique using only a limited subset of cyclic frequencies from the optimal cyclic frequencies set. The mathematical variables used in this section and the next section are listed in Table 2 .
A. OPTIMAL SIMO LAPTV FILTERING
Considering the TD SIMO received signal expression in (1a), we formulate an LMMSE minimization problem to estimate the TD OFDM signals, {x i (n) : i ∈ {0, 1, · · · , N p }}, over the N p receive phases as follows
where g i (k, n) is an N p −vector that contains the impulse responses of the set of filters designed to estimate x i (n). It is worth noting that y i (n) is an ACS process since it is the sum of the two ACS processes x i (n) and ζ i (n). Furthermore, the signals {x i (n), y i (n) : i ∈ {0, 1, · · · , N p }} are pairwise jointly ACS since each signal is an ACS process and they are all pairwise mutually dependent. In addition, since x i (n) and {y j (n) : j ∈ {0, 1, · · · , N p }} are jointly ACS and not jointly stationary, using a set of LTI filters is no longer optimal in the sense of minimizing the MSE, and the optimal LMMSE estimation filters are LAPTV filters [33] . Thus, g i (k, n) is almost periodic in both k and n with some integer period P g
where P g is the least common multiple of all the discrete-time periodicities of the functions involved in the design formula for g i (k, n). Therefore, g i (k, n) can be represented by the Fourier series
where g α i (k − n) is an N p −vector that contains the Fourier series coefficients of g i (k, n). In addition, A g is a countable set that contains all the integer multiples of the fundamental frequencies of the functions involved in the design formula
Hence, we note that A yy = A xx ∪ A ζ ζ and A xy = A xx .
To obtain the optimal vector g i (k, n) that minimizes
Using the expressions of the Fourier series pairs for g i (k, n), R yy (k, n) and r x i y (k, n), we derived the following design formula for the optimal LAPTV filter. In particular, consider that R yy (k, n) and r x i y (k, n) have the following generalized Fourier series pairs (assuming convergence)
Substituting (6a) and (8a) in (7) yields
Setting l = n−k in (9) and then inserting (9) into (8d), we get
Setting q = m − k yields
Using the identity
Hence, we arrive at the following design formula for the optimal LAPTV filter
The formula in (12) simplifies the design of the optimal LAPTV filter set
, which correspond to their Fourier series coefficients. It is worth mentioning that the design formula in (12) is a vector generalization of the optimal MMSE filter design derived in [33, eq. 12 .284] where both formulas are equivalent when setting N p = 1 in (12) .
yy (l) = 0 and the left-hand side of the system of equations in (12) is non-zero. Therefore, we conclude that the optimal selection of the cyclic frequencies for g i,j (k, n) is to range over all the cyclic frequencies of both the information and the noise signals, or equivalently A g = A xx ∪A ζ ζ . Therefore, P g is the least common multiple of N B and P ζ .
It is worth mentioning that the two-stage SISO FRESH filtering technique presented in [25] is suboptimal in the sense that it separates the cyclostationary noise estimation/cancellation and the OFDM signal estimation over the two stages. Furthermore, the cyclic frequencies of both the noise and the OFDM signal are not jointly included in the design of the first stage, which is employed for the cyclostationary noise estimation. However, an optimal design has to include all the cyclic frequencies of both the noise and the OFDM signal in a single FRESH filtering stage. In Section VI, for the SISO case, we present a performance comparison between a single-stage FRESH filtering and the two-stage FRESH filtering proposed in [25] .
The MSE associated with the optimal filter g i (k, n) can be obtained by simplifying MSE x i (n) in (5a) as follows
Therefore, from (13), we note that the MSE is an almost periodic function since it depends on the auto-correlation of the TD OFDM signal as well as the LMMSE filter. Hence, to measure the performance by a single number, we adopt the TAMSE given by TAMSE x i (n) = MSE x i (n) n [33] .
Inserting (6a) into (5b) yieldŝ
which represents the optimal FRESH-filtering-equivalent form of the estimator for x i (n). In practice, suboptimal performance is achieved when constraining α to range over only a limited set of cyclic frequencies within A g = A xx ∪ A ζ ζ , which is the main takeaway from the previous analysis.
B. SUBOPTIMAL SIMO FRESH FILTERING DESIGN
The optimal LMMSE estimation formula in (14) assumes infinite-length filters as well as an infinite set of cyclic frequencies. From (12), we have shown that the cyclic frequencies of the LMMSE filter must belong to the set A xx ∪ A ζ ζ . However, for the suboptimal SIMO FRESH filter design, determining the best subset of cyclic frequencies, A s g ⊂ A xx ∪ A ζ ζ , under some design constraints is quite challenging. For instance, under a maximum number of cyclic frequencies constraint, the best A s g is highly dependent on the cyclic correlation functions R γ −α yy (l) and r γ x i y (l), which are dependent on the lag parameter l. To simplify the FRESH filter design, A s g is typically fixed beforehand and the common approach is to select the cyclic frequencies that correspond to the largest values of the functions R γ −α yy (l) and r γ x i y (l) [34] , [35] . Hence, for a fixed A s g = {α k : k ∈ {0, · · · , K − 1}} of cardinality K , and assuming a finite length L for g α i (n − m), (14) can be rewritten as followŝ
where
] , and w
A block diagram for the SIMO TD-NF technique as described by (15) for the case of two receive phases is shown in Fig. 7 . It is worth noting that A s g is assumed to contain α k = 0 which corresponds to the stationary component of the correlation function. Hence, according to (15) ,x i (n) is estimated by applying a bank of N p K filters, which are represented by the concatenated filter w i , to the frequencyshifted versions of the SIMO received signals {y j (n) : j ∈ {0, · · · , N p −1}}. The suboptimal filterŵ i is obtained by solving the linear system of equations in (12) after constraining A g to A s g and setting g
. In this case,ŵ i is optimal only when compared to all other FRESH filters that use the cyclic frequency set A s g and are limited to L filter coefficients. On the other hand, the optimal FRESH filter given by (12) is optimal within the class of linear estimators. An equivalent, yet more compact, expression for w i can be obtained from minimizing the TAMSE with respect to w i as follows
Setting the derivative of TAMSE x i (n) with respect to w * i to zero yieldsŵ
where (15) and the solution forŵ i obtained from (12), we learned thatŵ i is an LTI filter. Thus, in obtainingŵ i from (17), the timeaveraging operation is applied to R zz (n) = E z(n)z H (n) and r zx i (n) = E {z(n)x i (n)} to extract their stationary components so that the resultingŵ i is time-invariant. Moreover, since the expressions obtained forŵ i using (12) and (18) are equivalent, we conclude thatŵ i is only optimal in the sense of minimizing the TAMSE rather than the MSE at all time instants. In other words, another FRESH filter, even with the same length and using the same cyclic frequency set, might exhibit a lower MSE at certain time instants [34] . On the other hand, the optimal SIMO FRESH filter given by (12) minimizes the MSE at all time instants. In the following, we show how R zz and r zx i , which are required to computê w i using (18) , can be estimated in practice.
Let u = kN p L + jL + l and v =kN p L +jL +l, where k,k ∈ {0, · · · , K − 1}, j,j ∈ {0, · · · , N p − 1} and l,l ∈ {0, · · · , L − 1}, then using (16) and exploiting the fact that x i (n) and ζ j (n) are independent, R zz u,v can be expressed as
It is important to note that R zz (l − l) in (19) directly from the SIMO received signals {y j (n) : j ∈ {0, · · · , N p − 1}} using the cyclic correlation estimation approach explained in Appendix (A-B) . We note that (19) provides an elementwise expression for the matrix R zz , which is useful in computing R zz in practice. However, for compactness, R zz can be expressed in a matrix form as follows
where R yy (n) = E y(n)y (n) . Similar to R zz
, r zx i u can be computed as
In addition, r zx i can be written in a compact matrix form as follows
where 
Therefore, r α k x i x j (l) can be estimated using (21) in terms of the cyclic auto-correlation function of the TD OFDM signal d(n) given the CIR knowledge. However, exploiting the independence between the noise and the information signals, r α k x i x j (l) can be estimated without the CIR knowledge as
The cyclic correlation function of the noise, denoted by r
, can be estimated during the silent intervals between consecutive NB-PLC transmission bursts which typically last for several minutes [8] . The estimation of both r (l − l) in (19) when setting α k = 0 and l = 0, which are also computed as part of the R zz estimation process. Furthermore, the implementation of the SIMO TD-NF technique without the need for channel knowledge makes this technique attractive for the case of differential modulation where channel knowledge is not available at the receiver. It is worth mentioning that differential modulation schemes are adopted in the NB-PLC standards, e.g. IEEE 1901.2, as mandatory transmission schemes. In addition, for coherent modulation, performing the noise filtering in TD prior to channel estimation using the SIMO TD-NF technique leads to a more robust channel estimation performance since the residual noise after filtering becomes less severe.
Let
. Therefore, R zz can be written as follows
where R z q zq = E z q (n)z H q (n) n , q,q ∈ {0, 1, 2}. Hence, from (23), we conclude that the system of equations in (18) cannot be decoupled into two separate systems of equations.
Inserting (18) into the TAMSE expression in (17), the minimum TAMSE x i (n) , denoted byσ 2 i , is given bŷ
The estimated TD signals across the N p receive phases,
, are transformed to the FD after removing the cyclic prefix. Letx i (n) be expressed aŝ
whereζ i (n) denotes the n-th residual noise sample after applying the SIMO TD-NF technique andζ i (n) is assumed be a white Gaussian stationary process whose variance is constant over n and equal toσ 2 i . Furthermore, we assume thatζ i (n) is spatially uncorrelated over the receive phases. Hence, let
Moreover, letx i,l (k) and VOLUME 6, 2018 ζ i,l (k) denote the i-th phase FD estimated symbol and the residual noise over the k-th frequency subchannel, respectively, over the k-th OFDM subchannel at the l-th OFDM block. Hence,x i,l (k) can be expressed as followŝ
Therefore, an expression for the LLR ofx i,l (k) assuming BPSK modulation can be derived as follows
IV. PROPOSED SIMO JOINT TD EQUALIZATION AND NOISE FILTERING (TD-ENF) TECHNIQUE
In this technique, we estimate the TD OFDM information signal by processing the TD SIMO received signal to jointly equalize the channel and filter out the cyclostationary noise.
Thus, we refer to this technique as the joint TD equalization and noise filtering technique (TD-ENF). In particular,
we formulate an LMMSE minimization problem to directly estimate the TD transmitted signal, d(n), from the TD SIMO received signals {y j (n) : j ∈ {0, · · · , N p − 1}} as follows min g(n,.)∈R
Following a similar analysis as in Section III, the optimal FRESH filter to estimate d(n) is computed using the design formula
where A g = A dd ∪ A ζ ζ . Furthermore, for a fixed A s g = {α k : k ∈ {0, · · · , K − 1}} of cardinality K , and assuming a finite length L for g α (n − m), a suboptimal SIMO FRESH-filtering estimator for d(n) can be expressed as followŝ
, where j ∈ {0, · · · , N p − 1} and l ∈ {0, · · · , L − 1}. It is worth noting that z(n) = (n)y(n) = (n)Hd(n), where H is a KN p L × (L + ν) matrix such that H = [H α , · · · , H α ] , which is the matrix H α repeated K times, and H α is the channel convolution matrix
FIGURE 8. System block diagram illustrating the proposed SIMO TD-ENF technique.
A block diagram for the SIMO TD-ENF technique as described by (30) for the case of two receive phases is shown in Fig. 8 . As shown in Section (III), the suboptimal SIMO FRESH filterŵ can be obtained by solving the linear system of equations in (29) after constraining A g to A s g and setting g
However,ŵ i can alternatively be obtained from minimizing the TAMSE in estimating d(n) with respect to w as follows
Setting the derivative of TAMSE d(n) with respect to w * i to zero yieldsŵ
where r zd = E {z(n)d(n)} n . It follows from the discussion in Section III thatŵ, likeŵ i in Section III, is only optimal in the sense of minimizing TAMSE d(n) and does not necessarily minimize the MSE at all time instants. To computeŵ, R zz can be obtained using (19) as explained in Section III. In addition, [r zd ] u can be expressed as follows
In addition, r zd can be written in the following compact matrix form r zd = (n)HR dd (n)e 0 n ,
The computation of r α k dx j (l), which is required in computing [r zd ] u , can be performed using
Thus, r α k dx j (l) can be estimated using (33b) in terms of the cyclic auto-correlation function of the TD OFDM signal d(n) given the CIR knowledge.
After obtainingd(n), it is transformed to the FD after removing the cyclic prefix. Letd l (k) denote the FD estimated data symbol over the k-th OFDM subchannel at the l-th OFDM block. Thus, an expression for the LLR ofd l (k) assuming BPSK modulation can be derived as
One advantage of the TD-ENF technique over the TD-NF technique is that it does not require estimating the noise cyclic correlation function, denoted by r
In addition, the TD-ENF technique requires only one estimation filter while the TD-NF technique requires N p estimation filters. However, the TD-ENF technique requires the CIR estimation to be performed prior to the noise filtering resulting in a reduced CIR estimation accuracy compared to the CIR estimation accuracy obtained when using the TD-NF technique. Moreover, the CIR knowledge requirement in the TD-ENF technique renders it inapplicable to differential modulation schemes.
V. PROPOSED SIMO FD NOISE MITIGATION TECHNIQUE
As explained in Appendix A-A, a cyclostationary process x[n] with period P can, in general, be decomposed into P different stationary processes x i [n] = x[nP + i], i = 0, . . . , P − 1. Hence, each time sample in a cyclostationary process is drawn from a stationary random process with a certain PSD. As an approximation, the cyclostationarity period can be divided into multiple temporal regions over which the process is assumed stationary and, thus, has a timeinvariant PSD. The NB-PLC noise model presented in [16] follows the general cyclostationary process definition while the model presented in [14] adopts the temporal-region-based approximation of the NB-PLC noise as a cyclostationary process.
In this section, adopting the stationary temporal-regionbased approximation for the NB-PLC noise, we propose a FD noise mitigation technique that operates on a per-subchannel basis. In particular, we derive an LMMSE estimator for the FD data symbols that exploits the spatial correlation of the FD noise per subchannel across the different receive phases. In addition, we present simple and efficient estimation techniques for both the noise PSD and the FD per-subchannel noise cross-correlation across the different receive phases.
Hence,x l (k) can be written as
The LMMSE estimate ford l (k) is given bŷ
where Rζζ ,l (k) = E{ζ l (k)ζ l (k) }. Alternatively, for a coded system, we can directly compute the LLR for the received FD data symbols to be used as an input to the decoder. In particular, assuming BPSK modulation, an expression for the LLR to detectd l (k) from the FD received vectorȳ l (k) can be derived as follows
(37) The calculation of (36) and (37) requires knowledge of the noise temporal regions boundaries as well as the noise PSDs and spatial correlation functions. Thus, in the following, we present simple and practical techniques to estimate these required parameters.
A. NOISE TEMPORAL REGIONS BOUNDARIES ESTIMATION
Here, we describe a simple technique for estimating the temporal regions boundaries of the NB-PLC noise. For the cyclostationary NB-PLC noise, each noise temporal region has a different noise variance. Hence, as shown in Fig. 9 , to detect the transition from one noise region to the next noise region, we use two consecutive sliding inner windows W 0 and W 1 that slide over the received signal on a sample-by-sample basis. For each window placement, we calculate the signal energy within each of the two inner windows W 0 and W 1 . Let E 0 and E 1 denote the signal energies within the two windows, W 0 and W 1 , respectively. To detect the transition from a region with a lower noise power to a region with a higher noise power, we use the ratio E 1 /E 0 , and VOLUME 6, 2018 FIGURE 10. The ratio E 1 /E 0 over one AC cycle period averaged over 100 cycles (an upward transition example).
FIGURE 11.
The ratio E 0 /E 1 over one AC cycle period averaged over 100 cycles (a downward transition example).
we refer to this case as an upward transition. On the other hand, to detect the transition from a region with a higher noise power to a region with a lower noise power, we use the ratio E 0 /E 1 , and we refer to this case as a downward transition. As shown in Fig. 9 , for both cases, the peak of the energy ratio in case of threshold crossing is detected to be corresponding to the region transition. Since the noise power is periodic, with a period of half the AC cycle, we average the noise power profile over multiple periods to obtain an accurate estimate and then we apply the double-sliding window transition detection technique as described in Fig. 9 . Figures 10 and 11 show two examples for the noise power profile over one period for the upward and the downward transition cases, respectively. The noise power profile in Fig. 10  and 11 are averaged over 100 AC cycles. Moreover, Fig. 10 shows the ratio E 1 /E 0 while Fig. 11 shows the ratio E 0 /E 1 , where both ratios are averaged over 100 AC cycles.
As shown in Fig. 12 and 13 , we divide the energy ratio profile into smaller segments to detect the transitions since multiple transitions are likely to occur within one period. For instance, in Fig. 12 and 13 , the sliding window length is set to 128 samples and the detection segment length is set to 256. We determine the maximum over each segment that has a threshold crossing and then the index corresponding to the maximum value over all of theses maxima is selected to be the starting index of the new region. In this technique, we assume that the separation between two transitions is larger than the FIGURE 12. Dividing the average energy ratio into segments to perform the region boundary detection (upward transition detection example).
FIGURE 13. Dividing the average energy ratio into segments to perform the region boundary detection (downward transition detection example).
segment length and this should be the design criterion for selecting the segment length.
To asses the performance of this technique, in Fig. 14 , we plot the missed detection rate (MDR) versus the number of AC cycles used in averaging the noise energy profile for SNR values of 0 dB and 5 dB. In particular, in calculating the MDR, we consider it a miss if the detected region boundary is off from the correct boundary by more than 32 samples. As shown in Fig. 14 , the MDR is less than 10 −2 if the number of AC cycles used for the noise energy profile averaging is greater than 30 cycles. It is worth noting that the MDR is less in the case of 0 dB SNR than in the case of 5 dB SNR as the noise power is higher in the 0 dB SNR case.
B. NOISE PSD AND SPATIAL CORRELATION ESTIMATION
Assuming knowledge of the noise temporal region boundaries, the noise PSD over each stationary temporal region is estimated only from the OFDM blocks that belong to this region. Without loss of generality,d l (k) is assumed to have a unity variance. Thus, the noise PSD can be estimated as
The expectation in (38) is implemented in the form of time averaging. In particular, the time averaging is performed per frequency subchannel and per noise stationary temporal region over the OFDM blocks that belong to that region. The averaging time duration has to be long enough to suppress the term E ζ * i,l (k) and obtain an accurate noise PSD estimate. The NB-PLC channel is a deterministic channel that is either fixed over all OFDM blocks or periodic over one (or half) AC cycle [8] . Hence, the channel averaging over one AC cycle is sufficient to obtain the average power of the channel gain per subchannel.
Similar to PSD estimation, the noise spatial crosscorrelation can be estimated as follows
VI. NUMERICAL RESULTS
In this section, we evaluate the performance and the implementation complexity of the proposed noise mitigation techniques. The performance results are presented in terms of the MSE and the average BER. The implementation complexity is analyzed in terms of the number of multiplications required for each of the proposed techniques.
A. EXPERIMENTAL NOISE AND CHANNEL MEASUREMENTS
Extensive field noise measurements for SISO NB-PLC were conducted in [8] and [14] by Texas Instruments (TI) and presented in the Appendix of the IEEE P1901.2 standard [7] . Since there is no available field noise measurements for the SIMO case, we conducted experimental noise measurements for the 3-phase SIMO case. The noise measurement setup is shown in Fig. 15 for an LV power line cable connected with various loads. The conditions of our SIMO experiment is similar to the substaion-1 conditions in the IEEE P1901.2 standard [7] . More details about the map of the sites where the measurements were collected are presented in the IEEE P1901.2 standard [7] . Without information signal transmission, we captured the noise over the 3-phase power line cables using an oscilloscope at F s = 2.5 MHz sampling rate. Then, we performed the statistical analysis on a downsampled version of the measured noise waveform that is sampled at 400 kHz which is one of the sampling rates adopted in the IEEE 1901.2 NB-PLC standard. For this down-sampled version, the noise's cyclostationarity period for a 60 Hz AC cycle is around 3333 samples. The first step in our statistical analysis was to check the spatial correlation properties between the noise samples over the three phases. The noise spatial cross-correlation is estimated using (39) assuming that the number of noise temporal regions is equal to the number of OFDM symbols per cyclostationary period P ζ (i.e., assuming that the noise is stationary per OFDM symbol). Fig. 16 depicts the absolute value of the noise's spatial cross-correlation in the frequency-domain over the active frequency subchannels across multiple OFDM symbols. It is worth noting that the noise spatial correlation is a periodic function of time with the noise cyclostationary period P ζ . As evident from Fig. 16 , the absolute value of the spatial cross-correlation of the multi-stream cyclostationary noise in the SIMO NB-PLC system is generally high (higher than 0.5 for more than 60% of the time and higher than 0.9 for more than 30% of the time). Moreover, Fig. 17 shows that the high correlation regions correspond to the high PSD regions which contain most of the noise power. This high spatial correlation for the cyclostationary noise across different phases is expected since the source of the cyclostationary noise is the network-based switched power supplies.
The second step in our noise measurements analysis was to generate the noise model filters based on the field noise measurements. For the region-based noise model, the number of stationary noise temporal regions is N R = 3 as in [14] . Also, we consider two different noise parameter sets that correspond to noise measurements carried out on different PLC network topologies. The first noise parameter set is obtained from the IEEE 1901.2 NB-PLC standard and corresponds to the low-voltage site 14 (LV14); referred to as RB-LV14 in the numerical results section. The second noise parameter set is obtained from the field measurements provided to us by TI; referred to as RB-TI. For the RB-TI noise parameters, the ratios of the average noise powers over the three noise temporal regions are −6.59 : 1.93 : 5.15 dB and the ratios of the time spans are R 1 = 8/13, R 2 = 3/13 and R 3 = 2/13. Figs. 18 and 19 show the noise PSD for the three temporal regions for the RB-LV 14 and RB-TI noise parametersets, respectively. For the FRESH-filter-based noise model, the FRESH filter coefficients were generated as in [16] using our SIMO/MIMO field noise measurements; referred to as FFB-TI. The number of branches for the FFB-TI model was set to 19 branches while the number of coefficients per each branch was set to 50. Fig. 20 shows the FRESH filter coefficients we used to generate the cyclostationary noise waveform for the FFB-TI model.
The CIR was measured by sending a known periodic training sequence (chirp sequence) from phase A and then estimating the CIR from the received signal at phases A and B. The normalized CIRs for the A-A and A-B links are shown in Fig. 21 . The channel measurements in Fig. 21 show that the received signal at phase B is attenuated by 4 dB compared to the received signal at phase A.
B. SIMULATION PARAMETERS
The simulated system block diagram including the proposed noise mitigation techniques is shown in Fig. 22 . The end-to-end system simulation including the cyclostationary noise modeling and mitigation techniques have been conducted using the MATLAB R and SIMULINK R tools. We assumed BPSK transmission in the CENELEC-A frequency band (35.9375 − 90.6250 kHz). The sampling rate is set to 400 kHz. We assume OFDM transmission with FFT size of 256 subchannels and a cyclic prefix of 22 samples. These parameters are chosen to be compliant with the IEEE 1901.2 NB-PLC standard, which also adopts concatenated coding with an inner rate-1/2 convolutional code with constraint length 7 and an outer Reed-Solomon (RS) code of rate 239/255. At the receiver side, a Viterbi decoder with soft decision decoding is implemented. For simplicity, the number of receive phases in the following simulation results is N P = 2.
For the TD-NF and the TD-ENF techniques, we set K = 29 and L = 20. As it will be discussed in the complexity analysis section, all of the proposed cyclostationary noise mitigation techniques are implemented in two stages to speed up the simulation. The first stage is to estimate the noise statistical properties, namely the cyclic auto/cross-correlations matrices for the time-domain techniques and spatial-correlation matrices for the frequency-domain technique. In particular, the cyclic auto/cross-correlation is computed using (43a) while the spatial-correlation per OFDM frequency sub-channel is computed using (38) and (39) . In the second stage, we run the Monte Carlo simulation for the end-to-end NB-PLC system for different SNR values. At each SNR value, we generate the mitigation filters coefficients using the stored noise statistical matrices calculated in the first stage. In particular, we compute the time-domain FRESH filters using (18) and (32) while computing the frequency-domain filter coefficients using (36) . The MSE results presented in this section are plotted versus the SNR of the direct link (from transmit phase A to receive phase A) measured on the active OFDM subchannels (72 total active subchannels out of 256 subchannels symmetric around the DC). Thus, all MSE results can be compared to a SISO system utilizing the same link. Furthermore, the BER performance is plotted versus Fig. 23 shows the TAMSE achieved by the SIMO TD-NF technique in extracting the TD OFDM signal over receive phases A and B. Furthermore, the TAMSE results in Fig. 23 are presented for both the FFB and the RB noise models. We note from Fig. 23 that the achieved TAMSE is dependent on the assumed noise model and its parameters. It is worth mentioning that the achieved TAMSE in phase B is less than that achieved in phase A since the signal attenuation in phase B is around 4 dB higher than that in phase A.
C. MSE PERFORMANCE
Note that the TAMSE represents the absolute square of the estimation error (i.e., it is not normalized to the signal power), hence, the TAMSE decreases as the signal power goes down. In addition, Fig. 24 depicts the MSE achieved by the proposed FD noise mitigation technique for both the FFB and the RB noise models. We note from Fig. 24 that the achieved MSE under the RB noise model is less than that achieved under the FFB noise model since the stationarity assumption per noise region is satisfied in the RB noise model. It is evident from Figs. 23 and 24 that the simulation results for the TAMSE and the MSE, respectively, match their analytical expressions. However, in Fig. 24 , a small mismatch in MSE can be observed between the simulation result and the theoretical expression for the FD noise mitigation technique under the FFB noise model. The reason is that the stationarity assumption per temporal noise region, which is adopted in deriving the MSE expression, is not very accurate for the FFB noise model. Fig. 26 . Furthermore, in Fig. 25 , we present the TAMSE results for different levels of the noise spatial correlation factor for the RB noise model. In Table 3 , we quantify the performance gains achieved by the joint processing of the received signal over the two phases in the SIMO receiver compared to the SISO receiver performance. The high correlation between the different phases observed by field measurements and shown in Fig. 16 (which is implemented in the FFB noise model) explains the clear performance gain shown in Fig. 26 for the proposed SIMO TD-NF estimator. 
D. AVERAGE BER PERFORMANCE
The uncoded average BER performance is simulated for all proposed receivers in Fig. 27 where the FFB-TI noise model is used for all cases. As shown in Fig. 27 , the SIMO TD-NF technique has a superior performance for all proposed techniques with more than 3 dB gain over the FD technique at an uncoded BER of 10 −2 and 5 dB gain over the SISO TD-NF. The overall gain for the SIMO TD-NF technique over the SISO receiver without noise mitigation is 8 dB at an uncoded BER of 10 −2 . The BER performance of the SIMO TD-ENF technique is worse than that of the SIMO TD-NF technique by 2 dB at an uncoded BER of 10 −2 . The reason for this degradation is due to the limited performance of the finite impulse response (FIR) time-domain equalization in the SIMO TD-ENF technique. However, this SNR degradation comes as a price for the reduced-complexity design. The coded average BER performance for all proposed receivers under the FFB noise model is shown in Fig. 28 . The conclusions and performance differences for coded BER are almost the same as uncoded BER, where the SIMO TD-NF technique achieves a performance gain over all other techniques that is close to the corresponding gain in the uncoded BER case. An additional result shown in the coded BER curves is the performance of the FD noise mitigation technique for the SISO case. In this case, the estimated noise PSD per temporal region is used in the LLR calculations, which enhances the performance compared to the SISO receiver without noise filtering.
Since there is no previous work in the literature on the SIMO receivers under the cyclostationary noise, we show the performance of the following three cases as benchmarks,
• We show the performance of the conventional SIMO MRC combiner without noise filtering, i.e. assuming stationary noise. As shown in Fig. 28 , the coded BER performance of the proposed SIMO TD-NF technique outperforms the conventional MRC receiver by more than 8 dB at a coded BER of 10 −3 .
• We include the SISO coded BER performance of the technique developed in [25] which is based on the cascaded FRESH filtering design. As shown in Fig. 28 , our proposed SISO TD-NF outperforms the SISO technique developed in [25] by more than 1.5 dB at a coded BER of 10 −3 . This performance gain comes as a result of two enhancements in our developed SISO TD-NF compared to the design in [25] . The first is that our SISO algorithm uses a single stage that utilizes the cyclic frequencies of both the OFDM signal and the cyclostationary noise. More importantly, we optimize the FRESH filter parameters based on the cyclostationary noise parameters as will be discussed in the complexity analysis section. Moreover, the total number of taps in our proposed SISO FRESH filter design (29 × 40 = 1160 taps) is much lower than the total number of taps used in the design of [25] which is 1600 × 5 + 128 × 5 = 8640 taps. Note that our proposed SIMO TD-NF has the same total number of taps as in the SISO TD-NF.
• The performance of the SIMO TD-NF where persubchannel MMSE combining is used in the frequency domain assuming perfect knowledge of the per subchannel auto and cross-correlation functions of the residual noise (i.e., after FRESH filtering) for each temporal noise region. We refer to this receiver architecture in the coded BER results as SIMO TD-NF-P. Knowledge of the residual noise correlation matrix per subchannel is not possible unless training data is used. Instead, we calculate the average residual noise power for each receiver phase which corresponds to the TAMSE and apply a simple MRC combiner. As shown in Fig. 28 , the BER performance of this simple MRC combiner after the TD-NF is very close to the per subchannel MMSE combiner TD-NF-p (the performance gap is around 0.3 dB only). The TAMSE can be calculated easily using (24) based on the estimated correlation matrix.
VII. COMPLEXITY ANALYSIS
In this section, we compare the complexities of the different proposed noise mitigation techniques in terms of the number of multiplications. The complexity of each technique can be categorized into initial and running complexities. Initial complexity includes the correlation matrices estimation in addition to the computations of the filter coefficients. The running complexity includes the filtering operations as well as equalization (or equivalently the LLR calculation). Table 4 shows the complexity comparison between the different techniques.
As shown in Table 4 , the SIMO TD-NF has the highest complexity among all proposed techniques in both the initial and running stages. The complexity of the SIMO TD-NF technique is totally controlled by K and L. As discussed earlier, the optimal value of K is a single complete cycle. However, for the NB-PLC noise's cyclic auto-correlation function, only few components contain most of the energy where the lower the component frequency is, the higher is its energy. Figs. 31 and 32 show the TAMSE vs both K and L for the FFB-TI and RB-LV14 noise models, respectively.
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Since the FFB-TI noise model has a relatively large correlation lag as shown in Fig. 29 , choosing a large L is better than choosing a large K . On the other hand, since the RB-LV14 model has a relatively large number of cyclic frequencies as shown in Fig. 30 , choosing a large K is better than choosing a large L. The TAMSE versus N p KL is shown in Fig. 33 . 2) Assuming a variable number of coefficients per branch (k). In this case, we first determine the maximum lag m for the stationary component and choose it as (0). Then, compute the maximum lag m for the first cyclic component and determine the number of coefficients per the first positive and negative components (1) and (−1) since they are symmetric. We continue to compute (k) for the other components until we reach the total number of coefficients, i.e, L tot = N p k (k). This method is expected to be better than the previous one since it results in more flexible choices but requires a higher complexity. Interestingly, we observe from Fig. 34 that the energy of the cyclic frequency components of the OFDM signal is very small. We also arrive at the same conclusion through the TAMSE comparison with and without including the OFDM cyclic frequency components. As shown in Fig. 35 , the TAMSE shows a very small enhancement (0.1 dB) when adding 18 OFDM cyclic frequency components. As a result, we may not use any OFDM cyclic frequency components in our FRESH filter design of the proposed receiver noise mitigation techniques and only the stationary component can be included which is common between the OFDM and noise signals.
VIII. CONCLUSION
In this paper, we present the first study of SIMO communications for NB-PLC. In particular, to mitigate the cyclostationary noise in SIMO NB-PLC, we proposed three different techniques with different performance/complexity tradeoffs. We proposed two TD LMMSE estimation techniques for SIMO NB-PLC cyclostationary noise mitigation based on FRESH filtering, namely the TD-NF and the TD-ENF techniques. The SIMO FRESH filtering exploits the cyclic auto-correlation of both the NB-PLC noise and the OFDM information signal in addition to the cyclic crosscorrelation of the received signal across the receive phases. Furthermore, the FRESH filtering utilizes the cyclic components of both the cyclostationary noise and the OFDM signal in a single stage, which is shown analytically to be the optimal design for this problem. The TD-ENF technique enjoys a lower complexity than the TD-NF technique, but it requires CIR estimation to design the FRESH filters. On the other hand, the TD-NF technique does not require the CIR estimate to design the FRESH filters but rather requires estimates of the cyclic auto-correlation and cross-correlation functions of the NB-PLC noise during a silence period prior to the transmissions. Hence, we concluded that the TD-NF technique is more suitable for the differential modulation case since it does not require CSI knowledge and the TD-ENF technique is more suitable for the coherent modulation case since it has a much lower complexity than the TD-NF technique.
In addition, we proposed a SIMO FD LMMSE estimationbased noise mitigation technique which has lower complexity, but worse performance, than the proposed TD-based noise mitigation techniques. We have demonstrated using simulations that the proposed SIMO NB-PLC noise mitigation techniques achieve significant performance gains over a SISO receiver and over a conventional SIMO MRC receiver. Finally, we investigated the complexity for all proposed algorithms and suggested different approaches for optimizing the design parameters, which reduce the design complexity appreciably without performance loss.
APPENDIX PRELIMINARIES A. CYCLOSTATIONARY SIGNALS
Consider a real-valued discrete-time process {x(n), n ∈ Z}. If both the expected value E {x(n)} and the auto-correlation function r xx (n + l, l) = E{x(n + )x(n)} = r xx (n; l), l ∈ Z of x(n) are periodic with some integer period P such that E {x(n)} = E {x(n + P)} and r xx (n; ) = r xx (n + P; ), the process x(n) is said to be a wide-sense second-order cyclostationary process (referred to henceforth as cyclostationary) [36] . Since r xx (n; ) is periodic in n for each l ∈ Z, it has a Fourier series expansion whose coefficients are referred to as the cyclic auto-correlation function. Hence, the Fourier series pair is given by
where α ∈ A xx = {0, 1/P, . . . , (P − 1)/P}, are the cyclic frequencies and the symbol ∼ is used in (40a) since the Fourier series does not converge in general to the given function. Furthermore, a more general class of cyclostationary processes is obtained if the auto-correlation function r xx (n; ) is almost periodic in n for each l ∈ Z, which is referred to as an almost cyclostationary (ACS) process. A function is said to be almost periodic if it can be approximated by a uniformly convergent trigonometric polynomial where the approximation error is bounded for a certain number of approximation terms and does not depend on the function's argument [37] . Almost periodic functions occur frequently as a result of sampling a continuous-time periodic function and the functional dependence on two or more purely periodic functions with incommensurate continuous-time periodicities, which is the case of interest in this paper. For a more general and rigorous definition of almost periodic functions, please refer to [37] . The auto-correlation function r xx (n; ), being an almost periodic function, can be expressed in terms of its generalized Fourier series coefficients as follows r xx (n; l) = E{x(n + )x(n)} ∼ 
where A xx = {α ∈ R : r α xx (l) = 0} is a countable set and the limit in (41b) is proven to exist if r xx (n; l) is an almost periodic function [37, Th. 1.12] . In the case when r xx (n; l) has more than one periodicity, α ranges over all integer multiples of all fundamental frequencies of interest, for example 1/P 1 , 1/P 2 , · · · .
Let x(n) and y(n), n ∈ Z be two real-valued discretetime ACS processes with a second-order cross-correlation function r xy (n; l) = E{x(n + )y(n)} ∼ 
where A xy = {α ∈ R : r α xy (l) = 0} is a countable set. If the set A xy contains at least one nonzero element, then x(n) and y(n) are said to be jointly ACS.
Two main representations are commonly used to analyze the cyclostationary signals as described in [33] and [38] 
B. ESTIMATION OF CYCLOSTATIONARY CORRELATION FUNCTIONS
The cyclostationary correlation functions defined in (40b), (41b), and (42b) involve ideal ensemble averages which require reliable estimation. In practice, for stationary processes, the time-averaged correlation converges to the ensemble-averaged result if the averaging length is long enough. For cyclostationary processes, the time-variant correlations are expressed in terms of a set of time-invariant cyclic correlations. Each time-invariant cyclic correlation can be viewed as a valid correlation function for a stationary process [38] . Hence, the cyclic correlations and, accordingly, the time-variant ACS correlations can be estimated using 
where x k [n] = x[n]e j2π α k n . We observe from (45) that the LPTV system performs LTI filtering of frequency-shifted versions of x [n] . Therefore, the FRESH filters can be modeled as an LTI filter-bank applied to the frequency-shifted versions of the input signal [34] . Fig. 36 shows a block diagram of FRESH filtering.
D. CYCLOSTATIONARITY OF THE OFDM SIGNAL
Due to the presence of a cyclic prefix, the transmitted OFDM signal is a cyclostationary random process with auto-correlation function derived in [39] to be 
Since the auto-correlation is a function of p and not of n, the OFDM signal is a cyclostationary random process with a period of N B .The cyclic auto-correlation function for a generic OFDM signal is shown in Fig. 37a . However, in our case of NB-PLC baseband transmission and binary phase shift keying (BPSK) modulation, the data is real and symmetric in the frequency domain which also leads to a symmetry in the time domain. This symmetry affects the cyclic autocorrelation function of the OFDM signal as shown in Fig. 37b . 
