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a b s t r a c t
We consider the single vehicle scheduling problem in which the customers are located
at the vertices of a tree or a cycle, and have release and service time requirements. The
objective is to minimize the makespan. In the tour-version the makespan means the time
when the vehicle returns to its initial location after serving all customers. While in the
path-version the makespan refers to the maximum completion time of all customers. For
the problem on a tree, we present a 9/5-approximation algorithm for the tour-version
and a 27/14-approximation algorithm for the path-version. For the problem on a cycle,
we present 12/7-approximation algorithms for both versions.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
We consider the following single vehicle scheduling problem (VSP). Given a network with at most one customer at each
vertex, a single vehicle initially waiting at some vertex has to serve all the customers. Each customer has a release time
before which it cannot be served, and a service timewhich the vehicle has to spend in serving the customer. The vehicle also
needs some time to travel between any two vertices. The completion time of a customermeans the time bywhich it has been
served completely, while the completion time of the vehicle is defined as the time by which it has served all the customers
and returned to its initial location. The objective is to find a schedule with the minimum makespan. We distinguish two
versions. In the first one, which is known as tour-version, the makespan means the completion time of the vehicle. In the
other version, which is referred to as path-version, the makespan is defined as the maximum completion time of all the
customers. For convenience, when the given network is restricted to a line (resp., tree, cycle), we denote the single vehicle
scheduling problem by L-VSP (resp., T-VSP, C-VSP). When the service time of each customer is zero, VSP is known as vehicle
routing problem (VRP) in some papers. We denote VRP on a line, tree and cycle by L-VRP, T-VRP and C-VRP, respectively.
VSP plays an important role in themodelling ofmanypractical problems. For example, in a flexiblemanufacturing system,
themachines are located at different sites of aworkshop, and amobile robot travels between themachines to transport tools
or deliver materials according to the requirements of the machines. Thus, the scheduling of the robot can be modelled as a
VSP. The other scenes where VSP arises have been described in Psaraftis et al. [10], to schedule a ship to pick up the cargoes
located at the ports along a shoreline, and in Tsitsiklis [11], to schedule a truck to deliver goods to customers along a highway,
and so on.
It has been shown in Tsitsiklis [11] that both the tour-version and the path-version of L-VSP are ordinarily NP-hard.
However, Psaraftis et al. [10] proved that both versions of L-VRP can be solved in polynomial time. Karuno et al. [8] presented
a 3/2-approximation algorithm for the tour-version of L-VSP in which the initial location of the vehicle is an endpoint of the
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line, and Gaur et al. [4] gave a 5/3-approximation algorithm for the counterpart in which the initial location of the vehicle
is arbitrary. Later, Bhattacharya et al. [2] and Yu and Liu [13] gave 3/2-approximation algorithms for the tour-version and
5/3-approximation algorithms for the path-version, without restriction on the initial location of the vehicle. For the multi-
vehicle case, Yu and Liu [12] showed that both the tour-version and the path-version of L-VRP can be solved in polynomial
time, and Karuno andNagamochi [5,6] presented approximation algorithms for the path-version of L-VSP inwhich the initial
locations of the vehicles can be selected arbitrarily.
Nagamochi et al. [9] showed that both the tour-version and the path-version of C-VRP can be solved in polynomial time.
Bhattacharya et al. [2] presented a 9/5-approximation algorithm for the tour-version of C-VSP.
Karuno et al. [7] proved that both the tour-version and the path-version of T-VRP (and hence T-VSP) are ordinarily
NP-hard. Nagamochi et al. [9] ulteriorly proved they are strongly NP-hard. For the tour-version of T-VSP, Karuno et al.
[7] gave a 2-approximation algorithm, and Bhattacharya et al. [2] recently introduced an improved 11/6-approximation
algorithm. Augustine and Seiden [1] presented polynomial time approximation schemes for both versions of VSP on a tree
with a constant number of leaves, and Bhattacharya and Hu [3] presented approximation algorithms for multi-vehicle cases
of VSP on a tree or a general network.
In this paper, we provide some improved approximation algorithms for VSP on a tree or cycle. More precisely, for T-VSP,
we obtain a 9/5-approximation algorithm for the tour-version and a 27/14-approximation algorithm for the path-version.
For C-VSP, we present approximation algorithms for the tour-version and the path-versionwith the same performance ratio
12/7. Our algorithms are only available for the path-versions, and improve the previous best results in Bhattacharya et al. [2]
for the tour-versions.
The remainder of this paper is organized as follows. In Section 2, we formally describe the single vehicle scheduling
problems and give some notations. In Section 3, we present the approximation algorithms for both versions of T-VSP and
analyse their performance ratios. For C-VSP, the related algorithms and analysis are shown in Section 4. Finallywe give some
concluding remarks in Section 5.
2. Problem formulation and notations
The single vehicle scheduling problem is formulated as follows. Let V = {1, 2, . . . , n} be a set of n vertices, and
G = (V ∪ {0}, E) a network with the vertex set V ∪ {0} and the edge set E. There is exactly one customer i at each vertex
i ∈ V . Note that we do not distinguish between the vertices and customers. There is a single vehicle, which has to serve all
the customers, initially located at vertex 0. Each customer i has a release time ri and a service time pi, i.e., the vehicle needs
to take pi time units to serve customer i after time ri. For each edge (j, k) ∈ E, the vehicle needs to take tj,k time units to
traverse it, nomatter from vertex j to vertex k or in the opposite direction. All tj,ks satisfy the triangle inequality. If (j, k) ∉ E,
we define tj,k as the travel time along the shortest path between vertices j and k.
Due to themakespan criterion, we can assume that the vehicle always travels towards the next customer to be served, or
waits at some customer to serve it. Then, a feasible schedule for VSP can be described by a sequence in serving the customers.
Given a schedule S, we let Ci(S) be the completion time of customer i, and Cmax(S) its makespan. Then, Cmax(S) = Cl(S)+ tl,0
in the tour-version, where Cl(S) = max1≤i≤n Ci(S), while Cmax(S) = Cl(S) in the path-version.
We now introduce some notations used in the paper. Let
tmax = max1≤i≤n t0,i, L =(i,j)∈E ti,j,
rmax = max1≤i≤n ri, P =ni=1 pi,
and for 0 ≤ t ≤ rmax,
V (t) = {i ∈ V | ri ≥ t}, P(t) =i∈V (t) pi,
V ′(t) = {i ∈ V | ri > t}, P ′(t) =i∈V ′(t) pi.
Note that P(t) and P ′(t) are decreasing piecewise constant functions of t , and they differ only at t = ri (i = 1, 2, . . . , n).
For 0 ≤ t ≤ rmax, let v(t) and v′(t) denote the farthest vertices from vertex 0 in V (t) and V ′(t), respectively. Also, we
define
θ (θ1, θ2) : the shortest travelling tour over V ∪ {0} (θ1 and θ2 are two specified shortest tours and will be explained
further when used);
δ0 (δ0(t), δ′0(t)) : the shortest travelling path over V ∪ {0} (resp., V (t) ∪ {0}, V ′(t) ∪ {0}) starting from vertex 0;
δ(t), δ′(t) : the shortest travelling paths over V (t) and V ′(t).
For δ0, δ0(t) and δ′0(t), we denote their endpoints except vertex 0 by vδ0 , vδ0(t) and vδ′0(t), respectively. For δ(t) and δ
′(t),
let v1δ(t), v
2
δ(t) and v
1
δ′(t), v
2
δ′(t) denote their endpoints. Without loss of generality, we suppose that t0,v1δ(t) ≥ t0,v2δ(t) and
t0,v1
δ′(t)
≥ t0,v2
δ′(t)
. Also, we use θ , θ1, θ2, δ0, δ0(t), δ′0(t), δ(t) and δ′(t) to denote the lengths of themselves.
When G = (V ∪ {0}, E) is a tree, for any subset U of V ∪ {0}, we define the spanning subtree on U as the smallest subtree
of G containing the vertices in U , and for 0 ≤ t ≤ rmax, we let T (t), T ′(t), Tˆ (t) and Tˆ ′(t) denote the spanning subtrees on the
vertex sets V (t), V ′(t), V (t) ∪ {0} and V ′(t) ∪ {0}, respectively, as well as their lengths.
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3. VSP on a Tree (T-VSP)
In this section we consider T-VSP. A 9/5-approximation algorithm for the tour-version and a 27/14-approximation
algorithm for the path-version are presented in Sections 3.1 and 3.2, respectively.
3.1. Tour-version of T-VSP
Bhattacharya et al. [2] presented a 11/6-approximation algorithm for the tour-version of T-VSP, which first generates
several different candidate schedules and then takes the best one as the approximate solution. Our algorithm follows
Bhattacharya et al.’s algorithm with a modification to one candidate, but more important, we consider T-VRP instead of
T-VSP. The following lemma allows us to do such.
Lemma 3.1. For the tour-version, if T-VRP has an r-approximation algorithm, then T-VSP has.
Proof. Given an instance I of T-VSP on the tree (V ∪ {0}, E), we create an instance I′ of T-VRP as follows. For each vertex
i ∈ V , we introduce a new vertex i′ such that i′ is only adjacent to i. Observe that the new network (V ′ ∪ {0}, E ′) with
V ′ = V ∪ni=1 {i′} and E ′ = E ∪ni=1 (i, i′) is still a tree. For customer i′, its release time ri′ = ri + pi/2. The travel time ti,i′
between i and i′ is pi/2. Then, I′ is a VRP on (V ′ ∪ {0}, E ′).
Consider a schedule S ′ for I′. Since i′ is only adjacent to i in (V ′ ∪ {0}, E ′) and ti,i′ = pi/2, the vehicle must be travelling
along the edge (i, i′) orwaiting at vertex i′ from time Ci′(S ′)−pi/2 to Ci′(S ′)+pi/2 in S ′. Note that Ci′(S ′)−pi/2 ≥ ri′−pi/2 =
ri. We construct a schedule S for I by letting customer i be served from time Ci′(S ′) − pi/2 to Ci′(S ′) + pi/2. It holds that
Cmax(S) ≤ Cmax(S ′). In addition, it is easy to see that the optimal makespan of I′ and I is equal. Thus, an r-approximation
algorithm for T-VRP implies one for T-VSP. 
The following lemma gives several lower bounds on the optimal makespan of the tour-version of T-VRP.
Lemma 3.2. Let CT−tourmax be the optimal makespan for the tour-version of T-VRP. Then, it holds that
(i) CT−tourmax ≥ 2L;
(ii) CT−tourmax ≥ ri + t0,i for any i ∈ V ;
(iii) CT−tourmax ≥ t + 2Tˆ (t)− t0,v(t) for any 0 ≤ t ≤ rmax.
Proof. See Lemma 2 in Bhattacharya et al. [2]. 
Now we present an algorithm for the tour-version of T-VRP, which is a modification to Bhattacharya et al.’s algorithm.
Algorithm Tour-T-VRP
Step 1. Find a depth-first tour θ1 in which v(0) is adjacent to vertex 0. Construct a schedule S1 such that the vehicle serves
all the customers along θ1 and v(0) is served first.
Step 2. Let xmid denote the middle point of θ1. Construct a schedule S2 such that the vehicle first waits at vertex 0 for L time
units and then travels along θ1 to serve the customers in V \ V ′(L) until it arrives at xmid, and then travels to vertex
0 to serve the remaining customers along a shortest travelling path.
Step 3. Construct a schedule S3 similar to S2, but the vehicle travels along the reverse of θ1 from time L to the time when the
vehicle arrives at xmid.
Step 4. Choose the best one among S1, S2 and S3 as the approximate solution.
Note that any depth-first tour is optimal for travelling a tree, and its length is 2L. Moreover, for any i ∈ V , we can find a
depth-first tour such that vertex 0 is adjacent to vertex i. In what follows, we prove several upper bounds on the makespan
of S1, S2 and S3.
Lemma 3.3. Cmax(S1) ≤ 2CT−tourmax − 2tmax.
Proof. If the vehicle does not wait at any customer in S1, then we have
Cmax(S1) = 2L ≤ CT−tourmax ≤ 2CT−tourmax − 2tmax.
If the vehicle waits at some customers, we let k denote the last customer where the vehicle waits, which implies that the
vehicle does not wait after the release of customer k. Since v(0) is served first in S1, the vehicle travels at least t0,v(0)+ tv(0),k
time units before arriving at customer k, and at most 2L − t0,v(0) − tv(0),k time units to return to vertex 0 from customer k.
Thus, we have
Cmax(S1) ≤ rk + 2L− t0,v(0) − tv(0),k
≤ rk + t0,k + 2L− 2t0,v(0) ≤ 2CT−tourmax − 2tmax,
where the second inequality is due to the triangle inequality t0,k + tv(0),k ≥ t0,v(0), and the last inequality follows from
t0,v(0) = tmax and Lemma 3.2. 
4 X. Bao, Z. Liu / Theoretical Computer Science 434 (2012) 1–10
Lemma 3.4. The shorter total travel time of S2 and S3 is no more than 2L+ Tˆ ′(L).
Proof. See Lemma 4 in Bhattacharya et al. [2]. 
Lemma 3.5. min{Cmax(S2), Cmax(S3)} ≤ 7/4CT−tourmax + tmax/2.
Proof. Without loss of generality, we suppose that S2 has the total travel time smaller than S3. Consider schedule S2. Since
the vehicle starts out from vertex 0 after waiting for L time units, it does not wait at any customer in V \ V ′(L).
If the vehicle still does not wait when serving the customers in V ′(L), by Lemma 3.4, we have
Cmax(S2) ≤ L+ 2L+ Tˆ ′(L)
≤ 3L+ 12 (CT−tourmax − L+ t0,v(L)) ≤ 74CT−tourmax + 12 tmax,
where the second inequality follows from Lemma 3.2 (iii), and the last inequality follows from Lemma 3.2 (i).
If the vehicle waits at some customers in V ′(L), we let k denote the last customer where it waits. Before arriving at
customer k, the vehicle travels at least L time units. Thus,
Cmax(S2) ≤ rk + 2L+ Tˆ ′(L)− L
≤ CT−tourmax + L+ 12 (CT−tourmax − L+ t0,v(L)) ≤ 74CT−tourmax + 12 tmax. 
Combining Lemmas 3.3 and 3.5, we obtain the following theorem.
Theorem 3.1. The performance ratio of Algorithm Tour-T-VRP is at most 9/5.
Proof. If tmax ≥ 110CT−tourmax , by Lemma 3.3, we have
Cmax(S1) ≤ 2CT−tourmax − 2tmax ≤ 95CT−tourmax .
If tmax < 110C
T−tour
max , by Lemma 3.5, we have
min{Cmax(S2), Cmax(S3)} ≤ 74CT−tourmax + 12 tmax
≤  74 + 12 · 110  CT−tourmax = 95CT−tourmax .
This completes the proof. 
By Lemma 3.1 and Theorem 3.1, we obtain the main result of this subsection.
Theorem 3.2. The tour-version of T-VSP has a 9/5-approximation algorithm.
3.2. Path-version of T-VSP
In this subsection, we turn to the path-version of T-VSP. Recall the definitions of δ(t), δ′(t), T (t) and T ′(t) in Section 2.
Further, let τ(t) be the longest path in the tree T (t). It is easy to prove that δ(t) goes through each edge in T (t) \ τ(t) twice
and each edge in τ(t) exactly once.
Lemma 3.6. Let CT−pathmax be the optimal makespan for the path-version of T-VSP. Then it holds that
(i) CT−pathmax ≥ 2L+ P − tmax;
(ii) CT−pathmax ≥ ri + pi for any i ∈ V ;
(iii) CT−pathmax ≥ t + δ(t)+ P(t) for any 0 ≤ t ≤ rmax.
Proof. (i) and (ii) are obvious. The vehicle has to serve the customers in V (t) after time t , which takes P(t) time units. In
addition, it takes at least δ(t) time units for the vehicle to travel between the customers. Thus, (iii) holds. 
In the following, we present an approximation algorithm for the path-version of T-VSP, and prove its performance ratio
is 27/14.
Algorithm Path-T-VSP
Step 1. Find t∗1 (0 ≤ t∗1 ≤ rmax) such that P ′(t∗1 ) ≤ t∗1 ≤ P(t∗1 ). Partition the customers into V \ V ′(t∗1 ) and V ′(t∗1 ). Find the
path δ′(t∗1 ) and the depth-first tour θ2 in which v
1
δ′(t∗1 )
is adjacent to vertex 0. Construct a schedule S1 in which the
vehicle travels along θ2 from time t∗1 to serve the customers in V \ V ′(t∗1 ), and turns to δ′(t∗1 ) at v1δ′(t∗1 ) to serve the
customers in V ′(t∗1 ).
Step 2. Construct S2 and S3 as in Algorithm Tour-T-VRP except that L is replaced by L+ P − tmax.
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Fig. 1. The tree T (t1) (the horizontal path from v1δ(t1) to v
2
δ(t1)
is τ(t1)).
Step 3. Letω0,v(0) denote the unique path between the vertices 0 and v(0) in the tree G. Note that v(0) is the farthest vertex
from vertex 0. Without loss of generality, we suppose that ω0,v(0) goes throughm+ 2 vertices 0, 1, . . . ,m,m+ 1 =
v(0). Deleting the edges of ω0,v(0) from G, we can obtainm+ 2 subtrees. Let T i (0 ≤ i ≤ m+ 1) denote the subtree
connected with i, and V i the vertex set of T i. Solve the auxiliary L-VRP on the path ω0,v(0), where the release time
of vertex i is redefined as max{rj |j ∈ V i} (0 ≤ i ≤ m + 1), by the dynamic programming algorithm of Psaraftis
et al. [10]. This produces the service order of V is. Then, serving the customers in each V i in an arbitrary depth-first
order, we obtain a schedule S4.
Step 4. Choose the best one among S1, S2, S3 and S4 as the approximate solution.
The following lemma establishes a useful monotonicity property.
Lemma 3.7. For any time t1 and t2 with 0 ≤ t1 < t2 ≤ rmax, it holds that
δ(t1)− tv1
δ(t1)
,v2
δ(t1)
≥ δ′(t1)− tv1
δ′(t1),v
2
δ′(t1)
≥ δ(t2)− tv1
δ(t2)
,v2
δ(t2)
≥ δ′(t2)− tv1
δ′(t2),v
2
δ′(t2)
.
Proof. The inequalities are similar, and we only prove the first one.
Note that τ(t1) and δ(t1) have common endpoints v1δ(t1) and v
2
δ(t1)
. Let vA (resp., vB) be the vertex closest to v1δ(t1) (resp.,
v2δ(t1)) on τ(t1) such that there is at least a vertex of V
′(t1) on T vA (resp., T vB ), where T vA and T vB are the subtrees of G
connected with vA and vB after deleting the edges of τ(t1) (see Fig. 1). If neither vA nor vB exists, then T ′(t1) is empty, which
implies δ′(t1) = tv1
δ′(t1),v
2
δ′(t1)
= 0, and the conclusion holds obviously. Otherwise, since v1
δ′(t1) and v
2
δ′(t1) are two endpoints
of the longest path in T ′(t1), we have
tv1
δ′(t1),v
2
δ′(t1)
≥ tvA,vB .
As the edges on the paths from v1δ(t1) to vA and from v
2
δ(t1)
to vB (represented by thick lines in Fig. 1) belong to T (t1) \ T ′(t1),
and T ′(t1) is a subtree of T (t1), we have
δ(t1)−

tv1
δ(t1)
,vA
+ tv2
δ(t1)
,vB

≥ δ′(t1).
Thus,
δ(t1)− tv1
δ(t1)
,v2
δ(t1)
= δ(t1)−

tv1
δ(t1)
,vA
+ tv2
δ(t1)
,vB

− tvA,vB
≥ δ′(t1)− tvA,vB
≥ δ′(t1)− tv1
δ′(t1),v
2
δ′(t1)
. 
The following three lemmas establish some upper bounds on the makespan of S1, S2, S3 and S4.
Lemma 3.8. Cmax(S1) ≤ 32CT−pathmax + L.
Proof. According to S1, the vehicle does not wait at any customer in V \ V ′(t∗1 ) after time t∗1 . If the vehicle does not wait at
any customer in V ′(t∗1 ), we have
Cmax(S1) ≤ t∗1 + P + 2L− t0,v1
δ′(t∗1 )
+ δ′(t∗1 )
≤ CT−pathmax + tmax + t∗1 + δ′(t∗1 )− t0,v1
δ′(t∗1 )
≤ 32CT−pathmax + tmax + 12δ′(t∗1 )− 12 tv1
δ′(t∗1 )
,v2
δ′(t∗1 )
≤ 32CT−pathmax + L,
where the second inequality follows from Lemma 3.6 (i), the third inequality follows from Lemma 3.6 (iii), i.e.,
CT−pathmax ≥ t∗1 + δ(t∗1 )+ P(t∗1 ) ≥ 2t∗1 + δ′(t∗1 ),
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and the assumption t0,v1
δ′(t∗1 )
≥ t0,v2
δ′(t∗1 )
, which implies
t0,v1
δ′(t∗1 )
≥ 1
2

t0,v1
δ′(t∗1 )
+ t0,v2
δ′(t∗1 )

≥ 1
2
tv1
δ′(t∗1 )
,v2
δ′(t∗1 )
,
and the last inequality follows from Lemma 3.7, i.e.,
δ′(t∗1 )− tv1
δ′(t∗1 )
,v2
δ′(t∗1 )
≤ δ(0)− tv1
δ(0),v
2
δ(0)
≤ 2L− 2tmax.
If the vehicle waits at some customer in V ′(t∗1 ), let k be the last customer where the vehicle waits. We have
Cmax(S1) ≤ rk + δ′(t∗1 )− tv1
δ′(t∗1 )
,k + P ′(t∗1 )
≤ CT−pathmax + δ′(t∗1 )− t0,v1
δ′(t∗1 )
+ tmax + P ′(t∗1 )
≤ 32CT−pathmax + 12δ′(t∗1 )+ tmax − 12 tv1
δ′(t∗1 )
,v2
δ′(t∗1 )
≤ 32CT−pathmax + L,
where the third inequality follows from Lemma 3.6 (iii), i.e.,
CT−pathmax ≥ t∗1 + δ(t∗1 )+ P(t∗1 ) ≥ 2P ′(t∗1 )+ δ′(t∗1 ). 
For convenience, we denote t∗2 = L+ P − tmax. As in Lemma 3.4, it is easy to show that the shorter total travel time of S2
and S3 is no more than 2L+ Tˆ ′(t∗2 ).
Lemma 3.9. min{Cmax(S2), Cmax(S3)} ≤ 2CT−pathmax − 12 L+ 2tmax.
Proof. Without loss of generality, suppose that S2 has the total travel time smaller than S3. Thenwe consider S2. If the vehicle
does not wait at any customer, we have
Cmax(S2) ≤ t∗2 + 2L+ Tˆ ′(t∗2 )+ P
≤ t∗2 + 2L+ 12δ′(t∗2 )+ tmax + P
≤ 12CT−pathmax + 12 t∗2 + 2L+ tmax + P
= 12CT−pathmax + 52 L+ 32P + 12 tmax ≤ 2CT−pathmax − 12 L+ 2tmax,
where the second inequality holds because
2Tˆ ′(t∗2 ) ≤ δ′(t∗2 )+ 2tmax,
the third inequality follows from Lemma 3.6 (iii), and the last inequality follows from Lemma 3.6 (i).
If the vehicle waits at some customer, we let k be the last customer where the vehicle waits. Then we have
Cmax(S2) ≤ rk + L+ Tˆ ′(t∗2 )+ P
≤ CT−pathmax + L+ 12δ′(t∗2 )+ tmax + P
≤ 32CT−pathmax + 12 L+ 12P + 32 tmax ≤ 2CT−pathmax − 12 L+ 2tmax. 
Lemma 3.10. Cmax(S4) ≤ 2CT−pathmax − tmax.
Proof. Compared with the optimal solution of the auxiliary L-VRP, as an approximate solution to T-VSP, S4 increases in
makespan atmost 2(L−tmax)+P time units for travelling the subtrees T 0, T 1, . . . , Tm+1 and serving all customers.Moreover,
the optimal makespan of L-VRP is a lower bound on CT−pathmax . Thus, we have
Cmax(S4) ≤ CT−pathmax + 2(L− tmax)+ P ≤ 2CT−pathmax − tmax. 
Following Lemmas 3.8–3.10, we obtain the desired theorem.
Theorem 3.3. The performance ratio of Algorithm Path-T-VSP is at most 27/14.
Proof. If L ≤ 37CT−pathmax , then by Lemma 3.8, we have
Cmax(S1) ≤ 32C
T−path
max + L ≤
27
14
CT−pathmax .
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If L > 37C
T−path
max and tmax ≤ 114CT−pathmax , then by Lemma 3.9, we have
min{Cmax(S2), Cmax(S3)} ≤ 2CT−pathmax − 12 L+ 2tmax
≤ 2− 12 · 37 + 2 · 114  CT−pathmax = 2714CT−pathmax .
If tmax > 114C
T−path
max , by Lemma 3.10, we have
Cmax(S4) ≤ 2CT−pathmax − tmax ≤
27
14
CT−pathmax .
This completes the proof. 
4. VSP on a Cycle (C-VSP)
In this sectionwe focus on C-VSP. LetG = (V∪{0}, E) be a cycle, where the vertices in V∪{0} are labelled as 0, 1, 2, . . . , n
in the counterclockwise order. We consider the tour-version and path-version in Sections 4.1 and 4.2, respectively.
4.1. Tour-version of C-VSP
Recall the definitions of L, θ , δ0(t) and δ′0(t) in Section 2. Since G is a cycle, if there is an edge (j, k) ∈ E such that tj,k > 12 L,
then θ goes through each edge in E \ {(j, k)} twice and not through (j, k), otherwise it goes through each edge in E exactly
once. Suppose that V (t) = {i1, i2, . . . , ik} with i1 < i2 < · · · < ik, and i0 = ik+1 = 0. Then δ0(t) is the shortest one among
the following 2k paths:
(i) for 0 ≤ j ≤ k− 1, the paths first from i0 to ij in the counterclockwise direction, and then from ij to ij+1 in the clockwise
direction;
(ii) for 2 ≤ j ≤ k+ 1, the paths first from i0 to ij in the clockwise direction, and then from ij to ij−1 in the counterclockwise
direction.
Lemma 4.1. Let CC−tourmax be the optimal makespan for the tour-version of C-VSP. Then it holds that
(i) CC−tourmax ≥ θ + P;
(ii) CC−tourmax ≥ ri + pi + t0,i for any i ∈ V ;
(iii) CC−tourmax ≥ t + δ0(t)+ P(t) for any 0 ≤ t ≤ rmax.
Proof. Similar to that of Lemma 3.6. 
Bhattacharya et al. [2] gave a 9/5-approximation algorithm for the tour-version of C-VSP. Here we present an improved
12/7-approximation algorithm.
Algorithm Tour-C-VSP(α)
Step 1. Solve the corresponding C-VRP by the dynamic programming algorithm of Nagamochi et al. [9] to generate a
schedule S1.
Step 2. Find t∗3 (0 ≤ t∗3 ≤ rmax) such that
P ′(t∗3 )+ δ′0(t∗3 ) ≤ αt∗3 ≤ P(t∗3 )+ δ0(t∗3 ),
where α > 0 is a parameter. Partition the customers into V \V ′(t∗3 ) and V ′(t∗3 ). Construct a schedule S2 in which the
vehicle first waits at vertex 0 for t∗3 time units, and then travels along θ to serve all the customers in V \ V ′(t∗3 ), and
then goes to vδ′0(t∗3 ) and travels along δ
′
0(t
∗
3 ) to serve the customers in V
′(t∗3 ).
Step 3. Choose the better one of S1 and S2 as the approximate solution.
In the following two lemmas, several upper bounds on the makespan of S1 and S2 are established.
Lemma 4.2. Cmax(S1) ≤ CC−tourmax + P.
Proof. As an approximate solution to C-VSP, S1 increases at most P time units in makespan than as the optimal solution to
C-VRP. The optimal makespan of C-VRP is a lower bound on CC−tourmax . Thus, the conclusion holds. 
Lemma 4.3. Cmax(S2) ≤ max{( 52 + 11+α )CC−tourmax − 32P, (1+ α1+α )CC−tourmax }.
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Proof. The vehicle does not wait at any customer in V \ V ′(t∗3 ) since it starts out from vertex 0 at time t∗3 . If the vehicle does
not wait at any customer in V ′(t∗3 ), we have
Cmax(S2) ≤ t∗3 + θ + t0,vδ′0(t∗3 ) + δ
′
0(t
∗
3 )+ P
≤ CC−tourmax + t∗3 + 32θ ≤
 5
2 + 11+α

CC−tourmax − 32P,
where the second inequality follows from Lemma 4.1 (i), δ′0(t
∗
3 ) ≤ θ and t0,vδ′0(t∗3 ) ≤
1
2θ, and the last inequality follows from
Lemma 4.1 (iii), i.e.,
CC−tourmax ≥ t∗3 + δ0(t∗3 )+ P(t∗3 ) ≥ (1+ α)t∗3 .
If the vehicle waits at some customer in V ′(t∗3 ), then let k be the last customer where the vehicle waits. We have
Cmax(S2) ≤ rk + δ′0(t∗3 )+ P ′(t∗3 ) ≤

1+ α1+α

CC−tourmax ,
where the last inequality follows from Lemma 4.1 (ii), (iii) and
CC−tourmax ≥ t∗3 + δ0(t∗3 )+ P(t∗3 ) ≥

1+ 1
α

(δ′0(t
∗
3 )+ P ′(t∗3 )). 
Using Lemmas 4.2 and 4.3, we obtain the following theorem.
Theorem 4.1. For α > 0, Algorithm Tour-C-VSP(α) is an r-approximation algorithm for the tour-version of C-VSP, where
r = max

12
7
,
10
7
+ 1
1+ α , 1+
α
1+ α

.
Particularly, the performance ratio of Algorithm Tour-C-VSP(α) is at most 12/7 if we set α = 5/2.
Proof. If P ≤ 57CC−tourmax , then by Lemma 4.2, we have
Cmax(S1) ≤ CC−tourmax + P ≤
12
7
CC−tourmax .
If P > 57C
C−path
max , by Lemma 4.3, we have
Cmax(S2) ≤ max
 5
2 + 11+α

CC−tourmax − 32P,

1+ α1+α

CC−tourmax

≤ max  52 + 11+α − 32 · 57  CC−tourmax , 1+ α1+α  CC−tourmax 
= max  107 + 11+α , 1+ α1+α  CC−tourmax .
This completes the proof. 
4.2. Path-version of C-VSP
In this subsection we present a 12/7-approximation algorithm for the path-version of C-VSP. Recall the definitions of δ0,
δ(t) and δ′(t) in Section 2.
Lemma 4.4. Let CC−pathmax be the optimal makespan for the path-version of C-VSP. Then it holds that
(i) CC−pathmax ≥ δ0 + P;
(ii) CC−pathmax ≥ ri + pi for any i ∈ V ;
(iii) CC−pathmax ≥ t + δ(t)+ P(t) for any 0 ≤ t ≤ rmax.
Proof. Similar to that of Lemma 3.6. 
Algorithm Path-C-VSP(β)
Step 1. Solve the corresponding C-VRP by the dynamic programming algorithm of Nagamochi et al. [9] to generate a
schedule S1.
Step 2. Find t∗4 (0 ≤ t∗4 ≤ rmax) such that
P ′(t∗4 )+ δ′(t∗4 ) ≤ βt∗4 ≤ P(t∗4 )+ δ(t∗4 ),
where β > 0 is a parameter. Partition the customers into V \ V ′(t∗4 ) and V ′(t∗4 ). Construct a schedule S2 in which
the vehicle first waits at vertex 0 until time t∗4 , and then travels along δ0 to serve all the customers in V \ V ′(t∗4 ), and
then goes to v1
δ′(t∗4 )
or v2
δ′(t∗4 )
, depending on which is nearer to vδ0 (say v
1
δ′(t∗4 )
), and travels along δ′(t∗4 ) to serve the
customers in V ′(t∗4 ).
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Step 3. Choose the better one of S1 and S2 as the approximate solution.
In the following two lemmas, we establish some upper bounds on the makespan of S1 and S2.
Lemma 4.5. Cmax(S1) ≤ CC−pathmax + P.
Proof. Similar to that of Lemma 4.2. 
Lemma 4.6. Cmax(S2) ≤ max{( 52 + 11+β )CC−pathmax − 32P, (1+ β1+β )CC−pathmax }.
Proof. Since the vehicle starts out from vertex 0 at time t∗4 , it does not wait at any customer in V \ V ′(t∗4 ). If the vehicle also
does not wait at any customer in V ′(t∗4 ), we have
Cmax(S2) ≤ t∗4 + δ0 + tvδ0 ,v1δ′(t∗4 )
+ δ′(t∗4 )+ P
≤ CC−pathmax + t∗4 + tvδ0 ,v1δ′(t∗4 )
+ δ′(t∗4 )
≤

CC−pathmax + t∗4 + δ0, if δ′(t∗4 ) is a segment of δ0
CC−pathmax + t∗4 + 32δ′(t∗4 ), otherwise
≤ CC−pathmax + t∗4 + 32δ0
≤

5
2 + 11+β

CC−pathmax − 32P,
where the second inequality follows from Lemma 4.4 (i) and the last inequality follows from Lemma 4.4 (iii), i.e.,
CC−pathmax ≥ t∗4 + δ(t∗4 )+ P(t∗4 ) ≥ (1+ β)t∗4 .
If the vehicle waits at some customer in V ′(t∗4 ), then let k be the last customer where the vehicle waits. We have
Cmax(S2) ≤ rk + δ′(t∗4 )+ P ′(t∗4 ) ≤

1+ β1+β

CC−pathmax ,
where the last inequality follows from Lemma 4.4 (ii), (iii) and
CC−pathmax ≥ t∗4 + δ(t∗4 )+ P(t∗4 ) ≥

1+ 1
β

(δ′(t∗4 )+ P ′(t∗4 )). 
By Lemmas 4.5 and 4.6, we obtain the desired theorem.
Theorem 4.2. For β > 0, Algorithm Path-C-VSP(β) is an r-approximation algorithm for the path-version of C-VSP, where
r = max

12
7
,
10
7
+ 1
1+ β , 1+
β
1+ β

.
Moreover, the best possible choice of β is 5/2 and yields a performance ratio of 12/7.
Proof. Similar to that of Theorem 4.1. 
5. Conclusions
In this paper we consider the single vehicle scheduling problems with release and service times on a tree or cycle. For
the problem on a tree (T-VSP), we present a 9/5-approximation algorithm for the tour-version and a 27/14-approximation
algorithm for thepath-version. For both the tour-version andpath-version of theproblemona cycle (C-VSP),weobtain 12/7-
approximation algorithms. Our algorithms for the tour-versions improve the previous best results in the literature, and the
algorithms for the path-versions are only available. However, whether the approximation bounds for all these algorithms
are tight is still open. Another obvious direction for further research is to consider the general network. Nagamochi et al. [9]
have given a trivial 5/2-approximation algorithm for VSP on a general network. Thus finding approximation algorithmswith
performance ratio better than 5/2 can be interesting.
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