Existence and Regularity for a Class of Nonlinear Hyperbolic Boundary Value Problems  by Hokkanen, V.-M. & Moroşanu, Gh.
Journal of Mathematical Analysis and Applications 266, 432–450 (2002)
doi:10.1006/jmaa.2001.7757, available online at http://www.idealibrary.com on
Existence and Regularity for a Class of Nonlinear
Hyperbolic Boundary Value Problems1
V.-M. Hokkanen
University of Jyva¨skyla¨, Department of Mathematics and Statistics,
PL 35, FIN-40351 Jyva¨skyla¨, Finland
E-mail: vmho@cc.jyu.ﬁ
and
Gh. Moros¸anu
“Al. I. Cuza” University, Faculty of Mathematics, B-dul Carol I,
11, RO-6600 Ias¸i, Romania
E-mail: gmoro@uaic.ro
Submitted by Jerome Goldstein
Received May 8, 2000
The regularity of the solution of the telegraph system with nonlinear monotone
boundary conditions is investigated by two methods. The ﬁrst one is based on
D’Alembert-type representation formulae for the solution. In the second method
the telegraph system is reduced to a linear Cauchy problem with a locally
Lipschitzian functional perturbation; then regularity results are established by
appealing to the theory of linear semigroups.  2002 Elsevier Science (USA)
Key Words: telegraph system; nonlinear boundary conditions; higher regularity;
D’Alembert formulae; semigroup approach.
1 This research has been partially supported by the Academy of Finland and the Romanian
Academy. The authors are indebted to Professor S. Aizicovici (Ohio University, Athens) for
his numerous comments and advice.
432
0022-247X/02 $35.00
 2002 Elsevier Science (USA)
All rights reserved.
regularity for nonlinear hyperbolic bvps 433
1. INTRODUCTION
Let T > 0DT =0 T ×0 1 and denote ∂u/∂x = ux ∂u/∂t = ut , etc.
We study the following boundary value problem (BVP):
utt x + vxt x + Rut x = f1t x for t x ∈ DT
vtt x + uxt x +Gvt x = f2t x for t x ∈ DT
S
−ut 0 ut 1 ∈ βvt 0 vt 1 for 0 < t < T BC
u0 x = u0x v0 x = v0x for 0 < x < 1 IC
where RG ∈ R β ⊂ R2 × R2 is a maximal monotone operator;
u0 v0 0 1 → R; and f1 f2 0 T  × 0 1 → R. Clearly, (S) is the
well-known telegraph system, and (BC) includes as particular cases vari-
ous classical boundary conditions [5, Chap. III]. For an existence theory
for our BVP, see [5, Chap. III], where the theory of evolution equations
associated with monotone operators is used. We introduce two notions
and recall two existence results. Let f1 f2 ∈ L10 T L20 1. A cou-
ple u v of functions from W 1 10 T L20 1 is called a strong solution
of (S)–(BC), if ux vx ∈ L10 T L20 1 and u v satisﬁes (S) and
(BC) almost everywhere. A weak solution of (S)–(BC) is a couple u v
of continuous L20 1-valued functions on 0 T  if there exist functions
f1n f2n ∈ L10 T L20 1 and strong solutions un vn of (S)–(BC) with
f1n f2n instead of f1 f2, for n = 1 2     and
lim
n→∞
(un − uC0T L201 + vn − vC0T L201) = 0
lim
n→∞
(f1n − f1L10T L201 + f2n − f2L10T L201) = 0
If u v is a strong or weak solution of (S)–(BC) and it satisﬁes (IC) a.e.
on ]0, 1[, then u v is said to be a strong or weak solution of our BVP,
respectively.
Theorem 1.1. Let f1 f2 ∈ W 1 10 T L20 1 and u0 v0 ∈ H10 1
satisfy
−u00 u01 ∈ βv00 v01 (1.1)
Then our BVP has a unique strong solution u v ∈ W 1∞0 T L20 12
with ux vx ∈ L∞0 T L20 1.
Theorem 1.2. If f1 f2 ∈ L10 T L20 1 and u0 v0 ∈ L20 1, then
our BVP has a unique weak solution u v ∈ C0 T L20 12.
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We shall use two different approaches to derive existence and regularity
results for our BVP: D’Alembert’s representation formulae and the linear
semigroup theory (see, e.g., [4, 6]). In particular, we improve a C1-regularity
result established in [1].
In Section 2 we write D’Alembert’s formulae for our BVP with R = G =
0 and deﬁne the generalized solution. In Section 3 we brieﬂy consider the
case where R or G does not vanish. In Section 4 we study regularity for
abstract Cauchy problems of the form
y ′t +Ayt = f yt t > 0 y0 = x (1.2)
where f  C0 T X → L10 T X is locally Lipschitzian and X is a
Banach space, where A is an unbounded linear operator, generating a
continuous semigroup St of bounded linear operators. The main tool is
the formula yt = Stx+ ∫ t0 St − sf ysds. In Section 5 we transform
our BVP into a problem of the type (1.2).
2. THE CASE G = R = 0
Now, the general solution of system (S) can be represented by explicit
formulae of the D’Alembert type. However, for general G and R this is not
possible (see, e.g., [4, p. 58]).
Let R = G = 0. We extend f1 and f2 on 0 T  × R by
fit x = fit 2 − x for 1 < x ≤ 2 i = 1 2
fit x = fit−x for − 1 ≤ x < 0 i = 1 2
(2.1)
and so on. The general solution u v of (S) is given by the following
D’Alembert-type formulae, for each t ∈ 0 T  and x ∈ 0 1,
ut x = 1
2
φx− t + ψx+ t + h1t x + h2t x
vt x = 1
2
φx− t − ψx+ t + h1t x − h2t x
(2.2)
h1t x =
∫ x
x−t
f1 + f2t − x+ s sds
h2t x =
∫ x+1
x
f1 − f2t + x− s sds
(2.3)
where φ −T 1 → R and ψ 0 1 + T  → R are arbitrary sufﬁciently
smooth functions.
Assume (2.1)–(2.3). Then (IC) is equivalent to
φx = u0x + v0x ψx = u0x − v0x for 0 ≤ x ≤ 1 (2.4)
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Without any loss of generality we may assume that T ≤ 1. Since β is
maximal monotone, I + β−1 R2 → R2 is a contraction. Thus (BC) is
equivalent to( −φ−t
ψ1+ t
)
=
(
h1t 0 − h2t 0 − ψt
h1t 1 − h2t 1 +φ1− t
)
− 2I + β−1
( −ψt − h2t 0
φ1− t + h1t 1
)
 (2.5)
for each 0 < t ≤ T .
If f1 and f2 are smooth enough, (2.1)–(2.5) yield the classical solution
of our BVP. However, (2.1)–(2.5) make sense under weaker assumptions.
Thus u v, given by (2.1)–(2.5), is called the generalized solution of our
BVP whenever the integrals in (2.3) are well deﬁned with respect to the
Lebesgue measure.
Proposition 2.1. Assume that p ∈ 1∞, f1 f2 ∈ L∞0 T Lp0 1,
R = G = 0, and u0 v0 ∈ Lp0 1. Then our BVP has a unique generalized
solution u v ∈ L∞0 T Lp0 12. Moreover, u v does not depend on
how f1 and f2 are extended to L∞0 T LplocR.
Proof. By (2.1), f1 f2 ∈ L∞0 T Lp−1 2. By [2, Sect. III.11.17],
there are f˜1 f˜2 0 T  × −1 2 → R, measurable with respect to the prod-
uct measure of 0 T  × −1 2, and f˜1t · = f1t, f˜2t · = f2t, for a.e.
t ∈ 0 T . Moreover, f˜1 and f˜2 are uniquely determined except on a set
whose product measure is zero. So we may study f˜1 f˜2 instead of f1 f2.
Lemma 21.30 of [3] on the measurability of f ◦φ can easily be modiﬁed
and proved for product measurable functions f  R2 → R and for Borel
functions φ R2 → R2. By this modiﬁed lemma, the functions t s →
f˜it ± x∓ s s, i = 1 2, are Lebesgue measurable. The functions
t s →
{
1 if x− t ≤ s ≤ x,
0 otherwise,
t s →
{
1 if x ≤ s ≤ x+ t,
0 otherwise,
are clearly Lebesgue measurable. Thus (2.3) can be rewritten as
h1t x =
∫ 2
−1
gxt sds h2t x =
∫ 2
−1
g˜xt sds
where gx g˜x 0 T  × −1 2 → R are some Lebesgue measurable func-
tions. Since f1 f2 ∈ L∞0 T Lp−1 2, the iterated integrals of gx and
g˜x over 0 T  × −1 2 are ﬁnite. Thus by Fubini’s theorem [3, Sect.
21.16–17], t → h1t x and t → h2t x are deﬁned, for a.e. t ∈ 0 T 
and each x ∈ 0 1, and they are Lebesgue measurable. Similarly,
x → h1t x x → h2t x
x s → gxt s x s → g˜xt s
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are Lebesgue measurable for each t ∈ 0 T . By Fubini’s theorem,
h1t ·Lr0 1 + h2t ·Lr0 1
≤ 2f1L∞0 T Lp0 1 + 2f2L∞0 T Lp0 1
if 1 ≤ r ≤ p < ∞. If p = ∞, we still have the above estimate for any
r ≥ 1. Thus in any case h1 h2 ∈ L∞0 T Lp0 1. It is obvious that the
functions φ and ψ, given by (2.4)–(2.5), are Lebesgue measurable. By [3,
Sect. 21.31],
x → φt − x x → ψt + x
t x → φt − x t x → ψt + x
are Lebesgue measurable, too. By Fubini’s theorem the last two functions
belong toL∞0 T Lp0 1, as h1 h2 above.Thusu v∈L∞0 T Lp0 1.
Let fˆ1 fˆ2 ∈ L∞0 T Lp−1 2 be other extensions of f1 and f2. Denote
by uˆ vˆ the corresponding functions given by (2.2)–(2.4). By a direct cal-
culation u v = uˆ vˆ. Hence the generalized solution is also unique.
Proposition 2.2. Assume the conditions of Proposition 2.1 and, in addi-
tion, that f1 f2 ∈ C0 T Lp0 1. Then our BVP has a unique generalized
solution u v ∈ C0 T Lp0 12.
Proof. From the proof of Proposition 2.1 we see that φ ∈ Lp−T 1
and ψ ∈ Lp0 1 + T . Since the set of continuous functions is dense
in Lp, we obtain that t x → φx − t, t x → ψx + t belong
to C0 T Lp0 1. By Fubini’s theorem we conclude from f1 f2 ∈
C0 T Lp0 1 that
lim sup
$→0
∫ 1
0
hit + $ x − hit xp dx = 0 i = 1 2
Thus u v ∈ C0 T Lp0 1.
Proposition 2.3. Assume the conditions of Proposition 2.1 with p = 2.
Then the weak solution of our BVP is its unique generalized solution.
Proof. See Theorem 1.2. The mapping from L∞0 T L20 12 into
C0 T L20 12, f1 f2 → u v is continuous by (2.1)–(2.5). Since
the weak solution is the limit of classical solutions, given by D’Alembert
formulae, the weak and generalized solutions coincide.
Proposition 2.4. Assume that R = G = 0, f1 f2 ∈ C10 T C0 1,
β = β1 β2 ∈ C1R22, and that u0 v0 ∈ C10 1 satisfy (1.1) and the ﬁrst-
order compatibility conditions(−f10 0 + v′00
f10 1 − v′01
)
= β′v00 v01
(
f20 0 − u′00
f20 1 − u′01
)
 (2.6)
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where β′v00 v01 R2 → R2 is the Fre´chet differential of β. Then the
solution of our BVP belongs to C1DT 2, where DT =0 T ×0 1.
Proof. Clearly, the extensions of f1 and f2 belong to C10 T CR.
The functions φ and ψ are determined uniquely by (2.4)–(2.5). By (1.1)
and (2.6), φ ∈ C1−T 1 and ψ ∈ C10 1 + T . So, according to (2.2)–
(2.3), u v ∈ C10 T C0 1. Since u v satisﬁes (S), we have u v ∈
C1DT 2.
Proposition 2.5. Let R = G = 0, f1 f2 ∈ CDT , and u0 v0 ∈ C0 1
satisfy (1.1). Then, our BVP has a unique generalized solution u v ∈ CDT 2.
Proof. We just modify the proof of Proposition 2.4.
Remark 21. Clearly, u v given by Proposition 2.5 satisﬁes (BC) for
0 ≤ t ≤ T . It is stronger than the weak solution given by Theorem 1.2.
Remark 22. Propositions 2.2 and 2.5 are valid for a t-dependent β.
Indeed, for Proposition 2.2 the measurability of t → I + βt−1x,
x ∈ R2 is enough; for Proposition 2.5 it sufﬁces that these functions are
continuous, and in (1.1) β is replaced by β0.
3. THE GENERAL CASE
We call u v a generalized solution of our BVP if it satisﬁes (2.1)–(2.5),
where f1 f2 is replaced by f1 − Ru f2 −Gv.
Theorem 3.1. Assume that β, f1, f2, u0, and v0 are as in Proposition 2.5.
Then, our BVP has a unique generalized solution u v ∈ CDT 2.
Proof. Consider the Banach space ZL = CDT 2 with the norm
y zL = sup
t x∈DT
e−Ltyt x zt xR2 (3.1)
where L > 0 will be chosen later. Let T < 1, K = √2maxRG, α =
α1 α2 ∈ ZL, α˜ = α˜1 α˜2 ∈ ZL, and h1, h2, φ, ψ, u, v and h˜1, h˜2, φ˜, ψ˜,
u˜, v˜ be given by (2.1)–(2.5) with f1 −Rα1 f2 −Gα2, f1 −Rα˜1 f2 −Gα˜2
instead of f1 f2, respectively. By Proposition 2.5 the mapping P ZL →ZL,
Pα = Pα1 α2 = u v, is well deﬁned. By (2.1) and (2.3),
h1t x − h˜1t x + h2t x − h˜2t x
=
∣∣∣ ∫ x
x−t
Rα1 − α˜1 +Gα2 − α˜2t − x+ s sds
∣∣∣
+
∣∣∣ ∫ x+t
x
Rα1 − α˜1 −Gα2 − α˜2t + x− s sds
∣∣∣
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≤ K
∫ t
0
α− α˜τ τ − t + xR2 + α− α˜τ t + x− τR2dτ
≤ 2K
∫ t
0
eLτα− α˜Ldτ ≤
2K
L
eLtα− α˜L
for any t x ∈ DT . By (2.4), φx = φ˜x and ψx = ψ˜x on [0, 1].
Thus, by (2.5),∥∥∥∥( −φ−tψ1+ t
)
−
( −φ˜−t
ψ˜1+ t
)∥∥∥∥
R2
≤
∥∥∥∥( h1t 0 − h˜1t 0−h2t 1 + h˜2t 1
)∥∥∥∥
R2
+ 3
∥∥∥∥(h1t 0 − h˜1t 0h1t 1 − h˜1t 1
)∥∥∥∥
R2
≤ 16K
L
eLtα− α˜L
for any t ∈ 0 T . Hence,
φx− t − φ˜x− t ≤ 16K
L
eLt−xα− α˜L
ψx+ t − ψ˜x+ t ≤ 16K
L
eLt+x−1α− α˜L
for any t x ∈ DT . By (2.2),
u v − u˜ v˜L ≤
36K
L
α− α˜L
i.e., by choosing L > 36KP ZL → ZL becomes a strict contraction. By
Banach’s ﬁxed point theorem, P has a unique ﬁxed point α ∈ ZL. This α is
the desired unique generalized solution.
Remark 31. By a similar approach, Propositions 2.1, 2.2, and 2.3 can be
extended for general R and G.
Theorem 3.2. Assume that β f1 f2 u0, and v0 are as in Proposition 24,
except for 26, which is replaced by(−f10 0 + Ru00 + v′00
f10 1 − Ru01 − v′01
)
= β′
(
v00
v01
)(
f20 0 −Gv00 − u′00
f20 1 −Gv01 − u′01
)
 (3.2)
Then our BVP has a unique classical solution u v ∈ C1DT 2.
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Proof. By Theorem 3.1, our BVP has a unique generalized solution
u v ∈ CDT 2. Theorem 3.1 can be extended for the linear time-
dependent case where monotone βt ∈ LR2R2 are continuous with
respect to t. So there is a unique generalized solution u˜ v˜ ∈ CDT 2 of
the problem
u˜tt x + v˜xt x = f1 tt x − Ru˜t x for t x ∈ DT
v˜tt x + u˜xt x = f2 tt x −Gv˜t x for t x ∈ DT
(3.3)
(−u˜t 0
u˜t 1
)
∈ β′
(
vt 0
vt 1
)(
v˜t 0
v˜t 1
)
 for 0 < t < T (3.4)
u˜0 x = f10 x − Ru0x − v′0x for 0 < x < 1
v˜0 x = f20 x −Gv0x − u′0x for 0 < x < 1
(3.5)
On the other hand, u v satisﬁes (2.1)–(2.5) with f1 − Ru f2 − Gv
instead of f1 f2. By differentiating this system with respect to t, we
see that ut vt ∈ L∞0 T L20 12 (see Theorem 1.1), and it is the
generalized solution of (3.3)–(3.5). Since the generalized solution in
L∞0 T L20 12 is unique, ut vt = u˜ v˜ ∈ CDT 2. Thus by (S),
u v ∈ C1DT 2.
Remark 32. Higher regularity can be shown under smoother data and
higher order compatibility conditions (see [1]).
4. PERTURBED LINEAR SEMIGROUPS
Let T > 0, let X be a Banach space, let A DA ⊂ X → X, and let f be
a mapping from C0 T X into L10 T X, and consider the equation
u′t +Aut = f ut for a.e. t ∈ 0 T  (4.1)
A function u ∈ W 1 10 T X is called a strong solution of (4.1) if
ut ∈ DA and Eq. (4.1) is satisﬁed almost everywhere on 0 T . A weak
solution of (4.1) is a function u ∈ C0 T X such that there exist
fn C0 T X → L10 T X and strong solutions un ∈ C0 T X of
u′nt +Aunt = fnunt for a.e. t ∈ 0 T  n = 1 2     (4.2)
satisfying
lim
n→∞un − uC0T X = limn→∞fnun − f uL10T X = 0 (4.3)
We impose the following conditions:
HA The operator A is linear and −A generates a continuous semi-
group St  t ≥ 0 of bounded linear operators on X.
440 hokkanen and moros¸anu
Hf  There are u0 in X and η in L10 T . If α ∈ Y0 = γ ∈
C0 T X  γ0 = u0, then f α ∈ L10 T X and
f αtX ≤ ηt
(
1+ αL∞0 tX
)
 for a.e. t ∈ 0 T  (4.4)
For each K > 0, there is ηK ∈ L10 T  such that
f αt − f βtX ≤ ηKtα− βL∞0 tX (4.5)
for a.e. t ∈ 0 T , whenever αβ ∈ γ ∈ Y0  γL∞0 T X ≤ K.
H′f  There exist u0 in DA and η in L10 T  with the following
properties. For each α ∈ Y1, (4.4) is satisﬁed and f α ∈ W 1 10 T X;
Y1 = γ ∈ C10 T X  γ0 = u0 γ′0 = f u00 −Au0
For each KL > K1 = u0X + f u00 − Au0X , there are ηK η˜L ∈
L10 1 such that, for a.e. t ∈ 0 T  and for each αβ γ ∈ Y1,
f γ′tX ≤ ηKt1+ γ′L∞0 tX (4.6)
1∑
i=0
f αit − f βitX ≤ η˜Ltα− βW 1∞0 tX (4.7)
whenever γL∞0 T X ≤ K αW 1∞0 T X ≤ L βW 1∞0 T X ≤ L.
H′′f  There exist u0 in DA and η in L10 1 such that f u0′0
exists and f u00 −Au0 ∈ DA. For each α ∈ Y2, (4.4) is satisﬁed and
f α ∈ W 2 10 T X;
Y2 = γ ∈ C20 T X ∩ Y1  γ′′0 = f u0′0 −Af u00 −Au0
Moreover, for each K > K1 there exists ηK ∈ L10 T  satisfying (4.6),
whenever γ ∈ Y2 and γL∞0 T X ≤ K. For each LN > K1 there are
η˜L ηˆN ∈ L10 T  such that for a.e. t ∈ 0 T ,
f γ′′tX ≤ η˜Lt1+ γ′′L∞0 T X for γ ∈ Y2 (4.8)
2∑
i=0
f αit − f βitX ≤ ηˆNtα− βW 2∞0 tX (4.9)
whenever γ′L∞0 tX ≤ L and αβ ∈ γ ∈ Y2  γW 2∞0 T X ≤ N.
Theorem 4.1. Assume HA and Hf. Then Equation 41 has a unique
weak solution u ∈ C0 T X satisfying u0 = u0.
Theorem 4.2. Assume HA Hf Rf  ⊂ W 1 10 T X, and u0 ∈
DA. Then there exists a unique strong solution u in W 1 10 T X of
Equation 41 satisfying u0 = u0.
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Theorem 4.3. Assume HA and H′f. Then Equation 41 together with
the initial condition u0 = u0 has a unique (classical) solution u ∈
C10 T X, and Au ∈ C0 T X.
Theorem 4.4. Assume HA and H′′f . Then 41 with u0 = u0
has a unique (classical) solution u ∈ C20 T X Ru′ ⊂ DA, and
Au′ = Au′ ∈ C0 T X. If, in addition, Rf α ⊂ DA and Af α ∈
C0 T X, for any α ∈ Y2, then Ru ⊂ DA2 and A2u ∈ C0 T X.
The assumption that f is locally Lipschitz can be partly replaced by
stronger differentiability conditions. Indeed, by the idea of the proof of
Theorem 3.2, we can prove, for example, the following theorem. Observe
that one could similarly formulate higher order regularity results.
Theorem 4.5. Assume the conditions of Theorem 4.3 and, in addi-
tion, that there exists a mapping f ∗ from C10 T X × C0 T X
into L10 T X such that f α ∈ C10 T X, f α′t = f ∗α α′t,
0 ≤ t ≤ T , and the couple f u00 −Au0 f ∗α · satisﬁes H′f for any
given α ∈ C10 T X such that α0 = u0 and α′0 = f u0 −Au0. Then
(4.1) has a unique (classical) solution u ∈ C20 T X satisfying u0 = u0,
Ru′ ⊂ DA, and Au′ = Au′ ∈ C0 T X.
Proof of Theorem 41 By [6, p. 20], DA = X. Thus there are u0n ∈
DA, n = 1 2    , converging in X toward u0. Denote by χB the charac-
teristic function of the set B, let α ∈ Y0, and consider the problems
u′nt +Aunt = fnαt for a.e. t ∈ 0 T  un0 = u0n (4.10)
fnαt =
∫
R
ρ1/nt − sχ0T sf αsds (4.11)
where ρ1/n ∈ C∞0 R is the usual molliﬁer satisfying
∫
R ρ1/nsds = 1,
ρ1/n ≥ 0, and supp ρ1/n ⊂ −1/n 1/n. Since fnα ∈ C∞0 T X, then
by [6, p. 109], (4.10) has unique strong solutions un ∈ W 110 T X and
unt = Stu0n +
∫ t
0
St − sfnαsds for each t ∈ 0 T  (4.12)
By [6, p. 4], there are constants Mω ≥ 0 satisfying
StLXX ≤Meωt for each t ≥ 0 (4.13)
By (4.12) and (4.13), for each t ∈ 0 T  and mn = 1 2    ,
unt − umtX ≤MeωT
(u0m − u0n + fnα − fmαL10T X)
Since fnα → f α in L10 T X as n→∞, then (un) converges toward
some uα in C0 T X. Hence the equation
u′αt +Auαt = f αt for a.e. t ∈ 0 T  uα0 = u0 (4.14)
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has a weak solution uα ∈ C0 T X given by
uαt = Stu0 +
∫ t
0
St − sf αsds for each t ∈ 0 T  (4.15)
Let u˜α ∈ C0 T X be another weak solution of (4.14). Then there are
f˜nα ∈ L10 T X and strong solutions u˜n of (4.14) with f˜nα instead of
f α such that f˜nα → f α in L10 T X and u˜n → u˜α in C0 T X,
as n→∞. By (4.13) and by (4.12), for each t ∈ 0 T ,
uαt − u˜αtX ≤ lim sup
n→∞
MeωTfnα − f˜nαL10T X = 0
Thus uα is unique. So P Y0 → Y0, Pα = uα, is well deﬁned.
Let t ∈ 0 T  and ξ ∈ L10 T  be positive. Deﬁne, for each α ∈
L∞0 tX,
αξt = ess sup
0≤s≤t
e−
∫ t
0 ξσdσαsX (4.16)
Using (4.15), (4.13), and ξ =MeωTη, we obtain, for any α ∈ C0 T X,
PαξT ≤
(
1− e−
∫ T
0 ξσdσ
)
αξT + e−
∫ T
0 ξσdσMeωT
(u0X + ηL20T )
Denote ZL = γ ∈ Y0  γξT ≤ L. We choose L > MeωT
(u0X +
ηL10T 
)
. Then P ZL → ZL. Let K = L exp
∫ T
0 ξσdσ . So KγξT ≥
LγL∞0T X. We use in ZL the metrics induced by ·ξLT , ξL =MeωTηK.
Now, ZL is a complete metric space. Using (4.15), (4.13), and (4.5), we cal-
culate that
Pα− PβξLT ≤
(
1− e−
∫ T
0 ξLσdσ
)
α− βξLT  (4.17)
for each αβ ∈ ZL. Thus P has a unique ﬁxed point u ∈ ZL which is the
desired weak solution of (4.1). Indeed, if there were another weak solution
u˜ of (4.1), we could choose L above so big that u˜ ∈ ZL.
Proof of Theorem 42 Let α ∈ Y0. By [6, p. 109], the problem (4.14)
has a unique strong solution uα ∈ W 110 T X, satisfying (4.15). Hence
the above reasoning gives the existence of a unique strong solution of (4.1).
Proof of Theorem 43 Let α ∈ Y1, n = 1 2    , and let un be the strong
solution of (4.10) with un0 = u0. Then, as in (4.12),
unt = Stu0 +
∫ t
0
St − sfnαsds for each t ∈ 0 T  (4.18)
Since fnα′ ∈ C0 T X and u0 ∈ DA, we can differentiate (4.18).
Thus
u′nt = Stf α0 −Au0 +
∫ t
0
Ssfnα′t − sds (4.19)
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for each t ∈ 0 T ; thus un ∈ C10 T X. Since fnα tends to f in
W 110 T X and (4.13) holds, there is uα ∈ C10 T X, satisfying for
each t ∈ 0 T ,
un → uα in C10 T X as n→∞ (4.20)
uαt = Stu0 +
∫ t
0
St − sf αsds (4.21)
u′αt = Stf α0 −Au0 +
∫ t
0
St − sf α′sds (4.22)
Since A is closed, (4.20) implies that uα is a classical solution of (4.14).
Since the weak solution of (4.14) is unique, so is the classical one. Thus
the mapping P Y1 → Y1, Pα = uα, is well deﬁned, since by (4.5), by the
continuity of f α and of α′, f α0 = f u00. Let ξ ∈ L10 T  be
positive and, for any β ∈ Y1,
β′ξT = ess sup
0≤s≤T
e−
∫ s
0 ξσdσ
(βsX + β′sX) (4.23)
A calculation using (4.20), (4.21), (4.4), and (4.6) reveals that we can choose
ﬁrst K and then L such that P ẐL → ẐL, where ẐL = γ ∈ Y1  γξT ≤
L and ξ = MeωT η + ηK. The set ẐL is a complete metric space if
its metrics is induced by the norm ·′
ξ˜T
, where ξ˜ = MeωT η˜L′ , and L′ =
L exp
∫ T
0 ξσdσ .
Let αβ ∈ ẐL. Then, by (4.21), (4.22), (4.13), and (4.7),
Pα− Pβ′
ξ˜T
≤
(
1− e−
∫ T
0 ξ˜σdσ
)
α− β′
ξ˜T
 (4.24)
Thus P has a unique ﬁxed point u ∈ ẐL. The required solution is found.
Proof of Theorem 44 Let us recall [6, pp. 20, 9] that the resolvent of
A, Rλ A = λI +A−1, satisﬁes, for each λ > ω and x ∈ X,
Rλ ALXX ≤
M
λ−ω and limλ→∞λRλ Ax = x (4.25)
withMω ≥ 0 from (4.13). Let n > ω, α ∈ Y2, and f˜nα = nRnAfn2α,
where fnα are given by (4.11). Now f˜nα ∈ C∞0 T X. By the proper-
ties of the convolution approximation, for each t ∈ 0 T  and n = 1 2    ,
fnαt − f αtX ≤
1
n
f α′L∞0T X (4.26)
lim
n→∞fnα − f αW 210T X = 0 (4.27)
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By [6, p. 107], the problem
u′nt +Aunt = f˜nαt for a.e. t ∈ 0 T 
un0 = nRn Au0
(4.28)
has a unique strong solution un given by
unt = StnRn Au0 +
∫ t
0
Ssf˜nαt − sds (4.29)
on 0 T . Since A and Rn A commute and f˜nα′ ∈ C0 T X, we
have
u′nt = StnRn Afn2α0 −Au0
+
∫ t
0
Ssf˜nα′t − sds for each t ∈ 0 T  (4.30)
We differentiate again, since f˜nα′′ ∈ C0 T X. Thus
u′′nt = −StAnRn Afn2α0 −Au0 + Stf˜nα′0
+
∫ t
0
Ssf˜nα′′t − sds for each t ∈ 0 T  (4.31)
Calculations using (4.13), (4.26)–(4.27) reveal that the right-hand sides of
(4.29)–(4.31) converge uniformly. So there exists u ∈ C20 T X such
that, for each t ∈ 0 T ,
ut = Stu0 +
∫ t
0
Ssf αt − sds (4.32)
u′t = Stf u00 −Au0 +
∫ t
0
Ssf α′t − sds (4.33)
u′′t = StAAu0 − f u00 + Stf α′0
+
∫ t
0
Ssf α′′t − sds (4.34)
un → u in C20 T X as n→∞ (4.35)
Since A is closed, (4.28), (4.35), and (4.26) imply
ut∈DA and u′t+Aut=f αt for each t∈0T  (4.36)
Using the linearity of A and (4.28), we obtain
u′nt + h − u′nt
h
+Aunt + h − unt
h
= f˜nαt + h − f˜nαt
h

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for each t ∈ 0 T  and h ∈ −t T − t\0. As h → 0 and n → ∞, suc-
cessively, by the closedness of A, by un, f˜nα ∈ C20 T X, (4.35), and
(4.27),
u′t ∈ DA and u′′t +Au′t = f α′t (4.37)
for each t ∈ 0 T . Since f α′ and u′′ are continuous, so is Au′. Since
A is closed, Au′ = Au′. Let t ∈ 0 T . If f αt ∈ DA, then by
(4.36)–(4.37), Aut = f αt − u′t ∈ DA. Thus ut ∈ DA2. If,
in addition, Af α ∈ C0 T X, then by (4.36) A2u = Af α −Au′ ∈
C0 T X.
The mapping P Y2 → Y2, Pα = uα, the unique solution of (4.36) with
u0 = u0, is again well deﬁned. Let ξ ∈ L10 T  be positive and deﬁne
β∗ξT = ess sup
0≤s≤t
e−
∫ s
0 ξσdσ
(βsX + β′sX + β′′sX)
for each β ∈ W 2∞0 T X. A calculation, using (4.32)–(4.34), (4.4), (4.6),
and (4.8), shows that we can choose ﬁrst K, then L, and ﬁnally N such
that P Z∗N → Z∗N , where Z∗N = γ ∈ Y2  γ∗ξT ≤ N and ξ =MeωT η+
ηK + η˜L. We choose N ′ = N exp
∫ T
0 ξσdσ and use in Z∗N the metrics,
induced by ·∗ξ∗T , where ξ∗ =MeωT ηˆN ′ . Then by (4.8), (4.13), and (4.32)–
(4.34),
Pα− Pβ∗ξ∗T ≤
(
1− e−
∫ T
0 ξˆσdσ
)
α− β∗ξ∗T  for each αβ ∈ Z∗N
Hence P has a unique ﬁxed point u ∈ Y ∗N . Theorem 4.4 is proved.
Proof of Theorem 45 By Theorem 4.3, Eq. (4.1) and u0 = 0 have a
unique solution u ∈ C10 T X, given by (4.32) with α = u. By Theorem
4.3 there exists a unique v ∈ C10 T X, satisfying
v′t +Avt = f ∗u vt 0 < t < T v0 = f u00 −Au0 a
On the other hand, by differentiating u,
u′t = St(f u00 −Au0)+ ∫ t
0
Ssf ∗u u′t − sds
for each t ∈ 0 T . Thus u′ is the mild solution of (a). Since the mild
solution is unique, u′ = v. Hence u ∈ C20 T X, Ru′ ⊂ DA, and
Au′ ∈ C0 T X. By the closedness of A, Au′ = Au′.
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5. SEMIGROUP APPROACH
Let 0 < T < 1. We return to the study of (S), (BC), (IC). We shall
transform it to a boundary value problem with homogeneous boundary con-
ditions, namely,
uˆtt x + vˆxt x= fˆ1uˆ vˆt x for t x ∈ DT
vˆtt x + uˆxt x= fˆ2uˆ vˆt x for t x ∈ DT
(5.1)
uˆt 0 = uˆt 1 = 0 for 0 < t < T (5.2)
uˆ0 x = uˆ0x vˆ0 x = vˆ0x for 0 < x < 1 (5.3)
For each given uˆ vˆ ∈ C0 T C0 1, we deﬁne a c d −T 1 → R,
b 0 T + 1 → R, and u v fˆ1uˆ vˆ, fˆ2uˆ vˆ DT → R. First we write
ut x= e−Rt(uˆt x + ax− t + bx+ t
+x1− x2cx− t − x21− xdx− t)
vt x= e−Rt(vˆt x + ax− t − bx+ t
+x1− x2cx− t − x21− xdx− t)
(5.4)
fˆ1uˆ vˆt x= eRtf1t x − 1− x1− 3xcx− t
−x3x− 2dx− t
fˆ2uˆ vˆt x= e−Rt
(
f2t x − G− Rvt x
)
−1− x1− 3xcx− t − x3x− 2dx− t
(5.5)
c−t = eRtf1t 0 d1− t = eRtf1t 1 (5.6)
for each t x ∈ DT . Next, c and d are continued smoothly to −T 1.
We set β˜t = I − I + eRtβe−Rt−1 and write, for each 0 ≤ x ≤ 1 and
0 < t ≤ T ,
ax = 1
2
u0x + v0x − x1− x2cx + x21− xdx
bx = 1
2
u0x − v0x
(5.7)
( −a−t
b1+ t
)
= β˜t
(
vˆt 0 − 2bt
vˆt 1 + 2a1− t
)
−
( −bt
a1− t
)
 (5.8)
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If uˆ and vˆ are C1-functions, satisfying (5.1)–(5.2), and a b c d are also
C1-functions, then u v satisfy (S) and (BC). Indeed, (5.8) is equivalent to
(BC) under (5.2) and (5.4). Moreover, by choosing uˆ0 = vˆ0 = 0, we obtain
the solution of (S), (BC), (IC) from the solution of (5.1)–(5.3).
By Proposition 2.5, (5.1)–(5.3) with fˆ1 = fˆ2 = 0 and T = ∞ have a
unique generalized solution u˜ v˜ ∈ C0∞×0 12, if uˆ00 = uˆ01 =
0. Hence we deﬁne a Banach space
X = C00 1 × C0 1 y zX = yC01 + zC01 (5.9)
Then St X → X, Stuˆ0 vˆ0 = u˜t v˜t is well deﬁned, for any t ≥ 0.
Lemma 5.1. St  t ≥ 0 is a strongly continuous semigroup of bounded
linear operators X → X and is generated by −A, where Ay z = z′ y ′,
DA = y z ∈ C10 12  y0 = y1 = z′0 = z′1 = 0 (5.10)
Proof. Let us consider the Hilbert space H = L20 12, and the opera-
tor B ⊂ H ×H, given by(y1 y2 z1 z2)H = y1 z1L201 + y2 z2L201
DB = y z ∈ H10 12  y0 = y1 = 0
By z = z′ y ′
Since B is linear and maximal monotone, −B generates a strongly continu-
ous semigroup T t  t ≥ 0 of linear contractions H → H. On the other
hand, T ·uˆ0 vˆ0 ∈ C0∞H, and it is the weak solution of (5.1)–(5.3)
with fˆ1 = fˆ2 = 0 (see Theorem 1.2). By Proposition 2.3, it coincides with
u˜ v˜,
T tuˆ0 vˆ0 − Stuˆ0 vˆ0H = 0 for each t ≥ 0 (5.11)
So also St  t ≥ 0 is a semigroup of linear operators, since S·y z ∈
C0∞×0 1 whenever y z ∈ X. Direct calculations with (2.2)–(2.5)
using the Weierstrass Theorem and the Mean Value Theorem show that
StLXX ≤ 2 for each t ∈ 0 1 (5.12)
lim
t→0+
Sty z − y zX = 0 for each y z ∈ X (5.13)
lim
t→0+
Sty z − y z/t +Ay zX = 0 (5.14)
for each y z ∈ DA. By (5.12)–(5.13), St  t ≥ 0 is a strongly contin-
uous semigroup of bounded linear operators. By (2.2)–(2.4),
DA =
{
y z ∈ X
∣∣∣ lim
t→0+
Sty z − y z
t
exists in X
}
 (5.15)
By (5.14), the generator of St  t ≥ 0 is −A.
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Remark 51 Since A is not accretive, the Lumer–Phillips Theorem
could not be used. However, the range condition RλI +A = X, for each
λ > 0, is satisﬁed.
Indeed, for any λ != 0 and g = g1 g2 ∈ X, the equation λI +
Au v = g1 g2 is equivalent with the problem
λux + v′x = g1x λvx + u′x = g2x for each x ∈ 0 1
u v ∈ C10 1 u0 = u1 = 0
since v′0 = v′1 = 0, by g1 ∈ C00 1. By the method of variation of
constants we can see that
ux = C2 sinhλx+
∫ x
0
−g1y sinhλx− y + g2y coshλx− ydy
vx = −C2 coshλx+
∫ x
0
g1y coshλx− y − g2y sinhλx− ydy
C2 =
1
sinhλ
∫ 1
0
g1y sinhλ1− y − g2y coshλ1− ydy
Thus RλI +A = X.
By choosing ux = sinπx, vx = 2 cosπx, and λ = 14π ,
u vX = uC01 + vC01 = 1+ 2 = 3
u v + λAu vX = u+ λv′C01 + v + λu′C01 = 3− λπ
Thus u vX ≤ u v + λAu vX is not satisﬁed, i.e., A is not
accretive.
The proofs of Lemmas 5.2–5.4 are straightforward. Observe that the com-
patibility conditions are needed in proving a and b to be smooth at 0 and
at 1, respectively.
Lemma 5.2. Assume that f1 and f2 are continuous. Let u0 v0 ∈ C0 1
satisfy (1.1). Then a c d ∈ C−T 1 and b ∈ C0 1 + T , for each uˆ vˆ ∈
C0 T X such that uˆ0 · = vˆ0 · = 0. Moreover, fˆ = fˆ1 fˆ2 satisﬁes
Hf with zero as the initial value.
Lemma 5.3. Assume that f1 f2 ∈ C10 T C0 1, u0 v0 ∈ C10 1,
and β ∈ C1R22 satisfy the compatibility conditions 11 and 32 Then
a c d ∈ C1−T 1 and b ∈ C10 1 + T , for each uˆ vˆ ∈ C10 T X
such that uˆ0 · = vˆ0 · = 0, uˆt0 · = fˆ10 00 · and vˆt0 · =
fˆ20 00 ·. If, in addition, β′·x is locally Lipschitzian, for each x ∈ R2,
then fˆ = fˆ1 fˆ2 satisﬁes H′f with zero as the initial value.
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Lemma 5.4. Let f1 f2 ∈ C20 T C0 1, u0 v0 ∈ C20 1, and β ∈
C2R22 satisfy (1.1), (3.2), and(−f1t0 0 + f2x0 0 −Gv′00 − u′′00
f1t0 1 − f2x0 1 +Gv′01 + u′′01
)
= β′′
(
v00
v01
)( f20 0 −Gv00 − u′00
f20 1 −Gv01 − u′01
)
+β′
(
v00
v01
)
f2t0 0 − f1x0 0 − v′′00
+ R−Gf20 0 −Gv00 − u′00
f2t0 1 − f1x0 1 − v′′01
+ R−Gf20 1 −Gv01 − u′01
 
where β′′ is the second-order differential of β. Then a c d ∈ C2−T 1 and
b ∈ C20 1+ T , for each uˆ vˆ ∈ C20 T X such that
uˆ0 · = 0 uˆt0 · = fˆ10 00 ·
vˆ0 · = 0 vˆt0 · = fˆ20 00 ·
uˆtt0 · = fˆ10 0t0 · − fˆ20 0x0 ·
vˆtt0 · = fˆ20 0t0 · − fˆ10 0x0 ·
If, in addition, β′·x and β′′·x are locally Lipschitzian, for each x ∈ R2,
f1 f2 ∈ C1DT , and
2c1 = f2x0 1 − G− Rv′01 + Rf10 1 + f1t0 1 − 4f10 1
2d0 = −f2x0 1 + G− Rv′00 − Rf10 0 − f1t0 0 − 4f10 0
then fˆ = fˆ1 fˆ2 satisﬁes H′′f  with zero as the initial value.
Theorem 5.1. Assume all of the conditions of Lemma 5.3. Then the prob-
lem (S), (BC), (IC) has a unique classical solution u v ∈ C1DT 2.
Proof. By Theorem 4.3 the problem (5.1)–(5.3) has a unique classical
solution uˆ vˆ ∈ C10 T X2. Moreover, t → Auˆ vˆ is continuous on
0 T . This uˆ vˆ ∈ C1DT 2. Since a b c d are continuously differen-
tiable, u and v are C1-functions as well.
Theorem 5.2. Assume all of the conditions of Lemma 54. Then the
problem (S), (BC), (IC) has a unique classical solution u v ∈ C2DT 2.
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Proof. By Theorem 4.4 the problem (5.1)–(5.3) has a unique classical
solution uˆ vˆ ∈ C20 T X2, and t → Auˆ vˆ is a C1-function. Hence
uˆtx and vˆtx exist, and they are continuous on DT . We do not know whether
Rfˆ uˆ vˆ ⊂ DA. However, by (4.37) uˆtx and vˆtx exist on DT . Hence vˆtx =
vˆxt and uˆtx = uˆxt , and we obtain from (S) that uˆxx vˆxx ∈ CDT . Thus
uˆ vˆ ∈ C2DT 2. Since a b c d are twice continuously differentiable, u
and v are C2-functions as well.
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