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Abstract
Thanks to the recent technological advances of micro- and nano-machining, the miniatur-
ization of mechanical and electrical devices has become a common procedure to achieve
process intensification and efficiency enhancement. To answer the increasing need of re-
liable experimental data for flows in microstructured devices, two different techniques
for integrating temperature sensors in microchannels have been developed, compared and
characterized. The two designs rely on different measuring principles, the first deriving
directly from IC fabrication techniques and the second being based on conventional com-
mercial sensors. Both offer an insight in microchannel heat transfer. The main feature
of the proposed experimental approach is the flexibility towards different applications,
overcoming the traditional material limitations of microelectronics derived sensors and al-
lowing the employment of exchangeable microchannel sections. To validate the integrated
sensor systems, heat transfer of gases in a single microchannel was chosen as study case.
Different tests were undertaken to characterize the measuring systems and highlight the
main features of each approach. Moreover, different microchannel materials were tested
to study the effects of the surface characteristics on the heat transfer processes at mi-
croscales. Finally, the obtained experimental data were compared with CFD simulations.
The results were in good agreement. Whereas conventional sensors result in simpler and
more robust technologies, IC-based sensors offer higher sensitivities and potentials (e.g. for
particular flow regimes, such as rarefied gases, where very small quantities are to be mea-
sured). However, silicon microsensors are also very fragile, can only stand limited working
conditions and need further design optimization. The present work can be considered as a
step toward the full integration of sensors in microfluidic devices and the achievement of
online processes control in micro devices.
iii

Zusammenfassung
Die technologischen Fortschritte der letzten Zeit im Bereich der Mikro- und Nanoferti-
gung haben die erfolgreiche Miniaturisierung von mechanischen und elektromechanischen
Bauelementen zu einer Allta¨glichkeit werden lassen. Diese miniaturisierten Einheiten er-
lauben ho¨here Effizienz und eine Intensivierung der Prozesse innerhalb von Mikrostruk-
turapparaten. Gleichzeitig steigt jedoch der Bedarf an pra¨zisen experimentellen Daten
zur Beschreibung des fluidischen Verhaltens von Flu¨ssigkeiten und Gasen innerhalb von
Mikrostrukturen. In der vorliegenden Arbeit wird die Entwicklung zweier unterschiedlicher
Mo¨glichkeiten zur Integration von Sensoren in mikrostrukturierte Systeme beschrieben.
Die charakteristischen Eigenschaften der Sensoren werden aufgezeigt und verglichen. Die
beiden Ansa¨tze basieren auf unterschiedlichen Messprinzipien. Zum einen werden die
genannten Sensoren mit aus der Halbleitertechnik bekannten Herstellungsprozessen gefer-
tigt, zum anderen werden kommerzielle erha¨ltliche, jedoch miniaturisierte Sensorelemente
in einem speziellen Aufbau verwendet. Mit beiden Systemen ist die Charakterisierung der
Wa¨rmeu¨bertragung innerhalb von Mikrokanalanordnungen mo¨glich. Der entscheidende
Vorteil des in dieser Arbeit vorgestellten Messsystems ist seine Flexibilita¨t in Bezug auf
die unterschiedlichsten Anwendungen. Hiermit werden die Materialgrenzen der klassis-
chen Siliziumtechnik umgangen und die Anwendung austauschbarer Mikrostrukturen aus
unterschiedlichen Materialien mo¨glich. Um das Potential der entwickelten Sensortechnolo-
gie zu evaluieren wurde der Wa¨rmeu¨bergang in Gasstro¨mungen innerhalb eines einzelnen
Mikrokanals als Beispielprozess verwendet. Mit unterschiedlichen Testbedingungen wur-
den die Sensorsysteme erprobt und ihre Leistungsfa¨higkeit ermittelt. Daru¨berhinaus wur-
den unterschiedliche Materialien mit integrierten Mikrokana¨len getestet. Auf diese Weise
konnte der Einfluß des Materials und der Oberfla¨chenbeschaffenheit auf den Wa¨rmeu¨ber-
gang an den Gasstrom ermittelt werden. Die experimentellen Ergebnisse wurden mit
Ergebnissen aus CFD-Simulationen verglichen. Beide Ergebnisse zeigten gute U¨berein-
stimmung. Wa¨hrend das Messsystem mit konventionellen Sensoren einfacher und robuster
aufgebaut ist, zeigen die IC-basierenden Sensorsysteme eine ho¨here Empfindlichkeit. Diese
Systeme sind daher auch besser geeignet, um Messungen unter unkonventionellen Prozess-
bedingungen durchzufu¨hren, z.B. in verdu¨nnten Gasstro¨mungen, in denen der Massen-
strom sehr gering ist. Leider sind die auf Silizium basierenden Chip-Sensoren auch sehr
fragil und nur fu¨r einen eingeschra¨nkten Prozessparameterbereich einsatzfa¨hig. Eine De-
signoptimierung fu¨r diese Systeme sollte in Zukunft erfolgen. Die vorliegende Arbeit kann
als erster Schritt in die Richtung der vollsta¨ndigen Integration von Sensorsystemen in
mikrofluidische Apparate angesehen werden. Hiermit ru¨ckt eine in-situ-Prozesskontrolle
innerhalb von Mikrosystemen ein Stu¨ckchen na¨her.
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1. Introduction
In his keynote lecture for the “Freeman Scholarship” in 1999 [1], Prof. Gad-el-Hak high-
lighted the egocentric nature of the universe, where typical sizes of man can be placed
almost at the center between the smallest subatomic particles (about 10−26 m) and the
extent of the observable universe (about 1.42 · 1026 m), as represented in Fig. 1.1.
In man’s constant seek for overcoming his limits, broaden his knowledge and improve
his achievements, the miniaturization of tools and systems is not a new field. Since the
invention of the microscope in the seventeenth century, the direct observation of the micro-
world, and the discovery of cells, molecules, atoms and sub-atomic particles, opened the
doors to a completely new field of science and research toward the smallest scales. With the
advent of transistors (invented in 1948), integrated circuits with sizes down to some tenths
of nanometers provided a huge performance increase in communication and information
technologies allowing higher speeds, accuracies and less power consumption. Following
the development of integrated circuit technology, microfabrication processes have been
developed to create miniaturized sensors, actuators, gears, motors, nozzles and others
more. These led to the birth and spread of microsystem technologies and microfluidics.
Figure 1.1.: The scale of things, in meters [1].
1.1. MEMS and microfluidic systems
Generally speaking, a microsystem can be defined as a system with dimensions of char-
acteristic and functional components being below 1 mm. Microelectromechanical systems
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(MEMS) refer to specific microsystems combining electrical and mechanical components,
usually involving at least a sensing or an actuating unit, and have been considered by
many researchers as the constituting units of microsystems. Following Madou [2], mi-
crosystems include three major components: microsensors, actuators and a process unit.
Microsystems engineering involves the design, manufacture and packaging of such systems
by means of different microfabrication processes specifically developed or adapted for the
purpose.
The great appeal of microsystems and MEMS does not only rely on the small reachable
sizes. To understand the reasons behind the success of such devices, it is necessary to
look at the potentials they offer in enhancing the performances of many technological pro-
cesses. Thanks to the small mutual distances between the working fluid volumes, mass
transfer resistances are low offering fast mixing and good mixing qualities. The charac-
teristic surface-to-volume ratio strongly affects heat transfer efficiencies. Being this ratio
much larger for microdevices than for conventional systems, typical heat transfer per-
formances in microstructured heat exchangers can be some orders of magnitude higher
than for traditional ones. Moreover, the typical time constants of microsystems are quite
small compared to macroscale systems, leading to faster responses and, thus, increased
agility which may further lead to higher efficiencies. For specific applications in chemical
and process technology, small systems present the advantage that the characteristic extin-
guishing width of many reactions under usual process conditions is larger than the systems
characteristic length itself, allowing safer and better controlled processes.
Early microfluidic devices included constituent parts of gas chromatographs developed at
Stanford University [3], and ink-jet printer nozzles developed by IBM [4]. Ever since a
large variety of MEMS devices and components has been produced, marking a huge step
toward the ultimate miniaturization of machines. Among the different available devices
single components such as flow sensors and valves can be mentioned, as well as complex
systems consisting of pumps, valves, separation capillaries, micropumps and micromotors.
Reviews of available miniaturized devices can be found, e.g., in [5], [6], [7] and [8].
Although MEMS have strong connections with microelectronics, if only for the fact that
many MEMS manufacturing processes originate from silicon microelectronics, their de-
velopment has gone much further than being a simple branch of the IC industry. The
possible applications of MEMS and microsystems range from biology, medicine, chemical
and process engineering, electronics and communication, to the automotive industry, mak-
ing microsystem engineering and microfluidics strongly multidisciplinary fields. For these
reasons, the design and development of MEMS require the interaction of many disciplines,
as illustrated in Fig. 1.2.
1.2. Gas flows in microchannels
The rapid growth in MEMS and microsystems markets observed in the last couple of
decades has not been matched by corresponding advances in the understanding of the flow
physics involved in their operation. However, a great number of studies on liquid and
gaseous microchannel flows are available in literature. An extensive review of the main
results obtained for heat transfer in microdevices has been presented by Morini in 2004
[10]. The understanding of fluid dynamics and heat transfer for gaseous microflows is more
advanced than for liquids, as simplifications in the modeling of the molecular interactions
for gases make these simulations more affordable than for liquids. A specific review of
works concerning microchannel gas flows has been presented by Rostami [11] and, more
recently, by Colin [12], who concentrated on gas heat transfer at microscales. Despite the
large number of available theoretical and experimental references, unambiguous conclu-
sions about microflow physics can not be drawn, due to substantial disagreement between
2
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Figure 1.2.: Principal science and engineering disciplines involved in microsystem design
and manufacturing [9].
the results obtained by different researchers [10]. As an example for this, Figure 1.3 shows
different experimental friction factors for gas flows reported in literature. The deviation
of the data from the classical theory is quite large. For this reason a series of corrections
to the classical correlations to calculate the friction factor and the Nusselt number for gas
flows in microchannels have been proposed. However, none of them is able to explain all
the available experimental results. This is well documented in Fig. 1.4, where the devia-
tions of three new proposed correlations from conventional theory and from each other for
the Nusselt number of gas flows is represented. Besides these results, non-linear pressure
distributions ([13], [14] and [15]) and mass flow rates higher than theoretical ones ([16]
and [17]) have also been found.
1.2.1. Micro-effects vs. Scaling-effects
In the attempt of explaining the apparently new features of microchannel flows, many
authors claimed the existence of some “micro effects”, which would determine the complete
reformulation of the theory at the basis of microscale gas flow physics . However, for most
situations this appears not to be the case, and it should rather be talked about “scaling
effects”. These, as suggested by Guo and Li [23], appear because of the dependence on the
characteristic length of the different terms in the classical flow models. A review of the
different scaling effects for liquid flows in microchannels has been proposed by Morini [24],
but his considerations can be easily extended to gas flows. The relative weight of each
scaling effect can be evaluated by defining some dimensionless parameters.
The thermal entrance region for an internal flow is defined as the portion of the channel
where the temperature profile evolves from the entrance profile to the fully developed pro-
file. In this region the average Nusselt number (Nu) is not constant for given geometry
and thermal boundary conditions, but is a function of the Reynolds number (Re). These
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et al. [18] and Yu et al. [21]. (Adapted from [10])
deviations are the higher the larger the diameter-to-length ratio (d/L) is. For microchan-
nels this contribution might not be negligible and a threshold has been established in terms
of the Graetz number (when Gz > 10 the entrance effects on the Nusselt number cannot
be neglected).
Viscous dissipation refers to the heat generated by shear between the different parts of
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a viscous fluid moving at different velocities. Viscous dissipation is represented by the
Brinkman number (Br), which depends on the ratio between the square of the fluid velocity
and a reference temperature difference. When the product between Br, Re and the friction
factor f is smaller than 0.1, viscous dissipation can be neglected [25]. On the contrary,
when viscous dissipation effects are not negligible, the Nusselt number is reduced for large
values of the Reynolds number.
Fluid axial conduction refers to a heat flux within the fluid along the axis of the channel
in the opposite direction of the temperature gradient. The relative weight of this effect is
determined by the Peclet number Pe and, in particular, it can be neglected if Pe > 50
[25].
Conjugate effects can play a substantial role in determining the actual heat transfer of
gases in microchannels (especially when considering the flow inside commercial micro cap-
illaries). These effects refer to the situation where the relative volume occupied by the
solid walls around the channel is not negligible compared to the fluid volume. This can
be frequently encountered when the reduction of the channel diameter is achieved by a
reduction of the tube inner diameter, while the external diameter is kept at standard size
to be compatible with conventional fittings. In this case, parallel to the axial heat con-
duction within the fluid, heat conduction along the wall, in the opposite direction of the
temperature gradient, is established. At low Reynolds numbers, this effect reduces the
Nusselt number. Conjugate effects can be neglected when:(
κw
κf
)(
D2 − d2
d l
)
1
RePr
< 10−2 (1.1)
where κw and κf are the thermal conductivity of the wall and the fluid respectively, D
and d are the outer and the inner diameter of the tube, and l is the microchannel length
[25].
Another important aspect to be considered, especially for gaseous microflows, is compress-
ibility. Classically, the flow is said to be compressible whenever the Mach number (Ma)
goes above the threshold of 0.3. However, this is only a necessary but not a sufficient
condition, especially when it comes to microdevices. In some microflows the pressure drop
due to the shear stress and the flow acceleration may be large even though the average Ma
remains sufficiently low [26, 27]. This results in a non negligible density variation which
leads to non linear pressure profiles.
Another effect of compressibility is that the fully developed flow may not be reached and
the Nusselt number may increase as an effect of the acceleration. A common error done
when incorrectly treating gas flows as incompressible is considering the pressure evolution
along the channel as linear. On the contrary many experimental studies (see, e.g., [13], [14]
and [25]) confirmed that, as an effect of compressibility, the pressure distribution might be
highly nonlinear. As a rule of thumb for gas flows in microchannels it can be said that the
flow must be treated as compressible if at least one of the following inequalities is satisfied
[28]:{
Mae > 0.3
∆p
pi
> 0.05 (1.2)
where the subscript e and i stand for exit and inlet quantities, respectively.
The characteristics of the channel walls, such as roughness, which for conventionally sized
channels can often be neglected, may become relevant when the overall dimensions are
reduced. This is because at microscale the relative influence of the surface quality on the
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channel sizes drastically increases. Due to the typical irregular distribution of the dimen-
sions and the shapes of roughness profiles, the integration of surface quality in analytical
and numerical models is rather difficult. On the other hand, an accurate experimental
characterization of roughness effects has not been univocal so far. Only few works can be
found treating the influence of surface quality in microchannels systematically. Tang et
al. [29] performed an experimental study for different kinds of microchannels and micro
tubes. The authors reported a deviation of the friction factor depending on the roughness
level. In the work of Turner et al. [15] on the contrary, a substantial independence of the
friction factor on roughness was reported.
As already pointed out, “micro-effects” in the true sense of the word are properly only
those effects which require a re-formulation of the conventional continuum equations (i.e.
Navier-Stokes and Fourier equations). The small length-scales of microdevices may indeed
invalidate the continuum approximations or the thermodynamic equilibrium hypothesis.
This is true, e.g., for non-newtonian fluids, for which the relationship between stress and
strain rate and heat flux and temperature gradient is not linear, or for rarefied gases,
encountered at low pressures or at very small scales. The latter case is very likely to
happen for gas flows in MEMS and will be further discussed in Section 3.2.
A final aspect which can neither be considered a “scaling” nor a “micro” effect, but which
has nevertheless a great influence on the correctness of experimental results, is the treat-
ment of uncertainties. The actual values of channel dimensions can vary a lot from their
nominal values, while the measured pressure and temperature variations can change if
the measurement position is changed (as a consequence of strong entrance effects). All
these contributions may add together and lead to large variations in the final results, and
must therefore be carefully considered and taken into account. Celata [30] demonstrated
how an improper negligence of the experimental uncertainties could lead to a complete
misinterpretation of the results and consequently to an incorrect claim for “new effects” at
microscale.
1.3. Integrated MEMS
Taking advantage of the IC technology, silicon microfabrication techniques and traditional
measuring principles have been combined to produce microscale sensors for a variety of
applications [31]. Besides the evident reduction in size, on-chip electronics presents also
a reduction of the sensitivity to interferences [32], increased response frequencies and the
possibility of combination with control and actuation systems [8].
Shear stress sensors [33], anemometers [34], pressure transducers [35] and temperature
sensors [36] are some examples of the available micro sensors for “large-scale” applications.
However, one of the most appealing features of these systems is the possibility of integrating
them in microsystems. Accessing online and direct information of the flow opens new
frontiers in the understanding of the governing physical mechanisms in micro systems.
Integrating sensors in microchannels is not a trivial task, even if precision silicon manufa-
cturing techniques are employed. Usually the quantities to be measured are much smaller
than in conventional applications, therefore highly sensitive sensors or signal enhancing
techniques are required. On the other hand, the reduced size of the system where the
sensors have to be integrated requires even smaller dimensions for the sensors themselves
to reduce interferences with the flow behavior. Integrated temperature sensors have been
presented , e.g., by Wu, et al. [37], Park, et al. [38] and Xue and Qiu [39]. Low temper-
ature manufacturing processes for integrated sensors employing particular materials for
heat transfer studies have also been developed and described, e.g. by Liu, et al. [40] and
Ko and Gau [41].
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Despite the progress of miniaturized sensors fabrication techniques and the large number
of configurations proposed over the years, broad implementation of these systems in terms
of integrating the sensors in microscale devices has not been achieved yet. The highly
process-specific designs proposed in literature mostly limit the use of the sensors to the
single application they have been designed for. Flexible and adaptable designs are still
lacking which may be integrated in more versatile microdevices to be used for different
applications and environments. Moreover, planar fabrication technologies, which offer
great manufacturing potential, limit the employable materials to a few (basically silicon
and its compounds and glass).
1.4. Objectives of the work
From the presented literature overview it is clear that reliable predictions of the flow
behavior of gas microflows are still hard to achieve. The results obtained by different
researchers might be limited to their case-study, and should be further validated for other
gas species, channel materials and flow conditions (including e.g. rarefaction, compress-
ibility and roughness effects alltogether). Extensive experimental campaigns aimed at the
validation or confutation of these models should be therefore foreseen.
In addition to that, it should be highlighted that many employed experimental methods are
based on measurements at the inlet/outlet of the microstructures. The gas bulk properties
are then extrapolated by assuming more or less linear evolutions along the microchannels.
However, this method may be source of large uncertainties, which are demonstrated to
play a major role in conditioning the final results. Yang et al. [42], e.g., recently pointed
out this issue for the calculation of the Nusselt number of a gas flow inside a microtube.
To overcome these limitations, the implementation of integrated sensors appears as the best
solution, which, however, has the drawback of offering reduced flexibility in employable
materials and configurations.
This work describes a new experimental approach for the local characterization of gas
flow heat transfer in microchannels. Starting from the state-of-the-art of MEMS-based
designs, a new integrated sensor assembly is proposed, with the aim of broadening the
possible applications of integrated measuring systems. To compare the performance of the
developed system, a layout for integration of commercial transducers is proposed as well.
By comparing the two methods, the potential and the limits of the two approaches are
assessed.
The main challenge for the desired system is the possibility of adapting it to different
channel materials and geometries avoiding, at the same time, major modifications to the
general design layout. This ensures a direct evaluation of the material influence on the
heat transfer of gases at microscales. As the measuring technique is fixed, the results from
different tests can be directly compared and do not depend on the specific experimental
setup with which they have been obtained. Moreover, by providing internal measurement
points, the indirect extrapolation of data from external measurements is avoided and more
reliable results can be produced.
By proving the flexibility of the integrated measurement techniques, the feasibility of broad
implementation of MEMS in technological processes for online monitoring (and control)
of the process parameters can be demonstrated.
The principal objectives of this work can be summarized as follows:
• Design and manufacturing of integrated temperature microsensors with silicon fab-
rication technologies.
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• Development of an integration technique to include the silicon microsensor assemblies
in microchannels made from different materials.
• Development of an integration technique to include commercial thermocouples in a
microchannels.
• Design and implementation of a new experimental device for heat transfer studies of
gas flows in microchannels.
• Characterization of the two integrated measuring systems and comparison of their
performance.
• Test of different channel materials with the integrated measurement system.
• Evaluation of channel material and wall surface characteristic effects on the heat
transfer performance.
The present work has been part of a ”Marie Curie” Initial Training Network (INT) named
GASMEMS and was funded by the European Commission. The Network includes different
European academic and industrial institutions with the aim of promoting research in
the field of gas microflows. Within GASMEMS, the project involved the cooperation
of one major partner, the Institute of Micro Process Engineering (IMVT) at the Karlsruhe
Institute of Technology (KIT), and two secondary partners: the National Institute of
Applied Sciences (INSA) of Toulouse, and the Technical University of Dresden.
1.5. Structure of the thesis
The structure of the thesis is as follows. In Chapter 2 an overview of the typical ma-
terials and manufacturing processes employed for microstructured devices and MEMS is
given. An extended description of the different sensor technologies adaptable for MEMS
and microsystems in general is also included. Chapter 3 presents a theoretical background
for gas flow physics, with particular attention to the different flow models, their validity
and limitations. In Chapter 4 the microchannel experimental device, the test rig and
the employed measuring techniques are described in detail. Chapter 5 presents the ob-
tained experimental results and the related discussion. After reporting the preliminary
experimental data, the tests with the integrated measuring systems are described and the
related results are given. The comparison between the two measuring techniques is shown.
Finally, the data from experimental campaigns with different microchannel materials are
presented to investigate the effects of the wall thermal properties and roughness on the
temperature profile development. Chapter 6 presents the results from CFD simulations
in terms of integrated sensor behavior and microchannel material effects. In both cases
comparison with the experimental data is done. Concluding remarks and hints for future
developments are included in Chapter 7.
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To successfully design and implement a process with MEMS technology, suitable materials,
manufacturing techniques, sensing and actuating methods must be chosen.
2.1. Materials and fabrication processes for microsystems
The main fabrication techniques employed to produce MEMS have their roots in micro-
electronics technology. It is no wonder then that the development of MEMS accelerated
strongly in the 1990s, taking advantage of the integrated circuit revolution of the previous
decades. However, the design and the fabrication of MEMS, and in general of microsys-
tems, may differ a lot from conventional microelectronics manufacturing techniques. More-
over, integration of microstructured components in technological processes usually means
integration of different materials in a single system, each providing a specific function.
A good knowledge of the variety of available materials and their main properties as well
as of the principal manufacturing techniques is mandatory when dealing with designing,
realization and implementation of microsystems. A series of process parameters must be
examined to verify the compatibility with the chosen material and the overall design fea-
sibility with the available manufacturing techniques. Temperature and pressure boundary
conditions, e.g., must be known to verify that the materials can sustain them. Finally, the
kind of process occurring in the structures and the fluid with which the structure would
eventually come in contact (liquids, gases, reactant species) must be known since corrosion,
fouling or material incompatibilities might arise. In conclusions, the choice of a material
for a particular application is not an a-priori step of the device fabrication, but relies
rather a process-oriented approach. On the other hand, the choice of the manufacturing
technique is related to the chosen material, but also to the required specification of the
structure to be realized. As a representative example, a typical decision tree to be followed
for the realization of a metallic microstructure device is given in Fig. 2.1. According to
the application the structure may slightly change, but the fundamental scheme stays valid
for microsystems design in general.
2.1.1. Silicon and silicon compounds
Silicon (Si) is among the most abundant elements on Earth. Many mature industrial
processes are available to refine sand and produce single crystal Si wafered substrates,
having large areas and very low defect densities. The combination of integrated-circuit (IC)
processing and silicon micromachining techniques has marked the advent and development
9
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Figure 2.1.: Example for decision tree as basis for manufacturing of microstructure devices
[43].
of MEMS, positioning silicon as primary choice material [9]. The main features of Si
making it a good candidate to be used for MEMS substrates are:
• Si has about the same Young’s modulus as steel (about 2 · 105 MPa) but is as light
as aluminum with a mass density of about 2.3 g/cm3.
• It is mechanically stable and can be integrated into electronics on the same substrate.
• It presents a high melting point (about twice that of aluminum) which makes it
dimensionally stable even at high temperatures.
• Its coefficient of thermal expansion is smaller than those of steel and aluminum.
• It presents almost no mechanical hysteresis making it a perfect candidate for sensors
and actuators.
• Fabrication processes and treatments of Si are well established and documented, and
a great flexibility of design and manufacturing is available.
Single-crystal Si, as many other semiconductors, can be easily doped with impurities to
alter its electrical and thermal conductivity. Phosphorous (P) is a common dopant for
n-type Si and Boron (B) is used to produce p-type Si. Silicon doping can be performed
either by thermal diffusion of the doping atoms (following Fick’s law) or by ionic implan-
tation (accelerating and focusing a dopant ion beam on the Si substrate) [9]. In MEMS
applications single-crystal Si is a very versatile material both for bulk and surface micro-
machining applications. In the first case a variety of well characterized anisotropic etches
and etch-mask materials are available, while in the second case the single-crystal Si can be
used as a mechanical platform for the fabrication of device structures (which can be made
either from Si or from different materials).
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Bulk micromachinig of Si involves the removal of materials from the substrate to form the
desired three-dimensional geometry of the microstructure. The commonly used techniques
to perform bulk micromachining employ wet or dry etching together with etch masks
and etch stops [44]. Etching involves the exposure of a substrate to a chemical etchant
covered by a protection mask. The part of the substrate not covered by the mask is
dissolved and removed by the etchants. One of the most important features of etching is the
directionality of the process. Isotropic etching refers to the cases where the etchants attack
the material uniformly in all directions. On the contrary, anisotropic etching presents
higher etch rates in some preferential directions, depending on the crystal orientation
[9]. For wet etching, usual isotropic etchants are acidic agents (e.g. HF), while alkaline
chemicals (e.g. KOH) are used for anisotropic wet etching. Alternatives to wet etching
are the dry etching techniques, which often involve the employment of a plasma of ionized
gases, along with neutral particles to remove material from the etch surface. Reactive ion
etching (RIE) is the most commonly used dry etch processes to pattern Si. RIE is highly
directional, thus enabling direct pattern transfer from the masking material to the etched
Si surface. In particular, deep reactive ion etching (DRIE) has been largely employed as
it can produce very high aspect ratio structures, with almost perfect vertical walls [2]. In
Fig. 2.2 examples of etched structures in silicon are presented.
Figure 2.2.: Examples of silicon structures. From the top-left corner in clockwise direction:
isotropically etched microtips on (111) silicon [45]; MEMS actuator realized
with DRIE [46]; structures obtained with anisotropic etching of a (100) silicon
wafer employing a rectangular mask [47].
In contrast to bulk micromachining, in which material is removed from the substrate by
means of physical or chemical processes, surface micromachining involves only the top of
the substrate usually by means of patterning, modifying or adding material layer by layer.
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To obtain patterned structures with etching techniques, the substrate surfaces need to be
worked according to the pattern to be transferred. Photolithography is the most reliable
technique to obtain patterns on substrates up to submicrometer resolution. It involves
the coating of the substrate with a photosensitive film (photoresist) which is then exposed
to a set of light through a transparent patterned mask. The solubility of the photoresist
changes when exposed to light, becoming more soluble under light (positive photoresist)
or more soluble under shadow (negative photoresist) [2]. Figure 2.3 shows the main steps
of a photolithography process.
Substrate
Substrate
Photoresist
Positive resist:
Negative resist:
Processes:
(a) Development
(b) Etching
(c) Resist removal 
UV light or
other source
Mask
Substrate
(a)
(a)
(b)
(c)
(b)
(c)
Figure 2.3.: General procedure of photolithography [9].
A common technique used to modify the Si substrate surface is thermal oxidation. In
particular this process is used to produce silicon dioxide (SiO2) layers [44]. SiO2 can be
used as a thermal and electrical insulator, as a mask in the etching of silicon substrates
(due to its strong resistance to many etchants, excluding HF) or as a sacrificial layer in
surface micromachining [9]. SiO2 can be grown thermally on Si substrate, by placing it
into a furnace tube, where an oxygen flow is blown and proper temperature conditions are
imposed [2].
Another technique to cover a Si substrate is the chemical vapor deposition (CVD). CVD
can be used to deposit different organic or inorganic thin-film materials by means of con-
vective heat and mass transfer as well as diffusion with chemical reactions. The reactants
are carried over the heated substrate surface within a carrier gas flow. The necessary en-
ergy for the reaction to take place is directly given by the surface high temperature (where
dissociation, adsorption and desorption of reactants and products take place) [2]. Among
the materials that can be deposited by CVD the most commonly used in MEMS are SiO2,
Si in polycrystalline form (polysilicon) and Si nitride (Si3N4) [9].
Polysilicon is made out of grains whose orientations vary according to the deposition
conditions. It is widely used in MEMS fabrication technology as it presents mechanical
properties comparable to single-crystal Si. The required deposition and etching technology
are already available from the IC industry. Also the resistivity of polysilicon can be altered
by impurity doping, using the same techniques as developed for single-crystal Si [9].
Silicon nitride (Si3N4) is used as electrical insulation (presenting a resistivity of about
106 Ω· cm), surface passivation or etch mask (as it present a strong resistance to oxidation
and to many etchants) [9].
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Several modified CVD processes have been developed to obtain better results in terms of
rate of growth or quality of the deposited film. Among these, plasma enhanced chem-
ical vapor deposition (PECVD) and low pressure chemical vapor deposition (LPCVD)
are the most common [9]. In PECVD the reaction energy is not provided anymore by a
heated substrate, but transferred with a RF-plasma, which avoid damage of the surfaces
at high temperatures [2]. LPCVD is used to increase the rate of deposition and to obtain
a more uniform deposit [2]. Finally, when the precursor of the material to be deposited
is introduced in solid form and then evaporated or transported onto the target surface,
the process is named physical vapor deposition (PVD) [9]. Differently from CVD, PVD
coating does not involve the growth of layers with chemical reactions, but is mainly based
on physical processes such as high temperature evaporation or plasma sputtering. PVD
process usually requires vacuum environments and include four different steps: evapora-
tion, transportation, reaction and deposition. PVD is often used to deposit thin metallic
films on substrate surfaces. These can be required to conduct electricity from sensors or
to supply electricity to actuators. Aluminum (Al) is probably the most widely used metal
for these applications. Aluminum thin films can be used in combination with polymers
(e.g. polyimide) so that they can be sputter-deposited at low temperatures [9].
To broaden the range of silicon MEMS applications, which is by its nature limited by
the material physical properties, alternate materials have been developed. In particular,
the operating temperatures of Si-devices are limited to 200 ◦C and in general harsh envi-
ronmental conditions are to be avoided, including, e.g. high-temperature, high-radiation,
high-wear and highly acidic or basic chemical environments (Si is dissolved as an hydroxo-
complex in most solutions at most value of PH). To be used under such conditions, silicon
carbide (SiC) has been recognized as a potential substitute for Si or as a protection layer of
components against high temperatures. SiC layers can be deposited using different tech-
niques, among which the most commonly employed are LPCVD or APCVD (atmospheric
pressure chemical vapor deposition) [9].
2.1.2. Polymers
Polymers are a large class of materials that include three major categories: duromers,
thermoplastics and elastomers. Polymers have become increasingly popular for MEMS
and microfluidic systems for a series of reasons:
• Many polymer materials present a higher mechanical yield strain than silicon, which
makes them appealing for those applications where a robust material is required [48].
• Polymers are in general significantly cheaper than other materials. Moreover, since
some of the manufacturing processes do not require clean room facilities, fabrication
costs can also be significantly reduced [43].
• Polymers can be available in large dimensions (no wafer restriction as for silicon),
thus, polymer MEMS do not have size limits [9].
• A new complete series of manufacturing processes are available for polymers, over-
coming the limited sets of fabrication techniques for silicon (see Fig. 2.4) [48].
• Polymers provide good chemical, structural and biological functionalities for many
applications, i.e. high corrosion and electrical resistance [48].
Among all polymeric materials thermoplastics are quite diffused and constitute the largest
part of polymeric MEMS devices [43]. In general, thermoplastics present weak attractive
forces between the constitutive chains, and therefore can be easily re-molded, re-shaped
ad thus recycled by simple heating processes [43]. The selection of the proper thermo-
plastic to be employed in MEMS depends largely on the specific application and on the
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Figure 2.4.: Available manufacturing technologies for polymers [49].
characteristics required by the material. COC (cyclic-olefine-copolymer) presents for ex-
ample excellent optical properties and is thermally quite stable, while PMMA (polymethyl-
metacrylate) is quite inexpensive and has a low glass transition temperature. A particular
class of polymers are the so called high-performance polymers, among which is, e.g., PEEK
(polyetheretherketone). PEEK offers the high chemical and mechanical resistances, and it
can be safely used up to temperatures higher than 150 ◦C [48].
Some classes of polymers can be structured with conventional clean room techniques em-
ployed also for silicon structures. Among these the most diffused is photolithography.
Other available manufacturing techniques for polymers MEMS are molding, hot emboss-
ing, laser micromachining and micro-stereolithography (for which an overview is given in
[43]). Figure 2.5 presents examples of polymeric microstructures.
Figure 2.5.: Examples of polymer structures. Micro-injection molded structures (left) [50]
and hot-embossed high aspect ratio structures (right) [51].
2.1.3. Glass
Glass is a monolithic non-crystalline solid consisting mainly of SiO2. Glass often contains
additives or impurities that modify its properties such as mechanical stability, optical
transparency, etc. [48].
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The precise fabrication of microstructures out of glass is quite challenging, and controlled
surface qualities and geometries are difficult to achieve. Moreover, glass is a brittle material
and cracks often arise during manufacturing or thermal processing. Some of the processes
originally developed for silicon technology can be adapted to manufacture glass structures
[52]. Isotropic wet etching of glass is possible by using hydrofluoric acid (HF) as an etchant.
Since HF eventually also attacks the material used as mask, only limited depth can be
reached for etched structures (usually 10-300 µm) [52]. To obtain higher aspect ratios and
fairly vertical structure walls, plasma dry etching and ion etching can be combined into
the deep reactive ion etching technique (DRIE) [48].
Micro-mechanical machining of glass is strongly limited by the intrinsically brittle nature
of the material. Cutting processes may often result in damages and fractures. Special
techniques like powder blasting and micro-ultra-sonic machining (MUSM), or laser micro-
machining can be however exploited to create glass microstructures [52]. Finally, also hot
embossing of glass is possible [48].
2.1.4. Ceramics
Most structural ceramics are characterized by high thermal and chemical stability, which
makes them a suitable material for microdevices working under harsh chemical and thermal
conditions (typically very high temperature processes involving corrosive reactants) [52].
Ceramics excel metals in their compression strength but have a lower tensile strength
and elasticity. Due to their mechanical properties and their high melting point, molding
processes and joining techniques established for other materials can not be transfered to
ceramics [52]. While some shaping processes, such as laser machining, electrical discharge
manufacturing or micromechanical machining are applied to sintered state ceramics, many
other processes developed for creating structures in ceramics start from ceramic powders
[52].
Ceramic injection molding (CIM) is a well-established technique for manufacturing ceramic
structures with a resolution within the micrometer range [52]. Structures obtained with
the CIM technique are shown in Fig. 2.6.
2.1.5. Metals and mechanical micromachining
Metals are a class of materials particularly appealing for microsystem applications, for they
present very high temperature stabilities and chemical resistances, and at the same time
can be manufactured with a broad variety of well established techniques which, according
to the necessity, can range from cheap large scale production to ultra precision micro-
machining. Moreover, metals usually present excellent heat transfer performance, which
makes them suitable for applications, where huge amounts of heat must be transferred in
small volumes. Among metallic materials different kinds of stainless steels, Nickel-base-
alloys, Titanium, or “noble” metals, are just some of the possible choices [43].
The different available manufacturing processes for metals can be classified as abrasive
methods, where mechanical micromachining, laser machining and wet chemical etching
play a major role, and non abrasive methods, such as e.g. selective laser melting [53]. These
manufacturing techniques have not necessarily been developed specifically for microsystem
technology, but they have been adapted to meet the needs of MEMS in terms of feasibility
of complex structures, required geometrical tolerances and superficial roughness.
Mechanical micromachining is a very flexible and common method to manufacture proto-
types and small-scale series microsystems. It consists of the ablation of metallic material
from a substrate surface with proper tools made out of, e.g., diamond, titanium, or hard
metals [53]. Precision or ultra-precision micromachining allows the creation of complex
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Figure 2.6.: Example of microstructured pieces obtained by ceramic micro injection mold-
ing [52].
geometrical structures with precisely defined dimensions (above 10 µm for precision ma-
chining and below 1 µm for ultra-precision machining). Drilling, turning and milling are
the most commonly used processes employed to create microstructures with mechanical
micromachining [43]. To meet the required tolerances, special efforts and machining strate-
gies are necessary which compensate effects such as tool deflection. The reachable aspect
ratios and minimum structure dimensions are limited by the tool dimensions themselves
as well as by the material used. With the state-of-the-art available tools, the smallest di-
mensions are about 10 µm, with maximum aspect ratios of about 5 for turning, while the
aspect ratio can reach 40 for drilling techniques. However, these parameters are strongly
affected by the choice of metal and by the geometrical details to be realized. Examples of
micromachining tools and realized structures are given in Fig. 2.7 - 2.9.
Figure 2.7.: Microdrilling hard metals tools (tungsten carbide) and micro drilled piece in
stainless steel [43].
Another important parameter to be controlled is the surface roughness. With surface
optimization techniques (i.e. electropolishing, plating or metal coating) very high surface
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Figure 2.8.: Micromill in hard metal (tungsten carbide) and stainless steel microchannels
realized by precision micromilling [43].
Figure 2.9.: Detail of microturning in diamond and copper microstructure obtained by
precision microturning technique [43].
qualities (down to some 10 nm roughness) can be reached, also depending on the metal or
alloy used [53].
Besides mechanical micromachining, laser precision machining is also available to create
microstructures in metals. Laser machining includes three different processes: cutting,
drilling and microstructuring [53]. Laser-assisted microstructuring or micropatterning can
be realized with different processes, namely ablation via sublimation, ablation via laser-
cutting, ablation via melt ejection and laser-micro-caving (LMC) [43]. While ablation
techniques are not very precise and lead to debris formation and contamination, LMC,
which can be described as a laser-induced oxidation of the surface, allows a cleaner pat-
terning of metals, with a reduced amount of debris and melt [43].
Another technique adapted to micromachining of metals is the so called selective laser
melting (SLM). SLM is based on the micro-stereolithography technique adopted for rapid-
prototyping of polymers. This technique has the main advantage of allowing the creation of
3D structures without requiring bonding or assembling. On the other hand the achievable
surface qualities are quite poor, and the gas tightness of the obtained structures is usually
insufficient (cf. Fig. 2.10) [43].
A final technology to be mentioned and commonly used to create microstructure in metals
is etching. Both wet chemical etching and dry etching are available for metals and represent
a valid alternative to mechanical micromachining. In particular, the manufacturing of
complicated geometries or channel arrays is easier with etching techniques [53]. As a
drawback, valid in particular for wet chemical etching, the achievable resolutions and
surface qualities are poor. Moreover, as wet chemical etching is an isotropic process,
the structure cross sections typically present a semi-elliptical shape, while the smallest
achievable dimensions are limited by the fact that the etching extends isotropically below
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Figure 2.10.: Microdevice realized by the selective laser melting technique (SLM) starting
from steel powder, with details of the obtained structure with the typical
poor surface quality [53].
the mask and the obtained openings are defined by the mask width plus twice the etching
depth (this mainly limits the aspect ratio that can be obtained with wet chemical etching)
[53].
2.1.6. LIGA manufacturing technique
The LIGA process for manufacturing microstructured devices is radically different from the
other fabrication processes, offering great potential in creating microstructures of differ-
ent materials and with high aspect ratio and previously unachievable absolute tolerances
[54]. The therm LIGA is an acronym for the German terms Lithografie (Litography),
Galvanoformung (Electroforming) and Abformung (Molding), which represents the three
main steps of the manufacturing technique firstly developed at the Nuclear Research Center
Karlsruhe (now Karlsruhe Institute of technology). A detailed description of the different
steps of the LIGA process is given in [2].
For most applications the structures obtained with LIGA are used as molds for subse-
quent injection molding. Indeed, as the manufacturing process is slow and very costly,
to allow LIGA to be an economically viable micromachining alternative it is necessary to
succeed in replicating the structure without remaking the primary models [54]. Examples
of structures obtained with the LIGA process are shown in Fig. 2.11.
Figure 2.11.: Example of structures realized with the LIGA manufacturing technique. On
the left: complex 3D geometry of a nozzle for the separation of uranium
obtained in nickel [55]. On the right: high aspect ratio structures for a
micromixer in nickel [56].
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2.1.7. Assembly and packaging
After the manufacturing of the microstructures with any of the above described processes,
the second necessary step for the realization of microsystems is assembly and packaging.
While the assembly of devices at macroscales does not present major problems, this step
may present some critical issues when coming to microscales. Many problems are related
to the required tolerances and surface qualities to achieve good alignment and sealing of
the assembled structures [43]. Small misalignments during the assembling/bonding phase
might result in severe geometrical deformation of the final structures. An improper sur-
face quality or the formation of burrs during the microfabrication step are two of the main
reasons for structure misalignment and therefore must be accurately controlled during the
structure manufacturing. Alignment techniques to avoid errors might be mechanical (e.g.
alignment pins) or automated (e.g. using laser diodes and photosensors) [43]. Another
aspect to be carefully considered is related to tolerances. Insufficient manufacturing tol-
erances lead to misfit or too tightly fit components, resulting in fitting over-stress and
premature failure of the assembly. On the other hand, excessive tolerances may result in
loose fits.
According to the employed material, different assembly and packaging techniques are avail-
able. For silicon structures, bonding is usually the adopted process for assembly. Among
the available bonding methods, adhesive bonding, anodic bonding and fusion bonding are
the most common [44].
For the adhesive bonding an intermediate layer of polymeric material (usually PMMA)
or glass is used to cover the wafer surface. Successively, the two parts to be bonded are
brought in contact and heated.
In the anodic bonding a substrate of glass or Pyrex R© is joined to the silicon substrate by
using a strong electric field while the two pieces are heated (above 450 ◦C). A ion exchange
between the two materials is established resulting in a permanent bond.
Finally, fusion bonding results in a cross-oxidation of the silicon over the bonding interface.
To enhance this process, special activation techniques for the oxide or on the wafer surface
are available [44].
For microstructures made out of polymers the easiest assembly technique is direct gluing
[43]. However, some polymers have no adhesive surface and require additional processes to
modify it. Moreover, draining of the glue in the microstructure and clogging of microchan-
nels might occur. By controlling the dosage of the glue or by creating special cavities in
the structures it is possible to overcome some of these issues.
As alternative to gluing, welding is another interesting technique. In this case no additional
material is required since the polymer itself is activated to diffuse into the counterpart.
For this purpose solvents, ultrasonic vibrations or laser sources can be used [43]. Laser-
transmission welding in particular is a powerful tool for welding transparent or opaque
polymers with structural details down to 10 µm. These techniques requires usually the
application of resins with absorbing dyes or special absorbing nanolayers over the polymer
surface [43].
A possible process to assemble ceramic or glass structures when direct bonding can not
be used (e.g. when two materials with different coefficients of thermal expansions must
be joined) is soldering. In this case an intermediate material (usually vitreous or glass-
ceramic sealant) is used between the two parts to create joints which can stand relatively
high temperatures (which must nevertheless always be below the melting temperature of
the glass) [52].
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A particular technique to assemble materials (primarily metals) is diffusion bonding, which
has the advantage of not requiring any additional material (like soldering or brazing) and
creates stable microstructured devices from single micromachined metal foils [43]. The
process starts from a stack of metal foils with the desired arrangement which is then
positioned in an evacuation furnace, pressed with a prescribed force and heated up to
above 2/3 of the material melting temperature. Under these conditions the material at the
adjacent interface diffuse into each other creating very stable and insolvable connections.
The three main steps of the diffusion bonding technique are shown in Fig. 2.12. While
for many metals the use of diffusion bonding is already well established, some aluminum
or chromium alloys (which generate a protective layer on top of the surfaces) or materials
with high melting temperatures (e.g. tungsten) are not suitable to be joined with this
technique.
Nonoxide ceramics can also be directly employed for diffusion bonding processes, while
oxide ceramics need an intermediate layer to facilitate the bonding. In general, the control
of the process parameters is not trivial and small contamination of the material com-
position may lead to failure. Finally the presence of large burr deriving from previous
manufacturing steps must be avoided.
Figure 2.12.: Three steps of the diffusion bonding assembling technique. From the left:
stacking of single foils, heating-up and pressing of the foil stack, final mono-
lithic structure [53].
When diffusion bonding can not be used, laser welding can be employed as an alterna-
tive [43]. Laser deep penetration welding or conduction welding are both available laser-
assisted techniques which can be employed. In the first case high aspect ratios can be
achieved, while the second ensure small heat-affected zones (more suitable for micropack-
aging). Temporal laser pulse shaping has also been adopted to combine the advantages of
the two different methods, allowing the manufacturing of completely laser-based devices.
When multi-foil assemblies are not required, or when the joining should be reversible (the
structures should be opened and re-closed), straightforward conventional techniques of
packaging such as clamping and screwing can be used, employing O-rings or gaskets for
sealing.
2.2. Sensor technology in MEMS
With the increasing number of scientific and industrial applications of MEMS, microde-
vices and microreaction technology, the requirement for precise analytical techniques for
measurement and control of key process parameters of the ongoing processes is becoming
a standard. For this reason, suitable sensors and analytical tools have to be developed and
integrated in microstructured devices without disturbing and degrading the performance
of the analytical technique or of the entire device.
Thanks to the spreading of IC technology, the miniaturization of sensors has become
possible and a variety of different configurations has been established [9]. Microsensors
have the advantages of being sensitive and accurate with minimal amount of required
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sample substance [8]. The small dimensions achievable with IC surface machining processes
allows the integration of a sensing and even an actuating element and a signal transduction
unit in a single device which can be considered as a core unit of a microelectromechanical
system [9]. This principle is illustrated in Fig. 2.13.
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Figure 2.13.: MEMS as a microsensor (a) and as microactuator (b) [9].
Despite the fact that integration of sensors in microsystems as inline analytical tools is
a relatively new field, the basic working principles of microsensors are well known, as
they directly derive from the conventional sensor technology. A good understanding of
these principles is therefore important to be able to further develop microsensors and their
integration in microsystems.
Sensors can be generally classified according to the measured quantity or to the physical
effect they are based on (as illustrated in Tab. 2.1).
Table 2.1.: Correlation between physical effects and measured quantities in conventional
sensor technology [57].
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Position X X X X X
Force X X X
Pressure X X X
Temperature X X X X
Light X X X X X
Gas X X X
Magnetic field X X
2.2.1. Temperature Sensors
The exact measuring of temperature is one of the most important challenges of sensor tech-
nology. The large number of temperature dependent physical processes leads to a broad
range of possible methods and components which are suitable for measuring temperatures
(see Tab. 2.2).
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Table 2.2.: Sensors types and methods for temperature measurement (adapted from [57]).
Range in ◦C Remarks
Thermoelement -200. . . +1600 small voltage signal, expensive electron-
ics, Zero-point compensation
Thermistors -270. . . +850 small voltage signal, expensive
electronics
Si-elements -50. . . +150 resistance, transistors, lower temperaure
limit given by the body housing, cheap
sensing element
PTC-Thermistor -30. . . +350 steep temperature threshold, cheap,
robust
NTC-Thermistor -50. . . +350 Exponential characteristic curve, com-
promise between precision and price
Photodiode 0. . . +4000 remote measurement, below +400 ◦C
semiconductor with small energy gap
Pyroelectric detector 0. . . +4000 remote measurement, high sensitivity,
dynamic measure
Strain thermometer -200. . . +1000 liquid working fluid, bi-metal, punctual
measurement
Gas thermometer -250. . . +1000 Physical measurement, very complex,
pressure measurement
Color T-measurement -30. . . +1600 Color change of e.g. liquid crystals
Quartz thermometer -40. . . +300 Digital output signal
Thermoelements
If two metallic conductors of different materials are brought in intimate contact, it is pos-
sible to measure a temperature-dependent voltage difference, the so called thermal voltage
generated by the Seebeck effect (for a complete description of the physical phenomenon
see [58]). Figure 2.14 shows a high-impedance instrument reading the voltage V which
corresponds to the temperature T2 at the measuring point reduced by the constant refer-
ence junction temperature T1. This relationship is expressed by Eq. 2.1, where αs is the
Seebeck coefficient expressed in V/K.
∆V = αs∆T (2.1)
V
C
A
B
T2T1
Figure 2.14.: Thermal circuit with the two branches A and B (of different conducting
materials), measured temperature T2 and reference temperature T1.
22
2.2. Sensor technology in MEMS
The Seebeck coefficient is a bulk material property which can be expressed as:
∇EF /q = αs∇T (2.2)
where EF is the Fermi energy and q is the elementary charge. From Eq. 2.2 it is evident
that there will be no gradient in the Fermi energy and thus in the electrical potential,
unless a temperature gradient is present.
To obtain high voltage signals, materials with large Seebeck coefficients should be used
for thermocouples. Low-doped semiconductors are well suited to this purpose. However,
some issues in the employment of these materials might arise:
• the position of the measuring point should be relatively far away from the position
of the reference point as otherwise a mutual influence in the heat conduction could
result in a distortion of the measurement.
• the supply lines to the measuring point should be robust and resistant to mechanical
stress to avoid failure during assembly and disassembly.
Both conditions are difficult to meet with semiconductor materials: the bridging of large
distances is difficult due to the single-crystalline structure and the brittle nature of semicon-
ductors, which make them susceptible to breakage. Nevertheless, thanks to the advances in
semiconductor fabrication technologies, it has been possible to manufacture microsensors
on silicon substrates based on the Seebeck effect, which are also compatible with MEMS
technologies [36].
Based on the same principle as thermocouples (the Seebeck effect), thermopiles are temperature-
difference transducers particularly suitable for MEMS applications. In Fig. 2.15 the schematic
concept of an integrated silicon thermopile is shown.
T
P-Type Sin-type Si epilayer
Al
Figure 2.15.: Structure of a typical integrated p-type silicon/aluminum thermopile.
The typical structure of such transducers consists of many thermocouples (e.g. p-type
silicon-aluminum junctions) connected in series (thermocouple cascade). The different
junctions experience the same temperature gradient, resulting in an enhanced sensitiv-
ity of the sensor and a high output. Sensitivities of about 5-50 mV/K are common for
miniaturized thermopiles. An important parameter for thermopiles is the characteristic
resistance, which depends on the number of stripes, the length of the stripes in squares
(length-width ratio) and the electrical sheet resistance. Typical values for the resistance
range between 10-100 kΩ [36].
Among the various possible applications of miniaturized thermopiles, silicon flow sensors
are particularly interesting [32]. The thermal conductance from the hot to the cold region
of the thermopile is lowered by heat conduction from the sensor to the ambient. If the
sensor is placed within a fluid flow, the heat transfer and thus the temperature difference
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between the hot and the cold region are related to the fluid velocity. By measuring the
temperature difference between two fixed points, in between which a heater is placed, it is
possible to derive the velocity of the flow, as schematically represented in Fig. 2.16.
Heater T-Sensors Sensor Chip
Flow
Figure 2.16.: Thermal flow sensor working principle.
Thermistors
The working principle of thermistors is based on the temperature dependence of the electric
resistance. The resistance R of macroscopically homogeneous components of length d and
cross section A depends on geometrical and material properties and can be evaluated by
the location-independent values of the specific conductivity σsp or the specific resistivity
ρsp as given in Eq. 2.3 [58].
R = ρsp · d
A
=
1
σsp
· d
A
(2.3)
Ignoring the temperature variation of the geometrical parameters (which is negligible with
respect to the electric properties variations), the temperature dependence of the material
resistance is given by:
∂R
∂T
=
∂ρsp
∂T
· d
A
= − 1
σ2sp
∂σsp
∂T
· d
A
(2.4)
The temperature dependence of the specific resistivity varies for the different material
classes. In the following a short overview for metals, semiconductors and ceramics is given
since these are the most commonly employed materials for the fabrication of thermistors.
In metals the conductivity is mainly influenced by two opposite phenomena. On one hand
the electron density increases with increasing temperature because of the broadening of
the Fermi-Dirac distribution, which affects the effective conductivity of the charge carriers
(positive contribution to the conductivity), while on the other hand the electron mobility
decreases with increasing temperature for lattice scattering phenomena (negative contri-
bution to the conductivity). However, the negative contribution generally prevails and the
general behavior of the specific resistance against temperature is therefore positive (i.e.
the specific resistance increases with increasing temperature as shown in Fig. 2.17). For
this reason metallic thermistors are usually referred to as Positive Temperature Coefficient
(PTC) resistors [58]. Figure 2.17 also shows that the resistivity temperature dependence
of many common metals usually presents a linear behavior.
A very different behavior than that of metals is exhibited by semiconductor materials, for
which both coefficients in Eq. 2.3 strongly depend on the temperature. In particular, the
temperature dependence of the resistivity does not show a linear behavior as in metals
(see Fig. 2.18). Within the working range of Si-temperature sensors, which extends from
-50 to +150 ◦C, the mobility of charge carriers decreases with increasing temperature due
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Figure 2.17.: Temperature dependence of the specific resistivity for some metals [58].
to the thermal lattice scattering, causing an increase in the resistivity. At higher tem-
peratures intrinsic conduction predominates, i.e. when the thermal production of charge
carrier pairs outbalances the lattice scattering, and the resistivity, after reaching a maxi-
mum value, decreases [58].
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Figure 2.18.: Temperature dependence of the charge carrier density ρn and the specific
resistivity ρsp for n-doped semiconductors [57].
The major advantage of silicon temperature sensors is that they can be produced with the
help of advanced semiconductor technology quite inexpensively. Because of the small chip
size of the sensors, the simultaneous production of a large number of sensors per wafer is
possible.
In many ceramic materials the temperature dependence of electrical conductivity is sim-
ilar to that of semiconductors, but some ceramics have an almost metallic conductivity.
Through the production of mixed crystals of more and less conductive ceramics the tem-
perature coefficient can be varied continuously, which is a great advantage for the manu-
facturing of temperature sensors (see Fig. 2.19) [58].
Depending on the behavior of the specific resistivity with temperature, ceramic thermistors
can be classified as negative temperature coefficient (NTC) resistors, when the electron
mobility increases while the electron density is constant and the resistivity consequently
decreases with increasing temperature, or as positive temperature coefficient (PTC) resis-
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Figure 2.19.: Adjustable specific resistivity of magnetite (Fe3O4) for different mixtures of
Spinel insulant [58].
tors, when for special grain boundary effects the specific resistivity increases with increasing
temperature.
Regardless of the constituting material, all kinds of thermistors need a bias current to
allow the detection of the resistance signal. With a current-carrying measurement (in
contrast to the nearly currentless measurement with thermocouples), the voltage drop on
the measuring leads always to relatively large measurement errors (i.e. the error order of
magnitude is comparable to that of the measured quantity itself). However, by smartly
designing the wiring for the sensor contacts, the error can be reduced or avoided [58]. In
Fig. 2.20, four possible layouts are illustrated. The easiest one is the 2-wire configuration,
which however leads to the highest uncertainties. 4- or 3-wire configurations are therefore
preferred, where the ones with a Wheatstone-bridge layout have the drawback of requiring
bridge resistors with defined and known temperature coefficients. In some cases this prob-
lem can be overcome by placing the bridge resistors out of the sensor area, at a defined
and constant temperature.
Diodes and transistors
The DC characteristic of a pn-diode has a strong temperature dependency as shown by
the Shockley equation:
I = IS
(
exp
eV
kBT
− 1
)
, (2.5)
where e is the charge of an electron, V is the voltage and kB is the Boltzmann constant.
For the saturation current IS the following relationship applies:
IS = ATαexp
(
−Ego
kT
)
. (2.6)
In Eq. 2.6, A is a constant and Ego is the band gap extrapolated at T=0 K. In the exponent
α doping ratio and geometry factors are taken into account as well as the temperature
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Figure 2.20.: Possible configurations of resistor connections. a. 2-wire configuration.
b. 4-wire configuration with voltage measurement on the sensor resistance.
c. 4-wire configuration with Wheatstone-bridge layout. d. 3-wire configura-
tion with Wheatstone-bridge layout.
variation of the diffusion constant. When the polarity is in the forward direction, the
temperature dependence is, according to Eq. 2.5, particularly high. As eV >> kT the
temperature response of V can be rewritten (neglecting the unitary term) as:(
∂V
∂T
)
I
= −Ego/e− V
T
− αk
e
. (2.7)
By using a bipolar transistor (which is operated by connecting the base and collector as
a diode) instead of a diode, the exponent α can be particularly high with appropriate
current gain.
Silicon transistors have proven to be suitable as temperature sensors as they present an
appropriate band gap, a favorable sensitivity and a good material robustness even under
harsh conditions [58]. Unfortunately, manufacturing tolerances have a great influence on
the temperature dependence due to effects of the local crystal quality and surface effects on
the saturation current. The differences in the base-emitter voltage for the same collector
current and room temperature as well as the scattering of the temperature coefficients
compromise the interchangeability of the sensors and thus prevented the widespread use of
transistor temperature sensors. An electronic signal processing with transistor temperature
sensors is only economically feasible if the process does not have to be adjusted individually
for each sensor, i.e. if the sensor characteristics from item to item have sufficiently small
fluctuations and are also stable over longer periods [57].
Other temperature measurement techniques
Besides the most common techniques which can be used to measure temperatures and
which have already been described, other physical effects can be exploited for this purpose.
In the following a list of them with a short description of the working principle is given,
while a more detailed analysis can be found, e.g., in [58].
Pyroelectric temperature sensors are based on the so-called pyroelectric effect, for which
the polarization of certain materials (e.g. ferroelectric materials) depends on the temper-
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ature. If two initially neutral metal electrodes are coated with a ferroelectric material in
between, when activated by a temperature difference a potential difference will be created
by the ferroelectric dipole charge, resulting in a measurable external voltage. The voltage
difference remains constant only with a precise insulation of the sensor and by using a
extremely high input impedance amplifier.
Quartz crystal oscillators are widely used as building blocks for the production of electrical
vibrations with constant frequencies. With a different embodiment, they can also be used
as very sensitive temperature measurement instruments with frequency-analogue output
signals. The temperature coefficient of the resonant frequency of quartz crystals may be
in fact considerably increased by the choice of special crystallographic cut angles relative
to the electrical and optical axis. The great advantage of quartz temperature sensors relies
on the analog frequency output signal which, by using an electronic divider, can be read
with an accuracy up to one Hertz. This provides temperature resolutions far below 1 K.
Fiber-optic temperature sensors have been increasingly used for the simplification of opti-
cal radiation transport. These systems can be exploited for temperature measurements, as
many typical optical properties (absorption, fluorescence, etc.) of materials have a char-
acteristic temperature dependence, which can be scanned by an optical fiber, transmitted
and analyzed. Critical for practical applications is the neutral transmission behavior: the
sensor signal should be as little dependent on the structure and on the fiber-optic transmis-
sion length as possible. This can be achieved by measuring the intensity ratio of different
fluorescence lines with different temperature dependencies or by measuring of the temporal
distribution decay curves.
Mechanical temperature sensors include all those temperature sensors that exploit the
thermal expansion of gases, liquids or solids (e.g., the common mercury thermometer),
while an example for a chemical temperature sensor is the exploitation of the ability of
various chemical compounds to change their color either abruptly or continuously (thermal
paints) at a certain temperature or within a given temperature interval.
2.2.2. Force and pressure sensors
Along with temperature measurement, force and pressure measurements have the greatest
technical importance. The basic effect of most force and pressure sensor is the elastic
deformation of a solid body: in this case the external mechanical forces act against the
interatomic bonding forces, and a reversible change in shape is produced as a response [58].
Plastic deformations are usually undesirable for pressure sensors, as the cycling change of
the sensor characteristics can eventually lead to a fatigue fracture.
Piezoresistive sensors
The change in shape of a conductor under the influence of a mechanical force affects
the electrical resistance of the body itself and can therefore be used as the basis for the
production of resistive pressure sensors. Piezoresistors refer to sensors whose resistivity
changes with applied strain. Metal resistors change their resistance in response to strain
mainly due to the shape deformation mechanism. Such resistors are technically called
strain gauges. The resistivity of silicon (and other semiconductors) changes as a function
of strain. Silicon is therefore a true piezoresistor [59].
In a piezoresistor the resistance R changes linearly with the applied strain:
∆R
R
= G · ∆L
L
, (2.8)
where the proportional constant G is called the gauge factor of a piezoresistor.
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Although the resistance is usually measured along the resistors longitudinal axis, the ap-
plied strain may contain three primary vector components: one along the longitudinal
axis of the resistor and two arranged 90 ◦ to the longitudinal axis and each other [59]. For
this reason a piezoresistive element behaves differently towards longitudinal and transverse
strain components. The change of the measured resistance under the longitudinal stress
component is called longitudinal piezoresistivity, while the relative change of measured
resistance to the longitudinal strain is called the longitudinal gauge factor. Similarly, the
transverse piezoresistivity and the transverse gauge factor can be defined. The longitudinal
and transverse strains are often present at the same time, though, for any given piezoresis-
tive material, one of them may play a clearly dominating role. The total resistance change
is the sum of all changes under longitudinal and transverse stress.
Most piezoresistors are temperature-sensitive. For the purpose of eliminating this effect
the Wheatstone bridge configuration for the sensor circuit is particularly effective (see
Fig. 2.21) [59].
Vin
Vout
R4
R2
R3
R1
Sensor
Figure 2.21.: Wheatstone bridge circuit configuration for a sensor.
The output voltage is related to the input voltage according to the relation given in Eq.
2.9.
Vout =
(
R2
R1 +R2
− R4
R3 +R4
)
Vin. (2.9)
Variations of the environmental temperature would cause changes to all resistances in the
bridge with the same percentage. Hence, the temperature variations cause the numerators
and the denominators of the right-hand terms of Eq. 2.9 to be scaled by an identical factor.
The temperature effect is therefore canceled out.
Metal strain gauges are commercially available, often in the form of metal-clad plastic
patches that can be glued to surfaces of interest. Resistors are etched into the metal
cladding layer. Typically, a zigzagged conductor path is used to effectively increase the
length of the resistor and the amount of total resistance in a given area (Fig. 2.22).
Some of the criteria to select a metal strain gauge include accuracy, long-term stability,
cyclic endurance, range of operational temperature, ease of installation, tolerable amounts
of elongation and stability in a harsh environment. To satisfy these requirements com-
mercial metal strain gauges are often not made of pure metal thin films but of tailored
metal alloys [59]. For conventional applications of strain gauges as pressure sensors, thin
wire strain gauges are fixed on macroscopic bodies (spring bellows) so that the mechanical
stress and strain are transferred from the surface of the spring bellows to the strain gauges.
Another common configuration of pressure sensors require the application of strain gauges
on membranes to convert the pressure into a measurable force. The use of membranes has
the advantage that a thermal load does not directly affect the measurement body where
it can cause permanent modifications [58].
For micromachined pressure sensors strain gauges are fabricated on mechanical beams and
membranes using monolithic integration processes. Metal resistors are generally deposited
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resistor
wire leads
Figure 2.22.: Serpentine-type coil for a strain gauge.
by CVD or sputtering and patterned. Elemental metal thin films can be used as strain
gauges in MEMS, even though they do not compare favorably with semiconductor strain
gauges in terms of piezoresistive gauge factors. However, metal thin films provide sufficient
performance for many applications. Using metal instead of a semiconductor eliminates the
need for doping and for long process rows [58].
Semiconductor strain gauges are made by selectively doping silicon. The piezoresistive
coefficients of single-crystal silicon are not constant but are influenced by the doping
concentration, the type of dopant and the substrate temperature. Appropriate doping
concentrations must be carefully selected when designing silicon piezoresistors. For both
p- and n-type silicon, the value of the piezoresistive coefficient decreases with increasing
temperature and doping concentration [59]. A successful design must balance the needs
to have an appreciable resistance value, to maximize the gauge factor, and to minimize
temperature effects. The temperature coefficient of resistance (TCR) of a piezoresistor
should ideally be as small as possible to minimize effects of temperature variation. For
piezoresistors made of doped silicon, the TCR is a function of the doping concentration
[59].
For MEMS piezoresistors, polysilicon offers a number of advantages over single-crystalline
silicon, including the ability to be deposited on a wide range of substrates. However, the
gauge factor of polycrystalline silicon is much smaller than that of single crystalline silicon.
It does not depend on the orientation of the resistor within the substrate, but is influenced
by growth and annealing conditions. The gauge factors for n- and p-type polycrystalline
silicon substrates are strongly influenced by the doping concentration [59].
Bulk microfabricated pressure sensors with thin deformable diaphragms made of single-
crystal silicon are within the earliest MEMS products and still dominate the market today.
One example is shown in Fig. 2.23 [60]. The piezoresistors are located in the center of
four edges, which correspond to regions of maximum tensile stress when the diaphragm is
bent by a uniformly applied pressure difference across it. The resistors are connected in a
full Wheatstone bridge configuration to compensate thermal offsets. Using microfabrica-
tion, the diaphragm thickness can be controlled precisely (typical thicknesses are 25 µm
or below).
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Figure 2.23.: Silicon piezoresistor based pressure sensor.
Piezoelectric sensors
Piezoelectric sensors, as the name suggests, are based on the piezoelectric effects, according
to which the polarization of some materials (piezoelectric materials) changes when they
are strained by external forces (i.e. the electrical charges are displaced and accumulate
on opposing surfaces of the piezoelectric element). Besides quartz, which is one of the
most sensitive and stable piezoelectric materials, also ferroelectric materials (such as poly-
crystalline piezoceramics) can become piezoelectric by the application of a large electric
field [58]. With stiffness similar to that of many metals, piezoelectric materials produce a
high output voltage with very little strain. Thus, piezoelectric sensing elements provide an
excellent linearity over a wide amplitude range. A final important note about piezoelectric
materials is that they can only measure dynamic or changing events. While static events
will cause an initial output, this signal will slowly decay (or drain away) based on the time
constants of the piezoelectric material or the attached electronics [58].
Depending on how a piezoelectric material is cut, three main modes of operation can be
distinguished: compression, longitudinal, and shear.
The compression design features high rigidity, making it useful for implementation in high
frequency pressure and force sensors. Its disadvantage is that it is somewhat sensitive to
thermal transients.
The simplicity of the longitudinal design is offset by its narrow frequency range and low
over-shock survivability.
The shear configuration is typically used in accelerometers as it offers a well balanced
blend of wide frequency range, low off axis sensitivity, low sensitivity to base strain and
low sensitivity to thermal inputs [58].
Piezoelectric sensors measure in principle only forces. To be used as pressure sensors,
the pressure must be converted into a proportional force, e.g. by a membrane. While
strain gauges generally measure surface tensions, in piezoelectric sensors the stress state of
the entire sensor volume is taken into account (any existing local variations of the power
distribution will be averaged).
Other pressure sensors
Capacitive pressure sensors consist of parallel plate capacitors coupled with diaphragms
(usually metallic) and exposed to the process pressure on one side and the reference pres-
sure on the other side. Electrodes are attached to the diaphragm and are charged by a
high frequency oscillator. The electrodes sense any movement of the diaphragm and this
changes the capacitance. The change of capacity creates a change of the electrical field,
which results in a voltage proportional to the pressure variation.
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Inductive pressure sensors are coupled with a diaphragm or a Bourdon tube. A ferromag-
netic core is attached to the elastic element and has a primary and two secondary windings.
A current is charged to the primary winding. When the core is centered, the same voltage
will be induced to the two secondary windings. When the core moves following a pressure
change, the voltage ratio between the two secondary windings changes. The difference
between the voltages is proportional to the change in pressure.
Potentiometric sensors have an arm mechanically attached to the elastic pressure sensing
element. When pressure changes the elastic element deforms, causing the arm to move
backwards or forwards across a potentiometer, and a resistance measurement is taken.
These sensing elements present an optimum working range, but are seemingly limited in
their resolution and therefore not very much used.
Vibrating element pressure sensors function by measuring a change in resonant frequency
of a vibrating element. A current is passed through a wire which induces an electromotive
force within the wire. The force is then amplified and causes oscillation of the wire. Pres-
sure affects this mechanism by affecting the wire itself: an increase in pressure decreases
the tension within the wire and thus lowers the angular frequency of oscillation.
2.2.3. Optical sensors (photosensors)
Devices that can convert optical signals into electronic outputs have been developed and
employed in many consumer products (e.g. televisions). The selection of materials for
optical sensors is based on the quantum efficiency, which corresponds to the tendency
of the material to create electron-hole pairs by the input of photons. Semiconducting
materials such as silicon and gallium arsenide or alkali metals such as lithium, sodium,
potassium and rubidium are common materials used for optical sensors.
Figure 2.24 illustrates some of the most commonly adopted configurations for optical
sensors.
The photovoltaic junction can produce an electric potential when the more transparent
semiconductor A is subject to an incident photon energy. The produced voltage can be
measured from the change of the electrical resistance in the circuit. The photoconductive
device represented in Fig. 2.24-b refers to a sensor made of a material which changes
conductivity when exposed to light. Both photodiodes and phototransistors are constituted
by arrangements of p- and n- silicon doped layers. These devices can convert incident
light into a proportional current signal. All the presented sensor configurations can be
miniaturized and have a very short time response in generating electrical signals [9].
2.2.4. Chemical sensors
Chemical sensors are used to convert the information about the presence and concentration
of specific chemical compounds into an electrical signal. Substances that can be identified
with chemical sensors are atoms, ions or molecules in gases, liquids or solids.
Typical examples of chemical sensors are the FIGARO R© gas sensors. In these devices a
metal oxide crystal, such as SnO2, is heated to a given temperature in air. As a conse-
quence, oxygen is adsorbed on the crystal surface, creating a negative charge. Inside the
sensor, in particular at grain boundaries, the adsorbed oxygen forms a potential barrier
which prevents carriers from moving freely. The electrical resistance of the sensor is at-
tributed to this potential barrier. In the presence of a deoxidizing gas, the surface density
of the negatively charged oxygen decreases, so the barrier height in the grain boundary
is reduced. The reduced barrier height decreases the sensor resistance. The relationship
between the sensor resistance and the concentration of deoxidizing gas can be quantified
and measured.
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Figure 2.24.: Examples of optical sensing devices [9].
Another typical example of chemical sensor is the oxygen sensor (or lambda sensor) par-
ticularly employed in the automotive industry. These sensors are installed in the engine
fuel control feedback loop. They are used to balance the fuel mixture, leaning the mix-
ture when the sensor reads rich and enriching the mixture when the sensor reads lean.
The zirconium dioxide element in the lambda sensor’s tip produces a voltage that varies
according to the amount of oxygen in the engine exhaust gases compared to the ambient
oxygen level in the outside air. The larger the difference, the higher the sensor’s output
voltage.
A detailed description of the various chemical sensors and their working principles can be
found, e.g., in [58] or in [61]. Here some of the most typically employed sensors are listed
and briefly described.
Chemiresistor sensors consist of organic polymers with embedded metal inserts. If exposed
to certain gases, the electrical conductivity of the polymers changes. An example of a
polymer used in chemiresistor sensors is phthalocyanine, which, coupled with copper, can
sense ammonia (NH3) and nitrogen dioxide (NO2).
Chemicapacitor sensors use polymers as dielectric materials in a capacitor. The dielectric
constant of the material changes if exposed to certain gases. As a consequence, the material
dielectric constant is changed as well. Polyphenylacetylene can be used, e.g., to sense gas
species such as CO, CO2, N2 and CH4.
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Chemimechanical sensors exploit the properties of some polymers whose shape changes
when exposed to chemicals. By measuring the change on the dimensions, the presence
of these chemicals can be detected. An example is the moisture sensors which employs
pyraline.
Metal oxide gas sensors work similarly to chemiresistor employing semiconductors (such
as SnO2) instead of polymers. The change in resistance can be accelerated by exposing the
sensor to heat, and consequently enhancing the reactivity of the measurand gas. Better
results can further be obtained by depositing metallic catalysts on the sensor surface.
2.2.5. Biosensors and Biomedical sensors
The biomedical industry has become one of the major users of MEMS, which are employed
as biosensors, bio-instruments and systems for testing and analysis. Microsensors employed
for the so called bio-MEMS can be divided into two main groups: biosensors and biomed-
ical sensors. The first group extensively includes all those measuring devices containing
biological elements, while biomedical sensors are used to detect biological substances [61].
Biosensors exploit the interaction of the substance to be detected and biologically derived
molecules (such as enzymes, antibodies or proteins). The biomolecules are attached to the
sensing elements and can alter the output signal whenever they come in contact with the
substance in detection.
Biomedical sensors are particularly appealing as they offer the opportunity of quickly and
precisely analyzing biological samples. Among the different available biomedical sensors,
electrochemical and optical biosensors have a large relevance. They exploit the principle
that certain biological substances can release elements during particular chemical reactions
which alter the electricity flow pattern of the sensor or generate fluorescence. This principle
is used for example in sensors which can measure the glucose concentration in blood
samples.
Optical biosensors have numerous applications in biomedical research, health care, phar-
maceuticals, environmental monitoring, etc.. There are two main areas of development in
optical biosensors. These involve measuring the light output of a luminescent process, or
determining changes in light absorption between the reactants and products of a reaction.
The two techniques are usually referred to as fluorescence-based detection and label-free
detection, respectively [62]. In fluorescence-based detection, the target molecules are la-
beled with fluorescent tags. The intensity of the fluorescence indicates the presence of the
target molecules. In label-free detection, target molecules are not labeled or altered but
are detected in their natural forms. A comprehensive review of optical biosensors is given
in [63].
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and heat transfer
In this section the principal models available to describe fluid dynamics and heat transfer
phenomena of gas flows will be presented. The limits and advantages of each model will be
discussed as well, with a focus on the limits of the continuum approach in the description
of rarefied gases and the possible alternatives to it.
3.1. Characteristic length scales for gases
Molecular interactions play a major role in determining the behavior of matter (e.g. the
state of matter depends mainly on the balance between intermolecular forces and molecular
thermal energy), and the full understanding of gas flow physics requires to take into account
the main characteristics at molecular level. Three characteristic lengths can be identified
to describe molecular interactions: the mean molecule diameter d, the mean molecular
spacing δ and the mean free path λ (Fig. 3.1) [64]. The mean free path can be described
as the average distance traveled by a molecule between two consecutive collisions. For
single species gases, the mean free path depends on the mean molecule diameter d and on
the number density n = δ−3.
L
λ
d
δ
Figure 3.1.: Characteristic length scales at the molecular level [64].
The concept of molecular collisions can be easily understood by using the hard sphere
model (HS) to represent molecules (i.e. a molecule is represented as a sphere of diameter
d). A collision is said to happen when the center of a molecule is located inside the sphere
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of radius d with the center of another molecule as its center. Under the hypothesis that
only binary collisions take place (and this is more true the more diluted the gas is) the
mean free path can be expressed as the ratio between the mean thermal velocity c¯′ and
the collision rate ν:
λ =
c¯′
ν
=
√
8RT/pi
ν
, (3.1)
where the mean thermal velocity, which depends on the temperature T and on the specific
gas constant R, is calculated from the Boltzmann equation [64].
The calculation of the mean free path depends on the model chosen for describing the
elastic binary collisions between two molecules. According to the collision model also
different collision rates can be defined. Classical approaches are based on an inverse
power law (IPL) model for the force exerted by the two colliding molecules. The general
expressions of the mean free path can then be written in terms of fluid viscosity µ, density
ρ and temperature T , as described in Eq. 3.2.
λ = k1
µ
ρ
√
RT
(3.2)
The coefficient k1 is listed for some classic (IPL) collision models in Tab.3.1, along with the
corresponding values for the force exponent η and the viscosity exponent ω. The parameter
α refers to the deflection angle taken by the molecule after a collision, as introduced by
Koura and Matsumote in 1991 [65].
Table 3.1.: Collision force F , viscosity µ and mean free path λ for different IPL collision
models [64].
F ∝ 1rη µ ∝ Tω λ
Model η ω k1
Hard Sphere ∞ 12 165√2pi
Variable Hard Sphere variable ω = η+32(η−1)
2(7−2ω)(5−2ω)
15
√
2pi
Maxwell Molecules 5 1
√
2
pi
Variable Soft Sphere variable ω = η+32(η−1)
4α(7−2ω)(5−2ω)
5(α+1)(α+2)
√
2pi
More realistic potential models, which include the long-range attractive part of the force,
have also been proposed. The Lennard-Jones potential model is among the most widely
used, for its accuracy in the prediction of the diffusion and the viscosity coefficients [64].
As it is clear from the examples reported in Tab. 3.1, the direct calculation of the mean free
path requires the knowledge of non-mesurable quantities such as the force exerted between
two colliding molecules. Another possibility to obtain the mean free path is to exploit
the kinetic theory of gases (see, e.g., [66]), which relates it to measurable quantities like
viscosity coefficient µ, pressure P , temperature T , molecular mass m and to the Boltzmann
constant kB, as expressed in Eq. 3.3 [67]. Equation 3.3, which is a specific case of Tab. 3.1
with a modified k1 from the HS case, can be directly derived from the Chapman-Enskog
expansion of the Boltzman equation [68].
λ =
√
piµ
2P
(
2kBT
m
)1/2
(3.3)
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Non-dimensional quantities
In the description of gas flow physics it is particularly convenient to define some dimen-
sionless parameters which allow a quick and effective comparison of the main flow charac-
teristics.
The Reynolds number is the ratio of inertial forces to viscous forces. It is defined as:
Re =
ρuL
µ
, (3.4)
where u is a reference velocity and L is a characteristic length of the flow.
The ratio of the flow velocity to the speed of sound a =
√
γRT (where γ is the ratio of
the constant pressure and constant volume heat capacities) is the Mach number:
Ma =
u
a
(3.5)
Another useful parameter commonly employed in the description of gas flows is the Knud-
sen number, defined as the ratio of the mean free path to the systems characteristic length:
Kn =
λ
L
(3.6)
From the definition of λ given in Eq. 3.3 and the expressions in Eqs. 3.4 and 3.5, it is
possible to express the Knudsen number as a function of the three dimensionless numbers
Re, Ma and γ:
Kn =
√
piγ
2
Ma
Re
. (3.7)
This allows gas flows to be classified according to some specific characteristics. Turbu-
lent behavior is, e.g., determined with the Reynolds number, while the Mach number is
related to the flow compressibility. The Knudsen number finally determines the degree of
rarefaction of the flow (see Section 3.2).
3.2. Flow models
The different length scales characterizing gas flows and their relative values determine the
validity of the assumptions and hypotheses which are the basis of different flow models.
This concept is illustrated in Fig. 3.2.
The vertical line represents the boundary between dilute and dense gases. For dilute gases
intermolecular forces play no role and the molecules are mostly in free flight in between
binary collisions which abruptly change the molecules’ directions and speeds.
The gently sloped line indicates the limit of molecular chaos. When averaging over many
molecules, statistical fluctuations are negligible when at least L/δ > 100 (where L is the
characteristic length and δ is the mean molecular spacing). The continuum approxima-
tion, which regards the fluid as a continuous medium (ignoring its molecular nature), is
valid only above of this line. In continuum models the flow characteristics such as density,
velocity, stress and heat flux, are defined as averages over fluid elements which are suffi-
ciently large to guarantee a sufficient number of molecules inside them, and at the same
time small compared to the scale of the relevant microscopic phenomena of the flow.
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Figure 3.2.: Limits of the approximations for gas flow modeling [64], adapted from [69].
The steeper line in Fig. 3.2 defines the limits of the quasi-thermodynamic equilibrium,
implying that the molecules have a sufficient number of collisions to adjust to the changing
fluid properties. This limit is governed by the Knudsen number (Kn = 0.1).
Fluid models can be classified between continuum and molecular, where the latter consider
the fluid as a collection of molecules (see Fig. 3.3).
The well-known Navier-Stokes (NS) equations are an example of a continuum model. They
can be applied when both the quasi-thermal equilibrium and the negligible statistical
fluctuations hypotheses are met. As they are still quite easy to handle mathematically
and well established among the fluid dynamics community, they are the model of choice
as long as they are applicable. For gas flows in micro devices, however, this might not be
Fluid Modeling
Molecular models Continuum models
Euler Navier-Stokes Burnett
Chapman-EnskogLiouville
BoltzmannDirect Simulation Monte Carlo
Molecular 
Dynamics
Deterministic Statistical
Figure 3.3.: Molecular and continuum flow models [70].
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the case, since the mean free path of gases can be rather large (compared to that of liquids
and solids) and the Knudsen number might gain larger values than the conventional limit
of validity of the NS equations [70]. Moreover, deviations from the continuum behavior
might appear fairly before the Knudsen number reaches a value of 0.1. These deviations
must be then taken into account and somehow integrated into the NS equations (extending
their validity to the actual threshold of Kn = 0.1). A quite usual way to determine which
model suits the considered gas flow better is based on the Knudsen number. According to
its value different flow regimes are identified:
• For Kn < 10−3, the flow is in the continuum regime. The NS equations with
conventional boundary conditions can accurately model these flows.
• For 10−3 < Kn < 10−1, the flow is in the slip regime. In this Knudsen range the
bulk flow may still be modeled with the NS equations, while close to the gas-solid
interface the gas is locally out of equilibrium (this is the Knudsen layer, which is a
few mean free path lengths thick and therefore can be neglected for smaller Kn). In
this case the non-equilibrium at the wall can be taken into account by modifying the
boundary conditions.
• For 10−1 < Kn < 10 the flow is in the transitional regime. For Kn ≈ 1 the validity
of the continuum approach can be extended by use of higher order equation sets such
as the Burnett equations. For higher Knudsen numbers the continuum approach is
no longer valid but the intermolecular collisions can not be neglected. Statistical
approaches such as the direct simulation Monte Carlo (DSMC) method are suitable
to model these flows.
• For Kn > 10 the flow is in the free molecular regime and the occurrence of the
intermolecular collisions can be neglected compared to the collisions between the gas
molecules and the solid walls. Accurate modeling can be obtained by directly solving
the Boltzmann equation, where the collision integral is neglected.
The classification of the different flow regimes with the corresponding models is illustrated
in Fig 3.4.
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Figure 3.4.: Knudsen number regimes and main applicable models (adapted from [64]).
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Continuum models
For continuum models the conservation of mass, momentum and energy can be expressed
with a system of partial differential equations:
∂ρ
∂t
+
∂
∂xk
(ρuk) = 0 (3.8)
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where ρ is the density, uk is a component of the velocity vector u, p is the thermodynamic
pressure, gi is the body force per unit mass, µ and λ are the first and second coefficients of
viscosity, δki is the Kronecker delta, e is the internal energy, κ is the thermal conductivity,
T is the temperature field and φ is the viscous dissipation rate given by:
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Equations 3.9 are the NS equations expressing the conservation of momentum for a Newto-
nian fluid. The classical boundary conditions for velocity and temperature are the no-slip
and no-temperature-jump boundary conditions:
u|w = uwall (3.12)
T |w = Twall (3.13)
where the subscript “wall” relates to the wall itself, while the subscript “w” refers to the
conditions of the fluid at the wall.
The notion of no-slip and no-temperature-jump relates to the fact that there can not
be any discontinuity of velocity and temperature [70]. The interactions between a fluid
particle and the wall are similar to the interactions among fluid particles and, therefore,
no discontinuity is allowed at the wall either. For this reason the fluid must have the
same velocity and temperature than the wall. Those two boundary conditions hold as
long as the fluid adjacent to the wall is in thermodynamic equilibrium (i.e. there is an
infinitely high frequency of collisions between the fluid and the solid surface) [70]. When
Kn > 0.001, the collision frequency is not high enough to ensure equilibrium. One way
to cope with this is to introduce a tangential-velocity slip and a temperature jump at the
wall.
Slip boundary conditions
The slip-velocity boundary condition can be expressed in its general form as:
∆u|w = ufluid − uwall = ξ ∂u
∂y
(3.14)
where ξ is the slip length which, for some MEMS applications, might not be negligible. For
an isothermal dilute monoatomic gas, Eq. 3.14 has been derived rigorously by Maxwell
[71]. Gas molecules are modeled as rigid spheres continuously colliding with each other and
with the solid walls. For the ideal case of perfectly smooth surfaces, the reflection angle
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equals the incident angle, the molecules conserve their tangential momentum and exert
no shear on the surface. This situation is referred to as specular reflection (see Fig 3.5-a).
For extremely rough walls the molecules are reflected randomly and independently from
the incident angle (see Fig. 3.5-b).
(a) (b)
Figure 3.5.: Maxwell model for collisions between molecules and solid wall [64]. (a) spec-
ular reflection. (b) diffuse reflection.
This diffuse reflection requires a finite slip velocity to balance the shear stress transmitted
to the wall. From a force balance near the wall it can be written:
ugas − uwall = λ∂u
∂y
(3.15)
where the slip length is now replaced by the mean free path. Equation 3.15 can be inter-
preted by stating that a significant slip occurs only if the mean velocity of the molecules
varies appreciably over a distance of one mean free path.
In the case of real walls, some molecules are reflected diffusely and some specularly. The
fraction of molecules diffusively reflected defines the tangential momentum accommodation
coefficient (TMAC), σv. The TMAC depends on the gas, on the solid and on the surface
characteristics. It has been determined experimentally, e.g., by [72], [73], [16] and [74]
(ranging between 0.2 and 1). For a real fluid, Eq.3.15 becomes:
ugas − uwall = 2− σv
σv
λ
∂u
∂y
(3.16)
Similar considerations have been done for the temperature boundary condition by Smolu-
chowski [75]. The final set of (first order) slip boundary conditions reads:
ugas − uwall = 2− σv
σv
λ
∂u
∂y
+
3
4
µ
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(
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(3.17)
Tgas − Twall = 2− σT
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k
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where x and y are the streamwise and normal coordinates, Tgas is the temperature of the
gas adjacent to the wall, k and cv are the flow thermal conductivity and the heat capacity
at constant volume and γ again is the specific heat capacity ratio. The TMAC σv and the
thermal accommodation coefficient (TAC) σT are given by:
σv =
τi − τr
τi − τw (3.19)
σT =
dEi − dEr
dEi − dEw (3.20)
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where τ is the tangential momentum flux, dE is an energy flux and the subscripts i, r and
w stand for incident, reflected and solid wall conditions, respectively.
The second term of Eq. 3.17 is the thermal creep, which generates a slip velocity in the
opposite direction of the tangential heat flux.
First order slip boundary conditions are valid as long as 0.001 < Kn < 0.1. To extend the
validity of the NS equations to higher Knudsen, second order boundary conditions have
been formulated. The generic form for the velocity boundary condition is given by (where
the symbol ∗ stands for dimensionless quantities [64]):
u∗gas − u∗wall = C1Kn
∂u∗
∂y∗
∣∣∣∣
w
− C2Kn2∂
2u∗
∂x∗2
∣∣∣∣
w
(3.21)
where C1 and C2 denote the general form of the first and second order accommodation
coefficients. A complete review of the different proposed models of second order boundary
conditions can be found in [64] and [76].
Molecular models
Molecular models recognize the fluid as a collection of discrete particles, while the macro-
scopic properties can be computed from the particle information by averaging or weighted
averaging processes. The complete description of a gas flow is achieved if for each time t
and each position x the number density, the velocity and the internal energy distribution
functions are known.
Among the molecular models, deterministic approaches attempt the description of the
single molecules and their interactions. Molecular dynamics (MD) computer simulations
describe the motion of N molecules in a region of space. Their interactions are imposed in
a form of a two-body potential energy, and the time evolution is determined by integrating
Newtons’s equations of motion. As no particular assumption is done, MD is in principle
valid for any flow and any range of parameters. However, this approach presents two major
drawbacks: the correctness of the result depends strongly on the choice of the potential
for the particular fluid-solid combination, and the number of molecules N that can be
realistically simulated on a computer is limited. Many efforts are made to broaden the
range of application of MD methods, for example by combining it with other methods and
using the deterministic approach only where a high resolution is required (see e.g. [77] and
[78]).
An alternative to deterministic approaches are statistical methods. In this case the proba-
bility of finding a molecule at a particular position and state is computed. The independent
variables of the problem are time, the three spatial coordinates and the three components
of the molecular velocity. Extra dimensions are added to the phase space if diatomic or
polyatomic molecules are considered, while for gas mixtures separate probability distribu-
tions are required for each species.
The Boltzmann equation defines the evolution in time and space of the distribution func-
tion f (t,x,v) for a gas at equilibrium. For a monoatomic dilute gas it reads as follows:
∂f
∂t
+ v · ∂f
∂x
+ F · ∂f
∂v
= Q (ff∗) (3.22)
where x = (x, y, z) and v = (vx, vy, vz) are the position and the molecular velocity vectors,
respectively, F is the mass force and Q (ff∗) is the collision integral.
The distribution function represents the number of molecules that in the time instant t
are included inside the domain ([x; x + dx] ; [v; v + dv]). The form of the collision integral
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depends on the adopted molecular collision model. Details about the formulation of the
Boltzmann equation can be found in [79] and [80].
Once a solution for the distribution function f is obtained, the macroscopic properties
(such as the density ρ, the macroscopic velocity vector u and the temperature T ) of the
gas can be obtained by the following weighted integrals:
ρ = mn = m
∫
(nf)dv (3.23)
ui =
∫
vifdv (3.24)
3
2
kT =
∫
1
2
muiuifdv (3.25)
The direct solution of the Boltzmann equation is usually not affordable because of the non
linearity of the collision integral. Chapman and Cowling [68] proposed a solution of the
Boltzmann equation by considering a small perturbation of f from the equilibrium form
(i.e. for Kn = 0) and by expanding in series in terms of Kn (valid for small Knudsen
numbers). By considering different orders of the expansion, the different continuum models
can be directly derived from the distribution function. The zeroth order of the series
expansion corresponds to the Euler equations. The first order brings about the Navier-
Stokes/Fourier equations. The second order approximation leads to the Burnett equations,
while the third order approximations define the super-Burnett equations.
For the transitional regime, i.e. away from the ranges where either continuous models
can be applied or where the direct solution of Eq. 3.22 can be performed, approximate
solution methods are required, which attempt the simplification of the collision integral.
The different available methods are extensively described in [67].
One of the commonly employed simulation methods in the transitional regime is the direct
simulation Monte Carlo (DSMC) method. The main idea is to uncouple the simulations of
the intermolecular collisions and of the molecular motion with a time step smaller than the
mean collision time. The method considers a large number of randomly selected and sta-
tistically representative particles. The statistical error of DSMC is inversely proportional
to the square root of the total number of simulated molecules.
Rarefaction and MEMS
Rarefied gas flows are classically encountered in low-pressure applications, such as high-
altitude flights and high-vacuum devices. However, rarefied conditions can be also found
in small geometries such as MEMS devices, for which the reduction in the characteristic
length produces an increase in the Knudsen number.
To give a concrete example, for air at atmospheric pressure slip occurs if L < 100 µm,
while at 1 mbar absolute pressure slip occurs already for L < 100 mm.
Typically, most MEMS using gas flows work between the slip flow and the transitional
regimes (see Fig. 3.6), and therefore careful considerations must be done before attempting
the modeling of such systems, to correctly evaluate which models suit each situation.
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Figure 3.6.: Gas flow regimes for usual microsystems [64], adapted from [81].
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To fulfill the goals presented in Section 1.4, a new experimental setup has been designed
and realized. The main requirements to be met can be summarized as follows:
• The setup should allow the study of heat transfer performances for gases in mi-
crochannels.
• The setup should present easily exchangeable microchannel sections to test different
materials without the need of modifying the whole experimental design.
• An integrated temperature measuring system should be established to access direct
information on the flow in the microchannel. This should be designed in such a way
that integration is possible with in principle any kind of microchannel material.
• Different testing conditions should be achievable, i.e. different rarefaction regimes,
ranging from continuum to slip flow, different compressibility levels and variable
thermal boundary conditions.
4.1. Experimental device
The core of the developed experimental setup is the microstructured device. It presents a
multilayer configuration offering a large flexibility of applications: exchangeable channel
sections, controllable pressure and thermal boundary conditions, and possibility of inte-
grating different types of sensors. Two possible configurations for the measurement of the
temperature profile along a microchannel have been implemented. The first is a MEMS-
based integrated measuring system based on planar silicon technology, while the second
represents an attempt to employ conventional commercial sensors in the microfluidic de-
vice.
The multilayer device has been designed starting from an existing prototype developed
at the Institute for Micro Process Engineering (IMVT) at Karlsruhe Institute of Tech-
nology (KIT) for two-phase flow studies [82]. The design has been adapted for gas flow
studies and for direct integration of the sensors in the microchannels. The MEMS-based
measuring system was designed in cooperation with the Institute for Microsystems Engi-
neering (IMTEK) at the University of Freiburg, where the actual fabrication of the system
took place in specific clean room facilities. During the project phase, particular attention
had to be paid to finding a compromise between leak tightness of the microfluidic device
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(microchannel plus sensor assembly), the fulfillment of the desired system flexibility (pos-
sibility of exchanging the test sections) and the physical limitations of the sensor assembly
(very brittle structure and necessity of electrical access for data acquisition). The char-
acterization of the sensors and the preliminary tests on the multilayer device have been
performed during a secondment at the National Institute of Applied Science (INSA) at the
University of Toulouse, while the experimental campaign with the different microchannel
sections was performed at IMVT.
In Fig. 4.1 the multilayer experimental device is shown. Each layer is designed for a spe-
cific functional task, which allows the achievement of the required flexibility. Starting from
Device Body
Heating Units
Channel foil
Sensor foil
Cover
Inlet/outlet
fitting
Figure 4.1.: Multilayer experimental device.
the bottom, the device includes standard fittings for the feed and exhaust lines of the gas.
The body of the device is made of stainless steel, which gives the device a high thermal in-
ertia and allows the achievement of stable thermal boundary conditions. Within the body
frame, three separate copper blocks are installed as heating-cooling units. The spaces be-
tween the blocks produce a natural thermal insulation from heat conduction. The use of
copper guarantees that the desired boundary conditions are reached quickly thanks to the
thermal properties of the material. Each copper block presents two receptacle holes for
the installation of electrically powered heating cartridges or of tubes for a liquid heating-
cooling loop. On top of each block, two small grooves have been realized for the installation
of thermocouples measuring the block temperature right below the microchannel section.
These sensors can be connected to the data acquisition system and/or to the power unit
supplying the heating elements (when, e.g. a feedback signal is required to automatically
control the imposed boundary conditions). The three heating/cooling units can be con-
trolled separately to impose the thermal boundary conditions at the microchannel section:
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custom wall temperature distributions (T-boundary conditions) as well as fixed heat flux
profiles (h-boundary conditions) can be chosen.
On top of the heating/cooling units the microchannel section is installed. A single three-
wall microchannel open on the top is manufactured with the chosen fabrication process on
a foil of the desired material. The channel foils can be easily exchanged allowing the test
of different geometries, materials and surface characteristics. By leaving the channel top
open, it is possible to integrate the measuring system in the channel. This constitutes the
upper layer which, as opposed to the channel foil, is fixed for all the experiments. This
choice is the result of a compromise between the possibility of exchanging the test sections
and the necessity of keeping the integrated measuring system to produce comparable re-
sults. Conventional integrated systems require the permanent installation of the sensors in
the microchannel which can be either built during the fabrication of the sensors themselves
(e.g. silicon channels produced along with the sensors) or bonded on the sensor substrate
(e.g. silicon sensor chips bonded on silicon or glass microchannel foils). These configura-
tions do not allow any further modification nor the integration with materials other than
silicon or glass (except for some special polymeric compounds). On the contrary, with the
present design the channels can be easily closed and re-opened without any permanent
bonding, three out of four walls can be of any chosen material, while the last wall is fixed
and is constituted by the sensor layer.
The whole device is closed by screws along the entire perimeter of the upper cover. To
minimize gas leakage, particular attention must be paid to the sealing between the cover
and the microchannel plate, as described in the following. The different parts of the
manufactured device are shown in Fig. 4.2.
(a) (b)
Figure 4.2.: Separated layers of the experimental device (left) and mounted device (right).
The two different configurations used for the integration of temperature sensors in the
channel top wall require in the first case the mounting of a silicon chip on top of the
microchannel layer, while in the second case the replacement of the device cover with a
new one is needed, including embedded thermocouples in it.
4.1.1. Silicon micro sensors integration
The MEMS-based integrated sensors have been designed and manufactured in cooperation
with the Institute of Micro Systems Engineering (IMTEK) at the University of Freiburg.
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Details about the design and the fabrication processes are given in Section 4.2. The sen-
sors are manufactured on top of a silicon wafer which is then properly cut to create chips
covering the entire channel length. By using a single chip configuration instead of inte-
grating small sensor units separated from each other, it is easier to avoid gas leakages, a
higher uniformity for the top wall is ensured (avoiding e.g. abrupt material changes), and
the connections for the data recording can be directly grouped on the chip instead of being
handled separately for each sensor.
To mount the silicon chip on the device frame, a polytetrafluoroethylene (PTFE) foil has
been realized which presents a central recess for the chip positioning. Thanks to its elastic
properties, the PTFE chip holder also serves as a channel sealing. Indeed, major channel
leak tightness problems are caused by the thin cables which exit the device and connect
the chip to the data acquisition system (see following sections). The use of conventional
O-rings is not possible in this case, since they would break the thin cables. Once the device
is closed with the screwing system, the PTFE layer, pressed against the channel foil below,
is elastically deformed and acts as a sealing mechanism for the microchannel itself. The
sensor and microchannel layers are schematically represented in Fig. 4.3, where a detail
of the cross section of the assembly is also given. A picture of the PTFE foil is shown in
Fig. 4.4
PTFE
holder
Microchannel
foil
Sensor
chip
Cables
Microchannel
Cross-section
detail
PTFE
Microchannel
Chip
Cable Air gap
Membrane
Cross section detail
Figure 4.3.: Schematic view of the PTFE chip support and the microchannel foil with a
detail of the assembly cross section. For a better understanding of the mutual
positions, the layers are represented upsidedown with respect to their real
alignment (the chip is mounted above the microchannel layer).
In the fabrication of the PTFE chip holder particular attention to tolerances had to be
paid. If the recess is too small, the chip would not fit on it or would experience some
pre-imposed stresses from the mounting, which might compromise its stability during the
tests. If the recess is too loose, the sensor positioning would not be correct and the sealing
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Figure 4.4.: PTFE holder foil with installed silicon sensor chip and data acquisition cables.
of the channel would be compromised.
4.1.2. Commercial thermocouples integration
Normally, the integration of commercial temperature sensors in microchannels should be
avoided. Indeed, even the smallest available sizes for the sensing elements are comparable
to the channel dimensions, and this would result in major flow disturbances. However, for
the present work, a special design for the integration of thermocouples inside a microchan-
nel ensuring minimal interaction with the flow has been developed. The sensor foil and the
device cover shown in Fig. 4.1 were replaced by a cover realized in PEEK, along the axis
of which 6 type-K thermocouples with 125 µm sensing tips had been installed with vertical
orientation. The sensors are inserted in receptacle holes in the cover, which allow a precise
gluing of the tips in the desired positions. In particular, the sensing elements exit at the
inner surface of the cover, facing inside of the microchannel once the device is closed. To
ensure that the tips are in contact with the gas and do not measure the temperature of
the cover bulk material, small recesses have been realized around the sensor endings to
expose them to the flow. Figure 4.5 shows the PEEK channel cover and some details of
the embedded thermocouples.
Figure 4.5.: PEEK cover with embedded thermocouples. Cover overview (left) and details
of the embedded sensors (right).
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4.2. Selected measurement technique
The design for the integrated temperature sensors has been chosen from available MEMS-
microsensors configurations. Since the main aim of the experimental setup is the mea-
surement of the gas temperature distribution inside a microchannel, it is important to
reduce the influence of the environment on the sensors to a minimum. The employment
of thermopiles is the most suitable choice, since they allow almost currentless measure-
ments (as opposed to, e.g., thermistors), reducing self-heating effects. The same kind of
measurements with a thermistor configuration would result in a joule heating of the sensor
substrate up to some degrees, inducing unacceptable errors in the final results.
The main drawback of using thermopiles is that they are temperature difference trans-
ducers. This means that a reference temperature measurement is necessary. Moreover,
the direct integration of silicon thermopiles in MEMS has some limitations due to the
high thermal conductivity of silicon. The thick silicon substrate below the sensor contacts
can spoil the overall sensitivity and cause a thermal short-cut. To maximize the achiev-
able temperature increase, silicon micromachining techniques were employed to remove
the bulk material below the sensors. This created thin membranes (5-10 µm thick) which
increased the thermal resistance of the sensors and, proportionally, the overall sensitiv-
ity. The heat generated or absorbed in the “hot” region on the membrane generates a
temperature difference with the “cold region”, outside the membrane.
Several structures can be adopted to separate the “hot” and “cold” regions of the sensors,
namely closed membranes, cantilever beams and floating membranes (see Fig. 4.6) [36].
ThermoelementThermoelement
Thermoelement
(a) closed membrane (b) cantilever beam
(c) floating membrane
Figure 4.6.: Possible structures for thermopiles fabricated on silicon substrates [36].
In the closed membrane configuration, the cold region is formed by a thick wafer around the
etched membrane, which is the hot region of the sensor. This structure is characterized
by a low thermal resistance, a small time constant T60 (i.e. the time required for the
transducer’s voltage to reach 63.2 % of its final asymptotic value in response to a sudden
change in temperature) and the highest resistivity among the possible silicon thermopile
configurations.
The cantilever beam configuration, while presenting a relatively high thermal resistance
compared to the closed membrane, offers the possibility of having relatively large hot
regions. The structure has a medium time constant and sensitivity, while it may present
fragility issues.
Finally, the floating membrane configuration refers to the situation where the membrane
is held only by a few suspension beams. In this case very large hot areas together with
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high sensitivities can be achieved but the fragility (especially during the fabrication) is
increased, too. To achieve high thermal resistances the suspension beams are usually made
very narrow and long. For this reason the number of strips that can be accommodated
by the suspension beams is limited. Consequently, the floating membrane configuration
presents the lowest thermopile sensitivity [36]. This effect is however compensated by the
high thermal resistances and overall good sensitivities that can be achieved. An example
of a floating membrane configuration for a miniaturized thermopile is given in [83], which
reports for a sensor area of 12 mm2, a thermal resistance of about 2000 K/W for four
beams in parallel, and an estimated sensitivity of 4.8 mV/K for an eight-strip thermopile.
The closed membrane configuration represents a compromise between high reachable sen-
sitivities and mechanical stability of the structure, and it has therefore been chosen for
the present sensor layout. The sensing junctions (“hot”) are positioned in the middle of
the membrane, while the reference junctions (“cold”) are positioned on the chip, outside
of the membrane. Once the chip is mounted on the PTFE holder and the device is closed,
the membrane faces the inner part of the microchannel and is in contact with the gas
flow, while the reference junctions remain outside the microchannel. Thanks to the small
thermal inertia of the membrane and the insulation gap on its back side, the influence of
heat conduction from the chip is strongly reduced. The sensor signal must be interpreted
in this case as the difference between the temperature of the chip and that of the gas in
contact with the membrane.
To retrieve the gas absolute temperature it is therefore necessary to measure the temper-
ature of the chip. In this case there is no need for a membrane configuration and the
influence of self-heating effects is not critical. The best option is to use resistance temper-
ature detectors (RTD), which are a particular class of thermistors with a higher intrinsic
linearity. For the signals to be interpreted as reference temperatures, the RTDs should be
positioned close to the reference junctions of the thermopiles.
4.2.1. Sensor layout
Following the above mentioned considerations, a design for the integrated measuring sys-
tem has been developed. Figure 4.7 schematically shows a measuring unit, constituted by
a RTD, a thermopile and a membrane creating an air gap on the backside of the thermopile
sensing junctions.
Membrane
Aluminum
Polysilicon
ΔT
Tchip
Air insulation gap
μ-cha
nnel a
rea RTD
Thermopile
Figure 4.7.: Schematic layout of the integrated measuring system. The thermopile sensing
junctions are included into the microchannel with a membrane configuration,
while the reference temperature is measured by the RTD fabricated on the
chip.
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The RTDs present a four wire configuration to reduce noise effects of the lead resistance on
the measure (see Section 2.2.1), while the selected material for the contacts is polysilicon.
The thermopiles are constituted by ten polysilicon-aluminum junctions connected in series.
Values of the Seebeck coefficients ranging between 50 and 100 µV/K have been reported
in literature for aluminum-polysilicon CMOS thermopiles ([84] and [85]), which should be
suitable for the present purposes.
The air gap created by the membrane on the chip backside constitutes an insulating barrier
to the heat conduction across the chip, thus allowing the measuring of the temperature
difference between the gas in the channel and the chip. The gas temperature at the
thermopile position can be obtained as:
Tgas = Tchip ±∆T (4.1)
where Tchip is measured by the RTD and ∆T is measured by the thermopile.
To allow the measurement of the temperature at different positions, an array of sensing
units (membrane, thermopile and RTD) has been manufactured along the silicon chip. In
particular, two thermopiles have been manufactured for each membrane (one per side),
allowing a redundant measurement for comparison purposes and ensuring at the same time
a symmetric thermal conduction profile along the contact leads on the chip. The complete
layout of the chip is shown in Fig. 4.8.
Thermopile
Membrane (top)
Membrane 
(bottom opening)
Thermistor
Data acquisition
connector
80 mm
16
0 
µm
Figure 4.8.: Silicon sensor chip layout with details of the data acquisition connectors (left)
and of the thermopile-RTD system (right).
A total number of 16 thermopiles have been manufactured on top of eight thin membranes
distributed along the chip axis. 16 RTDs are positioned symmetrically on the chip, close
to the thermopiles reference junctions.
During the design phase, the membrane width was chosen considering the major direct
effects. Its value is the theoretical lower limit for the microchannel width, since to perform
the measurements the entire membrane must be included in the microchannel. On the
other hand the smaller the membrane is, the higher the likelihood of having thermal
shortcuts becomes. Finally, a compromise value of 160 µm had been chosen, where this is
not a critical limit to the overall channel dimensions, since the height of the channel can
be freely chosen.
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4.2.2. Data acquisition cables
The data recorded by the different sensors are transferred by the corresponding leads at
four different positions on the chip sides. This creates four data acquisition interfaces (as
shown in the detail of Fig. 4.8). From the chip the signals are collected by four thin film
polyimide cables (15 µm thick), which are bonded in correspondence of the four connectors.
The cables exit the device from the sides and are then connected to an adapter built on a
printed circuit board (PCB). From here conventional cables can be plugged, transferring
the data to a computer for recording and analysis. The schematic layout of the cable and
a picture of a chip with two bonded cables are shown in Fig. 4.9.
 
   
Figure 4.9.: Cable layout with a detail of the contacts on the chip side (top) and a picture
of a sensor chip with two cables bonded to one side.
The bonding of the cable onto the Si chip is performed with a flip-chip bonder (Finetech
Fineplacer 96λ), which allows the precise alignement of the two counter pieces and creates
temperature-pressure cycles to ensure the bonding of the contact bumps. The pick-up of
the cable is performed by applying vacuum and using a tool which consists of a disc with a
series of 25 µm holes (see Fig. 4.10). The disc also ensures a uniform pressure distribution
over the contact area during the bonding phase.
Figure 4.10.: Disc tool for cable lifting, positioning and bonding.
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The bonding of the cable is a very delicate step of the chip preparation process, since
overpressures or exceeding temperatures could compromise the insulation between the dif-
ferent contacts, creating shortcuts, cross-talking and signal noise. Insufficient pressure and
temperature result in missing contacts and sensor failure. The optimal bonding parame-
ters were identified empirically. A bonding temperature of 160 ◦C and a pressure of 4.83
MPa were applied for a time lapse of 40 s. After 20 s, an ultrasonic pulse with a power
of 300 W was applied for 1 s. The force has the most evident effect on the final bonding
quality [86]. Figure 4.11 shows the comparison between the bonding areas resulting from
two similar processes, one performed with optimal bonding conditions and one with too
high pressure during the bonding phase.
Figure 4.11.: Detail of two different bonding areas on the chip. When the bonding param-
eters are correctly chosen and controlled the contact areas are clean (left). If
pressures higher than 4.83 MPa are applied, the material spurts out of the
contact bumps, creating cross-talking and contact shortcuts (right).
The PCB interface which transfers the data from the cable level to the actual data recording
system is constituted by two plugs. The first one is a zero insertion force (ZIF) connector
working as an interface between the cable and the PCB. The second is a conventional
wire-to-board PCB-plug whose pins are connected to the ZIF. A flat cable ending with a
D-sub plug finally transfers the data to the computer. A picture of the data acquisition
connections and cables is shown in Fig. 4.12.
(a)
Device
PCB
Cables
(b)
Figure 4.12.: Printed circuit board (PCB) adapters to interface the chip’s thin cables (left)
and mounted PCBs with flat cables for the connection to the data acquisition
units (right).
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4.2.3. Fabrication processes
Sensors fabrication
The different phases of the sensor fabrication procedure are represented in Fig. 4.13 and
require a total of five masks.The sensor manufacturing starts with a 4” (100 mm) diameter
monocristalline silicon wafer, which allows the simultaneous fabrication of 8 chips.
Silicon
Silicon Nitride (Si3N4)
n-doped Polysilicon
Silicon Oxide (SiO)
Aluminum Silicon (AlSi)
(a) (b)
(c) (d)
(e) (f)
(g)
Figure 4.13.: Fabrication steps for the silicon sensors
The fabrication procedure includes the following steps:
• A layer of silicon nitride (Si3N4) is deposited on the wafer as insulation layer with
low pressure chemical vapor deposition (LPCVD) (Fig. 4.13-a).
• A layer of n-doped Polysilicon is deposited on the wafer. The dopants are then
activated by an annealing process.
• A photoresist layer is deposited and patterned with photolithography. Reactive ion
etching (RIE) is used to pattern the polysilicon layer (Fig. 4.13-b).
• A layer of silicon oxide (SiO) is deposited with plasma enhanced chemical vapor de-
position (PECVD) serving as a passivation layer between the two thermopile junction
materials (Fig. 4.13-c).
• The openings for the contact are realized on the SiO by a photolithography process
followed by RIE (Fig. 4.13-d).
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• Aluminum Silicon (AlSi) is deposited with sputtering.
• The AlSi layer is patterned with photolithography followed by wet chemical etching.
The newly created contacts between the AlSi and Polysilicon layers are activated
with an annealing process (Fig. 4.13-e).
• To create the membrane, openings on the Si3N4 and Polysilicon layers on the chip’s
rear side are created with photolithography and RIE (Fig. 4.13-f).
• The membrane is realized by KOH wet chemical etching (Fig. 4.13-g).
• The wafer is diced to separate the single chips.
Figure 4.14 shows the picture of a sensing unit (membrane, thermopile and RTD) fabricated
with the described procedure, along with a detail of the chips rear side, where the typical
sloped shape of the etched membrane and the thermopile junctions on the thin layer are
visible.
Membrane
Thermopile RTD Thermopile 
junctions
(a) Chip front (b) Chip back
Figure 4.14.: Picture of a sensing unit (left) and of the backside of the chip (right), with
details of the thermopile junctions (two colors).
Cable fabrication
As in the case of the sensors, the thin cables for the data acquisition are fabricated us-
ing planar silicon technology, starting from a monocristalline Si wafer serving as support
substrate. The process is represented in Fig. 4.15 and consists of the following steps:
• A first polyimide layer is created on the wafer with spin coating (the polymer solution
is deposited on the substrate which is then rotated at high velocity to create a uniform
thin layer) and an imidization thermal process (Fig. 4.15-a).
• A photoresist is deposited as sacrificial layer and patterned with photolithography
(negative pattern). After the deposition of a layer of Platinum (Pt) the photoresist
is removed leaving the patterned metalization on the chip (lift-off) (Fig. 4.15-b).
• A second layer of polyimide is deposited and imidized on top of the metallization
(Fig. 4.15-c).
• The two polyimide layers are patterned with photolithography and RIE (Fig. 4.15-d).
• The contacts to the ZIF-connector are realized by depositing gold with electroplating
(Fig. 4.15-e).
• The cables are peeled off the silicon wafer (Fig. 4.15-f).
56
4.3. Microchannel materials and manufacturing
Silicon
Polyimide 
Platinum (Pt)
Photoresist
Gold (Au)
(a) (b)
(c) (d)
(e) (f)
Figure 4.15.: Fabrication steps for the polyimide cables.
4.3. Microchannel materials and manufacturing
The realized removable test sections present a single microchannel configuration to allow
the integration of the membrane array on the microchannel top. As already mentioned, the
microchannel dimensions can not be freely imposed, as the minimum microchannel width
corresponds to the membrane width (160 µm). To work in a safe range, a nominal channel
width of 400 µm has been chosen for the test sections, while the channel height has been
fixed to 100 µm. The reason of choosing a relatively small aspect ratio (height-to-width
ratio) is that the sensors are included on the channel top wall, and they come in contact
only with the upper part of the gas flow. For the recorded values to be representative of
the entire cross section (i.e. to be considered representative of the gas bulk temperature
at the sensor position), the height should be small enough to assume that the temperature
distribution across the channel cross section is rather uniform, compared to the axial
temperature variations.
With the available manufacturing techniques four different test sections have been manu-
factured as listed in Tab. 4.1. The realized test sections are shown in Fig. 4.16.
The average dimensions of the channels have been measured by optical inspection with
scanning electron microscopy (SEM), except for the height of the fourth section, which
has been calculated considering the mask width and the etching rate.
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Table 4.1.: Specifications for the different realized microchannel test sections.
Material Manufacturing
technique
Section Average dimensions [µm]
Width Height
1 Stainless steel Mechanical micro-
milling
Rectangular 400 ± 4 110 ± 4
2 Copper Mechanical micro-
milling
Rectangular 405 ± 4 80 ± 4
3 PEEK Mechanical micro-
milling
Rectangular 401 ± 4 108 ± 4
4 Stainless steel Wet chemical etch-
ing
Semi-
elliptical
422 ± 4 170 ± 15
Figure 4.16.: Microchannel test sections.
4.4. Test rig and data acquisition system
To perform the experiments, the pressure and thermal boundary conditions for the mi-
crochannel must be externally imposed and controlled. For this purpose an experimental
test-rig has been realized as schematically shown in Fig. 4.171.
The test-rig is built up using 6 mm stainless steel pipes, arranged in two branches, upstream
and downstream of the microchannel device, respectively. The whole installation, including
the measurement and control devices, forms an open loop between the gas feeding facility
and the gas exhaust line. The gas feeding is on the upstream branch, and is followed by a
mass flow controller (MFC) for the imposition of given flow rates. The inlet pressure can
be measured with three pressure transducers, each presenting a different working range
to ensure acceptable uncertainties at all pressure levels (namely 0-1 bar, 0-200 mbar and
0-10 mbar). For the inlet pressure regulation a manual needle valve is installed before the
pressure transducers. The inlet temperature is measured by a thermocouple installed in
the gas line. The temperature can be regulated, if necessary, with a cross-flow micro heat
exchanger, fed with a water flow at the desired temperature.
1Technical information about the test rig and the data acquisition system can be found in Appendix A
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Pin_1 Pin_2 Pin_3
Tin Tout
Pout_1 Pout_2 Pout_3
Exhaust gas
MFC
Gas
Figure 4.17.: Experimental test rig for the imposition and the control of the boundary
conditions for the microchannel device.
The downstream branch includes temperature and pressure measurements, as well as a
heat exchanger and a needle valve for temperature and pressure control.
The circuit is connected to a vacuum pump, which allows to achieve pressure ranges below
the atmospheric level (to span the slip regime).
The thermal boundary conditions for the microchannel are imposed via the heating ele-
ments inside the copper blocks mounted below the test section. The heating cartridges are
connected to an external power station with three independent channels. In particular,
the temperature below the test section can be regulated by three temperature controllers
receiving the signals from the thermocouples installed on the copper block grooves. As the
three channels of the power station can work independently, it is easy to impose T-type
boundary conditions and given temperature profiles along the microchannel foil.
To reduce the heat losses to the ambient, the microchannel device is installed in a closed
volume which can be evacuated by a pump. The insulation volume is closed by a flange
system while the gas inlet and outlet lines as well as the electrical connections and the
cables for the data acquisition are inserted via sealed flange openings. The insulation
volume is shown schematically in Fig. 4.18. With the employed vacuum pump it was
possible to keep the volume at an absolute pressure of about 5 mbar during the experiments.
The data acquisition from the integrated sensors and from the test-rig is performed with
Field PointR© modules from National Instruments. Different modules are employed for the
recording of the thermocouples, the pressure transducers and the integrated sensor signals.
The modules are interfaced with a computer with a LabView R© application which allows
data recording as well as online visualization of the different signals.
Pictures of the experimental test rig are given in Fig. 4.19.
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Figure 4.18.: Insulation volume with flange system for the thermal insulation of the exper-
imental device (positioned at the center of the volume).
Pressure transducers Pump
Thermostat
Vacuum chamber
with microstructure 
device inside
Figure 4.19.: Pictures of the test rig with details of the flange insulation volume, the three
pressure transducers for different pressure ranges (upper left corner), the
vacuum pump and the thermostat for the pre-heating of the gas (center) the
power station and the data acquisition modules (upper right corner).
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After a general characterization of the leak tightness of the microchannel device and the
test-rig, a series of tests were performed, to calibrate the integrated microsensors. These
tests allowed the comparison between the two different integration designs, as well as the
evaluation of their performances, limitations and potentials.
The employment of local measuring systems was of particular interest for the study of ma-
terial and surface properties effects on the heat transfer performances of the microchannel.
To investigate these effects, the surface characteristics of the manufactured microchannel
sections were studied. The heat transfer tests have been performed with the same bound-
ary conditions for all the microchannel sections, analyzing then the different resulting
temperature profiles.
The main objectives of the experimental campaign performed with the described multilayer
device and test rig can be summarized as follows:
• Validation of the measuring principle for the integrated microsensors.
• Completion of tests to study the heat transfer of gases under varying flow conditions
(from continuum to early transition) by using the two developed integrated sensor
designs.
• Characterization of the influence of the microchannel material and surface charac-
teristics on the microchannel heat transfer performances.
5.1. Leakage tests
A series of tests have been performed after the mounting of the experimental circuit to
assess whether a sufficient leak tightness could be guaranteed by the rig itself and by the
microchannel device with the microsensors chip. In the first case leakages may occurr in
the fittings between the different circuit parts (i.e. valves, transducers connections, etc.),
which must be carefully closed and regularly checked. When the experimental device is
mounted, the major leakage source is the sensor assembly itself. Indeed, the necessity
of transferring the data out from the device with the polyimide cables did not allow a
conventional sealing with O-rings. Despite the use of the PTFE support foil as sealing
layer, small leaks could not be avoided. A leak rate of about 7·10−3 mbar·l/s was measured.
The evaluation of the leak rate with and without the microchannel device has been per-
formed by first evacuating the examined volume and successively recording the pressure
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variation with time by the transducers installed in the test-rig. Before the tests begin-
ning, all the fittings and piping were inspected for damages and closed tightly, trying to
reduce leaks at a minimum. The test device (without the integrated microsensor assem-
bly) was tested separately and proved to be gas tight (leak rate<1·10−8 mbar·l/s). After
the evacuation, the starting pressure inside the circuit was about 0.5 mbar, while the test
environment was at atmospheric pressure. The leak rate was calculated for the control
volume over which the leak test was performed. The only difference between experiments
with and without the microchannel device is given by the microchannel volume. This can
be neglected with respect to the rest of the volume enclosed by the test rig (i.e. piping
and fittings). The control volume was calculated, considering the overall length of the
connections and the average tube diameters, to be about 0.3 liters.
In Fig. 5.1 the pressure variation results for the two tests are shown. The data referring
to the inlet and the outlet recordings are plotted.
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Figure 5.1.: Leak test results for the experimental rig (a) and the experimental rig with
the microchannel device and the integrated sensors installed (b).
In the case of the test-rig evacuation the smaller range transducers (i.e. 0-10 mbar) have
been employed, while for the tests with the experimental device it has been necessary to
switch to the middle range transducers (0-200 mbar). The experimental points have been
fitted with a linear regression method, where the first grade coefficient corresponds to the
pressure variation in time. The calculated linear fitting equations are given in the plots.
For both experiments the pressure drop between the inlet and the outlet was small (there
is no imposed gas flow). A substantial increase of the leak rate was encountered when the
microchannel device was installed in the circuit.
After converting the obtained data in proper units using the calculated control volume,
the following leak rates have been obtained:
Test-rig leak rate 2.124·10−4 mbar·l/s
Test-rig + device leak rate 6.63·10−3 mbar·l/s
The standard limits defined to classify the tightness of technical systems are shown for
comparison in Tab. 5.1 (which, however, refers to helium leak tests). In both cases the
recorded leak rates are above the gas-tight threshold. The difference between the two mea-
surements is of course the effect of the microsensor assembly, which introduce an additional
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Table 5.1.: Helium leak rate conventional classification [87].
Definition Leak-rate limit
mbar·l/sec
Water-tight 10−02
Vapor-tight 10−03
Bacteria-tight 10−04
Oil-tight 10−05
Virus-tight 10−06
Gas-tight 10−07
“Technical-tight” 10−10
leak source at the position where the cables exit the device between the microchannel and
the PTFE layers. The leakages of the test-rig are mainly located at the thermocouple
positions. Indeed, commercial thermocouples present a metal coating of the sensing junc-
tion which allows some gas to pass through. The measured leak rate corresponds to about
3·10−11 kg/s, which represents less than 1 % of the mass flow rates established during the
experiments (under continuum flow regime), and can be therefore considered acceptable.
The leak rate has been periodically checked throughout all the performed experiments.
The reported values do not significantly change from one test to the other and can be
considered representative for the experimental setup itself.
5.2. Surface characterization
The influence of surface roughness on the behavior of pipe flows has been studied exten-
sively for well over a century ([88], [89] and [90]), and different methods to evaluate its
effects have been proposed over the years. With the development of mini- and microde-
vices, however, new questions have been raised mainly to assess whether classical conclu-
sions could be extended to these new fields. Given the small characteristic dimensions of
microfluidic devices, typical roughness heights may not be negligible as for conventional
hydraulic systems (for which roughness usually represents less than 5 % of the overall di-
ameter) [91]. Many works on microstructured systems are available claiming roughness to
play a major role in determining, e.g., the ocurring of the flow laminar-turbulent transition
or enhancing the heat transfer performances due to an increment of the available exchange
surface [10].
In general, if a surface sample, as shown in Fig. 5.2, is considered, the main surface features
can be distinguished by their characteristic dimensions as:
• Roughness: characteristic short interval structures.
• Waviness: surface structure with longer intervals.
• Form: includes even longer surface structures.
When a surface is analyzed, the actual measured quantity is the primary profile (P),
consisting of a waviness profile (W) and a roughness profile (R) (as represented in Fig. 5.3).
To separate the short- and long-wave components, a limiting wavelength, defined as cutoff,
is specified as a signal filter. The cutoff must be short enough to exclude long wavelengths
and long enough to ensure that relevant texture information are not dismissed [93].
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Tested object Wave spacing
Wave height
Groove height
Groove SpacingMeasured ProfileCut-out
Figure 5.2.: Main characteristics of a surface sample [92].
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Figure 5.3.: Distinction between the different characteristics of a surface profile [92].
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Since most of the fabrication and manufacturing processes are statistical by nature, sur-
face topography relies on the definition of a series of statistical quantities. The number
of defined parameters ranges from around 50-100, many of which are included in national
standards [94]. The one employed in the following is the mean arithmetic roughness (Ra),
corresponding to the arithmetic mean of all the profile intercepts within the sampling
length L. The mean arithmetic roughness is represented in Fig. 5.4 and is defined, ac-
cording to [94], as:
Ra =
1
L
∫ L
0
|z(x)| dx (5.1)
Sampling length L
Average line
Roughness profile z(x)
X
Z
Ra
Figure 5.4.: Graphical representation of the mean arithmetic roughness (Ra) [92].
Despite the amount of efforts in determining the role of roughness at microscales, univo-
cal conclusions can still not be drawn, one of the main reason for that being the lack of
specific techniques to analyze the texture of microstructured surfaces. Indeed, some of the
classical evaluation methods are not applicable to microdevices, due to the impossibility
of a physical or optical access to the surfaces. Moreover, the description of surface finish
by average parameters (such as the mean arithmetic roughness) might not be fully rep-
resentative of microstructured surfaces, due to the non-uniformities typically originating
from micro-manufacturing processes.
For the present work, the open geometry of the manufactured microchannels allowed both
optical and contact methods to be employed for the evaluation of surface roughness. As
optical techniques, scanning electron microscopy (SEM) and a chromatic white light sensor
(CWL) were used, where the first provides a qualitative evaluation of the texture, while
the second enables quantitative measurements. As contact method, stylus profilometry
was employed, since the characteristic dimensions of the probes allowed the access to the
microchannel bottom surfaces. A fairly more accurate technique would have been atomic
force microscopy (AFM). In this case, however, the dimensions of the holder of the sensing
tip which must be in contact (or in proximity) to the surface, were too big to provide
access to the microchannels.
To take local non-uniformities into account, the measurements were performed at differ-
ent positions along the microchannels, computing then the corresponding local average
roughnesses.
5.2.1. Scanning electron microscopy
The first method employed for the test section surface characterization is scanning electron
microscopy . It is a non invasive method allowing high magnifications and also scanning
of large surfaces. Qualitative evaluation of the surface roughness by SEM is often used
for cases where the channel aspect ratio does not allow the insertion of probes as, e.g.,
for atomic force microscopy. Despite its flexibility and relative simplicity, SEM does not
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allow a direct quantitative evaluation of roughness (unless an external reference is used)
and other methods are therefore needed.
Pictures of the whole channel and of details of the surfaces have been taken to highlight the
main characteristics of each section. Some representative pictures referring to the channel
sections described in Section 4.3 are shown in Fig. 5.5 - 5.8.
Figure 5.5.: SEM pictures of a milled stainless steel microchannel (top), with details of the
channel side and bottom walls (bottom left and right, respectively). Typical
manufacturing tool patterns are visible on the bottom wall.
The stainless steel and PEEK test sections prepared with micromachining techniques
(Fig. 5.5 and 5.7) show characteristic patterns on the bottom wall, derived from the tools
used during the fabrication (i.e., in the specific case, a micro-endmill). The etched channel
(Fig. 5.8) does not present any unidirectional manufacturing pattern, as wet chemical etch-
ing is a isotropic process. In this case large irregular grains are seen on the channel walls.
The channel boundaries in the pictures are not sharp, indicating the typical semi-elliptic
cross section of etched microchannels. Finally, also the micromachined copper channel
(Fig. 5.6) does not present characteristic fabrication patterns. A possible explanation for
the increased roughness (compared to machined stainless steel and PEEK) could be that
the thermal stress occurring during the machining led to oxidation on the copper surface.
This can cause grains to grow on top of the surface which are then removed by the machin-
ing tool, leaving holes and an irregular texture. The phenomenon is enhanced if copper
oxide molecules are already included in the metal matrix, as in the present case. These
are released at high temperatures and can also cause pitting of the metal surface. The
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Figure 5.6.: SEM pictures of a milled copper microchannel (top), with details of the channel
side and bottom walls (bottom left and right, respectively). The bottom wall
shows an irregular and rough surface deriving from material removal during
the fabrication.
employment of oxygen free copper (OF-Cu) would strongly reduce this effect and allow a
better surface finish.
To obtain more quantitative data about the surface characteristics of the test sections,
both contact profilometry and chromatic confocal imaging measurements have been used.
5.2.2. Contact (stylus) profilometry
Among the different profilometry techniques (including optical and contact methods), con-
tact (or stylus) profilometry is one of the most commonly used for surface texture mea-
surements [95]. It consists of a diamond stylus brought in contact with the surface to be
measured and moved laterally for a pre-defined scanning distance. The profilometer mea-
sures the small vertical displacements of the stylus as a function of position, corresponding
to the surface variations. A schematic representation of the profilometry measuring prin-
ciple is shown in Fig. 5.9.
The resolution of the roughness measurement is a function of the stylus diameter and
the scanning velocity. In general, contact profilometry enables the recording of detailed
surface profiles with excellent resolutions both in the horizontal and the vertical direction.
Among the drawbacks of this technique are the fragility of the stylus and the possibility of
surface damages occurring from stylus-surface interactions. Moreover, contact profilometry
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Figure 5.7.: SEM pictures of a milled PEEK microchannel (top), with details of the channel
side and bottom walls (bottom left and right, respectively). Manufacturing
tool patterns are visible on the bottom wall.
is usually designed for 2D measurements. 3D mapping is becoming increasingly available
but requires special and more expensive instrumentations.
For the present analysis a Veeco DEKTAK V220 system, available at the Institute for
Microstructure Technology (IMT) at KIT has been employed. A 25 µm radius stylus
has been used to scan a length of 1 mm along the axis of the microchannel bottom wall.
The measurements returned the primary profile including the waviness and roughness
components. These data are automatically analyzed to calculate the mean arithmetic
roughness Ra. Some difficulties for the positioning of the probe along the microchannel
axis, performed with the help of a microscope, were encountered because the probe holder
had almost the same size as the microchannel.
Two examples of data from a profilometer scan are shown in Fig. 5.10 for the microchannels
in copper and PEEK, respectively. On the main box the primary profile, the waviness and
the roughness curves are plotted, while the different parameters averaged over the scanning
length are reported on the left boxes.
For each tested microchannel material, the values of Ra averaged over three measurements
at different axial positions are given in Tab. 5.2. As observed with SEM, the copper and the
etched stainless steel sections show relatively rough surfaces. The micromachined sections
in stainless steel and PEEK both present rather low average roughnesses (considering that
no post-treatment to improve the surface quality had been performed).
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Figure 5.8.: SEM pictures of an etched stainless steel microchannel (top), with details
of the channel side and bottom walls (bottom left and right, respectively).
The channel surface deriving from the etching process shows typical irregular
grains.
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Figure 5.9.: Schematic measuring principle for mechanical profilometry [92].
The values reported in Tab. 5.2 can be considered as representative of the material-
manufacturing technique combination. However, they are only indicative since the evalu-
ation was done over small lengths and along the axis only.
69
5. Experimental results
(a) Copper
(b) PEEK
Figure 5.10.: Screen shots from the profilometer measurements of two microchannel
sections.
Table 5.2.: Results of the profilometry analysis of the microchannel test sections.
Section Average Ra
1 Micromachined stainless steel 0.03 µm
2 Micromachined copper 0.52 µm
3 Micromachined PEEK 0.04 µm
4 Etched Stainless steel 0.32 µm
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5.2.3. Chromatic white light sensor
To overcome the main limitations of the contact evaluation technique, further measure-
ments with chromatic confocal imaging (or chromatic white light - CWL) technique have
been performed with a sensor and a measuring station from FRT at the Institute for
Material Research (IMF-III) at KIT.
Chromatic white light (CWL) sensors exploit the phenomenon of light aberration to de-
termine the profile of the scanned surfaces. The device consists of a white light source,
a measuring head with a lens showing a strongly wavelength-dependent focal length and
a spectrometer. The measuring head focuses the light on the surface to be measured,
which scatters back parts of the light to the detector. The spectrum of the scattered light
presents a peak whose wavelength depends on the height of the target surface and can be
used to determine its profile. The CWL measuring principle is shown in Fig. 5.11.
white-light source
(LED)
fiber coupler
measuring
head
measuring
object
spectrometer
400 nm
blue
540 nm
green
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red
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λ
Figure 5.11.: Measurement principle for the chromatic white light (CWL) sensing tech-
nique [96].
The CWL sensing method is a non-contact technique allowing very high resolution mea-
surements of 1D and 2D profiles. It also allows the reconstruction of 3D surfaces thanks to
a multilevel scanning. The main drawback of this technique is the necessity of providing
a direct illumination of the measuring surface. In microstructured systems the structure
itself might create shadowed areas unaccessible to the light source.
For the 2D analysis of the microchannels, a scanning length of 5.6 mm has been chosen.
This is the value defined in standards for the evaluation of the mean roughness of a technical
surface [97]. For an overall characterization of the test sections, three different scans per
microchannel have been performed along the central axis: near the inlet, the middle and
the outlet, respectively. The results of the scans for the different sections are shown in
Fig. 5.12 - 5.15. The data have been filtered to remove the waviness component.
The roughness profiles may significantly vary not only when the material or the manufactu-
ring processes is changed, but also from one part to another along the same microchannel
(as it is evident in Fig. 5.13). This effect is mainly caused by wear of the machining tool
during the manufacturing process. For this reason it is important, when characterizing mi-
crostructured surfaces, to take into account the manufacturing process and assess whether
this may influence the uniformity of the surface finish. Tab. 5.3 reports the mean arith-
metic roughness Ra for each scan and the average for the whole microchannels. Figure 5.16
presents the comparison of Ra between the different microchannel sections.
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Figure 5.12.: CWL scans of the micromachined stainless steel channel section.
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Figure 5.13.: CWL scans of the micromachined copper channel section.
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Figure 5.14.: CWL scans of the micromachined PEEK channel section.
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Figure 5.15.: CWL scans of the etched stainless steel channel section.
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Table 5.3.: Results of the CWL sensor scans for the microchannel sections. The mean
arithmetic roughness for the single scans is reported, along with the average
value for each tested microchannel.
Channel Ra [µm] Average Ra [µm]
1 - Micromachined stainless steel
Inlet 0.0771
0.0769Middle 0.0809
Exit 0.0727
2 - Micromachined copper
Inlet 0.1463
0.3027Middle 0.1685
Exit 0.5932
3 - Micromachined PEEK
Inlet 0.1094
0.1385Middle 0.1346
Exit 0.1716
4 Etched stainless steel
Inlet 0.4795
0.4591Middle 0.4353
Exit 0.4624
0
100
200
300
400
500
600
Inlet Middle Outlet
R
a 
[n
m
]
Steel
Copper PEEK
Steel etched
Figure 5.16.: Results of the average roughness measurements with CWL sensor technique.
For each microchannel test section three scans have been performed around
the inlet, the center and the outlet of the microchannel respectively.
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Considering the average Ra as representative for the whole microchannels might induce
rather large errors, as it completely dismisses all the local differences and inhomogeneities.
Moreover, the results presented so far only refer to the microchannels axis. For a better
representation of the surface characteristics, 3D measurements were performed by using
the 3D rendering feature of the CWL device. In this case a rectangular area to be scanned
is defined and the device can either provide a 2D color map of the detected heights or
reconstruct a 3D profile. Example results for the four different sections types are given in
Fig. 5.17 - 5.20.
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Figure 5.17.: 2D and 3D surfaces produced by the CWL sensor for the micromachined
stainless steel microchannel.
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Figure 5.18.: 2D and 3D surfaces produced by the CWL sensor for the micromachined
copper microchannel.
The main drawback of this measurement approach is that with rectangular channels, un-
avoidable shadowing effects from the side walls create blank areas that cannot be scanned
by the CWL sensor. If, e.g., the cross section profiles along a line are calculated, the side
walls will not appear, as they cannot be optically accessed by the sensor. Figure 5.21
reports some examples of cross section profiles. The shadow areas are marked in red,
meaning that the data points contained in them are not reliable and should be neglected.
While the rounded corners of the stainless steel etched microchannel (Fig. 5.21-d) are
expected, some minor curvature at the bottom corners of the micromachined stainless
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Figure 5.19.: 2D and 3D surfaces produced by the CWL sensor for the micromachined
PEEK microchannel.
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Figure 5.20.: 2D and 3D surfaces produced by the CWL sensor for the etched stainless
steel microchannel.
steel section are visible as well (Fig. 5.21-a). These derive from the hard metal tool head
(similar to the one showed in Fig. 2.8), which shows rounded edges. For materials like
copper and PEEK, on the contrary, diamond tools were employed, which allow better
precision and smaller curvature radii at the boundaries. The absence of rounded corners
in the copper and PEEK sections (Fig. 5.21-b and -c) is only apparent since the actual
channel boundaries cannot be accessed by the optical sensor due to the wall shadowing.
The shape defects of the copper and PEEK microchannels are however smaller than for
stainless steel, given that the material hardness of steel is higher.
Table 5.4 presents a comparison between the average roughness of each tested section type,
calculated from the three described methods. The results for scanning electron microscopy
are reported only as orders of magnitude, since the evaluation has been done taking the
dimension scale as reference. Quantitative data could be retrieved by employing specific
reference scales for SEM roughness measurements, which in this case were not available.
Table 5.4 shows that the results obtained from the three techniques are in general com-
parable. The largest discrepancies appear for the smallest Ra, i.e. for the micromachined
stainless steel and PEEK sections. In these cases the profilometry measurements give
smaller average roughnesses than the CWL sensor. However, the length over which the
profilometry data are averaged (1 mm) is shorter than the scanning length set for the CWL
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(a) Micromachined stainless steel (b) Micromachined copper
(c) Micromachined PEEK (d) Etched stainless steel
Figure 5.21.: Cross section profiles calculated from the CWL 3D surfaces for the different
test sections.
Table 5.4.: Comparison between the average roughnesses of the tested microchannel sec-
tions measured with the three different techniques.
Test section Average Ra
SEM Profilometry CWL sensor
Micromachined stainless steel O(100 nm) 28 nm 70 nm
Micromachined copper O(500 nm) 517 nm 302 nm
Micromachined PEEK O(100 nm) 43 nm 138 nm
Etched stainless steel O(300 nm) 315 nm 459 nm
sensor (5.6 mm). Despite the vertical and horizontal resolutions of the two techniques are
comparable (i.e. about 1 µm in the x-y direction and in the order of 10 nm in the vertical
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direction), the results obtained with profilometry have a more local connotation than those
obtained with CWL measurements. Thus, CWL can be considered as more representative
of the average characteristics.
Some final remarks about the surface characterization results can be summarized as follows:
• A qualitative characterization (e.g. with SEM imaging technique) is useful to have
a first hint on the surface main features and properties.
• Contact profilometry produces quantitative data of the mean roughness and can
provide the actual surface topography along linear paths. However, to prevent major
damages of the stylus, only short lengths per scan can be analyzed, and a mechanical
access to the surfaces must be available (i.e. the technique is not suitable for closed
channels or for high aspect ratio structures).
• CWL sensor analysis is a powerful surface characterization technique, providing non-
contact measurements and the possibility of 2D and 3D scans. It requires expensive
instruments and needs an optical access to the surface. Shadowing problems might
be encountered in the case of microstructures, due to the lack of direct illumination.
• The intrinsic features of the microfabrication process as well as the conditions at
which the process is carried out have major effects on the resulting roughness. For
micromachined pieces, the conditions of the employed tools, the presence of cooling
during the process (dry vs. wet) and the machining speed (rotational as well as
moving speed) are some of the most influential aspects.
• The choice of employed materials affects the final surface characteristics too. In
general, harder materials presents shape defects (i.e. rounded corners structures)
but result in smoother surfaces with respect to polymers or other material classes.
Nevertheless, if the quality of the metallic matrix is not controlled, thermal processes
such as oxidation may occur under particular manufacturing conditions, resulting in
very poor finish even for micromachined metals.
• Micromachined surfaces can be characterized by very inhomogeneous properties, with
average roughness varying up to one order of magnitude, even over small lengths.
5.3. Microsensors characterization
5.3.1. Chip contact resistances and noise analysis
Before employing the integrated sensor chip for actual temperature measurements, it is
necessary to attest the correct functioning of the electrical connections. Also the basic noise
component in the signals must be evaluated along with the main noise sources. In case
of very noisy signals, a post process filtering might be required to isolate the meaningful
data.
As a first step, the presence of electric contact between the terminals belonging to the same
sensor and the electrical insulation between contacts not belonging to the same sensor must
be verified. The contact resistance analysis has been performed at two levels: before and
after the bonding of the data acquisition cables on the chip.
The resistances of all the contacts of the 4 connectors on the chip sides were measured
in special clean room facilities at IMTEK, University of Freiburg (where the chips have
been manufactured). By means of an optical microscope, miniaturized contact needles
were positioned on two contact terminals and the cross-resistance was measured with a
multimeter. Typical contact resistances for working sensors are in the range of 0.3-0.5 kΩ
for the RTDs and 10-15 kΩ for the thermopiles. The testing of different chips showed good
77
5. Experimental results
functioning of the contacts and a proper insulation between non-communicating wires (no
interference).
The second control phase has been performed after the bonding of the data acquisition
cables on the chip (at the sides), the installation of the chip on the PTFE frame and the
connection of the cables to the PCB adapters. The analysis allowed verifying proper ca-
ble bonding. A wrong choice of the bonding parameters might result in shortcuts between
contacts. This can be verified qualitatively by optical inspection (see Fig. 4.11), or quanti-
tatively by measuring of the contact resistances. Interferences or shortcuts exist whenever
a finite resistance between two contacts not belonging to the same sensor is registered.
From the second set of measurements the following conclusions can be drawn:
• After the bonding of the cables, the electrical contact for some sensors was compro-
mised. This might be a result of a non uniform pressure distribution applied during
the bonding.
• The working sensors show contact resistances within the same order of magnitude
as registered at the chip level, with small increments due to the additional electric
resistance of the cables.
• If the optical inspection of the bonding area shows melted material driven out of
the original contact position, the insulation of the contacts is not preserved. Finite
resistances have been measured also between non communicating terminals. Under
these circumstances the functioning of the sensor is not completely compromised,
but the signals are characterized by high basic noise level.
• The chips bonded under optimized conditions present “cleaner” bonding areas. The
electrical insulation is guaranteed also after cable installation, and the basic noise
component in the signal is small.
Figures 5.22 and 5.23 present the registration of thermopile basic noise for two different
chips. The first corresponds to a chip-cable assembly bonded under sub-optimal conditions,
with interferences registered between the contacts. Figure 5.23 corresponds to an assembly
prepared with optimized bonding conditions (see Section 4.2.2). A reduction of about three
orders of magnitude of the basic noise was possible.
After installation of the integrated sensor system in the device, the contact resistances have
been checked again to verify that the chip integrity is preserved. During mounting chip
fractures might occur due to non uniform pressure distributions from the screws combined
with pre-imposed mechanical stress in the chip. The fractures usually occurred around
the thin membranes or close to defects on the chip surface (e.g. pits on the back side
originating from the etching). If the failure involved only part of the assembly (i.e. only
one connector or one single sensor got insulated), the chip could still be employed for
measurements.
Figure 5.24 shows the evolution of sensor failure during the installation phase for one of
the tested chips. Connector C1 was not working after the mounting of the cable, probably
due to incorrect bonding. Connector C4, initially working, failed after the installation of
the chip in the device, due to a local fracture in correspondence of the connector itself.
The dead connections in connector C2 result from a localized failure of either the annealing
process for the activation the junction contacts or the bonding of the cable with the sensor
bumps.
The experimental results presented in the following sections refer, if not otherwise specified,
to the chip of Fig. 5.24. Although two out of four connectors are broken, one half of the
chip is entirely working (on both sides) allowing the full characterization of one channel half
(or of the entire length if the chip is rotated and two similar experiments are performed).
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Figure 5.22.: Thermopile basic noise with a chip-cable assembly with suboptimal condi-
tions (cf. Fig. 4.11 (right)).
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Figure 5.23.: Thermopile basic noise with a chip-cable assembly bonded with optimized
conditions to avoid short-cuts and contact cross-talking (cf. Fig. 4.11 (left)).
The high fragility of the silicon chip constitutes one of the major issues for the developed
integrated measuring system. It mainly derives from the relatively large dimensions of the
whole structure. A configuration with smaller and separated measuring units, integrated
on a more resistant supporting frame, would allow the overcoming of this issue. Never-
theless, this would also complicate the manufacturing processes and the data acquisition
layout significantly. Moreover, by employing different materials, the microchannel wall
would be non-uniform, with possible local disturbances of the flow thermodynamics (e.g.
local concentrated head-losses and formation of undesired hot-spots).
5.3.2. Calibration of the RTDs
The resistance temperature detectors (RTDs) positioned on the chip to measure the sub-
strate temperatures as a reference for the thermopile “cold” junctions can provide an ab-
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Figure 5.24.: Working contacts of a tested sensor chip. During the closing of the device
connector C4 broke, while connector C1 was already insulated after cable
bonding.
solute temperature measurement. This allows a direct calibration by simply providing
proper reference signals for the chip temperature. For the present experimental layout the
reference signals can be obtained by using the thermocouples installed below the channel
layer. The relative position of the heating blocks, the reference thermocouples and the
RTDs on the chip are shown in Fig. 5.25. The RTDs on the chip’s left side are labeled as
“TXL” and those on the right side are labeled as “TXR”, with “X” being the number of
the sensor.
If no gas flow is imposed in the microchannel and all three blocks are set to the same
temperature, the microchannel and the sensor layers will reach, at steady state, the same
temperature. In this case the temperatures registered by the thermocouples on the blocks
can be considered as the reference values for the resistance signals recorded by the RTDs
on the chip.
The entire procedure for calibration of the RTDs can be summarized as follows:
1. Evacuation of the closed insulation volume.
2. Imposition of the set temperature on the power station controllers.
3. Waiting for the steady state (evaluated by monitoring both the signals of the ther-
mocouples and of the RTDs until they do not show any significant change).
4. Recording of the signals (from reference thermocouples and RTDs).
5. Post processing of the results and calculation of the average reference temperatures
and corresponding resistance signals with related errors.
6. Repetition of the procedure for different set points.
7. Calculation of the calibration coefficients by fitting the experimental points.
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Figure 5.25.: Relative position between the heating blocks, with grooves for the positioning
of the reference thermocouples, and the RTDs on the chip.
The set points have been chosen within the mechanical stability limits of the chip. Tests
up to 75 ◦C have been done without any major failure of the chip. However to prevent
thermal stresses a temperature window between room temperature and 50 ◦C has been
chosen for the calibration. The validity of the calibration coefficients has been verified up
to 65 ◦C.
Figure 5.26-a shows the comparison between the signals of the reference thermocouples
and the RTDs for both the transient and the steady state phases. In general, the RTDs
showed a good time response with no detectable delay within the recording frequency of
the data acquisition system (1 Hz). In Fig. 5.26-b the averaging of the two signals over
the steady state region is reported.
Over small temperature ranges (∆T ≈ 100◦C), the characteristic temperature-resistance
relation of RTDs can be considered linear [58]. Figure 5.27 shows the linear least square
fitting for the different calibration points. This is done considering a function of the form:
T (R) = a ·R+ b (5.2)
where a and b are the fitting coefficients corresponding to the slope and the intercept of
the linear function, respectively.
For the general i-th experimental average temperature (Tavg,i) the residual from the fitting
equation can be calculated as:
ri = Tfit,i − Tavg,i (5.3)
where Tfit,i is the temperature calculated using Eq. 5.2 with the experimental average
resistance (Ravg,i):
Tfit,i = T (Ravg,i) = a ·Ravg,i + b (5.4)
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Figure 5.26.: Calibration sequence of a RTD for a reference set temperature of 30 ◦C (a),
and average signals calculated over the steady state region (b).
Table 5.5 shows the final calibration coefficients calculated for the tested RTDs. The
calculation of the reported uncertainties is described in the following, and includes both
the estimated calibration errors and the instrumental uncertainties.
The hypothesis at the basis of the RTDs calibration is the achievement of a uniform
and constant temperature distribution along the blocks, the microchannel and the chip.
This allows considering the block temperatures as references for the corresponding chip
areas. However, the microchannel section is directly heated only partially by the copper
blocks. Two areas, close to the entrance and the exit, are heated only by conduction
along the chip and the microchannel layers. To assess that this would not invalidate the
calibration process, the microchannel top wall temperature was measured in addition with
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Figure 5.27.: Least square fitting of the calibration experimental points and residuals for
a RTD on the silicon chip.
Table 5.5.: Calibration coefficients calculated for the working RTDs on the chip.
RTD Coefficients Uncertainty
Slope Intercept [K]
T5L 1.96 -64.77 ± 0.74
T5R 1.93 -58.16 ± 0.73
T6L 1.67 -19.81 ± 0.90
T6R 1.77 -50.75 ± 0.69
T7L 1.74 -67.91 ± 0.69
T7R 1.43 -9.61 ± 1.04
T8L 1.89 -126.38 ± 0.74
T8R 2.12 -162.30 ± 0.80
an alternative method, under the same conditions as imposed for the RTD calibration.
For this purpose, the PEEK cover with embedded thermocouples was installed in the
device, on top of a plain metal foil (i.e. an unstructured layer of the same material than
the microchannel plate). The deviations between the boundary conditions imposed for
the two test series were below than 0.5 %, and therefore the obtained data sets could
be compared. By considering the relative positions of the embedded thermocouples and
the integrated RTDs (Fig. 5.28), it was possible to provide a set of alternative reference
temperatures to check the validity of the coefficients found with the direct calibration
technique.
Figure 5.29 shows the temperatures recoded by the PEEK cover thermocouples for the
same set points imposed during calibration of the RTDs.
Excluding the measurements done at room temperature (no heating), it is clear that a non
uniform temperature distribution is established along the channel axis, differently from
what assumed for the first calibration. For a given set point, similar temperature profiles
have been recorded in different tests, proving the repeatability of the obtained results.
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Figure 5.28.: Relative positions of the embedded thermocouples in the PEEK cover (red
crosses), the integrated sensors on the silicon chip (green squares) and the
device heating blocks.
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Figure 5.29.: Axial temperature distributions as registered by the PEEK cover embedded
thermocouples after imposing different constant temperatures on the heating
blocks.
By taking the data from the PEEK cover tests as reference, new calibration coefficients
for the RTDs have been calculated. These are reported in Tab. 5.6, along with the ones
obtained from the direct calibration. Since this second calibration procedure takes into
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account the non uniformity of the axial temperature distribution, the new calculated coef-
ficients were finally employed to transfer the resistance signals into temperature readings.
Table 5.6.: Calibration coefficients for the working RTDs on the chip calculated with the
direct calibration technique (black) and corrected by employing the embedded
thermocouples on the PEEK cover as reference (red).
RTD Coefficients Uncertainty
Slope Intercept [K]
T5L 1.96 1.89 -64.77 -51.81 ± 0.74 ± 0.73
T5R 1.93 1.86 -58.16 -45.44 ± 0.73 ± 0.73
T6L 1.67 1.68 -19.81 -33.11 ± 0.90 ± 0.69
T6R 1.77 1.61 -50.75 -8.56 ± 0.69 ± 0.83
T7L 1.74 1.65 -67.91 -49.39 ± 0.69 ± 0.69
T7R 1.43 1.36 -9.61 +6.01 ± 1.04 ± 0.97
T8L 1.89 1.35 -126.38 -4.15 ± 0.74 ± 0.68
T8R 2.12 1.51 -162.30 -29.78 ± 0.80 ± 0.70
Uncertainty analysis
The uncertainty associated with the temperature measurements of the RTDs and reported
in Tab. 5.6 has been calculated considering three different contributes:
∆Tref : the uncertainty associated with the reference signals;
∆Tfit : the uncertainty associated with the fitting;
∆Tcalib : the calibration uncertainty associated with the error propagation of the re-
sistance measurement.
The uncertainty relative to the reference signal originates from two different sources: the
instrumental error (i.e. the uncertainty associated with the reference thermocouples and
provided by the vendor) and the averaging error (i.e. the error made by considering the
temperature constant and equal to its average value). The averaging error is related to
the standard deviation (σmean,T ):
σmean,T =
√√√√ 1
N
N∑
i=1
(Ti − Tavg)2, (5.5)
where N is the number of experimental points, Ti is the i-th experimental point and Tavg
is the average temperature calculated as:
Tavg =
1
N
N∑
i=1
Ti. (5.6)
The final uncertainty relative to the temperature reference is taken as the maximum of
the instrumental error and twice the standard deviation of the temperature averaging, as
expressed in Eq. 5.7.
∆Tref = ±max (|∆Tinstr| ; |2σmean,T |) (5.7)
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The error related to the fitting is calculated as the maximum of the residuals ri.
∆Tfit = ±rmax (5.8)
rmax = max (|ri|) (5.9)
Finally, the uncertainty related to the resistance measurement is calculated applying the
error propagation theory [98] for Eq. 5.2. For a single calibration point this contribution
is:
∆Tcalib,i =
∂T
∂R
·∆Ri = a ·∆Ri (5.10)
where ∆Ri is the error associated with the resistance measurement. This, as for the
reference temperature, is calculated as the maximum between the instrumental error,
given by the vendor of the resistance recording device, and the standard deviation of
the resistance signal averaging:
∆Ri = ±max (|∆Rinstr| ; |2σmean,R|) (5.11)
The total error associated with the resistance measurement is taken as the maximum
among the errors for the different calibration points:
∆Tcalib = ±max (|∆Tcalib,i|) (5.12)
As the three uncertainty contributions are independent from each other it is possible to
calculate the total uncertainty from the sum of the squared contributions:
∆Ttot = ±
√
∆T 2ref + ∆T
2
fit + ∆T
2
calib (5.13)
5.3.3. Calibration of the thermopiles
In the case of the RTDs it is possible to identify suitable reference signals, as there is a
direct resistance-temperature correspondence. The thermopiles, on the contrary, require
the imposition of a known and controlled temperature difference over the two junction
series, to be used as a reference. With the present setup this means setting a pre-defined
temperature gradient between the gas and the chip. This is not a trivial task since the
gas temperature evolution along the channel is not known a-priori and the measurement
of the actual local gas temperatures is one of the aims of the present work.
A direct calibration of the thermopiles has been attempted by establishing a relatively high
flow rate of gas in the microchannel (compared to the flow rates encountered with rarefied
flows). The assumption is that the gas acquires a high axial velocity and exits without
increasing its temperature. In this case the reference signal is given by the difference
between the gas temperature (measured at the inlet and at the outlet of the microchannel
to verify if there is any variation) and the chip temperature (measured by the previously
calibrated RTDs). A typical sequence consists of the following steps:
1. Acquisition of the zero signal for each sensor to have a reference for the thermopile
voltage. This is calculated by averaging the signal recorded in absence of any gas
flow in the channel and at room temperature.
2. Evacuation of the insulation volume.
3. Setting of the gas flow at a given mass flow rate and at room temperature.
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4. Heating of one copper block to a pre-set temperature (the reason of heating only one
block is to attempt the imposition of localized temperature differences at the sensor
positions, preventing the heating of the whole chip for conduction effects).
5. Waiting for the steady state to be reached. This phase may take long due to heat
conduction in the whole device.
6. Recording of the signals from the RTDs, the thermopiles and the reference thermo-
couples for the gas temperature (installed at the inlet and outlet of the insulation
volume) and the block temperature (positioned on top of the heating blocks).
7. Calculation of the average values of the thermopile voltage, the gas temperature, the
chip temperature measured by the RTDs, and the block temperature signals.
8. Calculation of the temperature variation ∆T as difference between the chip and
the gas temperatures, and the voltage variation ∆V as difference between the volt-
age measured for the considered calibration point and the previously measured zero
signal.
9. Repetition for the different blocks and for different set points.
10. Fitting of the experimental points (∆T , ∆V ) and calculation of the calibration co-
efficients.
The set points have been chosen in a range between room temperature and 40 ◦C, to
avoid thermal stress across the chip and possible membrane fractures. In the following
the data related to two thermopiles, namely TE7R and TE8R, will be compared. The
relative positions of the sensors, the chip and the heating blocks are shown in Fig. 5.30.
The thermopile TE7R is completely included within the heated area (third block), while
the membrane of the thermopile TE8R is partially outside. As in the case of the RTDs
this might result in a different thermal behavior. The tests were carried out by imposing
a temperature of 40 ◦C on the third block only and a flow rate of nitrogen of 65 ml/min
(corresponding to an average residence time of about 10·10−3 seconds). As chip reference
temperatures, the RTDs T7R and T7L for the thermopile TE7R and the RTDs T7L and
T8R for the thermopile TE8R have been considered (as indicated in Fig. 5.30).
Figure 5.31 shows the recorded calibration sequence for the thermopile TE7R. The ther-
mopile signal is plotted with the block and the chip temperature profiles along with the gas
outlet temperature, recorded outside the device insulation volume. The temperature of the
third block is raised with a step from room temperature to the set point. The chip tem-
perature follows the step of the block temperature while the outlet temperature remains
constant. This results in a decreasing thermopile signal, i.e. the establishment of a nega-
tive temperature difference between the heated chip and the gas (∆T = Tgas− Tchip < 0).
To calculate the voltage variation corresponding to the temperature difference across the
membrane, the steady state average values of the measured quantities have been calculated
(as shown in Fig. 5.32).
The data for the same test sequence relative to the thermopile TE8R are shown in
Fig. 5.33. The signal of the RTD positioned inside the chip (T7L) follows the block
temperature, while the RTD outside the heated area (T8R) presents some delay for the
heating up phase, due to conduction in the axial direction. The thermopile signal varies
corresponding to the block temperature step, indicating the establishment of a tempera-
ture difference across the membrane. However, in this case the signal increases, indicating
a positive gradient (∆T > 0). The calculated average signals for the thermopile TE8R are
shown in 5.34.
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Figure 5.30.: Relative positions of the heating blocks and the chip with the thermopiles
TE7R and TE8R analyzed as example.
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Figure 5.31.: Experimental sequence for the calibration of the thermopile TE7R. The block,
initially at room temperature, was heated up to 40 ◦C.
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Figure 5.32.: Average reference temperature and voltage signals for the thermopile TE7R,
calculated from the sequence shown in Fig. 5.31.
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Figure 5.33.: Test sequence for the calibration of the thermopile TE8R. The block, initially
at room temperature, was heated up to 40 ◦C.
89
5. Experimental results
290
300
310
320
330
340
1200 1250 1300 1350 1400
-0.0006
-0.0004
-0.0002
0
0.0002
0.0004
0.0006
Te
mp
era
tur
e [
K]
Sig
na
l [V
]
Time [s]
TE8R
TBlock, 3Tchip
Tgas, in
Tgas= 296.3
TBlock= 314.6
TChip= 311.6
Vavg= 1.605e-004
Figure 5.34.: Average temperatures and voltage signals for the thermopile TE8R, calcu-
lated from the sequence shown in Fig. 5.33.
The described test procedure was repeated for different temperature set points. The
average data were reported in ∆V -∆T plots, as shown in Fig. 5.35. For each thermopile
the voltage difference at each set point (∆V ) was calculated as the difference between
the average signal measured with the heated chip (Vavg) and the signal recorded before
the heating (V0). The experimental points were fitted with linear regression. Although
for some sensors a good linear trend could be found (cf. Fig. 5.35-a), some other sensors
showed larger deviations from the calculated fitting lines (cf. Fig. 5.35-b. Moreover, by
repeating the calibration for some points, different fitting equation were found. This lack
of repeatability nullifies the validity of the whole calibration.
A possible reason behind the data scattering and the lack of repeatability is the assumption
that the temperature of the gas flowing in the microchannel does not increase during the
test. Although the temperature at the outlet of the insulation volume was constant, the
signals recorded during the tests show a clear sign switch between the two thermopiles
TE7R and TE8R. This could be explained assuming a temperature variation of the gas.
The negative signal of the thermopile TE7R corresponds to the unheated gas flow reaching
the sensors, and the heated chip. The gas reaching the thermopile TE8R has already
crossed the whole heated area, while the chip is no more directly heated. In this case the
gas temperature is higher than that of the chip, resulting in positive gradient and, thus,
a positive ∆V . For these reasons, the calibration with the hypothesis of no gas heating
along the microchannel can not be considered valid.
Another typical feature of the chip thermal behavior can be observed in Fig. 5.31 and 5.33.
After the step corresponding to the block temperature variation, the thermopile signal
show a progressive decrease. Despite the fact that only one block is heated, the chip
temperature tends to become uniform due to axial thermal conduction. This results in a
progressively smaller temperature difference between the chip and the gas and, thus, in
decreasing thermopile signals.
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Figure 5.35.: Calibration experimental points and linear fitting for the thermopiles TE7R
(a) and TE8R (b). The voltage error bars include the uncertainty of the
voltage acquisition instruments.
Since the hypothesis at the basis of the thermopile calibration procedure has been demon-
strated to be wrong, a series of tests have been performed, trying to understand the thermal
behavior of the microchannel-chip assembly. The tests have been focused on assessing the
validity of the employed measuring principle and evaluating the system responses. In this
case the temperature of the gas is not known, but is assumed to vary along the microchan-
nel according to the thermal boundary conditions.
Two different test sequences will be compared, differing for the imposed boundary condi-
tions. Both tests present an initial and a final phase with no gas flow. This allows the
evaluation of the start-up and shut-down transitories. At the same time the presence of
hysteresis effects can be investigated by checking whether the signals fall back to their ini-
tial values whenever the gas flow is stopped. The central phase of both tests corresponds
to the imposition of a gas flow of nitrogen with a mass flow rate of 100 ml/min and an
inlet pressure of 1.5 bar.
In the first test sequence a temperature of 30 ◦C was set for all three heating blocks and
then turned off. In the second case a temperature of 30 ◦C was imposed on the first block
only (close to the gas inlet), while the remaining two were left unheated. Figure 5.36
schematically shows the imposed boundary conditions for the two test sequences.
To compare the obtained results and evaluate the differences of the chip thermal behav-
ior at different axial positions, four sensors have been considered, namely TE5L, TE6R,
TE7R and TE8R. Their relative positions are shown in Fig. 5.36. In Fig. 5.37 - 5.40 the
comparison of the responses for the two sequences for each sensor are presented.
For the four examined sensors the thermopile average signal with no gas flow is zero, and
no hysteresis after the heating of the chip has been detected (i.e., when the gas flow is
stopped the thermopile signal falls back to zero). The presence of the gas is recorded by the
thermopiles as a negative step (∆V < 0). The gas inlet temperature is lower than the chip
temperature even when the gas is not heated (due to a lower ambient temperature of the
gas supply line) and a negative ∆T is established across the membranes. In particular the
absolute value of ∆V increases along the channel becoming higher from TE5L to TE8R.
This suggests the presence of a convective effect along the microchannel and a temperature
reduction of the gas at the microchannel exit due to the flow expansion.
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Figure 5.36.: Schematic layout for the two thermopile test sequences. In the first case all
blocks are uniformly heated (a). In the second sequence only the first block
is heated (b). The sensors considered to compare the results are highlighted
within the red circles.
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Figure 5.37.: Test sequences results for the thermopile TE5L positioned on the second
block. The first plot refers to a uniform block temperature of 30 ◦C (top).
In the second sequence only the first block is heated up to 30 ◦C (bottom).
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Figure 5.38.: Test sequences results for the thermopile TE6R positioned between the sec-
ond and the third blocks. The first plot refers to a uniform block temperature
of 30 ◦C (top). In the second sequence only the first block is heated up to
30 ◦C (bottom).
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Figure 5.39.: Test sequences results for the thermopile TE7R positioned on the third block.
The first plot refers to a uniform block temperature of 30 ◦C (top). In the
second sequence only the first block is heated up to 30 ◦C (bottom).
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Figure 5.40.: Test sequences results for the thermopile TE8R positioned outside from
the heated area. The first plot refers to a uniform block temperature of
30 ◦C (top). In the second sequence only the first block is heated up to
30 ◦C (bottom).
For the thermopile TE5L (Fig. 5.37) the voltage signal throughout the experiments is
almost constant and deviates only slightly from its zero level. In particular, in the first
test, where all three copper blocks are heated, the signal remains unvaried except for a
small step at the beginning of the heating phase and a small reduction throughout the
whole period of gas flow. As the sensor is positioned almost in the middle of the chip, the
gas reaching the membrane has time to heat up along the first block, and very small or
no temperature differences can be detected in correspondence of the sensor. When only
the first block is heated the voltage variations are larger than in the first case. The gas is
heated along the first part of the microchannel and thus is hotter than the chip, resulting in
a positive voltage signal. However, by keeping the first block at constant temperature, the
chip at the thermopile positions is gradually heated by heat conduction from the upstream
area and by the flow of heated gas, and the thermopile signal progressively decreases as
the ∆T between the chip and the membrane is reduced.
The membrane of the thermopile TE6R (Fig. 5.38) is positioned at the beginning of the
the third block. As in the previous case, the signal relative to the first test has a rather
constant behavior compared to second case. The voltage step at the beginning of the
heating phase in the first sequence is rapidly compensated as the chip is heated and the
∆T decreases. The reduction of the signal in presence of the gas flow is more pronounced
than for TE5L. The second test sequence presents a quite different behavior. The chip at
the sensor position is further downstream with respect to the thermopile TE5L and has
therefore a lower temperature. This results in larger temperature and voltage variations.
Again, as the chip is eventually heated by heat conduction, a decreasing profile for the
voltage is detected during the heating phase.
The signal corresponding to the thermopile TE7R (5.39) shows a similar behavior to the
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sensor TE6R (i.e., small voltage variations in the test with the three heated blocks and
positive step in the second test in correspondence of the first block heating). Compared
to TE5L and TE6R the reduction of the signal in presence of the gas flow is further
enhanced. The voltage variation in the second test is smaller than for the thermopile
TE6R and the signal remains around its zero lever, without reaching a positive value.
This behavior can be explained again by looking at the sensors relative positions. The
thermopile TE7R is positioned further downstream, where heat exchange between the gas
and the chip has taken place to a larger extent reducing the temperature difference. This
results in a smaller temperature difference with the chip at the position corresponding to
the thermopile TE7R.
Figure 5.40 refers to the last sensor before the microchannel exit (TE8R). In this case the
whole sensor area faces a non directly heated part of the microchannel and the thermopile
signal variations are quite large. The signal is greatly reduced by the onset of the gas
flow. In the first test, from the negative voltage level reached after the onset of the gas
flow, the signal raises following the temperature variations of the third block. The gas is
heated before reaching the thermopile position. The ∆T is reduced and the ∆V decreases
accordingly. In particular the thermopile signal reaches zero when the gas and the chip
are at the same temperature. In the second experiment (with only one heated block) the
signal variations are still detectable, but the voltage absolute value remains negative for
the whole time interval where the gas flow is active. The gas temperature rapidly decreases
right after leaving the directly heated zone, while the chip is heated by conduction from
the upstream area.
From the described test sequences it is evident that the gas flow temperature varies accord-
ing to the position along the microchannel. Along the inlet and outlet unheated lengths,
the wall temperature is lower than in the heated areas and the gas temperature decreases
too. It is not possible to correctly evaluate the temperature differences at the membrane
positions, even though the temperatures of the heating blocks are controlled. A direct
calibration of the thermopiles is therefore not possible. A potential solution could be an
indirect calibration, based on the measurement of the reference signals with an alternative
method. For this purpose the embedded thermocouples in the PEEK cover were employed
to calculate the reference temperature differences between the gas and the microchannel
top wall (as described in Section 5.3.5).
5.3.4. PEEK-cover tests
By substituting the device cover with the PEEK frame including the embedded ther-
mocouples, it is possible to access the microchannel for temperature measurements with
conventional sensors. However, this measuring technique must at first be validated to
ensure that the recorded signal corresponds to the gas temperature and not to the tem-
perature of the cover itself. For this purpose, a series of tests have been performed with
the PEEK cover.
The first sequence consisted of the following steps:
1. The zero signal is recorded before the gas flow and the heating are activated.
2. A gas flow of nitrogen is imposed with a mass flow rate of 100 ml/min (regulated by
the mass flow controller at the inlet) and an inlet pressure of about 2 bar.
3. The heating of the first block is activated with a set temperature of 32 ◦C. The
second and the third block are left unheated.
4. The heating is stopped.
5. The gas flow is stopped.
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The results of the test sequence are shown in Fig. 5.41, where the thermocouple signals
corresponding to the onset and stop of the gas flow are enlarged in detail. Contrary to
what has been registered with the integrated thermopiles, no signal variation in correspon-
dence of these two phases was detected. The thermocouples are indeed affected by the
surrounding cover material, which spoils the overall sensitivity preventing the recording of
small temperature differences.
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Figure 5.41.: Test sequence performed with the PEEK cover and an imposed mass flow
rate of 100 ml/min.
To probe the system sensitivity the same test sequence has been repeated with a higher
mass flow rate (about 250 ml/min). The results of the second sequence are presented in
Fig. 5.42. In this case it is possible to detect two temperature steps corresponding to the
imposition and the shutting off of the gas flow. The steps are evident especially for the two
thermocouples positioned at the microchannel extremities (i.e. on the unheated areas).
The central sensors (from 2 to 5) correspond to the heated area, where the gas reaches
almost the same temperature of the wall, as already found with the thermopiles.
To investigate the temperature dependence of the measuring system, a second test sequence
has been performed. Two different temperature levels (namely 30 ◦C and 40 ◦C) were set
on the third copper block, close to the exit. A flow rate of 200 ml/min was imposed
and turned on and off at different times to evaluate the thermocouples time response.
The results of this test sequence are reported in Fig. 5.43, with details of the three time
windows where the gas flow was turned on and off. These correspond to three different
temperature levels: one before the beginning of the heating, the second when the third
block was heated at 30 ◦C and the third when the temperature of the third block was
raised up to 40 ◦C. The response of the embedded thermocouples at a given mass flow
rate depends on the absolute temperature level. In particular, at higher temperatures, the
signal variations detecting the gas presence are larger. Moreover, in this case the thermal
entry region is longer and the temperature step is detectable also for the thermocouples
inside the heated area (e.g. thermocouple 3 for period III).
In conclusion, the embedded thermocouples on the PEEK cover can be employed to mea-
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Figure 5.42.: Test sequence with the PEEK cover, with an imposed mass flow rate of 200
ml/min.
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Figure 5.43.: Test sequence for the PEEK cover at three different temperatures imposed
on the heating blocks.
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sure the gas temperature distribution in the microchannel, provided that a sufficiently high
mass flow rate or temperature level are assured. For small mass flow rates and low absolute
temperatures it is not possible, from the thermocouple signals, to assess the presence of a
gas flow and the actual axial temperature distribution.
5.3.5. Comparative approach
To compare the results obtained from the integrated thermopiles and those from the PEEK
cover, three similar tests have been performed. The same experimental procedure is re-
peated at first with the PEEK cover and the blind foil to evaluate the top wall temperature
distribution, then with the microchannel foil installed, to evaluate the gas temperature dis-
tribution and finally with the silicon sensor chip to register the corresponding thermopile
signals. By using the blind foil to measure the top wall reference temperature it is possible
to eliminate the influence of the inlet and outlet openings. This solution represents the
best option to retrieve the equivalent upper wall temperature with the embedded thermo-
couples. However, the difference between these values and those recorded by the RTDs
during similar experiments is negligible. The experimental sequence has been performed
as follows:
1. The signal is recorded without a gas flow and with no heating.
2. A gas flow of nitrogen is imposed with an inlet pressure of 2 bar and with a mass
flow of 200 ml/min.
3. The third block is heated up to 40 ◦C.
4. The gas flow is turned temporarily off and then on again (this is meant to compare
the transient behavior of the thermopiles and the thermocouples).
5. The heating and the gas flow are turned off.
The reference temperature difference for the thermopile signals is calculated by subtracting
the wall temperature registered with the blind foil to the gas temperature registered with
the microchannel foil. The resulting curve is plotted against the thermopile signal as
shown in Fig. 5.44-5.46 for three different positions along the microchannel. Figure 5.44
refers to a thermopile and a thermocouple positioned on the unheated length close to the
microchannel entrance. Figure 5.45 presents the results referred to the center of the first
unheated block. Finally Fig. 5.46 shows the results relative to the second unheated block.
In correspondence of the third heated block the temperature difference between the wall
and the gas is too small to be detected by the thermocouples.
For each examined position the temperatures of the blind foil, the gas and the heating
block are reported (cf. Fig. 5.44-a). In a separate plot the comparison between the
thermopile signal and the temperature difference calculated from the first plot is shown
(cf. Fig. 5.44-b).
A good qualitative agreement between the voltage and temperature difference variations
has been found for all the examined sensors. The oscillations for the calculated ∆T derive
from the impossibility of synchronizing the heating cycles imposed by the temperature
controllers during the two tests with the PEEK cover.
In the transient behavior (time lapse where the gas flow is turned off), the thermopile
signals go back to zero with no detectable delay. This is due to the very small thermal
inertia of the membranes. When the flow is stopped, the gas around the membranes
rapidly reaches the same temperature as the chip and thus a zero signal is delivered. The
thermocouples on the chip have a larger response time due to the thermal inertia of the
bulk material around the tips. When the flow is stopped, the calculated ∆T progressively
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Figure 5.44.: Comparison between the data from the integrated thermopiles and the PEEK
cover thermocouples for a position close to the microchannel entrance. (a):
for the calculation of the reference temperature difference the signals from the
first embedded thermocouples recorded with the unstructured foil (red) and
with the microchannel foil (black) have been considered and plotted with the
temperature of the unheated first block. (b): the thermopile signal (black)
is plotted with the calculated temperature difference (red).
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Figure 5.45.: Comparison between the data from the integrated thermopiles and the PEEK
cover thermocouples recorded for the first unheated block. (a): for the cal-
culation of the reference temperature difference the signals from the second
embedded thermocouples recorded with the unstructured foil (red) and with
the microchannel foil (black) have been considered and plotted with the tem-
perature of the unheated first block. (b): the thermopile signal (black) is
plotted with the calculated temperature difference (red).
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Figure 5.46.: Comparison between the data from the integrated thermopiles and the PEEK
cover thermocouples recorded for the second unheated block. (a): for the
calculation of the reference temperature difference the signals from the third
embedded thermocouples recorded with the unstructured foil (red) and with
the microchannel foil (black) have been considered and plotted with the tem-
perature of the unheated first block. (b): the thermopile signal (black) is
plotted with the calculated temperature difference (red).
tends to zero as the thermocouple tip (and the material around) accommodates to the new
gas temperature.
The comparative analysis between the data obtained with the PEEK cover and the in-
tegrated thermopiles has given consistent results. The reproducibility of the thermopile
signals with conventional thermocouples has validated the integrated chip measuring prin-
ciple. In particular, by combining the two methods it is possible to provide the reference
signals for the calibration of the thermopiles.
Due to the problems encountered during the sensor implementation, it was not possible,
within the frame of this work, to perform the flow characterization under rarefied condi-
tions by means of the integrated silicon sensors. In particular, major delays were faced
due to the failure of many chips during operation. The fabrication of new sensors and
their implementation was not possible, since the whole process is rather time and cost
consuming. For these reasons, a numerical model of the sensor assembly was developed
to further assist the understanding of the chip thermal behavior. Numerical simulations
represent a valid tool to have an insight of the sensor functioning and predict the assembly
performances. Moreover, by comparing the numerical and the experimental results it was
possible to validate the integrated sensor measuring principle. The results of the numerical
studies are reported in Chapter 6.
5.4. Heat transfer analysis
5.4.1. Microchannel material effects
The materials employed in microstructured devices may strongly affect the thermal behav-
ior and the temperature profile development along the microchannels. To analyze these
effects, a series of tests have been performed with the different manufactured microchan-
nels. The gas and the wall temperature profiles, for a temperature of 50 ◦C imposed on the
heating blocks, were measured with the PEEK cover. The wall temperature was measured
separately, with an unstructured foil of the same material as the examined microchannel.
100
5.4. Heat transfer analysis
The gas temperature is measured for a flow at an inlet pressure of 2 bar and an average
mass flow rate of 200 ml/min. Both sequences are recorded at steady state after turning
on the heating of the three copper blocks.
Figures 5.47-5.51 reports the results for the micromachined stainless steel, copper, PEEK
and wet chemically etched stainless steel microchannels, respectively. For each test section
the plots show the temperature of the top wall and of the gas close to it as recorded by the
embedded thermocouples on the PEEK cover. The block temperatures were also recorded
to allow verifying that the boundary conditions in the test for the wall temperature mea-
surement and the one for the gas temperature measurement were the same, and thus that
the two result sets can be compared. The error bars reported for the data points include
the instrumental error of the type-K thermocouples, as indicated by the manufacturer (±
0.25 K).
Figure 5.47 refers to the micromachined stainless steel microchannel. Only small varia-
tions between the gas and the wall temperature can be detected. In particular, the gas
temperature after the second thermocouple is systematically higher than the wall temper-
ature recorded at the same position. This is because the gas is in contact with the heated
bottom wall of the microchannel which is at a higher temperature than the top wall. An
axial temperature gradient between the two non heated areas, at the entrance and exit of
the microchannel, and the central, directly heated area is also established.
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Figure 5.47.: Axial temperature distribution for the machined stainless steel microchannel
as recorded by the PEEK cover embedded thermocouples for a temperature of
50 ◦C imposed on the three heating blocks. The wall temperature is measured
during a similar test sequence with an unstructured foil.
The copper microchannel has a larger thermal conductivity which results in a fully devel-
oped profile reached already in correspondence of the second thermopile position. The axial
temperature profile is showed in Fig. 5.48 (and in Fig. 5.49 with an enlarged scale). In this
case, the temperature gradient from the unheated to the heated areas is smaller, resulting
in a flatter axial temperature profile with respect to the stainless steel microchannel.
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Figure 5.48.: Axial temperature distribution for the machined copper microchannel as
recorded by the PEEK cover embedded thermocouples for a temperature
of 50 ◦C imposed on the three heating blocks. The wall temperature is mea-
sured during a similar test sequence with an unstructured foil.
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Figure 5.49.: Enlargement of Fig. 5.48 to highlight the details of the temperature
distribution.
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In Fig. 5.50 the temperature profiles recorded for the PEEK microchannel are shown.
Higher temperature differences between the wall and the gas can be measured. As a result
of the very low thermal conductivity of the polymer (about three orders of magnitude
lower than copper), the vertical heat conduction from the blocks to the internal bottom
wall of the microchannel is lower. As a consequence, even with the same temperature
levels set on the heating blocks, the real boundary conditions at the channel inner walls
are lower for PEEK than for the metallic structures. Moreover, also the axial conduction
is lower, resulting in a larger thermal entry region length than the previous cases.
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Figure 5.50.: Axial temperature distribution for the machined PEEK microchannel as
recorded by the PEEK cover embedded thermocouples for a temperature
of 50 ◦C imposed on the three heating blocks. The wall temperature of the
wall is measured during a similar test sequence with an unstructured foil.
The last tested section is the wet chemically etched stainless steel microchannel. The
results are shown in Fig. 5.51. The test section has a rougher finish (see Section 5.2)
and a larger hydraulic diameter than the others (see Tab. 4.1), as a result of the specific
manufacturing technique. However, the established temperature profile is similar to the
micromachined stainless steel channel, confirming that the constituting material plays a
major role in determining the heat transfer behavior. The higher temperature difference
for the microchannel first sections is probably due to the larger cross sectional area, rather
than to roughness effects.
Figure 5.52 presents a summary for a direct comparison of the gas temperature profiles
resulting from the different tested sections. Thanks to its good thermal properties, cop-
per allows to achieve a rather flat temperature profile. Stainless steel (either etched or
machined) grants good heat transfer properties and the rapid achievement of thermally
developed flows. With a thermal conductivity significantly lower than copper, it allows the
presence of axial temperature gradients. Finally, PEEK offers insulating characteristics,
which can be suitable when the thermal development region is to be studied. Long entry
lengths and smooth gradients between the heated and non-heated areas can be produced.
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Figure 5.51.: Axial temperature distribution for the etched stainless steel microchannel as
recorded by the PEEK cover embedded thermocouples for a temperature of
50 ◦C imposed on the three heating blocks. The wall temperature is measured
during a similar test sequence with an unstructured foil.
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Figure 5.52.: Comparison of the axial temperature distributions recorded with the PEEK
cover and microchannels of different materials for the same thermal boundary
conditions.
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5.4.2. Roughness effects
Surface roughness has been claimed to have relevant effects on the heat transfer behavior
of microchannels [10]. To directly investigate this issue, one of the microchannel test
sections employed for the previously described tests has been treated to alter its surface
characteristics. In particular, the micromachined stainless steel microchannel has been
processed with abrasive blasting, using glass particles with average sizes ranging between
10 µm and 20 µm. Figure 5.53 shows a comparison between the SEM pictures of the
microchannel bottom surface before (a) and after (b) the treatment.
(a) (b)
Figure 5.53.: SEM picture of the stainless steel microchannel surface after the microma-
chining (a) and after the additional treatment with glass particles (b).
The same test sequence described in Section 5.4.1 has been repeated with the treated mi-
crochannel. The result are plotted in Fig. 5.54 along with the experimental data obtained
for the same section, prior to the surface treatment.
The axial temperature profile developed along the microchannel axis does not show any
substantial difference between the two tests. The small deviations between the two data
sets fall within the experimental uncertainty and can be interpreted as statistical fluctua-
tions. These results suggest that, within the investigated flow conditions (i.e. continuum
and laminar flow regime), the surface finish characteristics do not have major effects on the
heat transfer performances of the microchannels. The temperature profile is determined by
macroscopic properties such as the mass flow rate, the temperature boundary conditions
and the microchannel material rather than by the microscopic surface characteristics. This
might be different for different flow conditions, such as rarefied gas flows, for which the
gas-surface interactions are expected to have a stronger effect on the flow behavior (e.g.,
appearance of a temperature jump at the wall).
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Figure 5.54.: Comparison of the axial temperature distributions for the machined stain-
less steel microchannel recorded with the PEEK cover before and after the
roughness enhancement surface treatment.
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Computational fluid dynamics (CFD) is a powerful numerical tool to solve fluid mechanics
problems. It is generally based on the numerical solution of the conservations laws for
mass, momentum and energy for the flow through the geometry of interest, taking the
form of particular differential equations. Most of the finite volume methods are applied
for discretization. In most commercial CFD codes the calculation scheme includes the
definition of a geometry, the creation of a mesh for the volume occupied by the fluid, the
definition of the physical models to be applied for the problem and the definition of the
boundary conditions for the geometrical structure. The simulation routine solves the gov-
erning equations to calculate the flow properties for every cell of the mesh domain. The
underlying partial differential equations are based on the assumption of a fluid with con-
tinuous properties. Hence CFD methods are normally restricted to flows in the continuum
regime. However, the possibility of re-formulating the boundary conditions or adding spe-
cial terms to the basic equations to include extra effects make these tools very appealing
also for applications including slightly rarefied flows.
Among the different available commercial software packages for CFD simulations, ANSYS
FLUENT R© is one of the most commonly employed in practical engineering problems.
Within this software it is possible to develop custom designed geometries, define material
properties for both solid and fluid parts, impose different types of boundary conditions
and eventually include custom field functions (CFF) for the modification of the default
features of the program.
For the present work, CFD simulation techniques have been chosen to model the mi-
crochannel integrated sensor assembly. The geometry of the problem has been developed
under GAMBIT R©, a pre-processing tool for the creation of the geometry and the mesh-
ing, while the calculations and the post-processing have been performed with FLUENT R©.
The main aim of the simulations is the implementation of the same boundary conditions
recorded during the experiments and the comparison of the numerical predictions with the
experimental data. This allows a further validation of the integrated sensor functioning,
as well as an insight on the heat transfer performances of the assembly. Moreover, also the
simulation of different microchannel materials and the comparison with the experimental
data obtained in Sec. 5.4.1 was performed.
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6.1. Geometries and physical models
A schematic view of the developed geometry for the channel-chip assembly is shown in
Fig. 6.1, along with a representation of the coordinate system.
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Fluid inlet
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Channelwalls
Symmetryplane
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Channel side (not in scale)
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Channel cross‐section (not in scale)
(a) (b)
Figure 6.1.: Schematic representation of the channel-chip geometry developed with
GAMBIT R© (a) and of the employed coordinate system (b). The full set of
dimensions is given in Tab. 6.1.
Based on symmetry considerations, only one half of the microchannel geometry is sim-
ulated. A symmetry boundary condition is imposed on the vertical plane corresponding
to the microchannel central axis. To reproduce the actual thermal boundary conditions
established with the three copper blocks during the experiments, the channel length has
been split into five areas, corresponding to the unheated entrance and exit lengths and
to the three heated lengths, respectively. For the chip, i.e. the microchannel top wall,
a simplified geometry has been implemented. Two main areas have been identified, the
actual chip substrate (the outermost part) and the membrane area (the inner part). In the
real chip, the membranes do not occupy the entire length of the channel, but are separated
from each other. With the present model the heat conduction across the material sepa-
rating the membranes is not considered and thus, the resulting axial heat transfer would
be underestimated. The microchannel zones defined with the created geometry are listed
and described in Tab. 6.1. Different boundary conditions can be set to evaluate the best
thermal model reproducing the actual membrane behavior.
With the meshing tool of GAMBIT R© the channel geometry has been divided into small
control volumes, for which the governing equations are solved. The simulation domain
has been divided with a structured mesh, presenting also a boundary layer to refine the
solution where needed. Structured meshes are characterized by a regular connectivity
which limits the element type for 3D problems to hexahedra only. The boundary layer
option allows the creation of small cells close to areas where a more detailed solution is
needed. For the present model a progressive refinement boundary layer has been applied,
as represented in Fig. 6.2.
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Table 6.1.: Specification of the channel geometry created for the CFD simulations.
Channel area Description Dimensions
A Unheated entrance length 3.5 mm
B First heating block 20 mm
C Second heating block 20 mm
D Third heating block 20 mm
E Unheated exit length 3.5 mm
H Height 0.1 mm
M Membrane (half) 0.08 mm
W Chip 0.12 mm
r
a
b
first row
growth factor
number of rows
 
a
b/a
r
Figure 6.2.: Schematic layout of the boundary layer option for the geometry meshing.
When setting up the geometry it is also possible to assign a specific boundary type for
every zone, depending on which different input parameters are required to initiate the
calculations. Based on the experimental conditions encountered during the tests, the
boundary types listed in Tab. 6.2 have been assigned.
Table 6.2.: Boundary conditions type chosen for the different geometry areas, with respec-
tive input parameter given for the simulation.
Zone Boundary type Input parameters
Inlet cross section Pressure Inlet - Total inlet pressure
- Inlet temperature
Channel bottom/
side walls
Top wall, chip
Top wall, membrane
(A-B-C-D-E)
Solid wall Momentum:
- Stationary walls
- Slip (TMAC=TAC=1)
Thermal:
- Constant heat flux/
wall temperature
- Wall thickness
- Material
Outlet cross section Pressure outlet - Static outlet pressure
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The boundary conditions can be varied for every studied problem to match the same con-
ditions recorded during the experiments and allow for comparison between the numerical
and the experimental results. FLUENT R© allows the definition of different materials both
for the solid and the fluid parts as well as the choice among different models to be included
for the specific problem. By properly choosing among the various options it is possible to
include effects such as compressibility and, to some extent, rarefaction to the simulation.
When modeling compressible flows, the density changes across the domain must be taken
into account to calculate the pressure distribution. This is done automatically by FLUENT R©
if the option of ideal gas law is picked for the fluid density model. In this case the solver
calculates for every cell the density as:
ρ =
pop + p
R¯
M T
(6.1)
where pop is the operative pressure properly defined along with the boundary conditions
(e.g. inlet pressure), p is the pressure change computed by the solver, R¯ is the universal
gas constant, M is the fluid molecular weight and T is the calculated temperature. The
numerator in Eq. 6.1 represents the absolute static pressure for the considered cell.
Similarly to what is done for the density model definition, specific viscosity models can
be imposed too. In particular it is possible to take the temperature dependence of the
viscosity with appropriate laws into account. For dilute gases, the power law derived from
the Chapman-Enskog theory [68] is very often employed (see e.g. [64]). In this case, the
solver calculates the viscosity of every cell in the domain as:
µ = µ0
(
T
T0
)n
(6.2)
where µ and T are the effective viscosity and temperature, µ0 and T0 are the respective
reference values and n is the exponent of the power law, changing according to the specific
fluid.
It is possible to take rarefaction effects into account, e.g. imposing slip boundary condi-
tions, with the option laminar flow for the viscous model. The low pressure boundary slip
(LPBS) option automatically sets velocity slip and temperature jump boundary conditions
for the equations to be solved. With this option it is also possible to define the momentum
and the thermal accommodation coefficients as fluid properties.
Additional and detailed information about the different available models, boundary con-
dition types and options for FLUENT R© can be found in [99] and [100].
Details about the material properties and other relevant parameters employed in the sim-
ulations are give in Appendix B
6.2. Isothermal flow analysis
The first simulations to test the developed microchannel geometry have been focused on
the study of a well known problem for which the analytical solution is known and can
be used as reference for the numerical results. In particular, the isothermal slip-flow of a
gas in a rectangular duct, for which the analytical solution has been proposed by Erbert
and Sparrow [101], has been chosen. The authors solved the Navier-Stokes equations for a
fully developed isothermal flow of gas, including first order slip flow boundary conditions.
This problem has been preferred to the one presented by Deissler [102], who developed
second order boundary conditions, since the slip boundary condition used by default in
FLUENT R© are of the first order.
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To study the mesh dependence of the microchannel model, four different meshes have
been created, mainly differing from each other for the boundary layer disposition and
configuration and for the total number of elements. The main characteristics for the four
tested meshes are reported in Tab. 6.3.
The inlet and walls temperatures have been set to a constant value of 296 K. The LPBS
option has been included to take slip at the walls into account. As gas, air with both tan-
gential momentum and thermal accommodation coefficients set to 1 has been considered.
The ideal-gas option has been chosen to calculate the gas density at each node. Finally
the inlet and outlet pressure have been set respectively to 20000 Pa and 2000 Pa.
As the analytical solution refers to a fully developed flow, the comparisons for the axial ve-
locity profile along the y-coordinate have been done in correspondence of the microchannel
exit section. The results are reported in Fig. 6.3.
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(c) Geometry 3
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(d) Geometry 4
Figure 6.3.: Axial velocity close to the channel exit (z=66.5 mm) for an isothermal slip flow,
calculated with the four different meshes. The numerical results (crosses) are
plotted together with the corresponding analytical solutions (solid line).
Geometry 1 and 3 show some disagreement with the analytical solution, while a good
agreement is found for Geometry 2 and 4. The number of cells in the first mesh is much
higher than in the second case, and thus a larger computational effort is required. For this
reason Geometry 4 has also been employed for the non-isothermal simulations, provided
that for each case finer meshes have been tested as well, with no detected dependence of
the results.
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Table 6.3.: Details of the four different meshes created with GAMBIT for the isothermal
flow simulations.
Geometry Zone Boundary Layer Meshing Total number of cells
Geometry 1
Inlet No Interval size =5
536000
Outlet No Interval size =5
A - Interval size = 100
B - Interval size = 100
C - Interval size = 100
D - Interval size = 100
E - Interval size = 100
Geometry 2
Inlet
a=1
Elements=20
604800
b/a=1.2
r=10
Outlet
a=1
No. of elements=30b/a=1.2
r=10
A - Interval size = 200
B - Interval size = 200
C - Interval size = 200
D - Interval size = 200
E - Interval size = 200
Geometry 3
Inlet
a=1
No. of elements=20
233750
b/a=1.2
r=18
Outlet
a=1
No. of elements=20b/a=1.2
r=8
A
a=4
Interval size=200b/a=1.2
r=10
B - Interval size = 400
C - Interval size = 400
D - Interval size = 400
E
a=4
Interval size=200b/a=1.2
r=10
Geometry 4
Inlet - No. of elements=25
273750
Outlet
a=1
Elements=25b/a=1.2
r=10
A - Interval size = 350
B - Interval size = 350
C - Interval size = 350
D - Interval size = 350
E
a=4
Interval size=350b/a=1.2
r=30
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6.3. Simplified simulation of the membrane behavior
The first implemented simulation to analyze the membrane behavior refers to an ideal case
where the microchannel bottom and side walls are all at the same constant temperature
(no distinction between the heated and unheated areas). In this case the simulations are
performed for a flow under continuum regime to decouple the actual effects of the channel
configuration from the slip effects. These appeared during the experiments in the last
sections of the microchannel, due to the small pressure reached by the gas flow at the exit,
and can be added successively by modifying the boundary conditions.
To investigate the membrane thermal performances, two opposite situations have been
chosen: in the first the membrane is treated as adiabatic, while in the second the membrane
is considered isothermal to the silicon chip. Although the real membrane characteristics
would most likely be intermediate between the two extremes, these cases are interesting as
they would help to understand the actual working conditions of the integrated sensors. For
the adiabatic simulations a zero heat flux condition is imposed on the microchannel areas
corresponding to the membrane. For the isothermal approach the membrane is set at the
same temperature imposed on the chip. The boundary conditions used for the different
microchannel areas are listed in Tab. 6.4. These are distinguished between adiabatic and
isothermal membrane cases.
Table 6.4.: Boundary conditions imposed for the simulation of the microchannel heat trans-
fer performances. Two different cases are considered, for which the membrane
is treated either as adiabatic or isothermal thermal boundary.
Zone Adiabatic membrane Isothermal membrane
Inlet
pin=150000 Pa pin=150000 Pa
Tin=296 K Tin=296 K
Outlet pout=100000 Pa pout=100000 Pa
Bottom & side walls:
(A-B-C-D-E)
Thickness=0 Thickness=0
T=308 K T=308 K
Chip (A-B-C-D-E)
Thickness=0 Thickness=0
T=308 K T=308 K
Membrane (A-B-C-D-E)
Thickness=0 Thickness=0
Heat Flux=0 T=308 K
Figure 6.4 shows the calculated pressure and Knudsen number profiles along the microchan-
nel axis, for the two membrane models. The Knudsen number is fully included within the
continuous flow limits, confirming that in this case rarefaction effects can be dismissed.
The axial pressure distribution is not perfectly linear, as a result of compressibility effects
along the channel. However, no major differences in terms of pressure profiles between the
two membrane thermal models have been found. This is not surprising since the area of
the membrane is small compared to the total wall area.
Small discrepancies for the Knudsen number are visible at the channel inlet. However,
since the Knudsen number temperature dependence is weak, the differences between the
two approaches are negligible.
Figure 6.5 reports the calculated axial temperature distributions at different positions
of the microchannel cross section and for the two membrane models. In particular, the
temperature distribution along the microchannel central axis is plotted together with the
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Figure 6.4.: Axial pressure and Knudsen number distribution calculated for the isothermal
and adiabatic membrane models.
profiles along the microchannel top wall in correspondence of the chip and the membrane,
respectively. In the isothermal case the temperature of the membrane and of the chip
coincide.
The gas temperature distribution along the microchannel axis converges from the imposed
inlet value to the microchannel wall temperature. In the isothermal membrane case, the
convergence is steeper, since the exchange area includes also the membrane. In the adia-
batic case the thermal entry region is longer.
The chip temperature distribution is the same in both cases, since its value is imposed
as boundary condition and no conjugate effect is considered (the chip thickness is set to
zero). More realistic boundary conditions, including non-zero wall thickness of the chip
are treated in Sec. 6.4.
The main difference between the two cases is in the membrane temperature distribution.
In the adiabatic case the membrane temperature distribution is closer to the axial tem-
perature profile.
The results have been analyzed also in terms of temperature distribution across the channel
width at different axial positions from the inlet. This allows understanding the influence
of the membrane thermal boundary conditions on the length of the thermal entry region.
Figures 6.6-6.9 show the transversal temperature distribution for the microchannel top
wall at four different positions (corresponding to the inlet and the first three thermopiles,
respectively). The 2d plots for both the adiabatic and the isothermal membrane are
reported. This allows estimating the maximum theoretical temperature difference the
thermopile could sense, i.e. in the case of a perfectly adiabatic membrane. From the third
membrane position to the microchannel exit the temperature distribution is uniform across
the section and the same for both cases.
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Figure 6.5.: Axial temperature distribution along the microchannel axis (red), the chip
(green) and the membrane (blue) calculated for the isothermal and adiabatic
thermal model.
Figure 6.6.: Temperature distribution across the microchannel inlet cross section, com-
pared for the two membrane models.
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Figure 6.7.: Temperature distribution across the microchannel cross section corresponding
to the first membrane, compared for the two thermal boundary conditions
sets.
Figure 6.8.: Temperature distribution across the microchannel cross section corresponding
to the second membrane, compared for the two thermal boundary conditions
sets.
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Figure 6.9.: Temperature distribution across the microchannel cross section corresponding
to the third membrane, compared for the two thermal boundary conditions
sets.
6.4. Full simulation of the membrane behavior
To better investigate the real thermal behavior of the sensor chip and the membranes, a
simulation with boundary conditions extrapolated from the experimental data has been
implemented. For a given set of inlet and outlet parameters, the bottom wall temperature
distribution along the heated area, measured with the thermocouples installed on the
heating blocks, has been considered. The wall temperatures of the entrance and exit
regions have been measured separately, employing the PEEK cover and the unstructured
foil in a similar test sequence. The chip temperature has been measured with the RTDs on
the silicon chip. To include the effects of the axial heat conduction along the microchannel
material (conjugate effects), the real wall thicknesses have been used for the microchannel
foil and the chip. The membrane thickness has been kept to zero, being negligible compared
to the other two components. To compare the experimental data to the simulation results,
the test sequence described in Section 5.3.5 has been taken as reference. In particular,
since the sequence includes also transient states, two steady state time windows for the
evaluation of the boundary conditions have been identified. The first corresponds to the
initial phase, where the gas flow is activated but the microchannel is not yet heated.
The second is fixed when the microchannel is heated and the axial temperature profile is
established.
Both the adiabatic and isothermal conditions for the membrane have been simulated. The
boundary conditions implemented for the two periods are listed in Tab. 6.5. The values
for the membrane are not included since they correspond to zero heat flux in the adiabatic
case and are the same than those imposed for the chip in the isothermal case.
The pressure and Knudsen number distributions, plotted in Fig. 6.10, do not significantly
vary between the two periods due to the weak temperature dependence.
Compared to the previous simulations the pressure drop is substantially larger and com-
pressibility effects are more evident. This results in a non linear pressure profile, with an
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Table 6.5.: Boundary conditions imposed for the microchannel simulation as recorded dur-
ing one of the integrated sensors experiments at two different periods. The
thickness of the microchannel and chip surfaces are set to the real values, while
the membrane is set to zero thickness.
Zone Period 1 Period 2
Inlet
pin=110000 Pa pin=110000 Pa
Tin=298.8 K Tin=299 K
Outlet pout=21000 Pa pout=21000 Pa
Bottom & side walls:
Material: Steel Material: Steel
Thickness=1 mm Thickness=1 mm
TA=300 K TA=302 K
TB=300.9 K TB=303.8 K
TC=300.7 K TC=305.7 K
TD=300.9 K TD=312.5 K
TE=300 K TE=307
Chip
Material: Silicon Material: Silicon
Thickness=0.5 mm Thickness=0.5 mm
TA=300 K TA=302.1 K
TB=300.6 K TB=304.1 K
TC=300.6 K TC=305.8 K
TD=300.6 K TD=312.5 K
TE=300 K TE=307.2
Membrane (isothermal case)
Thickness=0 Thickness=0
TA=300 K TA=302.1 K
TB=300.6 K TB=304.1 K
TC=300.6 K TC=305.8 K
TD=300.6 K TD=312.5 K
TE=300 K TE=307.2
Membrane (adiabatic case)
Thickness=0 Thickness=0
Heat Flux=0 Heat Flux=0
acceleration effect towards the channel exit (the calculated Mach number at the outlet
section is 0.67). The last sections of the microchannel also fall within the slip flow regime,
as the Knudsen number gets above 0.001. Both effects are included in the simulation with
a compressible ideal gas model and the LPBS option for the viscous model.
Figures 6.11 and 6.12 show the axial temperature distributions corresponding to the first
and the second period, for the membrane axis (line parallel to the z-axis at x=0) and the
chip axis (line parallel to the z-axis at x=0.14 mm).
In the second period an axial temperature profile is established due to the fact that the
third block is directly heated by the power supply, while the first and the second block are
heated only by heat conduction along the device.
In the isothermal cases the membrane has the same temperature as the chip (as imposed in
the boundary conditions), except for the locations where the axial temperature variations
occur. Here the chip has a smoother transitory due to its non-zero thickness and to the
axial heat losses.
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Figure 6.10.: Pressure and Knudsen number distributions along the microchannel axis cal-
culated for the boundary conditions encountered during the chip tests.
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Figure 6.11.: Comparison of the axial temperature distributions along the chip and the
membrane (in the isothermal and adiabatic cases) relative to the first set of
boundary conditions listed in Tab. 6.5.
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Figure 6.12.: Comparison of the axial temperature distributions along the chip and the
membrane (in the isothermal and adiabatic cases) relative to the second set
of boundary conditions listed in Tab. 6.5.
In the adiabatic case, the length necessary for the membrane to accommodate to the
chip temperature is larger. In particular, when the microchannel is heated, the membrane
temperature is always lower than the chip and its temperature profile is not fully developed.
Towards the microchannel exit the gas temperature drastically drops, cooling down the
membrane in contact with the gas. This is mainly an effect of the gas acceleration at the
microchannel exit, where a localized expansion of the gas takes place (cf. Fig. 6.10).
Figures 6.13 and 6.14 present, for the two analyzed periods, the comparison between the
voltage drops measured by the thermopiles and the theoretical temperature differences
between the chip and the membranes, calculated from the numerical results. The voltage
drops are evaluated with respect to the initial phase of the experiment when no temper-
ature difference was present and the thermopile signal average was zero. The theoretical
temperature differences are calculated at the axial position of the thermopiles and for
adiabatic membranes.
Since the two signals are of different nature, the comparison can be qualitative only, but it
helps understanding whether the real sensor behavior can be predicted by the developed
numerical model and how far it is from the ideal conditions. Quantitative comparisons
between the numerical model and the experimental results from the calibrated integrated
sensors could be useful to fully validate their measuring principle. However, due to their
structural fragility, all the manufactured sensor chips broke before completion of the heat
transfer test campaign. The manufacturing of a new set of sensors with optimized design
to improve the mechanical stability could not be accomplished within the time schedule of
the present work, as this would have implied the design of new masks and the modification
of the integration layout as well as of the data acquisition system.
For both analyzed periods the temperature and voltage difference trends are comparable.
The discrepancies may be explained by considering that the numerical model, apart for the
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Figure 6.13.: Qualitative comparison between the measured thermopiles voltage differences
and the temperature differences calculated at the membrane positions. The
data refer to the boundary conditions of Period 1 in Tab. 6.5.
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Figure 6.14.: Qualitative comparison between the measured thermopiles voltage differences
and the temperature differences calculated at the membrane positions. The
data refer to the boundary conditions of Period 2 in Tab. 6.5.
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conjugate affect across the imposed material thicknesses, does not take heat losses to the
ambient into account. Moreover, despite its low thickness the membrane is not perfectly
adiabatic and some heat conduction effects are present.
6.5. Microchannel material effects
A set of numerical simulations has been performed to compare the results to the ex-
perimental data obtained with the PEEK cover (cf. Sec. 5.4.1). The main goal was to
assess whether the numerical model can be used to predict the thermal performance of
the microchannels and validate, at the same time, the data obtained from the embedded
thermocouples. The material properties imposed on the walls have been varied according
to the materials tested during the experimental campaign.
Differently from the membrane simulations, the top wall of the microchannel was now
treated as a single layer. The distinction between the 5 different axial sections of the
microchannel was kept to take into account the unheated entrance and exit regions. The
real thicknesses of both the cover and the microchannel sections have been used to include
the axial heat conduction in the calculations.
The imposed boundary conditions have been directly derived from the experiments. These
include the inlet and outlet pressures and the inlet and wall temperatures for the different
microchannel sections. In particular, the bottom wall temperatures are set as recorded by
the reference thermocouples installed below the microchannel section, while the top wall
temperatures have been measured with the PEEK cover and an unstructured foil of the
same material.
The reference experimental data are the ones presented in Section 5.3.1. In Fig. 6.15- 6.16
the numerical and experimental results for the micromachined stainless steel, copper and
PEEK sections are compared. The plots include both the wall and the gas temperature
profiles, as recorded with the blind and the micromachined foils, respectively. The data
referring to the top wall are the same used as boundary conditions for the simulations.
The temperature profiles from the simulation are calculated in the microchannel symmetry
plane at different heights, including the top wall (y=0.05) and other positions inside the
microchannel.
The stainless steel section (Fig. 6.15) shows a flat temperature profile in the central heated
area, with temperature steps at the boundaries to the two outer unheated regions. Both
experiments and simulations show small differences between the wall and the gas temper-
atures. The entry regions in the microchannel inlet/outlet and between the heated and
unheated areas are relatively short. The best fit between the numerical and experimental
data for the gas axial temperature profile occurs between y=0.04 and y=0.03.
Figure 6.16 presents the results obtained for the copper microchannel section. In this case
the axial gradients between the unheated and heated areas are smaller than for stainless
steel. This results from a higher axial conduction along the microchannel walls due to the
higher conductivity of copper. The experimental points show that, after a short thermal
entry length, the wall and the gas temperatures coincide. The calculated profiles show some
minor differences with each other, which are however below the thermocouple precision
and could not be recorded experimentally. In this case the best fit for the gas temperature
between the experimental and numerical data occurs for y=0.04 mm, close to the top wall.
The data for the PEEK section are presented in Fig. 6.17. As a result of the characteristic
thermal conductivity of PEEK (about three orders of magnitude smaller than copper and
about two smaller than steel), heat conduction both in the vertical and the axial directions
is limited. As recorded during the experiments, the internal wall temperature is smaller
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Figure 6.15.: Comparison between the experimental and numerical results for the axial
temperature distribution along the machined stainless steel microchannel.
The numerical results are plotted for the microchannel wall (y=0.05) and for
two different channel heights (y=0.04 and y=0.03).
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Figure 6.16.: Comparison between the experimental and numerical results for the axial
temperature distribution along the machined copper microchannel. The nu-
merical results are plotted for the microchannel wall (y=0.05) and for two
different channel heights (y=0.04 and y=0.03).
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Figure 6.17.: Comparison between the experimental and numerical results for the axial
temperature distribution along the machined PEEK microchannel. The nu-
merical results are plotted for the microchannel wall (y=0.05) and for two
different channel heights (y=0.04 and y=0.03).
than in the two previous cases, and the resulting axial wall temperature profile presents
large differences between the heated and unheated areas. Both experimental and numerical
results show relatively large entry lengths for the gas approaching the wall temperature.
The best fitting profile is closer to the microchannel axis and ranging between y=0.01 mm
and y=0.03 mm. Contrary to the two previous cases, the experimental results for PEEK
are overestimated by the numerical simulation. This can be due to a non optimal choice of
the polymer thermal properties for the numerical model (differently from most engineering
materials, no standard reference values are available for PEEK).
To compare the results from the different test sections, the experimental and numerical gas
temperature profiles for the three microchannel materials are plotted together in Fig. 6.18.
With metallic microchannels, the gas temperature along the heated area is almost con-
stant and uniform (and similar in the two cases), while a developing temperature profile
characterizes the PEEK section. Thanks to the good thermal properties, copper is the
most suitable material when uniform and flat temperature distributions are desired. On
the contrary, PEEK has rather insulating properties, offering poor axial and vertical heat
conduction rates. Finally, steel allows the achievement of steep axial gradients, with in-
termediate values for the thermal conductivity coefficient.
The comparisons between experimental and numerical results showed good qualitative
agreement and therefore seem to validate the integration design developed for the com-
mercial sensors. The thermal properties of the microchannel material play a major role
in determining the final gas temperature distribution. Provided that the material choice
for the design of microstructured devices is mainly driven by practical choices (e.g., the
best material withstanding the desired working conditions or offering the best compromise
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Figure 6.18.: Comparison between the theoretical and experimental temperature profiles
for the different microchannel materials.
between durability and costs), the considerations mentioned above might be very useful
when dealing with fundamental studies in microchannels. If, e.g., processes under uniform
temperature boundary conditions are to be studied, metals with a high conductivity such
copper are the best choice. On the contrary, when thermal transitories are to investigated,
polymers such as PEEK should be preferred.
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7.1. Conclusions
This work addresses the issue of local flow characterization in microstructures by proposing
two integrated sensors designs and a novel experimental device for heat transfer studies
in microchannels. The main goal was to take advantage of local measurements techniques
to investigate the effects of the microchannel material and surface characteristics on the
heat transfer of gases at different flow regimes (spanning from the continuum to the early
transition regime). Many open issues still present for gaseous microflows could indeed
benefit from the implementation of local measuring systems.
The two proposed configurations include a MEMS-based microsensor system, prepared
with silicon microfabrication technologies, and a set of commercial thermocouples arranged
on a PEEK substrate. Both designs are integrated as microchannel cover and top wall.
The experimental device allows an easy exchange of the test sections while the measuring
system is fixed. This represents a novelty in the field of micro-integrated systems, since
the designs proposed so far are usually limited to few specific materials and do not present
many degree of freedom concerning the flexibility of applications.
The first part of the experimental work has been concentrated on the design, implemen-
tation and characterization of the two measuring systems. This included the calibration
of the MEMS-based microsensors and the assessment of the proper functioning for the
thermocouples integration system.
The commercial thermoelements are embedded into a PEEK support, which covers the
microchannel. This grants a minimal flow disturbance but spoils the overall sensor sensitiv-
ity due to the additional thermal inertia of the material surrounding the sensing elements.
For this reason the range of boundary conditions for which the system can be employed is
limited to relatively high mass flow rates and temperature levels. This excludes, e.g., the
possibility of studying flows under rarefied conditions as it was intended.
The employment of custom-made silicon microsensors requires the definition of appropriate
calibration procedures. The proposed layout includes two kind of sensors: resistance tem-
perature detectors (RTD) for the monitoring of the top wall temperature, and thermopiles
with a closed membrane configuration to record the temperature difference between the
wall and the gas flowing close to the wall.
The calibration of the RTDs was performed by employing external absolute temperature
references. Particular attention should be paid in choosing the proper references to as-
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sess the actual boundary conditions of the experimental system. A direct calibration for
the thermopiles was not possible, since the reference temperature differences cannot be
imposed or measured simultaneously. A comparative method employing the integrated
commercial sensors in a reference test sequence was demonstrated to be a possible ap-
proach to solve the issue. In this case, the calibration must be carried out under working
conditions suitable for the commercial sensors. However, the thermopiles showed good
resolutions also for relatively small flow rates and temperature differences. Moreover, the
MEMS-based measuring system ensures very short response times (no detectable delay
even for the maximum data acquisition rate) and a small thermal inertia compared to the
conventional thermocouple systems. The main drawback of the integrated silicon sensor
design is related to the fragility of the assembly. The overall dimensions of the silicon
substrate lead to frequent mechanical failures of the chip during the installation of the
assembly or during the operation (if pressure and thermal stresses occur along the chip).
This issue made the implementation of the sensors a challenging task. Proper integration
solution and limits for the device working conditions had to be defined, in order to assure
the mechanical and thermal stability of the sensor assembly. The unanticipated complex-
ity of the integrated sensor system employment did not allow for a systematic analysis in
the rarefied flow regime. Nonetheless, differently from the PEEK system, the miniaturized
silicon sensors proved to be suitable to be employed within these conditions, too.
Finally, the PEEK cover system was also employed to study the effects of the microchan-
nel material and surface characteristics on the microchannels thermal behavior. For this
purpose different materials and micromanufacturing techniques were employed, resulting
in different surface characteristics for the microchannel walls. The experimental campaign
was performed under laminar and continuum flow regime. The results showed that the
main features determining the microchannel thermal behavior are the thermal properties of
the material itself. By modifying the surface roughness of the microchannel no detectable
differences in the heat transfer behavior could be found. However, this might not hold for
other flow regimes, e.g. under rarefied conditions.
In addition to the experimental campaign, a numerical model has been developed to per-
form CFD simulations of the microchannel-sensor assembly. Two different types of bound-
ary conditions for the thin membranes containing the thermopiles have been implemented
corresponding to an isothermal and an adiabatic case, respectively. The last situation
corresponds to an ideal case of perfectly insulated membrane which would ensure the best
sensitivities to record the inner gas temperatures. By comparing the numerical results
with the experimental data it was found that the real behavior of the membranes is inter-
mediate between the two opposite models, but closer to the adiabatic case. This confirms
that the developed system allows the measuring of the internal gas temperature, although
some heat losses are unavoidable.
The experimental data for the different tested microchannel sections have been employed
for comparison with the numerical model. In this case the presence of the membrane has
been neglected, since the data were recorded with the commercial thermocouples. The
reproducibility of the experimental data has validated the employed numerical model. At
the same time it has confirmed the major differences between the thermal behavior of
the different microchannel materials. The numerical tool can be very useful in supporting
fundamental studies on heat transfer in microchannel and predict their performances.
As a final remark it must be highlighted that the proposed integrated measuring systems
have proved the possibility of accessing local information in microchannels, overcoming the
material limitations of previously proposed configurations. Despite their simpler layout,
conventional sensors showed some sensitivity issues, whereas silicon miniaturized sensors
offers better performances in terms of time response and signal resolution. The possibility
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of a local characterization of gas flows in microchannels has been proved, too.
7.2. Outlook
The main limitation of the two proposed integrated measuring systems concerns the allow-
able working conditions, due to either sensitivity issues or fragility problems. In the first
case no practical solution is foreseen, since the system is based on commercial sensors. On
the contrary some efforts should be done for the optimization of the silicon microsensors
design. This would allow the broadening of the allowable working conditions, increasing
the possible applications, too.
Improvement seems possible with a new design with smaller sensing units. Smaller chips
would be less subject to bending fractures and could stand higher mechanical stresses.
The new chips could be integrated in substrates of different materials (metal or polymer)
without requiring large silicon areas (which results in brittle structures). By reducing the
mechanical stress, it would also be possible to increase the working temperatures, up to
the sensor material limits.
Another foreseen continuation of the present work concerns the study of gaseous flows
which should be extended to different regimes, including rarefied gases. In this case the
heat transfer behavior is likely to be influenced not only by the microchannel material,
but also by the surface microscale characteristics. One interesting aspect to be analyzed
for gas flows under rarefied conditions, is the possibility with the proposed integrated
sensors system of detecting and quantifying the temperature jump at the wall. In con-
tinuum regime a temperature difference can be detected only along the thermal entry
region (where the temperature profile is not fully developed), while in slip flow regime
a temperature difference exists also in the fully developed flow region. The possibility
of measuring this quantity would be of advantage, e.g., for an indirect evaluation of the
thermal accommodation coefficient and its dependence on the microchannel material.
Besides research activities, many other fields could benefit of fully integrated MEMS de-
vices. The developed integrated measuring system is indeed not suitable for gas flow
studies only. The main advantage of the proposed design is the flexibility of applications,
which allows its employment in a variety of situations, other than the one presented in
this work. To demonstrate the potential of integrated MEMS technologies, new prototype
designs with integrated sensors and microstructured devices should be developed for the
monitoring of some representative technical processes. In the micro process engineering
and microfluidic fields the employment of such system would allow to switch from off-line
to in-line monitoring and control, speeding up the processes and enhancing their overall
efficiencies.
The proposed integration technique could also be suitable for other kind of sensors, i.e.
pressure transducers, flow sensors, gas detectors, PH detectors, etc.. Future researches
in this field should be aimed at the integration of multiple sensing units into one single
system, for the simultaneous characterization of different process quality parameters.
The CFD numerical model could also be further developed and improved to include some
characteristic complexities of the real system (e.g. heat conduction and heat losses across
the membrane and the sensors) and reduce the idealizations of the model developed so far.
By comparing the simulation findings with the experimental data, a better understanding
of the system and its performances could be achieved.
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A. Test-rig Specifications
The list of measuring systems and control devices employed for the experimental test rig
described in Section 4.4 is given in Tab. A.1. The accuracies corresponding to the different
instruments are listed in Tab. A.2.
Table A.1.: List of the test-rig parts and instruments.
Part Manufacturer Ref. No. Description/Notes
Mass flow Con-
troller
BROOKS SLA5850 Different mass flow
ranges available
Control unit Westphal WMR4008 Display and data acqui-
sition for the mass flow
controller
Pressure sensors BD Sensors DMP331 Pressure ranges 0-1 bar;
0-200 mbar
Pressure sensors Pfeiffer Vacuum CMR 263 Pressure range 0-10
mbar
Thermocouples Conatex T5 NiCr-Ni (Type K)
thermoelements
Pump Edwards A37132919 Two stage oil sealed ro-
tary vane pump
Acquisition mod-
ules
National Instruments FP-TC-120 8-Channels thermocou-
ple input
Acquisition mod-
ules
National Instruments FP-RTD-124 8-Channels resistance
input
Acquisition mod-
ules
National Instruments FP-AI-110 8-Channels analog
input
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Table A.2.: Accuracies of the different instruments as given by vendors.
Instrument Accuracy
Mass flow Controller ± 0.1 % Full Scale
Pressure sensors BD ≤ 0.1 % reading
Pressure sensors Pfeiffer Vacuum 0.2 % reading
Thermocouples ± 0.25 K
FP-TC-120 ±0.15 K
FP-RTD-124 0.03 Ω offset, 0.06 % gain
FP-AI-110 ± 0.5 % reading
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B. Material properties for the CFD simulations
The material properties employed for the simulations described in Chapter 6 are listed in
the following tables.
B.1. Isothermal flow analysis simulations
Table B.1.: List of material properties used for the isothermal flow simulations (cf.
Sec. 6.2).
µ-channel material
Steel Density ρ 8030 kg/m3
Specific heat cp 504 J/kg K
Thermal conductivity κ 16.27 W/m K
Silicon Density ρ 2.329 kg/m3
Specific heat cp 700 J/kg K
Thermal conductivity κ 148 W/m K
Gas
Air Density ρ ideal gas law
Specific heat cp 1006.43 J/kg K
Thermal conductivity κ 0.0242 W/m K
Viscosity µ µ = µ0
(
T
T0
)n
µ0=1,716·10−5 kg/m s,
T0=273.15 K, n=0.76
Molecular weight M 28.966 kg/kmol
Thermal Accommodation Coeffi-
cient (TAC)
1
Tangential Momentum Accommo-
dation Coefficient (TMAC)
1
Appendix
B.2. Simplified simulations of the membrane behavior
Table B.2.: List of material properties used for the simplified simulation of the membrane
behavior (cf. Sec. 6.3).
µ-channel material
Steel 1.4301 Density ρ 7900 kg/m3
Specific heat cp 500 J/kg K
Thermal conductivity κ 15 W/m K
Silicon Density ρ 2.329 kg/m3
Specific heat cp 700 J/kg K
Thermal conductivity κ 148 W/m K
Gas
Air Density ρ ideal gas law
Specific heat cp 1006.43 J/kg K
Thermal conductivity κ 0.0242 W/m K
Viscosity µ µ = µ0
(
T
T0
)n
µ0=1,716·10−5 kg/m s,
T0=273.15 K, n=0.76
Molecular weight M 28.966 kg/kmol
Thermal Accommodation Coeffi-
cient (TAC)
1
Tangential Momentum Accommo-
dation Coefficient (TMAC)
1
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B. Material properties for the CFD simulations
B.3. Full simulations of the membrane behavior
Table B.3.: List of material properties used for the full simulation of the membrane be-
havior (cf. Sec. 6.4).
µ-channel material
Steel 1.4301 Density ρ 7900 kg/m3
Specific heat cp 500 J/kg K
Thermal conductivity κ 15 W/m K
Silicon Density ρ 2.329 kg/m3
Specific heat cp 700 J/kg K
Thermal conductivity κ 148 W/m K
Gas
Nitrogen Density ρ ideal gas law
Specific heat cp cp = a + bT + cT 2 + dT 3 + eT 4
J/kg K
a=979.043, b=0.4179639,
c=-0.001176279,
d=1.674394·10−6,
e=-7.256297·10−10
Thermal conductivity κ 0.0242 W/m K
Viscosity µ µ = µ0
(
T
T0
)n
µ0=1.656·10−5 kg/m s,
T0=273.15 K, n=0.74
Molecular weight M 28.0134 kg/kmol
Thermal Accommodation Coeffi-
cient (TAC)
1
Tangential Momentum Accommo-
dation Coefficient (TMAC)
1
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B.4. Microchannel material effects simulations
Table B.4.: List of material properties used for the microchannel material effects simula-
tions (cf. Sec. 6.5).
µ-channel material
Steel 1.4301 Density ρ 7900 kg/m3
Specific heat cp 500 J/kg K
Thermal conductivity κ 15 W/m K
Copper Density ρ 8978 kg/m3
Specific heat cp 381 J/kg K
Thermal conductivity κ 387.6 W/m K
PEEK Density ρ 1300 kg/m3
Specific heat cp 320 J/kg K
Thermal conductivity κ 0.25 W/m K
Gas
Nitrogen Density ρ ideal gas law
Specific heat cp cp = a + bT + cT 2 + dT 3 + eT 4
J/kg K
a=979.043, b=0.4179639,
c=-0.001176279,
d=1.674394·10−6,
e=-7.256297·10−10
Thermal conductivity κ 0.0242 W/m K
Viscosity µ µ = µ0
(
T
T0
)n
µ0=1.656·10−5 kg/m s,
T0=273.15 K, n=0.74
Molecular weight M 28.0134 kg/kgmol
Thermal Accommodation Coeffi-
cient (TAC)
1
Tangential Momentum Accommo-
dation Coefficient (TMAC)
1
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