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PREFACIO
La formación de patrones, su modelización y la reproducción expe-
rimental es un tema que ha despertado siempre interés en la sociedad
moderna. Es un tema de estudio dentro de la Física No Lineal y está
asociada a diferentes campos de la ciencia como la Hidrodinámica, la
Biología, la Química o la Física Aplicada. Hasta mediados del s. XX
la ciencia no ha podido profundizar este tema por la falta de medios
técnicos. Hoy en día, gracias a la potencia de cálculo que ahora se
puede obtener mediante ordenadores, se puede describir, analizar o
simular modelos teóricos.
Actualmente hay modelos que simulan y analizan el comporta-
miento de sistemas naturales, en donde aparecen de forma espontánea
estructuras o conjuntos de éstas formando un patrón. Estos modelos
pueden generar aplicaciones de gran potencial tanto en la ciencia, como
en la industria y tecnología. Estas aplicaciones pueden suponen un
mayor avance en la tecnología y la capacidad del ser humano para
entender, adaptarse y manipular el entorno donde vive.
En Óptica es común trabajar con estructuras individuales que ac-
túan como operadores lógicos (1 y 0) a través de diferentes parámetros
como la amplitud, la fase, la polarización, etc. Por ejemplo, si se piensa
en puntos emisores de luz que se encuentran en un resonador óptico,
estos puntos de luz pueden moverse, encenderse o apagarse. Este tipo
de estructuras pueden interaccionar entre sí y crear una matriz de
estructuras que forman un patrón extenso más complejo. Este tipo de
comportamiento tienen un gran interés en campos como el procesa-
miento de información (en paralelo), en dispositivos opto-electrónicos
como memorias ópticas o moduladores de luz. Estos potenciales diseños
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tecnológicos pueden tener mejores características con respecto a los sis-
temas electrónicos convencionales, dado que los sistemas ópticos tienen
un menor tiempo de respuesta 𝜏 y la posibilidad de miniaturización e
integración en la escala nanométrica.
Esta tesis doctoral se ha realizado en el campo de la Óptica No
Lineal experimental, dentro de un marco de investigación básica. El
objeto de estudio es la manipulación experimental de estructuras que
pueden emerger en la sección transversal de un haz láser bajo deter-
minadas condiciones, y que además están caracterizadas por su fase:
como por ejemplo, vórtices, solitones o dominios de fase. Como ele-
mento activo no lineal que contribuye a la generación de este tipo de
estructuras, se utilizan diferentes tipos cristal fotorrefractivos (PRCs)
con tiempos de respuesta 𝜏 largos como el 𝐵𝑎𝑇𝑖𝑂3 y el 𝑆𝐵𝑁 (𝜏 ∝ 𝑚𝑠)
o tiempos cortoso como el 𝐾𝑇𝐿𝑁 (𝜏 ∝ 𝑛𝑠) .
Los sistemas ópticos con los que se ha trabajado son de dos tipos:
uno es un resonador óptico fotorrefractivo y otro es en propagación
libre. El propósito de esta tesis doctoral es la demostración de una nue-
va herramienta, con la que se puedan manipular estructuras a través de
su fase. Con los resultados que se han obtenido y en colaboración con
otros trabajos dentro del campo de la Óptica, es posible combinarlos
para producir nuevas tecnologías y aplicaciones.
El período de formación de doctorado se ha desarrollado en el
Department d’Òptica i Optometria i Ciéncies de la Visió, en la Fa-
cultat de Física de la Universitat de València (España). Durante este
período se han realizado dos estancias breves, dentro del mismo marco
experimental que en la Universitat de València. Una estancia se ha
realizado en La Universitá degli Studi di Roma, ’La Sapienza’ en Roma
(Italia). La segunda estancia fue realizada en el centro de Ingeniería
Eléctrica en Princeton (New Jersey, EE.UU.).
El presente manuscrito está redactado como un compendio de ar-
tículos, con un total de cinco publicaciones. Tres de ellas han sido
realizadas en la Universitat de València y las otras dos se han llevado
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a cabo en la Universitá di Roma. El texto ha sido concebido como una
estructura que incluye 4 capítulos. En el primer capítulo se encuentra
una introducción sobre los conceptos e ideas básicas en los que se han
basados los experimentos: la formación de patrones. Además se explica
la teoría y fenomenología que soportan los experimentos y que ayudan
a la comprensión de los resultados. En el segundo, se presentan los
resúmenes de los trabajos publicados, donde se explica la metodología
que se ha usado para desarrollar los experimentos. En el tercer capítulo
se encuentran las conclusiones, donde se subrayan los aspectos más
novedosos que se han obtenido en este período de formación doctoral.
Y por último, como cuarto capítulo, se adjuntan las publicaciones en
las que se basan los experimentos realizados.
Los trabajos realizados en Valencia, se basan en la demostración ex-
perimental de la ruptura de simetrías de fase en estructuras no lineales
que emergen en un oscilador óptico fotorrefractivo (PRO). Este cambio
de simetría se produce por la aplicación de una modulación óptica
conocida como Rocking [6, 7]. El objetivo principal de estos trabajos
es el cambio del estado del sistema, de invariancia o bi-estabilidad en
fase, a un estado bi- o multi-estable en fase respectivamente. Como se
explica en detalle más adelante, esto permite la manipulación de es-
tructuras complejas: unas con invariancia de fase como vórtices y otras
que presentan bi-estabilidad o multi-estabilidad en fase, por ejemplo
dominios o paredes de fase.
Los experimentos llevados a cabo en la estancia de investigación en
Roma, se basan en la propagación libre a través de cristales fotorre-
fractivos y en láseres de tipo VCSEL. El objetivo es la generación y la
manipulación de estructuras cambiando su fase a través del cambio de
las propiedades en el PRC. En un paso posterior, los patrones que se
han generado en el PRC son inyectados en un láser de tipo VCSEL
(Vertical Cavity Surface Emitting Laser) de área ancha. Con una meto-
dología adecuada, es posible excitar otras estructuras localizadas muy
cerca de donde se han inyectado las estructuras generadas en el PRC
en la superficie del VCSEL. La innovación que presentan estos dos
trabajos es que, las nuevas estructuras localizadas tienen la capacidad
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de comportarse como un sistema de dos niveles, capaces de encenderse
y apagarse en función de la fase del patrón generado en el PRC y con
un tiempo de respuesta del orden del microsegundo.
Doy las gracias al Ministerio de Economía y Competitividad del
Gobierno de España por la beca predoctoral de tipo F.P.I. (Formación
Personal Investigador) otorgada para la financiación del período de
formación de doctorado.
Para finalizar este prefacio, me gustaría agradecer de forma explici-
ta a mis directores de tesis: Germán J. de Valcárcel, Fernando Silva y
Eugenio Roldán por enseñarme y formarme como investigador.
Querría dar las gracias a toda la gente que me han brindado la
oportunidad de conocer durante estos años como Javier García, Martín
Sanz, Adolfo Esteban, Rafael Garcés, Joaquín Ruiz, Luis Alberto Bru,
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entre muchas otras personas que me han ayudado, con sus consejos,
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En Valencia Rubén Martínez Lorente.
PREFACE
Patterns’ creation, modeling and reproduction has become an object
of interest in the current Industry. It is a topic located in Nonlinear
Physics and also related to other different fields of Science such as
Hydrodynamics, Biology, Chemistry or Applied Physics. Until the
middle of the 𝑋𝑋 𝑡ℎ century, Science could not study deeply pattern
formation in no field due to the lack of technical resources. Nowadays,
we can describe, analyze or simulate theoretical models thanks to the
computer’s power have.
At the present time there are theoretical models that simulate
and describe the evolution of natural systems, where structures or
assembles of these, so-called patterns, emerge spontaneously. These
models can be implemented in applications of high interest, such as
Science and Industry Technology. These applications can generate a
marked development in the technology and in the capacity of the man-
kind to understand, adapt themselves and manipulate the environment.
An example of pattern formation’s model is the Information Proces-
sing in Parallel, located in Optics, where the present Ph.D is focused.
Optics usually works with localized structures than behave as logi-
cal operators (1 or 0) controlling different parameters like amplitude,
phase or polarization. For example, you can think in emitters light
spots located inside of a optical oscillator, which can move, switch
on or switch off. These individual structures can interact with others
structures similar around him. These interactions can generate an array
of structures that provides more functionality to the optical system.
These kind of systems have a straight implementation in fields like
Information Processing in parallel and in opto-electronic devices such
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as optical memories or light modulators. In addition, there is an ad-
vantage in the optical systems compared to the conventional electronic
systems: optical ones have a shorter response time 𝜏 than the electrical
ones. Besides, there is the possibility to scale and miniaturize in the
nanometric scale.
This Ph.D dissertation has been performed in the field of Experi-
mental Non Linear Optics. The goal of the thesis is the experimental
manipulation of non-linear structures that emerge in the transversal
section of a laser beam under appropriate conditions. The structures
are manipulated by their phase, such as vortices, solitons or domain
walls. The generation of structures is possible due to the photorefractive
crystals (PRCs), which contribute to generate these kind of structures.
We use PRCs with long response time 𝜏 such as 𝐵𝑎𝑇𝑖𝑂3 or 𝑆𝐵𝑁 with
𝜏 ∝ 𝑚𝑠 and with short response time like 𝐾𝑇𝐿𝑁 with 𝜏 ∝ 𝑛𝑠.
We worked with two kind of optical systems: a Photorefractive
Optical Oscillator (PRO) and a photorefractive crystal in free propa-
gation. The goal of this Ph.D is the study and the demonstration of a
new tool which can manipulate non lineal structures through its phase.
Through the results obtained and, in collaboration with other jobs in
this field, suggest the development of an electro-optic tool and generate
other new technologies.
The period of formation of the Ph. D has been carried out in the
Department d’Òptica i Optometria i Ciéncies de la Visió, Facultat
de Física de la Universitat de València (Spain). During this time, I
made two short internships in the same research line I was working in
Valencia: one internship was made in La universitá degli Studi di Roma,
’La Sapienza’ in Rome, Italy, and the second one in the Electrical
Engineering in the University of Princeton, New Jersey, U.S.
The Ph.D dissertation has been written as a compendium of articles,
with a total of five publications. Three of the five papers that form the
manuscript have been carried out in The Universitat de València. The
other two papers have been developed in The universitá degli Studi di
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Roma, ’La Sapienza’. The manuscript is structured in four chapters.
The first one is an introduction, it talks about concepts and basic ideas
which represent the basis of the experiments realized, such as: pattern’s
formations, photorefractive effect and phase symmetries. Chapter two
presents the summaries of the jobs that have been published along the
doctorate period. We emphasize methodology and results we have used
and obtained to perform the experiments. The third chapter are the
conclusions, where we highlight the results and the most important
novelties of the experiments performed. Finally, as fourth chapter, the
publications in which experiments have been based on, as a final Annex.
The publications made in Valencia talk about the experimental
demonstration of broken of phase symmetries of optical structures
that emerge in a photorefractive oscillator (PRO). The conversion is
made by applying the optical-modulation known as Rocking. The main
goal of the experiments is the change of the phase symmetry of the
system: from an initial state of phase of invariance (first experiment) or
bi-stability (second experiment) to a final phase state with bi-stability
(first experiment) and tetra-stability(second experiment). As we will
detail below, the conversion allows the manipulation of complex struc-
tures: with phase invariance like vortices and with phase locked with
just two phase values allowed (bi-stability) and with four or more phase
values allowed (tetra- or multi-stability) such as phase domains.
The experiments carried out during the internship in Rome consist
in the excitation of structures in photorefractive crystals and VCSELs
in free propagation. The goal is the generation and manipulation of
structures changing their phase through modification of some PRC
properties. On a next step, patterns generated in the output face of the
crystal are injected in the surface of a broad-area VCSEL. Through
a proper methodology, localized structures can be excited very close
to the injection point of the PRC structures generated on the VC-
SEL surface. The innovation of these jobs is the behavior of localized
structures. They can work as a two-level system similar to a logical gate.
I would give to thanks to the Ministerio de Economía y Compe-
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titividad del Gobierno de España for the grant awarded to fund the
doctorate formation period.
I would like to end this preface to thank my advisors: Germán J.
de Valcárcel, Fernando Silva and Eugenio Roldán for training me as
a researcher. Besides I want to give thanks to all awesome people I
have known during this time like Javier García, Martín Sanz, Adolfo
Esteban, Rafael Garcés, Joaquín Ruiz, Luis Alberto Bru, Vicento Mico,
Carlos Ferreira, Eugenio del Re and Jacopo Parravicini and other many
people who helped and sharing moments with me. To all the people
that encouraged me, encourage me and will encourage me: to my friends
from the High School, University like Ros, Roy, Capi, Alejandro, and
last but not least my family.
In Valencia Rubén Martínez Lorente.
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1. INTRODUCCION
Patrones en la naturaleza
En la naturaleza pueden aparecer de manera espontánea multitud
de diferentes patrones. Un patrón es un agrupamiento de estructuras
más pequeñas que forman a su vez otra estructura mayor. Se pueden
encontrar patrones en nuestro entorno, desde objetos cotidianos como
flores o árboles, hasta en animales como una mariquita, una huella
dactilar o una cebra (Fig. 1.1).
a b c d
Fig. 1.1: Diferentes tipos de patrones en seres u objetos cotidianos de la flora
y fauna animal. a) Huellas dactilares; b) geometría de una hoja; c)
caparazón moteado de una mariquita y d) una cebra representa
un patrón de franjas.
También hay patrones generados en una mayor escala temporal,
por ejemplo la duna de un desierto, una montaña o una galaxia (Fig.
1.2) [8–10]. Todas estas estructuras, son estudiadas dentro de diferentes
campos de la ciencia como sistemas biológicos, mecánicos o químicos.
Los patrones y estructuras que se forman debido a interacciones en
la naturaleza son estudiados en el campo de la Física No Lineal. Esta
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rama de la Física presenta un método de trabajo basado en técnicas
cualitativas y cuantitativas, que toma consideraciones métricas, topo-




Fig. 1.2: Diferentes tipos de patrones que se forman en el universo a gran
escala y con un período temporal mayor que el de la flora/fauna. a)
Patrón formado en un bloque de hielo; b) duna de desierto formando
un patrón de franjas; c) Anticiclón formando una estructura de
tipo vórtice; d) la vía Láctea
Dentro de los ejemplos citados, mostramos en detalle algunos mo-
delos y experimentos realizados en algunos campos como la hidro-
dinámica [14], donde muchos trabajos se basan en experimentos de
convección térmica. También citaremos ejemplos en patrones generados
en reacciones químicas como el efecto de Belousov-Zhabotinsky [15,16].
En la convección térmica, se pueden ejemplificar diferentes tipos
de experimentos donde en cada uno se basa en un tipo de fuerza o
efecto. Por ejemplo es el caso del flujo de Taylor-Couette, donde se
estudia el efecto de la fuerza centrífuga de un liquido entre dos cilindros
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concéntricos (ver Fig.1.3) [17, 18] .
Fig. 1.3: Esquema representativo del flujo de Taylor-Couette: generación de
patrones entre dos cilindros concéntricos con un líquido encerrado
entre ellos. Dependiendo de las velocidades angulares entre los dos
cilindros, pueder emerger diferentes tipos de estructuras. [15, 19]
Otro patrón que se muestra en la hidrodinámica, es el denominado
flujo de Rayleigh-Bénard, donde se estudia las fuerzas de flotación
producidas por un líquido que es colocado entre dos placas horizontales
espacialmente extensas. Este consiste en calentar la placa inferior a una
temperatura menor que la placa superior, produciendo un gradiente de
temperatura, mientras que debido a la expansión térmica, la densidad
del liquido cerca de la placa inferior disminuye. De este modo, cuando
se genera una situación inestable por el campo gravitatorio, se crea un
patrón circulatorio [20,21] (Fig. 1.4.a). Por último, como efecto dentro
del campo de la hidrodinámica, en la convección térmica, existe el
efecto de convección guiada por tensión superficial (Bénard-Marangoni)




Fig. 1.4: Dos tipos de fenómenos no lineales en sistemas de convección
térmica que generan patrones. En a) se muestra un esquema re-
presentativo del conocido como flujo de Rayleigh-Bérnad. En la
imagen b) se muestra el fenómeno de convección bajo el guiado de
tensión superficial: una imagen muestra cómo una capa de aceite de
silicona en contacto con una superficie de aire produce estructuras
de tipo colmena [15,19].
En química también se han realizado experimentos para la genera-
ción de patrones, como el efecto de Belousov-Zhabotinsky [15, 16]. Este
efecto es particularmente decisivo para la explicación de patrones en
sistemas biológicos. En las figuras. 1.5, 1.6 y 1.7 se muestran diferentes
estructuras en reacciones químicas que ilustran el fenómeno.
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Fig. 1.5: Diferentes imagenes muestran patrones formados en un sistema
químico conocido como Belousov-Zhabotinsky (BZ-AOT ). Estruc-
turas de tipo laberinto (a), hexagonales (b), ondas viajeras que
forman stripes (c y d) o patrones más complejos (e y f) [16].
Fig. 1.6: Muestra química de 20 mm de espesor de un gel de policrialamida
donde se observan diferentes tipos de patrones: hexagonos (a y
b); stripes (c) y estados mezclados (d). Estas estructuras aparecen
de manera espontánea cuando se varían los valores críticos del
experimento como la temperatura o las concentraciones químicas
[23].
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Fig. 1.7: Una solución de 0.19 M de ácido sulfurico 𝐻2𝑆𝑂4 muestra la
generación (izquierda) y simulación (derecha) de estructuras de
tipo espiral en un sistema químico [24].
En otros campos de la ciencia, como la Biología, el estudio de
patrones es más dificil de llevar a cabo por la carencia de base feno-
menológica que pueda apoyar los modelos teóricos. Esto se debe a la
dificultad en aspectos técnicos como la monitorización, el hermetismo
o la interacción con el sistema [25].
En el campo de la Óptica, que es donde está tesis doctoral se ubica,
el estudio de patrones surgió con la invención del láser, en 1960. En
el láser aparecen de manera espontánea estructuras y patrones en la
sección transversal del haz. El principal uso del láser es el de conse-
guir haces monocromáticos, de alta coherencia y con una iluminación
homogénea, es decir, eliminar la estructura que hay en la sección trans-
versal del haz. No es hasta finales de los años 80, cuando la Óptica
y la Física No Lineal convergen y, gracias a los avances tecnológicos
en la computación, se empieza a desarrollar teorías que explican la
naturaleza de patrones en resonadores ópticos.
El primer trabajo conocido en Óptica sobre el estudio de estructuras
no lineales fue en 1970, dónde se observó por primera vez la conexión
no lineal entre la Física de superconductores y fluidos con la Física
de láseres [14]. Los primeros trabajos sobre formación de patrones en
Óptica fueron concebidos en propagación libre a través de materiales
con alta susceptibilidad no lineal [26]. Los patrones en resonadores
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ópticos se empezarón a estudiar a finales de los años 80 [27,28], con
el desarrollo de teorías generales en la Física No Lineal, aplicadas
al campo de la Óptica. Estos modelos pudieron dar una descripción
teórica a la fenomenología que ocurre en los láseres [29–31].
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Formación de patrones en sistemas ópticos
Estructuras localizadas
Los trabajos realizados en la Universitat de València se han usado
como sistema óptico un Oscilador Óptico Fotorrefractivo (PRO). Hay
dos motivos por el que se utiliza un resonador como sistema óptico en
algunos de los trabajos realizados que forman esta tesis.
El primero es la estructura cerrada de los resonadores, que permite
la oscilación de un número grande y discreto de modos electromagnéti-
cos, mayor que en otras configuraciones ópticas como en propagación
libre. El segundo es la retroalimentación del campo intracavidad, que
se adquiere debido al confinamiento y la oscilación del haz. Ambos
factores hacen que la cavidad óptica no actúe como una transformación
no lineal de la distribución del campo inyectado en el oscilador, si no
que, el campo intracavidad es capaz de evolucionar, autoorganizarse e
interaccionar consigo mismo en los múltiples pasos por la cavidad. Esto
implica que los osciladores son capaces de soportar un mayor número
de estructuras no lineales que se generan de forma espontánea que en
cualquier otro sistema óptico.
Hay una gran diversidad de resonadores ópticos, como los osci-
ladores ópticos paramétricos, láseres, VCSELs, etc. De todos ellos,
se usa un resonador óptico porque el tiempo de respuesta del cristal
fotorrefractivo es más largo que en los otros. A diferencia de otros
resonadores ya mencionados, cuyo tiempo de respuesta es del orden
del 𝜇𝑠, el PRC tiene un tiempo de respuesta desde el 𝑛𝑠 como el
KTLN, hasta el 𝑠 como el 𝐵𝑎𝑇𝑖𝑂3.o 𝑆𝐵𝑁 . En los cristales con 𝜏
lentos (ms) permite un registro y manipulación de la luz a menor coste
y más cómodo, ya que no se necesita instrumentación de alta velocidad.
En los otros experimentos llevados a cabo en la estancia realizada en
la Universidad de Roma, se utiliza un cristal fotorrefractivo (o PRC) en
propagación libre para la generación de estructuras de tipo self-focusing
a partir de un haz inicial que se modifica usando las propiedades del
cristal.
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Aunque hay muchos tipos de estructuras capaces de emerger en
sistemas ópticos, por ejemplo: patrones de tipo laberintos, de tipo
paneles de colmena o rogue waves, en esta tesis vamos a trabajar cuatro
tipos de estructuras: vórtices, solitones, dominios de fase y estructuras
de tipo self-focusing.
Vortices
Un vórtice en Óptica, aparece como un punto negro sobre un fondo
iluminado de manera homogénea, que emerge dentro de la sección
transversal de un resonador óptico (Ver Fig. 1.8.a). Este tipo de estruc-
turas se caracteriza por que su fase varía de manera continua alrededor
de un punto central. Dicho punto central tiene una singularidad debido
a que la fase no está definida, la solución se da cuando la amplitud en
dicho punto se anula.
La distribución de fase en los vórtices viene dada por un valor con-
tinuo en fase entre 0 y 𝜋 radianes. Este ciclo de fase puede ser evaluado
m veces como se muestra en la Fig. 1.8.b). En la Fig.1.9 se muestran
dos hologramas, con sus distribuciones de amplitud y de fase de un
haz gaussiano que tiene en su centro un vórtice con diferente carga
topológica m. En las imágenes, se puede ver como en el interferograma
del vórtice con m = 1 (Fig. 1.9.c) hay dos franjas que convergen en un
punto y pasan a ser solo una franja y como, en el interferograma del
vórtice con m = 3 (Fig.1.9. f), hay 4 franjas paralelas que convergen
en un punto para llegar a ser solo una. El salto en ambas imágenes es
de 𝜋 radianes.
Matemáticamente, los vórtices se describen del siguiente modo,
𝐴(𝑥, 𝑦, 𝑧 = 0) = [(𝑥 − 𝑥0) + 𝑖 · 𝑠𝑖𝑔𝑛(𝑚) · (𝑦 − 𝑦0)]|𝑚|
𝑒𝑥𝑝[−(−𝑥2+𝑦2/𝑟20)] (1.1)
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donde |𝑚|, es un número entero y positivo que se conoce como
carga topológica, y su signo sign(m) determina si la fase del vórtice rota
en sentido horario o anti-horario.
a b
Fig. 1.8: Sección transveral de un PRO que muestra 6 vórtices. En la imagen
b) se muestra su distribución de intensidad y en la imagen b)
su interferograma. El interferograma muestra los vórtices como
una discontinuidad en el patrón de interfranjas con una forma
de tenedor. Esta discontinuidad se explica como, un salto de fase
de 2 𝜋 que hace que dos franjas paralelas converjan en un punto
(la singularidad del vórtice) a una sola franja. La distribución de
intensidad muestra una iluminación homogenénea en la que hay
puntos oscuros donde se encuentran los vórtices [32].
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Fig. 1.9: Simulación un haz gaussiano 1/e con radio 𝑟0 = 10𝜆 como anchura,
con un vórtice en su centro: En la columna derecha el vórtice tiene
m =1 y en la izquierda m=3. En la fila de arriba se muestra sus
intensidades (a y d). En la fila de en medio sus distribuciones de
fase (b, e) y en la fila de abajo sus respectivos interferogramas con
un onda plana inclinada como haz de referencia (c, f) [33].
Self-focusing
Una estructura de tipo self-focusing o self-defocusing es la que se
consigue generar mediante el enfoque o desenfoque de un haz que se
propaga a través de un material no lineal, cuando se ha modificado
de manera local su índice de refracción n. También existe un estado
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intermedio denominado self-trapped. Esta estructura hace que el haz,
con un perfil espacial inicial determinado, se propague a través del
cristal sin que éste se ensanche debido a la difracción. Estos tres ti-
pos de estructuras pueden dar lugar a diferentes tipo de solitones, que
se detallará abajo, según el tipo de estímulo eléctrico aplicado al cristal.
Un material no lineal, como el cristal fotorrefractivo, es aquel que
tiene una susceptibilidad eléctrica de tercer o más orden no nula [34,35].
Esto implica que su índice de refracción n(x,y, z) viene condicionado,
de manera directa o indirecta por el cuadrado de la amplitud del campo
eléctrico E(x,y) aplicado al PRC tal que:
𝑛(𝑥, 𝑦, 𝑧) ∝ 𝑛0 + 𝑛2(𝑥, 𝑦, 𝑧)𝐸2 (1.2)
Donde 𝑛0 es el indice de refración normal, que se muestra a bajas
intensidades y, 𝑛2 es el coeficiente de refracción no lineal, que aumenta
su contribución cuanto mayor sea el campo eléctrico aplicado . Hay
muchos fenómenos electro-ópticos que pueden causar esta dependencia,
como por ejemplo la electrostricción, la orientación de las moléculas
(Efecto Kerr [36]) o el efecto fotorrefractivo [35]. La generación de
la estructura de tipo self-focusing se va a explicar dentro del efecto
fotorrefractivo, debido a que los experimentos presentados en esta tesis
se usan cristales con este tipo de efecto.
Al iluminar un material fotorrefractivo de manera local y aplicar un
campo eléctrico externo 𝐸0 o uno interno, denominado campo espacial
de carga 𝐸𝑠𝑐 típico del efecto fotorrefractivo, se produce un cambio
local del índice de refracción n. Bajo determinadas condiciones, este
cambio actúa como una guía de ondas impresa en el cristal que permite
que el haz se propague a través de ella. Dependiendo del signo de
𝑛2 (Ec 1.2), la guía impresa interactúa de manera diferente ante una
iluminación que se propague a lo largo del PRC.
El procedimiento por el cuál se pueden formar estas estructuras
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es el siguiente: cuando el índice no lineal 𝑛2 > 0, n es más grande en
regiones en las que se ilumina que en las que no. Tras aplicar el campo
eléctrico E y cambiar n, se modifica de manera local el índice de refrac-
ción 𝑛. La propagación de un haz con un perfil espacial determinado,
por ejemplo Gaussiano, a través del cristal en esta zona con Δ𝑛 genera
una competición entre la difracción y el efecto no lineal producido
por Δ𝑛. La difracción es un efecto siempre presente que produce un
ensanchamiento espacial del haz y la no linealidad es una característica
particular del medio (𝑛2), que en este caso tiende a compensar el
ensanchamiento del perfil espacial del haz. Dicho competición termina
con un balance neto en el cual, el haz se propaga sin que su perfil
espacial varíe. Este fenómeno se puede entender como una guía efectiva
escrita por el propio medio, en donde se puede propagar una haz sin
que sufra deformación en su perfil espacial. Este efecto es conocido
como self-trapping, tal y como se ilustra en la Fig. 1.10.
Fig. 1.10: Imágenes muestran un haz self-trapped en un cristal fotorrefractivo
en configuración 1D. El haz es inyectado en una de las caras del
cristal (izquierda). El haz se propaga a lo largo del PRC sin
aplicación de 𝐸0 y cuando llega a la cara de salida, el haz ha
sido ensanchado (centro) con respecto a su perfil inicial debido a
la difracción. Cuando el campo eléctrico externo 𝐸0 es aplicado
al cristal, la el índice de refracción producido por el haz de alta
intensidad supera al efecto de la difracción y consecuentemente,
el haz matiene su perfil espacial en la cara de salida igual que el
de la entrada(derecha) [37]
.
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Según la intensidad del campo eléctrico 𝐸0 aplicado, 𝑛2 puede in-
crementar notoriamente y ser mayor que la difracción en el medio.En
este caso se produce el efecto conocido como self-focusing. Cuando esto
sucede se produce un balance neto a favor de la no lineariedad, que
conlleva la propagación del haz a través de la guía focalizándose el haz
en un plano transversal al eje de propagación. El punto de enfoque
está determinado por cómo se ha modificado el índice de refracción 𝑛.
En la Fig. 1.11.a y .b se ilustra este fenómeno [38,39].
En el lado opuesto, cuando 𝑛2 < 0, n es más bajo en las regiones
iluminadas que en las que no. Consecuentemente, cuando se inyecta un
haz y se propaga a lo largo del material, el haz tenderá a propagarse
alrededor de la zona que tiene el indice de refracción menor. Este
tipo de propagación produce un ensanchamiento espacial del perfil pro-




Fig. 1.11: Imágenes experimentales ilustran el efecto self-focusing/defocusing
de un haz propagándose a través de una guía de ondas en un
cristal fotorrefractivo. Las imágenes muestran la distribución de
intensidad en la cara de salida de un cristal fotorrefractivo de
KTLN cuando se aplica un campo eléctrico externo: a) +3.7,
b)+1.85 c) 0 V, d) -1.85, e) -3.7 kV/cm. El efecto de self-focusing
se muestra para valores de campo eléctrico positivos y altos (a
y b), mientras que el efecto de self-defocusing se muestra para
valores altos y negativos (d y e).
Solitones
Las ondas ópticas solitarias, comúnmente llamadas solitones, son
pulsos de energía localizados que mantienen su forma inicial a lo largo
del espacio o en un determinado período de tiempo. Los solitones son
estructuras que pueden aparecer en más sistemas físicos además de
en la Óptica [40, 41], por ejemplo en sistemas químicos de reacción-
difusión [42] o en sistemas mecánicos oscilatorios [43].
Aunque hay muchos trabajos acerca de los solitones, nos vamos a
centrar en unos conceptos básicos para entender tanto la metodología
como los resultados de la publicaciones presentadas en esta tesis. Se va
a analizar el solitón como una estructura que, aunque se puede formar
a través de diferentes efectos no lineales, aparece como consecuencia
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de una estructura de tipo self-trapping.
Se pueden clasificar en dos familias: los solitones temporales, que
se forman mediante el balance entre la dispersión y la modulación de
fase. Y los solitones espaciales, que se forman por el balance entre la
difracción y la curvatura del frente de ondas, que es inducido a través
del cambio en el indice de refracción Δn [44,45].
En los trabajos que hemos llevado a cabo durante la estancia en la
Universitad de Roma usamos este tipo de solitones espaciales a través
de cristales fotorrofractivos en propagación espacial, por lo que vamos
a analizarlos con más detalle.
Para producir un solitón espacial en un medio no lineal de tipo Kerr,
debemos llegar a la condición de self-focusing, de manera que el haz
propagado forme un haz que converja en un punto a distancia finita.
Se debe haber obtenido previamente en el medio activo un coeficiente
de indice de refracción no lineal 𝑛2 ≫ 0 (ver Ec. 1.2). Este tipo de
solitón espacial es conocido como solitón brillante.
Por otro lado, existe un tipo de solitón cuando se da la condición
de 𝑛2 < 0, es decir, cuando el haz tiene un frente de ondas semejante
a un haz divergente, en este caso, el solitón está localizado en la zona
de mínima (nula) y continua intensidad rodeado por un halo de alta
intensidad. a este tipo de solitón se le llama solitón oscuro. En la Figura
1.12 se muestra un ejemplo de ambos tipos de solitones espaciales.
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a b
Fig. 1.12: Imágenes mostrando solitones brillantes y oscuros. a) Cuatro
solitones brillantes y b) cuatro soliontes oscuros son excitados en
un oscilador óptico parámetrico degenerado [45].
Patrones extensos: Dominios de fase
Tal y como adelantamos, los patrones extensos en resonadores ópti-
cos son estructuras de un tamaño comparable con el de la apertura
del resonador. A partir de estructuras localizadas, se pueden aglome-
rar estructuras pequeñas que forman un patrón más complejo y grande.
Así como muchos resonadores ópticos permiten la generación es-
pontánea de estructuras individuales no lineales, los patrones extensos
emergen bajo una restricción que viene impuesta por la relación entre
la apertura del resonador a, la longitud de éste L y la longitud de
onda 𝜆 del láser utilizado. Esta relación se conoce como el número de
Fresnel F, descrito por la ecuación 1.3, que indica la difracción que hay





Según el valor de 𝐹 , la difracción se clasifica en dos casos diferen-
tes: cuando F ≥ 1 se conoce como difracción de Fresnel (de campo
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cercano), cuando se produce un patrón de difracción muy cercano al
objeto causante, o lo que es lo mismo, los rayos no se pueden considerar
paralelos. Por otra parte, cuando F ≪1 se conoce como difracción
de Fraunhofer (de campo lejano), y se da cuando se produce un pa-
trón de difracción lejano al objeto causante, esto es, con rayos paralelos.
Los osciladores ópticos con alto número F son capaces de soportar
un mayor número de modos electromagnéticos, en cambio, los oscilado-
res con bajo número F tienen un número de modos es más restringido.
Con un mayor número de modos electromagneticos permitidos en una
cavidad óptica, también se incrementa la posibilidad de generar estruc-
turas individuales, que bajo determinadas circunstancias, se unen para
formar un patrón extenso más complejo [46]. En la Fig. 1.13 se muestra
un esquema donde se ilustra como varían un número determinado de
modos electromagnéticos que soporta una cavidad óptica en función
de F.
a) b)
Fig. 1.13: Diagrama que muestra el concepto del número de Fresnel F. Dos
resonadores de diferente longitud L, misma apertura a, misma
longitud de onda 𝜆 y mismo número de modos electromagnéticos.
Los resonadores con bajo número F (a) tienen pocos modos lon-
gitudinales permitidos, debido a que muchos dejan de oscilar tras
un número de vueltas en el oscilador. Por otro lado, resonadores
con alto número F pueden alcanzar un mayor número de modos
longitudinales permitidos.
Un ejemplo de formación de patrones extensos es la conversión de
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estructuras individuales como las ondas inclinadas u ondas viajeras [47],
en la formación de patrones extensos como rollos (Fig. 1.15), hexágonos
(Fig. 1.17), patrones en espiral (ver Fig. 1.16) o dominios de fase (ver
Fig. 1.14). En los trabajos realizados en la Universitat de València, se
analiza en particular, dominios (en 2D) o paredes (en 1D) de fase que
se generan a partir de vórtices bajo determinadas condiciones.
Los patrones extensos se pueden generar tanto en resonadores pa-
sivos como los osciladores parametricos ópticos [48–50], resonadores
con mezcla de ondas [51], sistemas que presenten bi-estabilidad de fase
de manera natural [52, 53] o resonadores con inyección externa [54, 55],
láseres [56, 57].
a b
Fig. 1.14: Dominios de fase como ejemplo de patrón extenso formado en un
oscillador paramétrico óptico degenerado. El mapa de amplitud
(a) muestra una amplitud homogénea con regiones delimitadas
por una frontera cuya amplitud cae a cero (lineas oscuras). El
mapa de fase (b) muestra como las areas separadas por esas lineas
limite, tienen fases opuestas y constantes [45].
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Fig. 1.15: Distribución de intensidad de un plano transversal de un PRO
mostrando un rollo en forma de zig-zag [48].
Fig. 1.16: Evolución temporal de la formación de un patrón de espirales
a partir de un patrón inestable de rollos en un OPO. Imágenes
muestran la distribución de la intensidad en el campo cercano
(fila de arriba) y en el campo lejano (fila de abajo) en diferentes
tiempos [49].
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Fig. 1.17: Transición entre un patrón de hexagonos inestables a un patrón
de franjas estables en un oscilador óptico parámetrico (OPO).
En la fila de arriba se muestran la distribución de intensidad del
campo cercan. En la fila de abajo, su transformada de Fourier
(campo lejano) [51].
1. INTRODUCCION 31
Efecto fotorrefractivo y Mezcla de ondas
Efecto fotorrefractivo
El efecto fotorrefractivo es un fenómeno no lineal, dónde el índice
de refracción local de un cristal fotorrefractivo cambia bajo la ilu-
minación de un haz con una modulación espacial de intensidad I(x).
Como ejemplos de este tipo de cristales tenemos: 𝐵𝑎𝑇𝑖𝑂3, 𝐾𝑁𝐵𝑂3,
𝐿𝑖𝑁𝑏𝑂3, 𝑆𝑟1−𝑥𝐵𝑎𝑥𝑁𝑏2𝑂6 (SBN), 𝐵𝑖12𝑆𝑖𝑂20 (BSO), GaAs o InP. En
los trabajos realizados en esta tesis, se han utilizado 3 tipos de cristales
con diferentes propiedades, por ejemplo el tiempo de respuesta, el
porcentaje de dopaje o la capacidad de aplicar un campo eléctrico
externo.
El efecto describe el proceso es conocido como modelo de transporte
de bandas [35]. En este modelo se asume que los cristales que presentan
este efecto tienen un porcentaje de impurezas, tanto aceptoras 𝑁𝐴
como dadoras 𝑁𝐷.
Desde un punto de vista energético, las impurezas dadoras se encuen-
tran en un nivel de energía similar como se puede ver en el diagrama
de la Fig. 1.18. Por cada impureza ionizada, hay un electrón excitado
en la banda de conducción, al número de electrones excitados se le
conoce como tasa de ionización N. Por otro lado, también hay algunas
impurezas ionizadas que son desexcitadas por la captura de un electrón
en la banda de conducción, a este número se llama tasa de desionización
𝑁 𝐼𝐷. Cuando se ilumina una zona localizada del cristal, algunas de
estas impurezas son ionizadas por la absorción de fotones y excitadas
hasta la banda de conducción.
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Fig. 1.18: Esquema del modelo de transporte de bandas que explica el efecto
fotorrefractivo.
Si se bombea un PRC con dos haces que interfieren a un ángulo 𝜃,
se forma un patrón en forma de franjas. Donde los campos eléctricos Ej
y su distribución de intensidad I(r) vienen descritos por las siguientes
ecuaciones,
𝐸𝑗 = 𝐴𝑗𝑒𝑥𝑝[𝑖(𝜔𝑡 − kj · r)], 𝑗 = 1, 2 (1.4)
𝐼 = |𝐴1|2 + |𝐴2|2 + 𝐴*1𝐴2𝑒−𝑖K·r + 𝐴1𝐴*2𝑒𝑖K·r (1.5)
siendo 𝜔 la frecuencia de los haces, k1 y k2 son sus vectores de
onda, E1 y E2 son las amplitudes y K = k1 - k2 es la periodicidad
espacial del patrón de franjas formado por la interferencia entre los dos
haces a un ángulo 𝜃. La modulación de este sistema de franjas viene
descrito por la Ec. 1.6.
𝐼(𝑟) = 𝐼0[1 + 𝑐𝑜𝑠(K · 𝑟)] (1.6)
1. INTRODUCCION 33
Esta distribución espacial de intensidad I(r) genera una densidad
de corriente eléctrica espacial j,
j = 𝑞𝑁𝜇Esc(𝑟) + 𝑘𝑏𝑇𝜇∇𝑁 (1.7)
donde el primer término a la derecha de la ecuación se le conoce
como corriente de arrastre. El segundo término es la corriente de difu-
sión. Con q la carga eléctrica del electrón, 𝜇 es el tensor de mobilidad
del electrón, Esc es el campo eléctrico de carga espacial, 𝑘𝑏T es la
constante de Boltzmann y T la temperatura.
La densidad de corriente j se anulará cuando la componente de
arrastre sea contrarrestada por la de difusión. El balance neto del
número de electrones viene dado por la densidad de carga espacial 𝜌(𝑟),
descrita en la Ec. 1.8.
𝜌(𝑟) = −𝑞(𝑁 + 𝑁𝐴 − 𝑁 𝑖𝐷) (1.8)
𝜌(𝑟) describe el número de electrones libres que hay en la banda
de conducción y es proporcional a 𝐼(𝑟) 𝜌(𝑟) ∝ 𝑐𝑜𝑠(K · 𝑟). Así 𝜌(𝑟)
es el número de cargas libres que hay en la banda de conducción 𝑁 ,
𝑁𝐴 el número de impurezas aceptoras que dejan electrones libres tras
recibir un fotón y 𝑁 𝑖𝐷 son las impurezas dadoras ionizadas que son
desexcitadas por la captura de un electrón en la banda de conducción.
A partir de 𝜌(𝑟) es fácil deducir por medio de la ecuación de Poisson,
el campo espacial de carga 𝐸𝑠𝑐 que se deriva de él,
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∇ · 𝜖Esc = 𝜌(r) (1.9)
Siendo 𝜖 la permitividad eléctrica del medio fotorrefractivo. Es im-
portante señalar que 𝐸𝑠𝑐 ∝ 𝑠𝑒𝑛(K ·𝑟) y 𝜌(𝑟) ∝ 𝑐𝑜𝑠(K ·𝑟). Esto produce
un desplazamiento de la fase entre 𝜌(𝑟) y 𝐸0 de 𝜋/2 radianes (ver la
Fig. 1.19), que es esencial para la combinación del efecto fotorrefractivo
y la mezcla de ondas, como veremos a continuación.
Finalmente, el campo espacial de carga 𝐸𝑠𝑐 induce una variación




)𝑖𝑗 = 𝑟𝑖𝑗𝑘𝐸𝑘𝑠𝑐 (1.10)
donde 𝑟𝑖𝑗𝑘 son los coeficientes electro-ópticos del cristal fotorrefrac-
tivo [58,59] y 𝐸𝑘𝑠𝑐 es el campo espacial de carga. La Fig. 1.19 resume
todos los pasos que se han explicado en el efecto fotorrefractivo, to-












Fig. 1.19: Esquema que explicar la inducción de la variación espacial del
índice de refracción en el efecto fotorrefractivo a partir de una ilu-
minación espacial periódica. La interferencia de dos haces ópticos
a un ángulo 𝜃 produce una patrón de interfranjas espacial y de
periodicidad K con una distribución de intensidad I.
A través del modelo de transporte de bandas, una densidad de
carga eléctrica 𝜌 se forma en la banda de conducción de los áto-
mos que forman el cristal fotorrefractivo, y consecuentemente, un
campo espacial de carga 𝐸𝑠𝑐 se forma con una fase adicional de
𝜋/2 radianes con respecto a 𝜌.
Finalmente, a través del efecto Pockels, se produce la variación
periódica espacial en el indice de refracción Δ𝑛 creando una red
con periodicidad K igual a la que tiene el interfranjado inicial
aplicado al PRC [3].
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Mezcla de ondas
Otro interesante efecto relacionado con el efecto fotorrefractivo es la
mezcla de ondas. Tras producirse la variación del índice de refracción n
en una parte localizada del PRC (la zona iluminada), este efecto hace
que cuando dos o cuatro haces se iluminen de manera co- o contra-
propagante, puedan interectuar entre sí permitiendo una transferencia
de energía entre ellos. En la imagen 1.20 se muestra dos ejemplos para
la configuración de dos o cuatro ondas.
a b
Fig. 1.20: Esquema muestra las dos configuraciones posibles para la mezcla
de dos (a) o cuatro (b) [35].
Este efecto permite el acoplamiento de energía para la generación
extra de luz intracavidad. Esta transferencia energética aumenta el
número de modos electromagnéticos permitidos en la cavidad, lo que
conlleva el aumento de la posibilidad de generar estructuras no lineales.
La transferencia de energía se produce por el desplazamiento de 𝜋
radianes de la carga de densidad eléctrica 𝜌(𝑟) con el campo eléctrico
especial de carga 𝐸𝑠𝑐 (ver efecto fotorrefractivo). Como veremos en la
Ec. 1.11, explicando el proceso de mezcla de ondas, este corrimiento de
fase, que denotamos como 𝜑, es el responsable del acoplamiento entre
las amplitudes de los bombeos que producen la mezcla de cuatro o dos
ondas.
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Existen diferentes tipos de configuraciones para la mezcla de ondas.
Un modo de clasificar es según el número de haces que producen el
fenómeno: pudiéndose ser dos o cuatro haces, es entonces cuando se
llaman configuración de dos o de cuatro ondas respectivamente.
Y según la frecuencia de los haces que intervienen en la fenómeno:
se habla de configuración no-degenerada cuando las frecuencias son
diferentes : 𝜔𝑖 ≠ 𝜔𝑗. Del mismo modo, cuando se conoce como confi-
guración degenerada cuando 𝜔𝑖 = 𝜔𝑗, con j=1,2 (tomando como caso
mezcla de dos ondas ).
Para entender el proceso de transferencia de energía, se va a descri-
bir usando el caso más simple: la configuración de mezcla degenerada
de dos ondas, es decir, cuando dos haces tienen la misma frecuencia
𝜔 (𝜔1 = 𝜔2). Estos haces, descritos en las Ecs.1.4 y 1.5, iluminan una
misma zona local del PRC. Si se desarrolla el modelo de transporte
de bandas del efecto fotorrefractivo, obtendremos que el indice de
refracción n en la zona iluminada es tal que,





𝑒𝑥𝑝(𝑖K · r) + 𝑐.𝑐] (1.11)
donde 𝐼0 = |𝐴1|2 + |𝐴2|2 es el término constante de la distribución
de intensidad, 𝑛0 es el término lineal del indice de refracción, 𝑐.𝑐 es el
término complejo conjugado y 𝜑 es la fase adicional de n con respecto
al patrón de intensidad I.
Para obtener el acoplamiento que hay entre ambos haces se utiliza
la ecuación de ondas (Ec. 1.12) y, usamos la aproximación de amplitud













𝐴𝑗|, 𝑗 = 1, 2 (1.13)
Con 𝛽𝑗 como la componente del eje z del vector de onda kj con j=1,
2.El resultado es la evolución espacial en el eje de propagación, en este
















Con 𝑐 como velocidad de la luz en el vacío. Estas ecuaciones indican
como hay un acoplamiento entre las amplitudes de ambos haces gracias
a la fase adicional 𝜑 que se produce entre el densidad de carga 𝜌(𝑟) y
el campo espacial de carga 𝐸𝑠𝑐 en el efecto fotorrefractivo (Fig. 1.19).
Hemos explicado el proceso más siempre de mezcla de ondas: dos
ondas co-propagantes, pero para configuraciones más complejas como
la mezcla de dos ondas co- o contra-propagantes se puede resolver con
el mismo método de cálculo [35]. Esta descripción explica como en
un material fotorrefractivo, cuando se iluminan dos o cuatro haces,
permite un acoplamiento de energía.
En la Fig. 1.21 se muestra el proceso de este acoplamiento en un
cristal fotorrefractivo utilizado en uno de los trabajos de Valencia.
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a b b
Fig. 1.21: Imagenes capturadas en intervalos de tiempo de 30 s muestran el
proceso de acoplamiento de energía en un cristal fotorrefractivo de
𝐵𝑎𝑇𝑖𝑂3. Se ha iluminado en una configuración de cuatro ondas
no degenerada, en un PRO de tipo Fabry-Perot. Los cuatro haces
están en el plano de la fotografía [3]
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Simetrías de fase y modulación Rocking
Simetrías de fase
Una de las características que tienen los patrones que aparecen
en sistemas disipativos no lineales, como los resonadores ópticos, está
relacionada con la fase permitida en éstos. Desde este punto de vista,
se pueden clasificar sistemas con invariancia de fase, que presentan
estructuras cuya fase puede tomar cualquier valor y, sistemas phase
locked,que permiten la generación de patrones con valores de fase dis-
cretizados.
En los trabajos que presentamos en esta tesis, tres de ellos han
sido realizados en la Universitat de Valéncia con el objetivo de de-
mostrar experimentalmente una técnica de modulación conocida como
Rocking. Se han utilizado sistemas ópticos que presentan invariancia
en la simetría de fase y se convierten en sistemas de fase bloqueda
(biestable), y sistemas con phase locked, en donde se cambia el número
de valores discretos de fase permitidos. En esta sección se va a explicar
los puntos clave para comprender cómo cambian las estructuras según
sus simetrías de fase y como se comportan bajo modulaciones externas
aplicadas al sistema óptico donde emergen. Además se explica en deta-
lle la teoría de modulación Rocking que se utiliza en los experimentos
realizados en Valencia [1, 3, 5].
Matemáticamente los sistemas con invariancia en fase y con phase
locked vienen descritos por modelos diferentes. Así, los sistemas inva-
riantes en fase se describen mediante un campo complejo, por lo que las
ecuaciones que describen los modelos complejos de Ginzburg-Landau
(CGLE) y de Swift-Hohenberg son los que mejor se ajustan. Entre los
sistemas phase locked, son de gran interés aquellos en los que se toman
dos valores de fase, que difieren en 𝜋 radianes. Este tipo de sistemas,
denominados biestables, se describen mediante las ecuaciones reales de
Ginzburg-Landau y de Swift-Hohenberg [60].
Los sistemas disipativos que presentan invariancia de fase se carac-
terizan por la aparición de estructuras como los vórtices [61] o las ondas
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’espirales’ [62]. Mientras que osciladores con biestabilidad soportan pa-
trones más estructurados como los dominios de fase o solitones oscuros.
En la Fig. 1.22 se muestran ejemplos de estructuras con invariancia en
fase y phase locked.
(a) (b)
(c) (d)
Fig. 1.22: Simulación de conversión de estructuras complejas con alto grado
de desorden (invariantes en fase) a estructuras reales con mayor
orden y biestabilidad en fase. La conversión se ha hecho a través
de la modulación temporal de tipo Rocking en un láser de dos
niveles. Las lineas blancas y negras corresponden a valores de
máxima y de mínima intensidad respectivamente. Como ejemplo
de estructuras complejas soportadas en sistemas con invariancia se
muestran vórtices en la fila de arriba, donde se ve la distribución
de intensidad (a) y la de fase (b). Como estructura real soportada
en sistemas con phase locked, se muestran dominios de fase: con
la distribución de intensidad en (c) y la de su fase en (d) [63].
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A través de un profundo detalle del análisis de estabilidad [64], se
puede explicar como los sistemas con invariancia de fase, tienen una
mayor sensibilidad a forzamientos externos [15, 65], pudiendo llegar
a romperse dicha simetría para fijar la fase [13, 66, 67]. Además de
los sistemas ópticos, se han estudiado este tipo de simetrías de fase
en otros sistemas no lineales como sistemas de reacción-difusión quí-
micos [68–70], en sistemas con inestabilidad Rayleigh-Bénard [71] o
Taylor-Couette [72].
Forzamiento periódico temporal
Uno de los de los forzamientos externos más utilizado en siste-
mas oscilatorios es el forzamiento periódico temporal. Este tipo de
modulación opera con frecuencias cercanas al umbral de oscilación del
sistema o múltiples entero de ésta [73–76] . El oscilador es sensible a
resonancias n:m, siendo 𝑛 y 𝑚 números enteros positivos descritos por
la relación entre la frecuencia de forzamiento 𝜔𝑒 y la frecuencia natural




(𝜔0 + 𝜈) (1.1)
donde 𝜈 es una pequeña correción de desintonía. Para este caso, la
variación lenta de la amplitud de las oscilaciones 𝐴 viene descrita por
la Ec. 1.2,
𝜕𝑡𝐴 = (𝜇 + 𝑖𝜈)𝐴 + (1 + 𝑖𝛼)∇2 − (1 + 𝑖𝛽)|𝐴|2𝐴 + 𝐹 𝑚(𝐴*)𝑛−1, (1.2)
donde 𝐹 es proporcional a la amplitud de la señal de modulación
aplicada al resonador, ∇2 = 𝜕2𝑥 − 𝜕2𝑦 y 𝜇 es el parámetro de excitación
que permite obtener el nuevo estado con simetría phase locked. La
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amplitud 𝐴 y el espacio de coordenadas (𝑥, 𝑦) son normalizados para
hacer unitarios el coeficiente de dispersión 𝛼 y el no lineal 𝛽. Donde 𝛽
es es el coeficiente no lineal de desplazamiento frecuencial [77]. Cuando
no se aplica la señal de forzamiento 𝐹 = 0, la ecuación 1.2 se reduce
a la ecuación CGLE que es la descripción universal para sistemas
oscilantes [60,77].
La señal de modulación actúa como un reloj marcando las fases
permitidas en el sistema según el tipo de resonancia n:m entre la modu-
lación y el sistema. La relación entre los valores de fase 𝜑𝑘 permitidos
viene dada por,




con 𝑘 = 1, ..., 𝑛. El forzamiento más simple y más usado se conoce
como resonancia parámetrica, donde la señal externa aplicada al reso-
nador es dos veces la frecuencia propia del sistema (n:m = 2:1 ), con
solo dos valores permitidos que difieren entre 0 y 𝜋 radianes [73, 77].
Este tipo de forzamiento solo es sensible para los sistemas oscilantes
disipativos que responden bajo los efectos de una forzamiento externo
a una frecuencia 𝜔𝑒 múltiplo de la frecuencia natural del resonador 𝜔0.
Sin embargo, hay muchos resonadores ópticos como láseres, oscila-
dores ópticos paramétricos (OPO) o PRO, que solo son sensibles a su
frecuencia natural. Para generar resonancias parámetricas en resonado-
res ópticos y convertir estructuras complejas en estructuras biestables
y reales se aplica una técnica de modulación denominada Rocking que
se ha desarrollado en el grupo de Óptica y Cuántica No Lineal en la
Universitat de València [6, 7].
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Modulación Rocking
La modulación Rocking es un tipo de forzamiento que puede con-
vertir un sistema complejo en uno real a través de una resonancia
1:1 [6, 7, 63]. Este forzamiento oscila a una frecuencia 𝜔𝑒 muy cercana
a la frecuencia natural 𝜔0 del resonador, lo que permite resonancias
1:1 sensibles en los resonadores ópticos. La novedad y unicidad de esta
modulación es que la amplitud es lentamente modulada, en tiempo o
espacio (ver Ec. 1.4 y 1.5). Esto convierte la señal de forzamiento en
una modulación a dos frecuencias tal que 𝜔𝑒 = ±Ω en el caso temporal,
o Λ = ±Λ en el caso espacial. De esta modo se genera una señal que
puede romper la simetría invariante de fase y bloquear el sistema en
dos valores de fase opuestos y separados en 𝜋 radianes.
modulación temporal 𝐹 = 𝐹0𝑐𝑜𝑠(Ω𝑡) (1.4)
modulación espacial 𝐹 = 𝐹0𝑐𝑜𝑠(Λ𝑡) (1.5)
Con 𝐹0 como la amplitud de la modulación, Ω como la frecuencia
temporal, y Λ como la frecuencia espacial. A partir de hora usaremos
la descripción para modulación temporal, siendo exactamente el mismo
proceso para la de tipo espacial. Tomando la ecuación CGLE y en
comparación con el forzamiento periódico temporal (ver Ec. 1.2), la
señal de Rocking viene descrita de la siguiente manera,
𝜕𝑡𝐴 = (𝜎 + 𝑖𝜈)𝐴 + (1 + 𝑖𝛼)∇2 − (1 + 𝑖𝛽)|𝐴|2𝐴 + 𝐹0𝑐𝑜𝑠(Ω𝑡) (1.6)
con 𝜎 = sgn (𝜇) [6]. Para visualizar mejor el efecto de forzamiento
a dos frecuencias, se va a tomar el caso más simple: hacer cero los
coeficientes de dispersión (𝛼), el desplazamiento frecuencia no lineal
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(𝛽) y la correción de la desintonía (𝜈). En este caso, la modulación
Rocking se puede ver como un oscilador mecánico, en dónde las partes
reales e imaginarias de las oscilaciones son representadas como las dos
coordenadas cartesianas q = (q1 , q2 ) de una partícula sin masa imagi-
naria bajo los efectos de una viscosidad 𝜉 y la acción de un potencial
V viene dado por la siguiente relación,
𝑉 (q) = −𝜉2𝑞
2 + 14𝑞
4 − 𝑞𝐹0𝑐𝑜𝑠(Ω𝑡) (1.7)
El potencial V tiene una forma de sombrero mexicano (Fig. 1.23),
con un máximo en el origen que corresponde a una posición no estable.
Hay un mínimo degenerado alrededor del punto máximo, en donde las
oscilaciones libres (sin forzamiento) pueden tener cualquier fase entre
0 y 2 𝜋 radianes [63].
(a) (b) (c)
Fig. 1.23: Diagrama de un potencial V con una viscosidad 𝜉 que es ’rockeado’
alrededor del eje cartesiano q2 a una frecuencia de oscilación Ω.
En el origen de coordenadas 𝑂 = (𝑞1 = 0, 𝑞2 = 0) se encuentra
un punto de inestabilidad, alredededor de ésta hay un minimo
degenerado (valle) donde se puede tomar cualquier valor de fase
entre 0 y 2𝜋 radianes. El punto negro en a) y c) muestran las dos
regiones igualmente estables y equiprobables que puede tomar el
sistema. Los dos estados están separados por 𝜋 radianes [63].
Tras aplicar la modulación Rocking al potencial 𝑉 , esté empieza a
oscilar de manera periódica alrededor de uno de los dos ejes, digamos
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q2 . Debido al movimiento periódico y oscilatorio, la partícula sin masa
tiende a ubicarse en dos regiones localizadas en el anillo que forma el
mínimo degenerado. Si la frecuencia de Rocking 𝜔𝑒 es suficientemente
rápida, el sistema no es capaz de adaptarse de manera constante a nin-
guno de los dos estados, resultando que ambos estados son permitidos
de manera equiprobable como se pueden ver en las imágenes de la Fig.
1.23.
Analizando el forzamiento Rocking descrito en la Ec. 2.11, se consi-
dera un forzamiento de este tipo cuando la amplitud de modulación A
es suficientemente ’fuerte y rápida’ con respecto a los parámetros del
oscilador disipativo al que se aplica (F=f𝜔, 𝜔 ≪ 1) [6]. Esta aproxima-
ción permite separar una escala temporal lenta 𝑡 del sistema sin forzar
y una escala más rápida 𝜏 = 𝜔𝑡. La solución al sistema ”rockeado”
(ec. 2.11) viene dado en series de 𝜔 de una forma que depende de 𝜏 :
𝐴(𝑥, 𝑦, 𝑡) = 𝐴(𝑥, 𝑦, 𝑡, 𝜏) + 𝑂(𝜔−1) tal que,
𝐴(𝑥, 𝑦, 𝑡, 𝜏) = 𝑓𝑠𝑒𝑛(𝜏) + 𝑖𝑎(𝑥, 𝑦, 𝑡) (1.8)
Tomando la ec. 2.11 y la separación en dos escalas temporales entre
la señal Rocking y el oscilador sin forzamiento, obtenemos una descrip-
ción análoga al del oscilador periódico temporal para una resonancia
2:1 [77],
𝜕𝑡𝑎 = (𝜆 + 𝑖𝜃)𝑎 + (1 + 𝑖𝛼)∇2𝑎 − (1 + 𝑖𝛽)|𝑎|2𝑎 + 𝛾𝑎* (1.9)
donde 𝛾 = 12(
𝐹0
Ω )
2 es el parámetro de Rocking. Las ecuación tie-
ne dos soluciones espaciales homogéneas, además de la trivial 𝑎=0,
𝑎 = ±|𝑎|𝑒𝑥𝑝(𝑖𝜑), con 𝜑 = 𝜈/𝛾.
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El último término de la ec. 1.9 representa una ganancia sensible a
la fase que permite el bloqueo del valor de la fase con una simetría de
fase 𝑎 y −𝑎. Por ejemplo, cuando 𝛾 = 0, es decir, no hay forzamiento
Rocking, 𝜑 corresponde a las oscilaciones libres. Sin embargo cuando
𝛾 ̸= 0, y con el término proporcional a 𝑎*, el sistema rompe su simetría
de fase tomando dos valores discretos [𝑎, 𝑎*] que están conectados por
su simetría de fase y son equivalentes.
Como comentario adicional, dentro de los dominios de fase, según
el tipo de perfil de fase que tengan, se clasifican dos tipos de dominios:
de tipo Ising y de tipo Bloch. La pared de tipo Ising se caracteriza por
que tiene una transición de fase que cambia abruptamente, en donde
la amplitud cae a cero. Por otra parte los dominios de fase de tipo
Bloch, la transión de fase es más suave y el amplitud no llega a cero en
la interfase entre los dos estados opuestos de fase [78]. En la Fig. 1.24
se muestran estos patrones simulados al aplicar diferentes señales de
forzamiento 𝐹 de tipo Rocking.
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Fig. 1.24: Dominios de fase en el caso varicional (𝛼 = 𝛽 = 𝜈 = 0) por
integración númerica de la modulación (temporal) tipo Rocking
en resonancia 1:1. En la columna de la izquierda se muestran las
distribuciones de intensidades bajo un período de Rocking prome-
diadas de 𝐴 y en la columna derecha se muestras sus fases. En la
distribución de intensidad, las lineas blancas y negras correspon-
den con el máximo y el mínimo de intensidad respectivamente. En
la fila superior se muestran una agrupación de vórtices para una
modulación Rocking nula (𝐹=0). En la fila central se muestran
paredes de tipo Bloch con 𝐹=5. En la fila de abajo aparecen
paredes de tipo Ising con 𝐹=10 [6].
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2. RESUMEN EXPERIMENTOS
Trabajo 1: Modulación espacial Rocking
Experimental demonstration of phase bistability in a
broad-area optical oscillator with injected signal
En este trabajo se presenta la demostración experimental de la mo-
dulación de tipo Rocking espacial aplicada a un oscilador fotorrefractivo
(PRO) con una configuración de mezcla de cuatro ondas no-degenerada
en una cavidad de tipo Fabry-Perot.
El objetivo es la conversión de un sistema óptico no lineal que
presenta un estado inicial de invariancia de fase, a un estado con bies-
tabilidad de fase.
En cada estado se generan unas estructuras en función del tipo de
simetría de fase que presenta el resonador. El estado natural del PRO
en configuración de cuatro ondas no-degenerada es de invariancia de
fase, por lo que emergen en su sección transversal estructuras complejas
con alto grado de desorden como los vórtices.
Con la aplicación de la modulación Rocking, como detallamos más
abajo, los vórtices pasan a ser dominios (en el caso 2D) o paredes
de fase (en el caso 1D). Los dominios de fase son estructuras más
ordenadas cuya simetría de fase permite valores discretos de la misma:
en este experimento en particular, se generan estructuras con reso-
nancia parámetrica (2:1) que permiten dos valores diferenciados en 𝜋
radianes [6, 7, 63].
El montaje experimental es un oscilador fotorrefractivo de tipo
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Fabry-Perot de 1.20 m de longitud. Se utiliza una fuente de 𝜆 = 532
nm con una polarización horizontal, que posteriormente se divide en
dos haces con polarizaciones vertical y horizontal que se propagan por
cada una de las dos cavidades virtuales. Los dos sistemas telescópicos
(𝐿1, 𝐿2 ) y (𝐿3, 𝐿4), con focales 𝑓 ′(𝐿1) = f’(𝐿4) =100 mm y f’(𝐿2)
=f’(𝐿3)=200 mm, (Fig. 2.1) forman las imágenes de los espejos con un
















Fig. 2.1: Diagrama del oscilador fotorrefractivo. Dos espejos 𝑀1 y 𝑀2 for-
man una cavidad de tipo Fabry-Perot. A través de dos sistemas
proyectores telescópicos (𝐿1 , 𝐿2 ) y (𝐿3 , 𝐿4), se forman las imá-
genes de los espejos en el centro del cristal fotorrefractivo (trazado
de rayos rojo). Variando una distancia 𝑥 los espejos (trazados de
rayos verde) se consigue una cavidad virtual de longitud 2𝑥 que
permite un número de Fresnel F alto. Los planes de Fourier FP
coinciden en los focos de ambas lentes (trazado rayos verdes).
La polarización horizontal se propaga a través de una de las dos
cavidades virtuales, la cavidad activa, que contiene el cristal fotorrefrac-
tivo y es donde se generan las estructuras no lineales. La polarización
vertical se propaga a través de la otra cavidad virtual, la cavidad pasiva,
que se utiliza como señal de control, manteniendo fija la longitud de
la cavidad real. Esta estabilización es necesaria para compensar las
fluctuaciones ambientales como cambios de temperatura o corrientes
de aire que pueden modificar la longitud del resonador en escala mi-
crométrica. Con esta configuración, evitamos la mezcla de la señal
del experimento (patrones y no linealidad) con la de la señal de con-
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trol. Como elemento activo utilizamos un cristal de titanato de bario
(𝐵𝑎𝑇𝑖𝑂3) de 4.5 × 4.5 × 8.0 𝑚𝑚3, con un tiempo de respuesta de 𝜏 ∼=
30 ms. En el resumen del trabajo tres [3] se detalla esta metodología
de estabilización de la cavidad.
La generación de estructuras se produce debido al efecto fotorrefrac-
tivo y la mezcla de cuatro ondas no-degenerada. Dos de las ondas son las
dos ondas contrapropagantes que se forman en la cavidad Fabry-Perot.
La tercera onda se consigue con un bombeo al cristal unidireccional a
un ángulo 𝛼 = 40∘ con respecto al eje 𝐶+ del PRC. La cuarta aparece
debido al acoplamiento de energía entre los otros tres haces [35]. En
la figura 2.2 se muestra la configuración del oscilador fotorrefractivo
donde se detalla la doble cavidad virtual y el bombeo inyectado en el
cristal para generar la mezcla de cuatro ondas no-degeneradas.








Fig. 2.2: Imagen del montaje experimental del oscilador óptico fotorrefrac-
tivo (PRO). Se muestra la cavidad real (Fabry-Perot) delimitada
por los espejos M1 y M2 (lineas naranjas) que forma el PRO. La
cavidad real se divide por un sistema de espejos y cubos polari-
zadores en dos secciones con polarizaciones cruzadas. La sección
marcada en rojo pasa por el cristal fotorrefractivo (PRC) y corres-
ponde a la cavidad activa y la sección marcada en verde sirve para
controlar y estabilizar la longitud de la cavidad. Se marcan con
flechas azules las lentes de los sistemas telescópicos (𝐿1, 𝐿2) y (𝐿3,
𝐿4) que forman la cavidad virtual de alto número de Fresnel en los
exrtremos del PRC. El haz de Rocking modulado espacialmente
(flecha morada) es inyectado en la intracavidad. El bombeo uni-
direccional se inyecta en el cristal a un ángulo de ∼= 40∘ (flecha
naranja) respecto al eje de la cavidad.
Como se ha explicado en la sección de Rocking, existen dos tipos
de modulaciones: espacial y temporal. En este trabajo se utiliza la
modulación de Rocking de tipo espacial para la ruptura de simetría
de fase. Se ha demostrado la efectividad de la modulación temporal
en diferentes sistemás ópticos, tanto de carácter experimental como
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teórico: por ejemplo en láseres [79,80], en VCSELs [81], en resonadores
con ruido inducido [82] u osciladores fotorrefractivos con configuración
de mezcla de dos ondas [6, 83]. La novedad y aportación original de
este trabajo reside en la demostración empírica de la efectividad de la
modulación espacial de Rocking [7, 63].
Como se ha explicado en su sección correspondiente (Simetrias de
fase y modulacion Rocking), el forzamiento de tipo Rocking consiste en
la aplicación de una señal externa con una frecuencia 𝜔 muy cercana a
la natural del sistema en el que se aplica. La amplitud de esta señal
está modulada a una frecuencia espacial Λ o temporal Ω mucho mayor
que la del sistema. En este caso, que se trabaja con una modulación
espacial, para que el Rocking sea efectivo, se necesita inyectar en la
cavidad una modulación cuya amplitud oscile a una frecuencia espacial
que permita introducir, al menos, 3 períodos dentro de cada estruc-
tura. Dado que el tamaño de un vórtice es del orden de 60-80 𝜇𝑚,
la frecuencia espacial ha de ser mayor que Λ ≥ 37.5 - 50 𝑚𝑚−1. La
forma más sencilla de generar este tipo de red binaria de fase es utilizar
interferometría, sin embargo este método es técnicamente inviable de-
bido a que el ángulo entre los haces es menor que la anchura de los haces.
Para generar la modulación espacial de tipo Rocking utilizamos un
modulador espacial de luz (SLM) como se ilustra en la Fig. 2.3. Un
haz de iluminación ancho y homogéneo, con polarización horizontal,
ilumina toda la pantalla del SLM, donde se ha codificado de manera
binaria, a través del programa de Matlab, un perfil de saltos de fase
exactos de 𝜋 radianes. Esta red binaria es enviada desde el SLM, hasta
el espejo plano-paralelo de entrada del oscilador fotorrefractivo. Desde
el espejo del PRO, a través de uno de los dos sistemas telescópicos que
forma la imagen del espejo (cavidad virtual), se forma también la ima-
gen del perfil de fase sobre la cara de entrada del cristal fotorrefractivo.










Fig. 2.3: Imagen de la implementación experimental del Rocking espacial.
Arriba a la derecha se muestra el patrón de ármonicos en el plano
de Fourier para un red binaria con un perfil de saltos de fase de
𝜋 con una frecuencia espacial Λ𝑥. El cuadro blanco representa el
tamaño de los elementos ópticos pasivos, como beam splitters y
lentes, por el que se propaga la red binaria y que pueden eliminar
armónicos de alta frecuencia. Un haz ancho es enviado al SLM de
manera homogénea para iluminar toda la pantalla. Tras codificar
la red binaria en fase con saltos exactos de 𝜋 rads, la señal se envía
desde el SLM hasta la entrada del oscilador fotorrefractivo a través
de un sistema telescópico (𝐿5 , 𝐿6) con focales f’(𝐿5) =200 mm y
f’(𝐿6) =100 mm que reduce el tamaño de la imagen, y por tanto
aumenta su frecuencia espacial.
La modulación espacial se puede variar de dos modos, lo que la
hace más flexible que la modulación temporal: por el número de pixeles
que forman un período en el SLM y por el tamaño de la ventana en
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donde se genera el perfil. El número de pixeles conlleva como limitación
técnica la discretización de los valores de frecuencias permitidas. Dado
el tamaño del pixel del SLM (PLUTO-VIS-006-A, Holoeye Photonics
AG), en nuestro caso de 8 𝜇𝑚, la frecuencia viene dada por el número
de pixeles 2n que forman un período,con n=1,...,960. Donde la máxima
frecuencia permitida por el dispositivo se obtiene cuando un período
se forma por dos pixeles, uno como valor máximo (𝜋 rads) y otro como
mínimo (0 rads).
El segundo método es la variación del tamaño de la ventana de
modulación. Ocurre cuando en el SLM, con una tamaño de pantalla
de 15.36×8.62 𝑚𝑚2, se codifica un perfil binario de fase de 30 franjas
equivalente a una frecuencia espacial Λ𝑆𝐿𝑀 = 2 𝑚𝑚−1. Un sistema
telescópico de proyección entre el SLM y el espejo del oscilador tiene
un aumento lateral de 𝑚𝑃 𝑅𝑂 = 1/4, lo que conlleva a una reducción
del tamaño del objeto codificado por el SLM y por consiguiente un
aumento en la frecuencia espacial Λ𝑃 𝑅𝑂 = 𝑚𝑃 𝑅𝑂 × Λ𝑆𝐿𝑀 (ver Fig. 2.3).
El segundo sistema telescópico, con un aumento de 𝑚𝑃 𝑅𝐶 = 2, forma
la imagen del espejo del PRO y de la red binaria formada en éste en la
cara de cristal fotorrefractivo, con una frecuencia espacial de Λ𝑃 𝑅𝐶 =
𝑚𝑃 𝑅𝐶 × Λ𝑃 𝑅𝑂.
Esta relación de aumentos conlleva a que, para una frecuencia
espacial determinada en el SLM (Λ𝑆𝐿𝑀) existan tantas frecuencias
especiales Λ𝑥 cómo planos en los que se forme la imagen de la red
binaria. En concreto, para la configuración experimental que se utiliza
hay tres planos: el plano del SLM (Λ𝑆𝐿𝑀), el del oscilador fotorrefrac-
tivo (Λ𝑃 𝑅𝑂) y el del cristal fotorrefractivo (Λ𝑃 𝑅𝐶). En la Fig. 2.4 se
muestra como varía Λ𝑥 en función del número de pixeles que se toman
en el SLM para generar el perfil de fase en los tres planos mencionados.
Se muestra como para la efectividad de la modulación, solo podemos
modular a cuatro frecuencias discretizadas Δ𝑥 = 𝑚𝑚−1.
















Fig. 2.4: Frecuencias espaciales Λ permitidas de la modulación espacial de
Rocking en función del número de ciclos generados en el SLM.
Las frecuencias espaciales están referidas a diferentes planos del
montaje experimental mediante formación de imágenes: En el SLM,
en el oscilador fotorrefractivo (PRO) y en la cara de entrada del
cristal fotorrefractivo (PRC). La linea punteada, en Δ𝑢𝑚𝑏𝑟𝑎𝑙 = 37.5
𝑚𝑚−1, separa la zona en donde el Rocking es efectivo (>Δ𝑢𝑚𝑏𝑟𝑎𝑙 )
de la zona que no lo es (<Δ𝑢𝑚𝑏𝑟𝑎𝑙).
El registro de imágenes se produce más allá de la cavidad, dos cáma-
ras CCD registran la sección transversal del cristal (campo cercano) y su
transformada de Fourier (campo lejano). El campo cercano se adquiere
a través de interferometría, para poder analizar tanto la amplitud como
la fase. En el trabajo [3] se detalla la metodología para la formación
de imagenes, de holografía y el procesamiento de estos a través de
Matlab para analizar la amplitud y la fase de las estructuras registradas.
Dos fotodetectores y diferentes dispositivos optoelectrónicos como
osciloscopios, amplificadores Lock-In, etc., estabilizan la longitud de la
cavidad real a través de la señal de la cavidad virtual. En el resúmen
del tercer trabajo [3] se explica con más detalle la metodología utilizada.
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En la Fig. 2.5 se muestra el montaje experimental completo donde
se señalan las partes más importantes como la polarización de los haces,
el oscilador fotorrefractivo o la formación de imágenes.
Fig. 2.5: Imagen del montaje experimental completo para un PRO de mezcla
de cuatro ondas no-degenerada con aplicación de la modulación
de tipo Rocking. En la parte 1 se muestra la preparación de los
haces, de donde la fuente principal se divide en diferentes haces
según su polarización [3]. En la parte 2 se encuentra el oscilador
fotorrefrativo con la cavidad real y virtual configuradas dentro del
PRO (linea blanca) mostrada en la Fig.2.2. La señal de Rocking
espacial es aplicada de manera intracavidad dentro del oscilador.
Finalmente en la parte 3 es donde se produce el registro de la
sección transversal de la cavidad, tanto en el campo cercano como
en el campo lejano. Además, en la parte 4 dos fotodetectores (para
la señal pasiva y la señal activa) recogen la luz y por un sistema
opto-electrónico se produce la estabilización de la longitud de la
cavidad.
Los resultados muestran como para el estado inicial sin la aplicación
de la modulación Rocking, el oscilador presenta invariancia en fase. En
este estado es común la aparición de vórtices que se mueven en un
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fondo iluminado de manera homogénea. Éstos tienen una dinámica
de generación, movimiento y desaparición con un tiempo de respuesta
asociados al del cristal fotorrefractivo, en nuestro caso de 𝜏 = 30 ms.
Por otro lado, cuando se inyecta la modulación Rocking, los vórtices
desaparecen y dan paso a dominios de fase, en el caso 2D, producién-
dose la ruptura de la simetría de fase. Estos dominios muestran dos
valores de fase que difieren entre si 𝜋 radianes como se puede ver en la
publicación [1]. Además, si en el estado biestable se cierra la apertura
del resonador en la dirección y (opuesta a la dirección de la modulación
Rocking) en el campo cercano del resonador se obtienen paredes de
fase como muestra las imágenes de la Fig. 2.6, con saltos de fase de 𝜋
radianes.
Estos resultados demuestran como es posible la conversión de siste-
mas disipativos complejos en sistemas reales a través de la modulación
espacial de tipo Rocking. Los datos obtenidos muestran que esta conver-
sión de fase libre en biestabilidad puede ser utilizada para aplicaciones
en el campo del procesado de la información en paralelo. Debido al
comportamiento biestable en fase que tienen estas estructuras, pueden
ser utilizadas como un sistema lógico de dos niveles.
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Fig. 2.6: Paredes de fase generadas con una modulación espacial de Rocking
Λ𝑃 𝑅𝐶 = 41 𝑚𝑚−1 aplicado al cristal fotorrefractivo. Para una
ventana de 1200 × 480 𝜇𝑚2 se muestra en la fila de arriba la
distribución de intensidad de la pared a) y un perfil de intensidad
a lo largo del eje x para un punto del eje y b). En la fila de abajo,
se muestra la distribución de fase c) y el perfil de fase a lo largo
del eje x para el mismo punto y que en el perfil de intensidad d).
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Trabajo 2: Modulación temporal Rocking
Phase Tetrastability in Parametric Oscillation
La publicación que se presenta es de carácter teórico con casos
experimentales que refuerzan el modelo propuesto. El objetivo es la
demostración de conversión de un sistema real de tipo phase lock con
dos valores discretos permitidos, en uno tetraestable (cuatro valores
de fase permitidos separados en 𝜋/2 radianes).
El montaje experimental es similar al que se ha usado para la
conversión de un sistema con invariancia de fase, en uno phase lock
con dos valores permitidos [1, 3, 5]. Se utiliza como cavidad láser un
oscilador óptico fotorrefractivo, con una configuración de Fabry-Perot
y bombeo bidireccional contrapropagante con mezcla de cuatro ondas
degenerada. El cristal fotorrefractivo (PRC) es de niobato de bario y
estroncio, SBN, con un tamaño de 5×5×5 𝑚𝑚3 . Este tipo de cristal
funciona bajo la aplicación de un campo eléctrico externo 𝐸0 mayor que
el campo espacial de carga 𝐸𝑠𝑐 producido por el efecto fotorrefractivo.
Se utiliza una fuente de 𝜆=532 nm con polarización horizontal que
se divide en dos haces con polarizaciones horizontal y vertical. El oscila-
dor fotorrefractivo la forman dos espejos plano-paralelos configurando
la cavidad real. A través de dos sistemas telescópicos se forma una
doble cavidad virtual: la cavidad real, que contiene el PRC y trabaja
con la polarización horizontal, y la cavidad pasiva, que trabaja con
la polarización vertical para mantener fija y estable la longitud de la
cavidad. El campo cercano y lejano se explora mediante un sistema
formador de imagen, en donde se registra la distribución de intensidad
en el campo lejano (plano de Fourier) y, las distribuciones de amplitud
y de fase con interferometría en campo cercano. En la Fig. 2.7 se
muestra una imagen del montaje experimental completo. Los detalles
sobre la construcción de este montaje se detallan en [3].
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Fig. 2.7: Montaje experimental del oscilador fotorrefractivo de tipo Fabry-
Perot con bombeo bidireccional. De la fuente láser 𝜆, se divide
el haz en dos polarizaciones horizontal y vertical (cuadro azul).
Ambos haces se envían al oscilador fotorrefractivo (cuadro rojo),
donde se propagan por la doble cavidad virtual. Dos haces con-
trapropagantes (elipse amarilla) con polarizaciones horizontales
bombean al PRC en sus caras de entrada y salida, ubicado en la
cavidad activa, produciendo el efecto fotorrefractivo y mezcla de 4
ondas degenerada. Finalmente un sistema formador de imágenes
con CCDs (cuadro verde) registran el campo cercano a través de
interferometría y el campo lejano (solo su distribución de intensi-
dad).
Como se explica en la publicación, para que el Rocking funcione
de manera apropiada en una configuración de mezcla de cuatro ondas
degeneradas, se necesita que la modulación sea introducida sobre uno
de los bombeos (ver Fig. 2.8). Se utiliza una modulación temporal
de tipo Rocking a través de un espejo piezo-eléctrico, que cambia el
camino óptico, y con ello la fase de la amplitud que porta
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Fig. 2.8: Diagrama del oscilador fotorrefractivo en configuración de Fabry-
Perot con un bombeo bidireccional al cristal fotorrefractivo (SBN).
El PRC está rotado un ángulo 𝛼 ∼= 52∘ con respecto a su eje
privilegiado 𝐶+. La modulación de Rocking temporal se aplica en
uno de los bombeos contrapropagantes (rocking beam 1 ) a través
de un espejo piezo-eléctrico que oscila en un movimiento de vaivén
cambiando el camino óptico y así, la fase relativa entre los dos
haces de bombeo varia en valores entre 0 y 𝜋 radianes.
Experimentalmente se encuentra que se optimiza el efecto fotorre-
fractivo cuando el cristal es rotado con respecto al eje intracavidad,
maximizando la ganancia no lineal con el eje privilegiado 𝐶+ un ángulo
𝛼 ∼= 52∘ [35]. Además, se encuentra un rango de intensidad relativa
entre los bombeos inyectados al PRC 3:1 (𝑟𝑜𝑐𝑘𝑖𝑛𝑔 : 𝑝𝑢𝑚𝑝) que maxi-
mizan la transferencia de energía de la mezcla de ondas.
Una vez ajustada la ganancia del cristal (rotación del PRC, ajuste
de haces contrapropagantes y ratio de intensidad entre bombeos, etc.),
y con una modulación de Rocking apropiada (ver más abajo), existe
un campo 𝐸0 óptimo para la generación de dominios tetraestables. En
la Fig. 2.9 se muestra el porcentaje del número de paredes de fase
que se generan en el PRO en función del campo eléctrico 𝐸0 aplicado,
optimizando el resto de parámetros.


















Fig. 2.9: Porcentaje de paredes encontradas con fases biestables y tetra-
estables que se generan en la sección transversal del oscilador
fotorrefractivo según 𝐸0. Se han medido las estruturas en una
configuración 1D (paredes de fase) para una frecuencia de Rocking
𝜔𝑒 = 30 kHz. En todo el rango de 𝐸0 aplicado existen estructuras
biestables, pero existe un régimen centrado en 𝐸0=6 𝑘𝑉/𝑐𝑚2, en
donde se generan paredes de fase tetraestables.
Los resultados obtenidos muestran como es posible la conversión de
un estado biestable que presenta dominios/paredes de fase con valores
diferenciados en 𝜋 radianes, en un estado tetra-estable que soporta el
mismo tipo de estructuras, pero con 4 valores permitidos, equidistantes
𝜋/2 entre sí. En la Fig. 2.10 se muestran 5 paredes biestables generadas
en el oscilador sin aplicación de Rocking y 5 paredes tetraestables
obtenidas mediante la modulación temporal Rocking a 𝜔𝑒 = 30 kHz
y un campo eléctrico externo 𝐸0 = 6 𝑘𝑉/𝑐𝑚2. Las imágenes se han
obtenido diafragmando en la dimensión del eje y el campo cercano
lo mínimo posible para el registro de señal y la eliminación de curvatura.











Fig. 2.10: Paredes de fase biestables (columna izquierda sin Rocking) y
tetraestables (columna derecha con Rocking) generadas en la
sección transversal de un PRO con 𝜔𝑒 = 30 kHz y 𝐸0 = 6 𝑘𝑉/𝑐𝑚2.
De arriba abajo se muestran: la distribución de intensidad (a,b),
la distribución de fase (c,d), el histograma de diferencias de fase
entre diferentes pixeles (e,f) y, el histograma de la fase (g,h). En
la columna izquierda (332 × 187 𝜇𝑚2) se muestran 5 paredes con
saltos de fase de 𝜋 rads. En la col. derecha (373 × 168 𝜇𝑚2) se
muestran 5 paredes con saltos de fase de 𝜋/2 rads obtenidos a
través de la modulación de Rocking.
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Del mismo modo, si se abre la apertura en el campo cercano, se ob-
tiene dominios de fase como estructuras reales. La Fig.2.12 se muestra
un ejemplo de estos dominios de fase tetraestable con la aplicación de
Rocking, en las mismas condiciones de 𝜔𝑒, 𝐸0 que las obtenidas en la
Fig. 2.10.
En cuanto a la efectividad del forzamiento Rocking se ha encontrado
un punto óptimo para su frecuencia 𝜔𝑒 en donde se maximiza la
generación de estructuras (dominios o paredes) tetraestables. Esta
dependencia se muestra en el histograma de la Fig. 2.11.
Fig. 2.11: Histograma muestra la coexistencia de la tetraestabilidad y la
biestabilidad en función de 𝜔𝑒, con 𝐸0=6 𝑘𝑉/𝑐𝑚2. Se ve como
existe un punto crítico para 𝜔𝑒=30 kHz, donde hay un máximo
de estructuras tetraestables. Para valores menores y mayores
disminuye la probabilidad de generación de paredes tetraestables.
Como conclusión de este trabajo, se ha demostrado de manera expe-
rimental la conversión de un sistema biestable a un sistema tetraestable
a través de la modulación temporal tipo Rocking. Las estructuras sopor-
tadas por el sistema biestable son dominios de fase/paredes de fase que
presentan diferencias de fase de 𝜋 rads. Por otro lado, para la nueva
situación obtenida, el sistema tetraestable soporta dominios o paredes
con saltos de fase de 𝜋 y de 𝜋/2 radianes. La eficiencia del Rocking está
optimizada para una frecuencia 𝜔𝑒 y para un campo eléctrico aplicado
al cristal 𝐸0, bajo unas condiciones apropiadas.











Fig. 2.12: Dominios de fase sin (columna izquierda) y con (columna derecha)
modulación temporal de Rocking que porta uno de los dos bombeos
inyectados en el cristal fotorrefracctivo, dentro del resonador
óptico, con las mismas condiciones 𝜔𝑒 y 𝐸0 que en la Fig. 2.10.
En la columna izquierda, con una ventana de 124 × 207 𝜇𝑚2, se
muestran dominios con valores de fase diferenciados en 𝜋 radianes
(biestabilidad). En la col. derecha, con una ventana de 124 × 124
𝜇𝑚2, se muestran dominios con valores de fase diferenciados en
𝜋/2 radianes (tetraestabilidad). De arriba a abajo se muestra: la
distribución de intensidad (a, b), su distribución de fase (c, d), el
histograma de diferencias de fase entre diferentes pixeles (e,f) y,
y el histograma de la fase (g,h).
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Trabajo 3: Construccción de una cavidad no
lineal
Making of a nonlinear cavity
Este trabajo, es un guía didáctica destinada a estudiantes de docto-
rado o de post-doctorado para iniciarse en el trabajo experimental de
un laboratorio de Óptica No Lineal. El documento toma como referen-
cia uno de los experimentos realizados en la Universitat de Valencia,
con un detallado resumen sobre la metodología para la construcción
de un oscilador óptico fotorrefractivo, y técnicas de procesamiento y
tratamiento de imágenes.
La publicación está divida en 6 secciones: en la primera sección
se encuentra una introducción sobre qué tipo de osciladores existen
y cuales se van a configurar y analizar. La segunda sección explica
la física del efecto fotorrefractivo. La tercera describe los diferentes
tipos de oscilador fotorrefractivo en función del tipo de bombeo: ya se
uni- o bi-direccional, y el tipo de resonador: de tipo anillo o de tipo
Fabry-Perot.
La cuarta sección describe un caso particular: uno de los traba-
jos que se han presentando en esta tesis: la conversión de un estado
invariante en fase en un estado biestable [1]. La quinta sección es la
más importante, describe en detalle como construir un PRO de tipo
Fabry-Perot con espejos plano-paralelos y bombeo unidireccional.
Un método importante de mención y que en este resumen amplia-
mos información con respecto a la publicación es la estabilización de
la cavidad real. Es un aspecto importante que permite el ajuste y
el control de forma precisa para la manipulación de estructuras no
lineales. Un oscilador no lineal suele tener fluctuaciones en su longitud
del orden del micrométrico, es de vital importancia mantener estable la
longitud si se quiere operar con estructuras que se generan y manipulan
en esa misma escala.
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En la configuración experimental que se ha utilizado en los dos
previos trabajos [1] la estabilización de la cavidad se hace mediante una
configuración opto-electrónica con dos cavidades que soportan haces
con polarizaciones lineales perpendiculares [3, 84]. La doble cavidad
está configurada mediante beam splitters y espejos plano-paralelos aco-
plados a desplazadores piezo-eléctricos. La cavidad pasiva (polarización
vertical) está modulada con una señal eléctrica constante de 𝜔 = 500
Hz a través del espejo piezo tal y como se muestra en la Fig. 2.13. La
señal óptica de la cavidad real, también modulada a esta frecuencia
𝜔, es muestreada por un fotodetector que registra la señal óptica de
la cavidad real y se envía a un osciloscopio para validar la fineza y el
ajuste de la cavidad (Fig. 2.14). Notar que sin el sistema de estabiliza-
ción activado, estos picos son inestables y se mueven constantemente







Fig. 2.13: Doble cavidad formada por la cavidad activa (linea roja) y cavidad
de control (linea verde). Ambas cavidades están separadas por
beam splitters y espejos plano-paralelos acoplados a desplazadores
piezo-eléctricos. Un haz de bombeo (flecha naranja) se inyecta
en el cristal a un ángulo 𝛼 = 40∘. El espejo piezo-eléctrico de la
cavidad pasiva es modulada con una señal 𝜔 = 500 Hz que forma
parte de la estabilización de la cavidad.
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La onda de la cavidad de control es modulada a 𝜔 = 500 Hz y
acompañada por una fase, que varía dinámicamente debido a las fluctua-
ciones, se envían a un amplificador Lock-In. Este dispositivo compara
esta señal con otra modulada a la misma frecuencia 𝜔, pero sin pasar
por la cavidad, conocida como señal de referencia. La comparación se
hace en una escala de ms, y por cada paso, se detecta de manera digital
el desajuste de la variación de la longitud de la cavidad. La respuesta,
codificada en fase, es enviada a uno de los espejos que forman la cavidad
real (PRO) que compensan la variación de la longitud. En la imagen
de la Fig. 2.15 se muestran los diferentes dispositivos opto-electrónicos
con los que se monitoriza y se genera el proceso de estabilización de la
cavidad.
La manipulación de patrones extensos, como los dominios de fase,
implica el uso de un oscilador con un número alto de Fresnel (F ≥ 1)
para aumentar el número de modos electromagnéticos permitidos en
la cavidad. Este aumento, conlleva al aumento de probabilidades de
generación de estructuras. La construcción de un oscilador de alto F,
con una longitud L del orden del cm, es técnicamente inviable, por lo
que se utilizan dos sistemas proyectores telescópicos de lentes, para
formar una cavidad virtual de la misma longitud a partir de una cavidad
real de tamaño mayor formada por espejos reales. De esta manera se
puede ajustar una longitud de cavidad virtual tan pequeña como se
quiera, llegando hasta una cavidad de autoimagen, con 𝐿𝑣𝑖𝑟𝑡𝑢𝑎𝑙 = 0, de
una manera sencilla a través del desplazamiento de los espejos de la
cavidad real.
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Fig. 2.14: Fineza de los picos de la cavidad real (a). En la fila de abajo se
muestran los modos electromagnéticos permitidos por la cavidad
real en función de su longitud: 1 modo (degenerado) para una
cavidad virtual en autoimagen, es decir cuando las imágenes
del espejo coinciden en un mismo plano b). 4 modos permitidos
cuando un espejo del oscilador se ha separado 1.63 𝜇𝑚 respecto
a su posición de inicio c). 7 permitidos modos cuando el espejo se
ha separado 3.37 𝜇𝑚 respecto a su posición de inicio d).
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a
Fig. 2.15: Dispositivos opto-electrónicos utilizados para la estabilización de
la cavidad. Una fuente de tensión alimentan los fotodetectores (1),
un osciloscopio muestrea las señales de referencia y de la cavidad
(2), un amplificador Lock-In compara ambas señales (3), un gene-
rador de frecuencias modula la señal de la cavidad virtual y la
señal de referencia a una frecuencia 𝜔 (4), dos controladores piezo-
eléctricos (5), un medidor de potencia (6) y una fuente de tensión
para aplicar un campo externo 𝐸0 a el cristal fotorrefractivo SBN
en el trabajo [5] (7).
2. RESUMEN EXPERIMENTOS 75
2. RESUMEN EXPERIMENTOS 76
Trabajo 4: Estructuras self-focusing en
fotorrefractivos
Volume integrated phase modulator based on
funnel waveguides for reconfigurable
miniaturized optical circuits
En este trabajo, llevado a cabo en la Universidad de Roma, el obje-
tivo es la generación y manipulación de estructuras de tipo self-focusing
a través de su fase en un cristal fotorrefractivo KTLN de corto tiempo
de respuesta.
El cristal fotorrefractivo es un cristal paraeléctrico de niobato tan-
talato litio potasio (KTLN) de 30 𝜇m × 30 𝜇m × 2.7 𝑚𝑚3, con un
tiempo de respuesta del orden del ns [85]. Una fuente de alto voltaje
suministra un campo eléctrico externo 𝐸0 al cristal. El PRC también se
controla a través de la temperatura T por medio de una unión Peltier,
con una precisión del 0.1∘.
El indice de refracción n del cristal es modulable bajo la combina-
ción apropiada entre 𝑇 y el 𝐸0 aplicados al mismo tiempo. Si se ilumina
una parte local del cristal con un haz 𝜆 a una temperatura superior a
la temperatura de Curie 𝑇𝑐 y un campo eléctrico 𝐸0 se puede modular
el índice de refracción 𝑛 de manera permanente imprimiendo una guía
de ondas de embudo o doble embudo (según en que posición dentro
del medio se enfoque el haz). En la Fig. 2.16 se muestra un diagrama
donde se ilustra esta modificación de n y se crea una guía de ondas.
El montaje experimental consiste en dos láseres de 𝜆1 = 532 nm y
𝜆2 = 872 nm. Ambos se propagan a través de elementos ópticos pasivos:
por ejemplo separadores de haces, lentes, etc. y son inyectados en la
cara de entrada del cristal en dos etapas diferentes y bajo diferentes
parámetros de T y 𝐸0.
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Fig. 2.16: Esquema de una guía de ondas de tipo doble embudo impresa en
un cristal fotorrefractivo con un campo eléctrico externo 𝐸0. Para
la impresión de la guía, el haz es impreso en mitad del cristal [86].
El método para escribir y leer una guía de ondas se describe en
dos fases. En la primera fase, conocida como fase de escritura, el PRC
se mantiene en fase paraeléctrica, a una temperatura 𝑇 > 𝑇𝑐, con
𝑇𝑐 = 23∘ y con un campo eléctrico externo aplicado 𝐸0. 𝜆1 se enfoca
en mitad del cristal, de manera que se propaga el haz a través del PRC
en forma de doble-embudo (Fig. 2.16).
Tras un tiempo determinado, de aproximadamente 20 min, se pro-
duce un cambio en el indice de refracción en la transversal del cristal
que es iluminado debido al efecto fotorrefractivo y la respuesta electro-
óptica en función de la temperatura. Tras disminuir T a la temperatura
ambiente (𝑇<𝑇𝑐) y quitar 𝐸0, la guía de ondas se mantiene, pudiendose
propagar otro haz (𝜆2) por esta guía sin dañarla.
En la Fig. 2.17 se muestra como varía la estructura impresa en
función del campo eléctrico aplicado 𝐸0. El mecanismo puede verse
con más detalle en los trabajos de E. del Re et al. [86–89].
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Fig. 2.17: Guía de ondas de tipo doble embudo impresa y leída en un cristal
fotorrefractivo de KTLN con un haz 𝜆1. Imagenes registradas
en la cara de salida del cristal para diferentes valores del campo
eléctrico aplicado. Cada imagen toma un valor de campo eléctrico
de: a) 3.7; b) 1.8, c) 0, d) -1.8 y e)-3.7 kV/cm.
En una segunda fase, conocida como fase de lectura, el cristal se
mantiene en una fase ferroeléctrica, a una temperatura 𝑇 < 𝑇𝐶 . Esto
implica que los dominios que se hayan generado en la fase de escritura
se conservan por un período de tiempo largo (un mes aproximada-
mente). En esta configuración, 𝜆2 se inyecta enfocando el haz en la
cara de entrada del cristal. El haz se propaga confinado en la guía de
ondas escrita en la primera fase. Como vimos en la estructura de tipo
self-focusing, este haz puede enfocarse y enfocarse a lo largo del PRC
en función del campo eléctrico 𝐸0 [90].
Para el registro y análisis de la estructura en amplitud y en fase, se
utiliza holografía. 𝜆2 se divide en dos haces: uno de ellos actúa como
haz objeto, propagándose sobre la guía de ondas impresa previamente
en el cristal, denominado en el experimento como focused beam (FB).
El otro haz, conocido como background beam (BB), actúa como haz de
referencia y es ensanchado de manera homogénea. Más allá del cristal
2. RESUMEN EXPERIMENTOS 79
fotorrefractivo una cámara CCD y elementos ópticos pasivos (lente
y separadores de haces) forman la imagen de la estructura FB desde
la cara de salida del cristal. Ambos haces, FB y BB son detectados
por diferentes sensores opto-electrónicos para tener un control de sus
potencias y longitudes de onda.
Los resultados muestran como se obtiene una estructura de fase
de tipo self-defocusing para valores de campo eléctrico positivos y
altos (Fig. 2.17.a y .b), mientras que se obtiene una estructura de tipo
self-defocusing para valores negativos y altos (Fig. 2.17.d y .e). Además,
obtenemos en un rango amplio del 𝐸0 para valores positivos, que existe
una modulación de la fase de la estructura que es independiente de la
intensidad. Este último resultado puede considerar el experimento como
un modulador de fase electro-óptico de rápido tiempo de respuesta (del
orden del 𝑛𝑠).
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Trabajo 5: Estructuras biestables modulables en
fase
Step-like response for digital optics throught the
electro-optic control of localized bistability in
broad-area VCSELS
Este experimento ha sido llevado a cabo en estancia realizada en la
Universitat de La Sapienza, en Roma. El próposito de este trabajo es
la demostración y la manipulación experimental de estructuras locali-
zadas (LSs) en un VCSEL de área ancha (200 𝜇m) que son excitadas a
través de la inyección de una estructura de tipo self-focusing modulable
en fase.
El montaje experimental se divide en dos partes, en donde la pri-
mera parte es similiar a otro de los trabajos realizados en esta tesis [2].
Esta primera parte del montaje se usa para la generación de estruc-
turas de tipo self-focusing, denominadas focused beams FBs. Un haz
de 𝜆1 = 872 nm ilumina una zona local de un cristal fotorrefractivo
de de niobato tantalato litio potasio (KTLN) de 30 𝜇m × 30 𝜇m ×
2.7 𝑚𝑚3. Con una metodología determinada, se modifica de manera
local el índice de refracción 𝑛 a través de un campo eléctrico externo
𝐸0. Este cambio Δ𝑛 actúa como una guía de ondas dentro del cristal
que sirve como medio de propagación para generar una estructura FB.
Además, un campo eléctrico 𝐸0 aplicado al PRC es capaz de modular
el grado de focalización del FB en la cara de salida del cristal. El FB es
enviada desde la cara de salida del PRC hasta la superficie del VCSEL.
La segunda parte del montaje experimental está formada por un
láser de tipo VCSEL de área ancha, de unos 200 𝜇𝑚, donde se inyectan
los FB desde la cara de salida del cristal por medio de formación
de imagenes. Para la generación de las estructuras localizadas (LSs)
alrededor de las FB inyectadas, se necesita ajustar algunos parámetros
típicos del VCSEL: por ejemplo la temperatura 𝑇 e intensidad 𝐼. La
generación de LSs es posible cuando en el VCSEL, a una T y a una I
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determinada, se forma una zona caliente, denominada hot spots, con
la inyección de un haz homogéneo 𝜆1 igual que FB [91]. La Fig. 2.18
ilustra estos comportamientos.
a b
Fig. 2.18: Imágenes experimentales de la superficie de un VCSEL emitiendo
a una temperatura T = 26.43∘ e I = 128.06 mA. La imagen a)
muestra el VCSEL cuando se inyecta el BB formando un hot spot
(zona circular de mayor iluminación) que estimula la generación
de estructuras localizadas. La imagen b) muestra la estructura
FB inyectada dentro del hot spot.
a b
Fig. 2.19: Estructuras localizadas generadas en la superficie de un VCSEL
emitiendo a una temperatura T = 26.43∘ e I = 128.06 mA. Se
inyecta el BB en la superficie del VCSEL, para estimular la zona
caliente que permite la excitación de la LS y, dentro del VCSEL el
FB. El FB es modulable en fase a través de 𝐸0 aplicado al cristal
fotorrefractivo. La imagen a) muestra la estructura localizada
encendida con 𝐸𝑂𝑁 = 3.09 kV/cm., y la imagen b) muestra la
misma estructura apagada con 𝐸𝑂𝐹 𝐹 = 2.7 kV/cm.
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La estructura FB procedente del cristal fotorrefractivo es enviada
dentro de la hot spot, la cual excita la estructura localizada muy cerca
del FB (del orden de 35 𝜇𝑚). La reflexión de la superficie del VCSEL es
registrada a través de un sistema formación de imagen, en una cámara
CCD donde se explora todo el área del VCSEL.
Los resultados muestran cómo a través de un barrido de la fase
del FB [2], hay un comportamiento de biestabilidad en la estructura
localizada emergente. Se demuestra como la estructura es capaz de
tomar valores máximos y mínimos de intensidad para varios valores
de 𝐸0, incluso dentro del régimen de modulación de fase, sin pasar
por valores intermedios. Este comportamiento resulta como un sistema
lógico de dos niveles: ON y OFF (Fig. 2.19).
Además, como novedad respecto a otros trabajos con generación
de estructuras en VCSEL es que, en este experimento se han generado
estructuras localizadas a través de un diseño electro-óptico modulable
en fase y con un corto tiempo de respuesta (ns) [92, 93].
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3. CONCLUSIONES
Esta tesis doctoral ha sido escrita como un compendio de artículos,
con un total de cinco artículos. Los trabajos realizados están enmarca-
dos dentro del campo de la Óptica No Lineal. Se han llevado a cabo
experimentos sobre el estudio, el análisis y la manipulación de estruc-
turas ópticas a través de su fase en osciladores ópticos fotorrefractivos
y en cristales fotorrefractivos en propagación libre.
Los resultados obtenidos en los diferentes trabajos, con un carácter
experimental, pueden extrapolarse a aplicaciones en el campo de la
opto-electrónica, por ejemplo: el procesamiento y almacenamiento de
información, la seguridad y encriptación, o dispositivos de modulación.
La ventaja de este tipo de aplicaciones con respecto a las que existen
en el mercado actualmente, como en la electrónica, es el rápido tiempo
de respuesta que se puede alcanzar (del orden de 𝑛𝑠) y la posibilidad
de integrar y miniaturizar en dispositivos en la escala nanométrica.
Tres de los cinco trabajos presentados en esta tesis, se han realizado
en la Universitat de València. Los experimentos se han llevado a cabo
en un oscilador óptico fotorrefractivo en configuración de mezcla de 4
ondas, tanto degenerada como no degenerada, de tipo Fabry-Perot con
un doble objetivo. El primero es la demostración experimental de la
conversión de un oscilador disipativo complejo con invariancia de fase
en un sistema real con phase lock y dos valores permitidos (configura-
ción conocida como resonancia paramétrica 2:1 ). El segundo objetivo
es la conversión de un sistema disipativo real que permite dos valores
de fase (sistema que presenta biestabilidad), en otro real con cuatro
valores de fase permitidos (tetraestable). En ambos experimentos la
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conversión se ha realizado a través de la modulación de tipo Rocking,
tanto espacial como temporal.
Los resultados obtenidos muestran como es posible el cambio de
estructura según la simetría de fase que tienen los estados a través
de la aplicación de la modulación Rocking. Se ha demostrado la ge-
neración de estructuras con fase biestable (dominios de fase) a partir
de un estado con invariancia de fase, que presenta vórtices mediante
la aplicación de la modulación espacial. En el otro experimento, se
han generado estructuras tetraestables a partir de un estado biestable,
donde en ambos estados aparecen dominios de fase, pero en el estado
biestable los dominios tienen valores de fase que difieren en 𝜋 radianes,
mientras que en el estado tetraestable difieren en 𝜋/2 radianes.
La novedad de estos trabajos se encuentra en la unicidad y efectivi-
dad de la modulación, tanto espacial como temporal, de tipo Rocking.
El conocimiento y desarrollo que se ha adquirido sobre la manipulación
y generación de este tipo de estructuras, puede suponer una continua-
ción de este tipo de trabajos en otros osciladores o sistemas ópticos.
Este resultado es potencialmente útil para el campo del procesamiento
de información en paralelo, donde se puede utilizar la fase relativa
entre estructuras como una característica para operar de manera lógica
(AND, OR, NOR). Esta investigación es ampliable para el control y la
manipulación de estas estructuras para generarlas, moverlas o eliminar-
las en diferentes sistemas ópticos o diferentes materiales no lineales [94].
Los otros dos trabajos recopilados se han realizado durante la estan-
cia breve en la Universidad de Roma. El objetivo es la manipulación
en fase de estructuras de tipo self-focusing propagadas a lo largo de
en un cristal fotorrefractivo cuando se inyecta un haz por una guía
de ondas impresas cambiando su indice de refracción. El resultado se
interpreta como una estructura que puede ser modulada en fase, de
manera electro-óptica bajo la aplicación de un campo eléctrico en el
cristal fotorrefractivo.Como último experimento realizado en Roma, se
ha generado estructuras localizadas en láseres de tipo VCSEL a través
de la inyección de las estructuras tipo self-focusing generadas en un
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PRC.
Estos trabajos se pueden desarrollar como un modulador de fase
electro-óptico dentro del campo de la opto-electrónica que permite
la integrabilidad, miniaturización y un corto tiempo de respuesta. Se
propone la posibilidad de continuar con esta linea experimental con
otros materiales fotorrefractivos, o con otro efecto no lineal, o anali-
zando la interacción entre diferentes estructuras FB según su posición
y distancia [86, 89]. La innovación de este trabajo reside en alcanzar
tiempos de respuesta del orden del 𝜇𝑠, debido al tiempo de respuesta
del VCSEL (menor que la del cristal y por tanto limitante del sistema),





This Ph.D dissertation has been written as a compendium of arti-
cles, with a total of five publications. The jobs performed are located in
the Non-linear Optics. They consist in the study, the analysis and the
manipulation of optical structures through its phase in photorefractive
optical oscillators (PROs) and in photorefractive crystals (PRCs) in
free propagation.
The results obtained in these different jobs, with a strong experi-
mental charge, can be associated to others different applications in
the field of Opto-electronic, for example: Processing and storing of
information, security and encryption or devices of modulation.
The advantage of these kind of tools against the ones that there
are in the market today, as in the Electronics field, is the fast response
time that optical devices can get (order of 𝑛𝑠) and the possibility of
integration and miniaturization in nanometric scale.
Three of the five jobs presented in this Ph.D dissertation have been
carried out in the Universitá de València. The experiments have been
performed in photorefractive oscillators with a Fabry-Perot cavity, in
a four wave mixing, both generated ando no-generated configuration.
They have two main objectives: the first one is the experimental de-
monstration of conversion of a complex dissipative oscillator with phase
invariance in a real one with phase lock (just two phase values allowed).
The second objective is the conversion of a real system (phase lock)
with two phase values allowed, so-called bi-stable system, to another
real system with four values allowed, so-called tetra-stable system. In
both experiments, the conversion is possible thanks to the application
of a optical modulations known as Rocking.
The results show how is it possible to change structures in fun-
ction of the phase symmetry of the system through the application
of Rocking modulation. Generation of bi-stable structures have been
demonstrated from phase invariance structures as vortices via spatial
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optical modulation. On the other hand, a four-phase system has been
generated from a two-phase system. Both states can support phase
domains, but in the bi-stable system the domains are separated by 𝜋
radians, meanwhile in the four-phase system, domains are divided by
𝜋 and 𝜋/2 radians.
The innovation of these jobs is the uniqueness and the effectiveness
of the optical modulation of Rocking, both spatial and temporal. The
knowledge and development acquired about manipulation and gene-
ration of these kind of structures can be used as support to carry on
experiments in similar works, in other optical systems or with different
nonlinear effects. The results obtained is potentially useful in Parallel
Process of Information where the relative phase among structures can
be used in order to operate logically (AND, NOR or OR functions).
This research can be extended for the control of structures generation,
movement and removal in other different optical systems [94].
The other two jobs presented has been carried out during the
four-months internship in the University of Rome. The goal is the
phase manipulation of the self-focusing structures propagated along
photorefractive crystal, when a beam is injected in a waveguide printed
in the PRC in a previous step. The result can be considered as an
electro-optical structure modulable in phase under the application
of an external electrical field. The second experiment performed in
Rome consisted in the excitation of localized structures in a broad-area
VCSEL through the injection of the previous self-focusing structures
generated in the PRC.
Both jobs can be developed as an electro-optical phase modulator,
in the Opto-electronic field that allows the integrability, miniaturization
and short response time. It proposes the carrying on with the research
line using other kind of photorefractive crystal, non linear effect or
the analyzing of interaction between the localized structures [86,89].
The innovation is the fast response time, in the order of 𝜇𝑠 due to the
VCSEL, which is the limiting one. The other novelty is the two-level
structure behavior that pattern shows. It can be useful in Information
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Processing, taking an analogous role to conventional electronic system.
4. ANEXO: COMPENDIO DE
PUBLICACIONES
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Experimental demonstration of phase bistability in a broad-area optical
oscillator with injected signal
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We demonstrate experimentally that a broad-area laserlike optical oscillator (a nondegenerate photorefractive
oscillator) with structured injected signal displays two-phase patterns. The technique [de Valcárcel and Staliunas,
Phys. Rev. Lett. 105, 054101 (2010)] consists in spatially modulating the injection, so that its phase alternates
periodically between two opposite values, i.e., differing by π .
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I. INTRODUCTION
Bistability is a crucial mechanism for optical information
encoding and processing. When speaking of bistability one
usually thinks of intensity bistability, i.e., the stable coexis-
tence of two states of unequal field intensity, like the high
and low transmission states of (so-called) optical bistability
[1,2] or the on and off states of optical fiber solitons [3,4]
or cavity solitons [5–11]. There is, however, an alternative
type of bistability, namely phase bistability, in which two
coexisting stable states of equal intensity but opposite phase
are supported by the system. Phase bistability occurs in special
nonlinear optical cavities, like synchronously pumped optical
parametric oscillators [12]. Phase-bistable states are usually
more symmetric than amplitude-bistable states, and it would
be desirable for optical information processing if lasers could
display such phase bistability.
The first work in that direction was proposed in Ref. [13]
and demonstrated in a laserlike system (specifically, a pho-
torefractive oscillator under nondegenerate wave mixing) in
Ref. [14]: If in a laser with injected signal the phase of driving
field alternates periodically in time between two opposite
values (differing by π ) at a sufficiently high repetition rate,
the phase of the slave laser can lock to one of two possible
values, with both states having the same intensity. Such
driving technique was termed rocking because, in a mechanical
analogy, that kind of injection tilts periodically (i.e., rocks) the
laser potential between two extreme positions [13,15,16]. Note
that the phase of the emitted signal does not lock necessarily to
either of the injections, say 0 and π , but rather to some values in
between, which depend on the detuning between the injection
and the cavity [13,16]. The laser emission, simply speaking,
avoids the action of the alternating injection, i.e., avoids the
locations in phase space that are maximally affected by the
alternating injection, and consequently moves to the most
quiet locations. From a dynamical viewpoint such rocking
is similiar to the stabilization of the topside position of the
pendulum when the hanging point is vibrated in vertical
direction (Kapitza pendulum).
This kind of rocking is, however, problematic in solid-state
and semiconductor lasers, the so-called class-B lasers, because
*Corresponding author: ruben.martinez-lorente@uv.es
the relaxation oscillations characterizing those lasers limit
the performance of rocking [15]. Consequently the initial
concept of rocking in time was extended to rocking in space
by considering the injection alternating in transverse space
[17,18]. The first proposal [17] consisted of injecting a TEM10
mode (displaying two opposite phases at the two mode lobes)
into a low Fresnel number laser, capable of emitting only on
one, the lowest order, transverse mode. According to Ref. [17],
the phase of the slave laser locks to one among two possible
(and opposite) values, which was successfully demonstrated
in a laserlike oscillator [18]. The concept was further extended
to broad-area lasers [19], in which many transverse modes
(a continuum of modes) play a role; it was predicted that
under injection of a (monochromatic) beam displaying a spatial
alternation of its phase between two opposite values across its
cross section, the emission of the slave laser displays phase
bistability. In this case, due to the spatially extended nature
of the system, different parts of the slave laser beam cross
section can take different phase values (among those special
two), and phase patterns are predicted to appear, opening
the way in particular to phase-bistable cavity solitons [19].
Similar to the rocking in time, where the injection must vary
sufficiently rapidly as compared to the characteristic time scale
of the system (the cavity lifetime), here in spatial rocking
the injection must vary on a sufficiently small space scale as
compared with the characteristic spatial scale of the system
(diffraction length) [19]. Here we demonstrate experimentally
the feasibility of this mechanism by using a photorefractive
oscillator (PRO).
II. EXPERIMENT
PROs are optical cavities containing a photorefractive
crystal, which is pumped by laser beams that do not resonate
inside the cavity (e.g., because they are tilted with respect to
the cavity axis) [20–22]. Under appropriate conditions (mainly
crystal orientation and pump alignment) an intracavity light
field starts oscillating via efficient wave mixing. PROs are
highly versatile systems for the study of nonlinear dynamics
as different wave mixings (two vs four waves, or degenerate
vs nondegenerate) can be tuned by using different resonators
(ring or linear) and pumping geometries (one pump or two
counterpropagating pumps). In particular when the cavity is
linear and a single pump is used, the oscillation occurs due
1050-2947/2015/92(5)/053858(4) 053858-1 ©2015 American Physical Society
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FIG. 1. (Color online) Sketch of the photorefractive oscillator
with injected signal (rocking). Two mirrors form the resonator, which
contains a BaTiO3 crystal of 4.5 × 4.5 × 8.0 mm3. SLM: spatial light
modulator. T1, T2, T3: telescopic systems.
to a nondegenerate four-wave mixing (NDFWM) process,
and the phase of the self-generated light is free, as in a
free-running laser. However, the similarities between lasers
and NDFWM PROs go far beyond that phase invariance: The
PROs are laserlike systems also from a nonlinear dynamics
viewpoint [23]. In particular, NDFWM PROs have been proven
successful for the study of universal out-of-equilibrium pattern
formation scenarios of phase-invariant systems, such as vortex
arrays and different traveling wave patterns [24]. In order
to allow for pattern formation in the experiment, the cavity
Fresnel number is made very large by two telescopic systems
that image the cavity mirrors close to the photorefractive
BaTiO3 crystal (nearly self-imaging resonator [25]); see Fig. 1.
We inject a rocking beam along the cavity axis, whose phase is
tailored by means of a spatial light modulator (SLM). The SLM
(PLUTO-VIS-006-A, Holoeye Photonics AG) is electrically
addressed and controlled by a computer in order to give sharp
π -phase jumps across the beam cross section. The rocking
beam, the pumping beam, and other auxiliary beams (for
cavity length active stabilization and interferometry) all come
from the same frequency-doubled Nd:YAG laser at 532 nm
(Verdi V5, Coherent Inc.). For details about the setup, the
cavity-stabilization procedure, the interferometry, and the data
processing, see Ref. [26].
Owing to the small SLM pixel pitch (8 μm), large diffrac-
tion is observed on the reflected beam in such a way that
only the first two spatial harmonics enter efficiently into the
cavity. The injection has then a sinusoidal variation across
the resonator transverse section, alternating periodically its
sign (phase). This means that when the SLM is operated so
that the phase changes by π every three pixel rows (as is
the case in the figures we show next), the effective rocking
beam profile at the SLM has the form cos (2πx/SLM), with
SLM = 6 × 8 μm being the spatial period. A telescope T1
images the SLM plane onto the entrance cavity mirror, which
in turn is imaged close to the crystal by the left intracavity
telescope T2 with total lateral magnification of 0.5×; hence
the effective rocking beam profile at the crystal has the form
cos (2πx/C), with the transverse period C = cos(15◦)× 24
μm = 23.2 μm approximately. Here we took into account the
tilt of the SLM with respect to the cavity axis.
III. EXPERIMENTAL RESULTS AND DISCUSSIONS
Without injection our PRO is a phase-invariant system (any
value of the phase is possible) which, because of its large
FIG. 2. (Color online) Optical vortex array forming sponta-
neously in the free-running PRO. Amplitude (a) and phase (b)
maps of the field at the nonlinear crystal. Spatial dimensions:
1440 μm (horizontal)× 900 μm (vertical). A three-dimensional (3D)
representation of the phase around one of these optical vortices is
shown in the inset in panel (b), with spatial dimensions 360 μm ×
450 μm; a clear 2π rotation of the phase is appreciated.
Fresnel number, leads to the spontaneous formation of optical
vortices [27,28], as shown in Fig. 2. These phase singularities
are characterized by a smooth rotation of the field phase by
2π on a closed loop around a core, a point of null intensity.
On the contrary, when spatial rocking is applied, the phase
invariance gets broken and just two (opposite) phases are
preferred. In this case vortices are replaced by one-dimensional
objects, so-called phase domain walls (DWs) [29,30], which
separate spatial domains of opposite phase (Fig. 3). The
total light field is the superposition of the rocking beam and
the beam generated by the PRO. As the latter has small
spatial frequencies (small divergence angle) as compared to
the former, both contributions are well separated from each
other in the far field [19]. In fact, the high spatial frequency
FIG. 3. (Color online) Two-dimensional (2D) phase domains
formed by the action of spatial rocking. The spatial period of the
rocking beam is C = 23.2 μm (not seen in the images). The
spatial dimensions of all subfigures are 1056 μm × 1266 μm. The
interferogram (a) exhibits horizontal fringes, which are shifted in
the central domain by half a period with respect to its surroundings,
indicating a π jump of the phase. (b) Amplitude map. (c) Phase map.
(d) Different phase profiles around the vertical cut marked by a black
vertical arrow in panel (c), evidencing π jumps across the phase
domain boundary.
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FIG. 4. (Color online) Study of the chirality of a straight domain
wall. Spatial dimensions: 900 μm × 480 μm. The spatial period of
the rocking beam is C = 23.2 μm (not visible in the image). The
central image shows the phase map of the wall. The left column shows
different phase (red [gray] dashed line) and amplitude (black dashed
line) profiles along the horizontal axis, displaying +π or −π jumps
in phase, depending on the region. The right column shows abrupt π
jumps and their respective amplitude profiles, observed at three Néel
points present in the wall.
of the rocking beam (around 23.2 μm−1) does not appear in
the figures we show here as diffraction outside the cavity
filters out the large-angle components of the rocking beam.
Domain walls can be such that the phase abruptly jumps by
π across the boundary (Ising wall) or displays a relatively
smooth variation (Bloch wall), with that terminology coming
from solid-state physics [30]. The phase variation across a
Bloch wall can be increasing or decreasing; i.e., the phase
angle can rotate clockwise or counterclockwise across the wall,
which means that Bloch walls are chiral [29,30] [see Fig. 3(d)].
Although we demonstrate the existence of DWs induced by
spatial rocking (see Fig. 3), the curvature of DWs can induce
an additional dynamics, which should be removed in order to
separate the effects. Thus special efforts are taken to ensure a
quasi-one-dimensional regime in the transverse plane [29] in
order to avoid that influence of DW curvature in the observed
dynamics [31,32]. Quasi-one-dimensionality is achieved by
placing slits inside the nonlinear cavity, at the Fourier planes
of telescopes T2 and T3 (see Fig. 1). The width of the slits is
adjusted to the size of the diffraction spot in these planes. In
this way, waves with large inclinations are not compatible with
the diffraction constraints of the cavity. We also use another
pair of slits in the near field, i.e., close to the cavity mirrors
(MIRROR in Fig. 1), which allows us to select specific parts of
the nonlinear crystal, e.g., particularly homogeneous regions
of the crystal (see Fig. 4). In quasi-one-dimensional systems
the interface separating phase domains can display positive
chirality in a particular segment and negative chirality in the
adjacent one, as shown in Fig. 4. By continuity, between the
sections of Bloch walls with opposite chirality, a point of
null chirality (a kind of Ising wall) appears. This point is a
kind of bound vortex, which is the nonequilibrium analog of a
Néel point in solid-state physics [33]. Usually nonequilibrium
Bloch walls move according to their chirality [29,30], so that
opposite-chirality walls move in opposite directions. When
two Bloch walls with opposite chirality are separated by a Néel
point, such as in Fig. 4, such motion generically leads to the
emergence of spiral waves with center at the (static) Néel point
[33,34]. In our case such effect has not been observed, due to
two different causes: (i) the dynamics of the system is very
slow (in previous experiments on the Ising-Bloch transition
in PROs the velocity of the Bloch walls was measured to
be on the order of 1 μm/s [29]) and we did not perform
long-time observations, and (ii) the quasi-1D geometry affects
the possible wall motion because walls ending at a boundary
are not free to move but are always perpendicular to it [35].
IV. CONCLUSIONS
In this work we have given experimental evidence of
phase bistability appearing in a large-Fresnel-number laserlike
system submitted to spatial rocking. This agrees with previous
theoretical work [19]. The large Fresnel number of the
cavity allows the formation of phase patterns, which take the
form of domain walls due to phase bistability imposed by
spatial rocking. Such phase-bistable spatial structures can be
efficiently written, erased, and moved across the transverse
section of the system, as has been demonstrated in temporal
rocking [35,36]. The reported theoretical results thus indicate
that the recent predictions on the excitation of cavity solitons
by spatial rocking in broad-area semiconductors, lasers [37],
and vertical surface emission lasers [38] open the way to
other types of optical information processing in semiconductor
microlasers [5–7], based on phase-bistable cavity solitons.
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The periodic modulation of an oscillator’s frequency can lead to so-called parametric oscillations at half 
the driving frequency, which display bistability between two states whose phases differ by p. Such phase-
locking bistability is at the root of the extraordinary importance of parametric oscillation (and 
amplification) both in fundamental and applied scenarios. Here we put forward a universal method for 
exciting tetrastability in parametrically-driven systems, which consists in modulating the amplitude of the 
parametric drive in such a way that its sign alternates periodically in time. This way, multistability can 
emerge between four states whose phases differ by a multiple of p/2. We prove theoretically the validity 
of the method, both analytically and numerically, and demonstrate it experimentally in an optical oscillator. 
The method could be relevant to the fields of pattern formation, (quantum) information processing and 
simulation, metrology and sensing. 
 
PACS numbers: 05.45.a, 05.65.+b, 47.54. r  
Introduction.—The familiar image of a child on a swing 
extending and bending rhythmically their legs is probably 
the humbler example of parametric driving, which consists 
in the periodic modulation of an oscillator’s frequency [1-
4]. When the frequency of such modulation (call it 2𝜔#) 
and the oscillator’s bare frequency (𝜔$) are in a ratio close 
to 2:1 (hence 𝜔# ≈ 𝜔$), a so-called parametric resonance 
happens which, above a threshold, leads to oscillations at 
the subharmonic frequency 𝜔#. Such oscillations are 
bistable between two phases that differ by p while, below 
threshold, phase-sensitive (modulo p) signal amplification 
is observed around the frequency 𝜔#. This phase sensitivity 
is easily understood since the system must be invariant 
under a shift in time by the modulation period (equal to 
𝜋 𝜔#), hence any two oscillatory states of equal amplitude 
but whose phases differ by 𝜋 must be equivalent. 
Parametric oscillation and amplification are observed in 
very diverse systems, like mechanical/ electromechanical 
oscillators [5-12], optomechanical cavities [13], granular 
materials [14], colloidal suspensions [15], fluids [1,4,16-
18], Josephson-junction superconducting circuits [19-21], 
nonlinear optical cavities [22-33], or Bose-Einstein 
condensates [34-36], to cite some of them. An analogous 
effect (hence dubbed parametric) occurs as well in 
degenerate four-wave mixing (FWM) [37,38]: when two 
strong waves (of frequencies 𝜔±) pump a third-order 
nonlinear medium, phase-sensitive (modulo p) effects 
occur at the mean frequency 𝜔$ = 𝜔) + 𝜔+ 2 [39-41]; 
this parametric FWM process is produced also when the 
pumps have equal frequencies [42-49], in which case all 
four waves are frequency-degenerate and differ in e.g. their 
propagation directions. 
The phase sensitivity of parametric systems is at the root 
of their relevance in modern applications. On one hand 
phase-sensitive amplification allows the control over 
quantum noise, leading to squeezed, entangled, and other 
quantum states [13,22-24], with their use in sensing, 
metrology, quantum information, quantum computing and 
quantum communication [20,25-29]. On the other hand, 
phase bistability of oscillations allows binary information 
coding and processing [9,10], including spatially extended 
[47-49] systems; it also mimics the physics of spin-½ 
systems, which allows implementing simulators for 
complex optimization problems, like quantum annealers 
and coherent Ising machines [11,30-33]; see [50] for a 
review. In passing it’s worth mentioning the role that the 
parametric instability (also called Faraday instability) has 
on the generation of supercontinuum and of mode-locked 
radiation [51-54], and on 𝒫𝒯-symmetry physics [55].  
In this Letter we show that phase tetrastability can be 
excited in parametrically-driven systems just by 
(additionally) modulating periodically the drive amplitude, 
i.e. using a drive of the form 𝜆 𝑡 cos 2𝜔#𝑡 , with 
𝜆 𝑡 + 𝑇 = 𝜆 𝑡 . The only requirements for the amplitude 
𝜆 𝑡  being: (i) its modulation period must verify 𝛾+5 ≫
𝑇 ≫ 2𝜋 𝜔# being 𝛾 the system’s linear damping, and (ii) 
its one-period average, 𝜆 𝑡 , must be null hence its sign 
must alternate periodically. There are many ways to realize 
experimentally condition (ii), a simple one being 𝜆 𝑡 =
𝜆$ cos 2𝜋 𝑡 𝑇 , up to an arbitrary (and dynamically 
unimportant) phase. Note that this modulation in fact 
corresponds to a two-tone driving with two close 
frequencies, namely 2𝜔# ± 2𝜋 𝑇, both close to the second 
harmonic of the oscillator’s bare frequency 𝜔$. 
The present proposal gets inspiration from previous 
studies on the effect that such a modulation (dubbed 
rocking [56]) has on the usual resonant, direct driving of 
oscillators at a frequency close to 𝜔$ (1:1 direct resonance) 
[56-59]. It has been shown that the rocking modulation, 
when relatively fast as compared to the characteristic 
damping time of the system, transforms the originally 
phase-monostable system into a phase-bistable one [56-
59]. An extended discussion of the physics behind this 
transformation can be found in [56,59]. 
We study the effects of the proposed driving method in 
two nonlinear models, and finally we give experimental 
evidence of phase tetrastability in an optical oscillator. 
Duffing-type oscillator model—First, we consider a 
well-established model for a parametrically-driven 
mechanical resonator [12,60], namely 
 
 𝑥 	+ 	𝜔$9 1	 + 	𝜆 𝑡 cos 2𝜔#𝑡 𝑥 
																						+2𝛾𝑥	+	𝛼𝑥<	+	𝜂𝑥9𝑥 	= 	0, (1) 
where x is the oscillator displacement, dots denote 
differentiation with respect to time t, g is the linear damping 
coefficient, denoted by Γ 2 in [12] (g = 𝜔$ 2𝑄, with Q 
the resonator quality factor), and finally a and h are the 
coefficients of nonlinear dispersion (Duffing type) and 
dissipation, respectively. In [12], l is a constant as usual in 
classic parametric driving, while here we assume the form 
𝜆 𝑡 = 𝜆$ cos 2𝜋 𝑡 𝑇 . We consider the values [12] 
𝜔$ 2𝜋 = 325 Hz, Q = 1.8 × 10
3, a = 2.45 × 1010 m–2 s–2, 
and h = 6.8 × 106 m–2 s–1. 
In first place we prove analytically that Eq. (1) displays 
phase-tetrastable oscillations for appropriate values of the 
parametric drive parameters. We use a standard multiple-
scale analysis [61-64], which relies on the existence of 
disparate time scales in a dynamical system. In our case 
𝜔# ≈ 𝜔$ ≫ 𝛾, while the characteristic time scale of the 
nonlinearities is comparable to the linear damping.  In 
usual parametric driving (l constant), l = 𝑂 𝛾 𝜔$ , 
implying that it acts on the same time scale as the rest of 
terms (but the restoring force) [3,63,64]. Here such scaling 
for l must be modified because the modulation amplitude 
is time dependent, on the scale of the modulation period T. 
We find that the sought-for phase tetrastability requires l 
= 𝑂 𝛾 𝜔$  and 𝜔$ ≫ 𝑇+5 ≫ 𝛾, which is typical of 
rocking [56,59]. Finally, we define a normalized detuning 
as 𝜃 = 𝜔# − 𝜔$ 𝛾 and assume 𝜃 = 𝑂 1 , i.e. nearly-
resonant driving. Following the standard methods [61-64], 
an equation for the displacement x is obtained: 
 
𝑥 𝑡 = 𝐴 𝑡 𝑒+iHIJ + 𝑐. 𝑐. +	𝑂 𝜀9 , (2a) 
𝐴 𝑡 = 𝑒N J Re𝜓 𝑡 + i𝑒+N J Im𝜓 𝑡 𝑒+iT U, (2b) 
 
where 𝐴 = 𝑂 𝜀 , 𝜀 ≡ 𝛾 𝜔$, 𝐿 𝑡 = 𝜉 sin 2𝜋𝑡 𝑇 , 𝜉 ≡
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In this case 𝜒i = 𝐼$ 𝑘𝜉 , with 𝐼n a modified Bessel 
function of the first kind. Note that 𝐴 𝑡  is a slowly-
varying complex amplitude, as 𝐿 𝑡  and 𝜓 𝑡  so are: they 
vary respectively on the scales 𝑇~𝜀𝜔$+5, and 𝛾+5~𝜀9𝜔$+5. 
The term proportional to 𝜓∗< in Eq. (3a) is responsible 
for the sought-for phase tetrastability, as it imposes the 
discrete phase symmetry 𝑆U: 𝜓 𝑡 ↦ 𝜓 𝑡 𝑒iT/9. This effect 
requires α ≠	0, i.e. a nonlinear dispersion (Duffing type 
oscillator), while the nonlinear dissipation, governed by h, 
is unimportant for that. The steady states of Eq. (3) 
correspond to phase-locked oscillating states at the 
frequency 𝜔# according to Eq. (2a) and they should be 
tetrastable according to our analysis. 
 
              
 
FIG. 1. Phase tetrastability. Four numerical solutions of Eq. (1), with 
𝜆 𝑡 = 𝜆$ cos 2𝜋 𝑡 𝑇 , which differ only in their initial conditions. We 
show a complex-plane representation of the amplitude 𝐴]vw given by Eq. 
(4a). Parameters are [12]: 𝜔$ 2𝜋 = 325 Hz, g = 1.14 s–1, a = 2.45 × 1010 
m–2 s–2, and h = 6.8 × 106 m–2 s–1. As for the driving, 𝜔# 2𝜋 = 326.14 Hz, 
𝜆$ = 0.0335, and T = 31 ms. 
 
We have confirmed this prediction by numerically 
integrating the original Eq. (1) under a variety of 
conditions, finding that phase tetrastability is a generic, 
non-critical phenomenon. As an example, Fig. 1 gives 
evidence of four stable solutions of Eq. (1) corresponding 
to the same parameter set, which just differ in their phase 
by multiples of 𝜋/2. The plot represents an approximation 
to the amplitude 𝐴, which we call 𝐴]vw and define as 
 
𝐴]vw 𝑡 ≡ 𝑒i HIJ)x 𝑥 𝑡 + i 𝑥 𝑡 𝜔# , (4a) 
 
being 𝜑 an arbitrary phase (in an experiment, the 
exponential must be synchronized with the drive). 
Substituting Eq. (2a) into (4a) and taking into account the 
slowly-varying character of 𝐴 𝑡 , we get 𝐴]vw 𝑡 ≈
𝑒ix𝐴 𝑡 . We can further perform an average over one 
period of the modulation T, obtaining 
 
𝜓]vw 𝑡 ≡ 𝐴]vw 𝑡 ≈ 𝜒5𝑒i x+T U 𝜓 𝑡 , (4b) 
 
where we used Eq. (2b) and 𝜓 𝑡 ≈ 𝜓 𝑡 . Note that the 
effect of 𝜑 is just a rotation on the complex plane. 
Nonlinear Schrödinger-type model—Next, we consider 
a universal model for parametrically-excited weakly-
nonlinear dispersive waves. Expressing the oscillatory 
state as 𝐴 𝑟, 𝑡 𝑒+iHIJ + c.c, and the drive as 𝜆 𝑡 𝑒+i9HIJ +
c.c., the model can be written as 
 
𝛾+5𝜕J𝐴 = −𝐴 + 𝜆 𝑡 𝐴∗ + i𝑠 𝐴 9 − 𝜃 𝐴 + i∇9𝐴, (5) 
 
which is a nonlinear Schrödinger equation, generalized to 
include, apart from damping, the effect of parametric gain 
in an explicit way: the term 𝜆 𝑡 𝐴∗ breaks the continuous 
phase symmetry of free oscillations down to the discrete 
one 𝑆9: 𝐴 ↦ 𝑒iT𝐴, leading to phase bistability. 
Parameter 𝑠 = ±1, and accounts for the type of 
dispersive nonlinearity: self-focusing/weakening (𝑠 = +1) 
or defocusing/hardening (𝑠 = −1) as in the oscillator 
model (1), while s is introduced in front of the detuning 𝜃 
parameter for convenience, 𝜃 ≡ −𝑠 𝜔# − 𝜔$ 𝛾. Finally, 
the Laplacian operator ∇9 has the suitable dimensionality 
fitting the problem geometry (usually 1D or 2D). All 
quantities in Eq. (5) are dimensionless but time: the 
amplitude A has been normalized as to make equal to s the 
nonlinear dispersion coefficient [equivalent to a in Eq. (1)] 
which otherwise would appear multiplying the nonlinear 
term, and space has been normalized to the characteristic 
dispersion/diffraction length. 
Equation (5) is used for studying both extended and 
localized waves (solitons, breathers and the like) in a huge 
variety of parametrically pumped systems, including 
micro- and nano-electromechanical systems [66], fluids 
[17,18,67], chains of coupled pendula [6,68] or Josephson 
junctions [69] (via sine-Gordon equation [70-72]), 
ferromagnets [69], and optical systems [73-76]. We have 
not included nonlinear dissipation, neither wavenumber-
dependent loss in Eq. (5) as that’s a pretty usual scenario, 
see [77] and because we want to keep the presentation 
simple enough. In any case we have checked that those 
processes are not essential for the phase tetrastability 
phenomenon, like in the previous case of the mechanical 
oscillator model (1). 
In order to give more generality to our study, now we 
consider any periodic parametric-drive amplitude, i.e. not 
necessarily harmonic, whose one-period average, 𝜆 𝑡 , is 
null. We keep considering the limit where parametric drive 
is stronger than, and acts on a faster time scale than, 
dissipation and nonlinearity, but slower than the base 
frequency 𝜔#. This allows a standard multiple-scale 
analysis similar to the previous one, but instead we give 
here an alternative, simpler treatment leading to the same 
results. We write 𝜆 𝑡 = 𝜀+5𝑚 𝑡 𝑇 , where 𝜀 ≡ 𝛾𝑇 ≪ 1, 
and m is of order unity. In that limit, the leading-order 
approximation to Eq. (1) reads 𝜕J𝐴 = 𝛾𝜆 𝑡 𝐴∗, which has 
solutions 𝐴 𝑟, 𝑡 = 𝑈 𝑟 𝑒N J + i𝑉 𝑟 𝑒+N J , where 𝑈 and 
𝑉 are constant in time, 𝐿 𝑡 ≡ 𝛾 𝜆 𝑡 d𝑡, and we choose 
𝐿 = 0. The expected main effect of the other, smaller 
terms in Eq. (5) is to introduce "slow" time variations on 𝑈 
and 𝑉 [78], hence we write 𝐴 𝑟, 𝑡 = 𝑈 𝑟, 𝑡 𝑒N J +
i𝑉 𝑟, 𝑡 𝑒+N J + 𝒪 𝜀 , substitute into Eq. (5), and assume 
that 𝑈 and 𝑉 do not vary appreciably along one period. This 
way a closed equation for 𝜓 𝑟, 𝑡 ≡ 𝑈 𝑟, 𝑡 + i𝑉 𝑟, 𝑡  






𝜓 = − 1 + i𝑠𝜒9𝜃 𝜓 + i𝜒9∇9𝜓 + i𝑠𝜅 𝜓 9𝜓 +
𝜇𝜓∗< . (6) 
 
Here 𝜒i ≡ 𝑒iN J , 𝜅 ≡ gk 3𝜒U + 1 , and 𝜇 ≡
kg
kg
, as in 
Eq. (3b).  In order to arrive to Eq. (6) we assumed 𝜒+i =
𝜒i, which is a common case and in particular that of sine- 





Equation (6) coincides with Eq. (3a) in the case where 
the original models match each other. The spatially-
uniform steady states of Eq. (6) represent the phase-locked 
uniform oscillations of the system and can be written as 
𝜓 = 𝜌 𝜅 𝑒i, with 𝜌 and 𝜙 real constants. The 
“intensity” 𝜌 = 𝜂9𝜃 ± 𝜇9 1 + 𝜂99𝜃9 − 1 1 − 𝜇9 , 
and the phase is given by 𝑒Ui = 𝜂9𝜃 − 𝜌 + i𝑠 𝛾𝜌 , 
which leads to four values of 𝜙 separated by multiples of 

. The existence of these solutions requires 𝜃 > 0, and a 
minimum value of  𝜇$𝑇. The “intensity” 𝜌 displays two 
branches, and it’s simple to show via standard linear 
stability analysis that the lower one is unstable while the 
upper one is always stable. These solutions never become 
null, what means that they do not connect with the trivial 
solution 𝜓 = 0 of Eq. (6), which is always stable as in Eq. 
(3a); in other words, we are in presence of a kind of non-
equilibrium first-order transition. 
 Experiment.—In order to give unmistakably evidence 
of the proposed parametric driving method, next we report 
our results obtained with a photorefractive oscillator (PRO) 
in a degenerate FWM configuration. Two counter-
propagating beams coming from a single-line laser (Verdi 
V5, 532 nm) pump a photorefractive strontium-barium-
niobate (SBN) crystal contained in a Fabry-Perot cavity. 
The pump beams form an angle with respect to the cavity 
axis and thus are not resonated. Above a given threshold 
(mainly controlled by the crystal orientation with respect 
to the pump beams) a fraction of the pumps is scattered 
towards the cavity axis, giving rise to degenerate FWM 
emission, characterized by the bistability between two 
phases separated by p [47-49,79-81]. A detailed account of 
the experimental geometry can be found in [79,80]. In 
order to implement the proposed periodic modulation of 
the parametric gain, one of the pump beams was reflected 
by a piezo-mirror before impinging the photorefractive 
crystal. The piezo-mirror was driven by a function 
generator and we used a square-wave modulation, finely 
adjusted in order for the separation between the extreme 
mirror positions to be exactly half a wavelength, 
corresponding to a phase jump of p, i.e. to a pure change 
of sign of the amplitude of that beam. As a consequence, 
the FWM parametric gain has a pure sign modulation [57], 
corresponding to the square-wave case analyzed in the 
study of Eq. (5). The light leaving the PRO was mixed with 
a reference beam coming from the same pumping laser in 
order to perform interferometric measurements leading to 
the detection of the amplitude and phase of the signal 
[57,80]. 
 
FIG. 2. Phase-bistable behavior in a PRO experiment. (a) is the image of 
the intensity measured in a 70´70 pixel section beam, showing domains. 
(b) is its phase profile where is clear that the domains have only two 
possible phases as we can see in (c), the phase histogram of the above 
section. 
 
As we are using a spatially extended system 
(technically, it’s a high Fresnel-number optical resonator) 
different regions can oscillate somehow independently.  In 
particular, in the absence of modulation phase bistability is 
known to occur, so that different patches of the beam cross 
section can oscillate in either of the two allowed phases 
[47-49,80,81]. Figure 2 shows an example of such phase-
bistable behavior. When the modulation of the parametric 
gain is turned on we observe situations like those shown in 
Fig. 3: four phases emerge in the system, which differ by 
multiples of p/2. 
 
Conclusions and outlook.—We have demonstrated the 
emergence of phase tetrastability in parametric oscillators, 
due to the modulation of the driving amplitude. An 
analogous effect in known to occur in the 4:1 resonance of 
nonlinear systems close to a Hopf bifurcation [82-88]. In 
such case the modulation of a parameter at a frequency four 
times larger than the natural frequency of oscillations is 
needed. As well as a sufficiently strong nonlinearity is 
needed for the 4:1 forcing be effective, a case that is not 
always met; for instance, in the optical domain, such 
possibility is remote. On the other hand, we are exploiting 
the usual 2:1 parametric resonance, which is known to be 
the strongest one, thus favoring the observation of the 
phase tetrastability. We hope that the phenomena put 
forward in this Letter can be applied to (quantum) 
information processing and simulation, metrology and 
sensing. Work in those directions will be the object of 
future research.  
 
FIG. 3. Phase tetrastability behavior in the Fig. 2 PRO experiment forcing 
with a 30 Hz rocking in the bidirectional pump. As in Fig 2, (a) is the 
image of the intensity measured in a 45´45 pixel beam section. (b) is its 
phase profile where now the domains have four possible phases as we can 
see in (c), the phase histogram. In (d) we show the phase difference 
histogram between different pixels in a exponencial scale axis. 
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In	 the	 article	 we	 explain	 in	 detail	 how	 to	 build	 a	 photorefractive	 oscillator	 (PRO),	 which	 is	 a	 laser-
pumped	 nonlinear	 optical	 cavity	 containing	 a	 photorefractive	 crystal.	 The	 specific	 PRO	 whose	
construction	 we	 describe	 systematically,	 is	 based	 on	 a	 Fabry-Perot	 optical	 cavity	 working	 in	 a	 non-
degenerate	 four	wave-mixing	 configuration.	 This	 particular	 PRO	has	 the	 property	 that	 the	 generated	
beam	exhibits	 laser-like	phase	 invariance	 and,	 as	 an	 application,	we	 show	how	a	 suitably	modulated	
injected	beam	converts	the	output	field	from	phase-invariant	into	phase-bistable.	While	the	emphasis	is	
made	on	the	making	of	the	experimental	device	and	on	the	way	measurements	are	implemented,	some	







construcción	 es	 descrita	 paso	 a	 paso,	 está	 basado	 en	una	 cavidad	 óptica	 lineal	 (tipo	 Fabry-	 Perot)	
funcionando	 en	 una	 configuración	 de	mezcla	 no	 degenerada	 de	 cuatro	 ondas.	 Este	 PRO	 particular	
tiene	 la	 propiedad	 de	 que	 el	 haz	 generado	 exhibe	 emisión	 laser	 con	 invariancia	 de	 fase	 y,	 como	
aplicación,	mostramos	 cómo	 un	 haz	 inyectado	 y	modulado	 adecuadamente	 convierte	 el	 campo	 de	
salida	con	invariancia	de	fase	en	uno	con	biestabilidad	de	fase.	Aunque	se	ha	hecho	énfasis	en	cómo	
configurar	el	dispositivo	experimental	y	en	cómo	realizar	las	medidas,	se	incluye	una	introducción	al	
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experimental	 device.	 As	 this	 essential	 knowledge	 is	 considered,	 somehow,	 as	 a	 sort	 of	 common	
knowledge,	 an	inexperienced	researcher	willing	to	implement	in	the	lab	an	experimental	device	will	
hardly	 find	 enough	 details	 in	 the	 research	 literature,	 these	 details	 being	 actually	 transmitted	
personally	 to	 the	 beginner	 by	 their	 more	 experienced	 colleagues.	 Certainly,	 building	 and	 tuning	
details	 do	 not	 use	 to	 involve	 new	 knowledge,	 which	 justifies	 passing	 quickly	 through	 them	 in	
published	reports	in	order	to	concentrate	on	the	specific	goal	of	the	research.	However,	it	would	be	
useful,	 especially	 for	 researchers	who	are	novel	 in	 a	particular	 experimental	 field,	 to	have	at	hand	
primers	where	at	least	some	of	“the	things	that	are	never	explained”	could	be	found.	This	could	also	
be	 inspiring	 for	 the	 design	 of	 experiments	 aimed	 at	 teaching	 in	 undergraduate	 levels.	 This	 is	 the	
context	of	 the	article	 in	which:	 (i)	we	explain	 in	 full	detail	how	to	build	a	particular	optical	device,	
namely	 a	 photorefractive	 oscillator,	 and	 (ii)	 how	 to	 make	 experiments	 on	 nonlinear	 pattern	
formation	with	it.	
A	photorefractive	oscillator	 (PRO)	 [1]	 is	 a	 special	 type	of	nonlinear	optical	 cavity	 [2,	3],	 a	 term	used	 to	
generically	refer	to	optical	resonators	that	contain	a	nonlinear	medium	(a	material	exhibiting	some	kind	
of	 nonlinear	 optical	 response);	 in	 the	 case	 of	 the	 PRO	 the	 nonlinear	 medium	 being	 a	 photorefractive	
crystal	(PRC)	[6,	7].	Some	PROs	find	applications	in	phase	conjugation	or	gyroscope,	among	many	others	
[6,	7].	However,	our	interest	is	not	on	the	applicability	of	the	device:	We	are	interested	in	the	study	of	the	
PRO	 as	 a	 nonlinear	 optical	 cavity,	 i.e.,	we	 use	 it	 as	 an	 experimental	model	of	 such	 cavities.	 One	 of	 their	
characteristics	 that	 is	 more	 appealing	 for	 us	 is	 the	 usually	 slow	 response	 time	 of	 PRCs	 (ranging	 from	
tenths	 of	 µs	 to	 tenths	 of	 s),	 which	 has	 the	 advantage	 that	 no	 fast	 electronics	 is	 necessary	 for	 the	
ÓPTICA PURA Y APLICADA. www.sedoptica.es 
 




needed	 for	 research	 in	 nonlinear	 patterns	 as	 compared	 to	 other	 nonlinear	 optical	 cavities	 containing	
faster	material	media	such	as,	e.g.,	semiconductors.	
As	 stated,	 for	 us	 PROs	 are	 just	 a	 useful	 model	 for	 the	 study	 of	 some	 aspects	 of	 nonlinear	 optical	








this	article,	but	the	making	of	 the	device	 itself.	 If	we	think	that	describing	the	building	of	 the	setup	
could	 be	 of	 interest	 to	 others	 is	 because,	 in	 essence,	 we	 are	 just	 mounting	 an	 optical	 cavity	 and	
running	 an	 optical	 experiment.	 This	 means	 aligning	 mirrors	 and	 lenses,	 controlling	 polarizations,	
injecting	 laser	 beams,	 making	 interferograms,	 stabilizing	 the	 cavity	 length,	 etc.,	 activities	 that	 are	
common	to	most	optical	laboratories	irrespective	from	the	specific	research	carried	out	in	them.	
After	stating	the	aim	of	the	article,	the	rest	of	it	organizes	as	follows.	In	Section	II,	we	briefly	review	
the	 physics	 of	 the	 photorefractive	 effect,	 and	 in	 Section	 III	 we	 make	 a	 general	 description	 of	 the	
different	types	of	PROs	depending	on	the	type	of	cavity		(ring	vs.	linear)	and	the	modality	of	pumping	
(unidirectional	vs.	bidirectional).	We	pay	attention	to	the	main	feature	we	are	interested	in,	namely	
the	phase	properties	of	 the	output	 field	 (phase	 invariant	vs.	phase	bistable).	Section	 IV	 is	 the	most	




length	 could	 be	 precisely	 tuned,	 which	 we	 solve	 with	 a	 double-cavity	 technique	 and	 an	 active	
stabilization	mechanism.	Moreover,	as	we	are	interested	in	having	a	very	short	effective	length	in	the	











The	 photorefractive	 effect	 is	 a	 nonlinear	 phenomenon	 that	 occurs	 in	 some	 non-	 centrosymmetric	





Even	 if	 it	 brings	 some	 similarity	with	 the	 optical	Kerr	 effect,	 the	 photorefractive	 response	 is	 quite	
different	 and	 more	 complex	 because	 charge	 transport	 processes	 and	 interband	 transitions	 are	
involved	in	it	 [4–7].	Let	us	be	somewhat	more	concrete.	In	the	Kerr	effect	the	refraction	index	has	the	
form	n	=	n0	+	n2I	(n0	is	the	linear	refraction	index,	I	is	the	light	intensity,	and	n2	is	the	nonlinear	index	that	
can	 be	 positive	 or	 negative),	 a	 phenomenon	 that	 appears	 in	 centrosymmetric	 nonlinear	media	 [5].	 The	
photorefractive	 effect,	 contrarily,	 appears	 in	 non-centrosymmetric	 media.	 As	 it	 also	 manifests	 as	 a	
dependence	of	 the	refraction	 index	on	the	 incident	 fields	(a	more	complicated	one	than	that	of	 the	Kerr	
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effect,	 see	below),	 two-	and	 four-wave	nonlinear	mixing	can	occur	 in	photorefractive	media	similarly	as	
they	do	in	Kerr	media.	






to	 be	 added	 to	 the	 PRC	 with	 the	 purpose	 of	 helping	 diffusion	 in	 moving	 the	 charges.)	 Then,	 the	
inhomogeneous	 light	 distribution	 creates	 a	 spatial	 separation	 of	 charges	 that	 move	 escaping	 from	




bright	 regions	 that	 alternate	with	dark	ones,	 and	charge	mobility	favors	charge	accumulation	in	dark	 regions	so	that	a	spatial	
charge	distribution	ρ	appears.	 The	electro-optic	effect	translates	the	space	charge	field	Esc	into	a	spatial	variation	of	the	refractive	





Let	 us	 be	 a	 little	more	 specific.	 Consider	a	 photorefractive	medium	illuminated	by	 the	 light	field	
	 𝑬 𝒓, 𝑡 = 𝒆 𝐴( 𝑧 𝑒+((𝒌.𝒓/0.1)345,6 ;	 (1)	
with	e	a	unitary	polarization	vector,	Aj(z)	the	slowly	varying	amplitude	of	the	beams	propagating	along	the	
photorefractive	 crystal;	 kj	 and	 ωj	 are	 the	 wavevectors	 and	 frequency	 of	 the	 amplitude	 components	




where	 𝑟(3;	 are	the	components	of	 the	electro-optic	 tensor	(summation	 over	 k=x,y,z	 is	assumed),	and	
𝐸=>,;	is	the	 k-th	 component	 of	 the	 space–charge	 field	 inside	 the	 medium,	 which	 for	 diffusive	 type	
photorefractive	crystals	(i.e.,	without	 additional	 electric	bias)	 is	given	 by	 [4]	
	 𝑬=> = 𝑅𝑒 𝐸=>𝑒/(𝑲∙𝒓 𝒖F;	 (3a)	
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with	 uK	 a	 unitary	 along	 the	 intensity	 grating	 vector	 𝑲 = 𝒌5 − 𝒌6.	 Εd	 and	 Εq	 above	 are	 the	 so-called	
diffusion	 and	 saturation	 fields,	 which	 are	 characteristic	 of	 the	 particular	 photorefractive	 crystal.	 The	
above	expression	reveals	the	dependence	on	the	complex	field	amplitudes,	and	the	“i”	factor	in	𝐸=> 	reflects	
the	dephasing	of	the	intensity	grating	with	respective	to	the	refractive	index	grating,	by	π/2.	
In	 short,	 when	 two	 light	 beams	 illuminate	 the	 diffusive	 PRC	 this	 is	 well	 characterized	 as	 having	 an	
effective	refractive	index	neff	of	the	form	




TS 9+ T9 9
𝑒(𝑲𝒓 + 𝑐. 𝑐;	 (4)	
with	n0	the	refractive	index	in	the	absence	of	illumination	and	n1	proportional	to	the	space-charge	field	𝐸=> .	
When	more	than	two	light	beams	interfere,	as	in	four	wave	mixing	(FWM)	processes,	more	index	gratings	





our	 case	 the	 PRC	 is	 a	 4.5x4.5x8mm3	 BaTiO3	 crystal,	 and	 the	 fields	 must	 be	 polarized	 on	 the	 plane	
containing	the	crystal	c-axis,	as	well	as	the	two	beams	must	form	an	angle	of	δ=45°	and	α=8°	with	respect	

















Fig.2.	(a)	In	the	two-wave	mixing	(TWM)	 configuration	two	beams	with	 the	 same	polarization	 impinge	 on	one	of	 the	faces	of	the	
photorefractive	crystal.	A	wide	cone	of	emission	appears	within	of	a	certain	solid	angle,	a	phenomenon	called	beam	 fanning	(see	




The	classification	can	be	made	attending	 to	 the	 type	of	optical	 cavity:	 ring	cavities,	 in	which	 the	cavity	
modes	are	traveling	waves,	and	 linear	cavities	(or	Fabry-Perot	type	cavities)	 in	 which	the	cavity	modes	
are	standing	waves.	However,	the	truly	relevant	fact	from	the	 nonlinear	dynamics	viewpoint	is	whether	
the	wave	mixing	occurring	inside	the	resonator	is	degenerate	 or	non-degenerate.	In	the	former	case	the	




beam	 are	 efficiently	 transferred	 to	 the	 cavity	mode.	 Of	 course,	 this	 occurs	 for	 particular	 pumping	 and	
signal	modes	directions,	which	 forces	 the	 signal	 beam	 to	be	 in	only	one	of	 the	 two	 possible	 intracavity	
counter-propagating	 traveling	 wave	modes.	This	 two–wave	mixing	process	 leaves	the	 signal	mode	 (the	




If	 the	 crystal	 is	 bi-directionally	 pumped,	 see	 Fig.	3(b),	 it	 is	 a	 four-wave	 mixing	 (FWM)	 process	 that	
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two	 counter-propagating	waves	 do	 not	 need	 to	 have	 any	 spatial	 relation	among	 them.	The	process	 is	
again	 phase	invariant.	
In	 contrast	 with	 ring	 cavities,	 in	 linear	 cavities	 two-wave	mixing	 is	 impossible	 as	 the	 cavity	 imposes	
that	 the	 signal	field	be	 necessarily	 bidirectional	 (it	 is	 a	 standing	wave),	 hence	 the	 nonlinear	process	 is	
FWM.	There	are	 two	possibilities:	that	the	cavity	be	pumped	by	 a	single	pumping	beam,	as	in	Fig.	3(c),	or	
by	two	counter-propagating	pumping	beams,	Fig.	 	3(d).	 It	 turns	out	that	 in	the	former	the	 interaction	 is	
non-degenerate	while	it	 is	degenerate	in	the	latter.	The	degeneracy	of	the	latter	case	occurs	because	the	
phases	of	two	of	the	waves	 (the	pumping	beams)	are	fixed,	and	the	linear	 cavity	locks	the	phases	of	the	

















































Consider	first	a	single	mode	PRO,	 i.e.,	 the	 intracavity	field	 is	on	 just	one	of	 the	 resonator	modes.	 (This	
depends	 on	 the	 resonator	 geometry,	 but	 is	 easy	 to	 control	with	 an	 intracavity	 iris).	What	 one	would	
observe	 is	 that	 when	 the	 PRO	 is	 phase	 invariant	 the	 phase	 of	 this	 mode	 diffuses	 with	 time,	 while	 it	
remains	locked	to	the	pump	field	phase	when	it	is	not	phase	 invariant.	The	phase	locking	can	be	mono-
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injection),	 or	 can	 multi-stable,	 in	 particular	 bistable,	 as	 we	 have	 commented	 that	 occurs	 in	 the	
degenerate	FWM	process.	Then,	when	 the	system	is	phase	bistable,	in	different	runs	 one	would	observe	
that	the	signal	phase	takes	the	value	φ,	or	the	value	φ+ π	 in	different	runs.	The	difference	is	much	more	
dramatic	when	extended	patterns	 form	in	 multimode	resonators,	as	 the	type	of	patterns	that	 form	 are	
completely	different.	
About	 patterns	 [2,	 3,	 8,	 9],	 when	 the	 number	 of	 transverse	modes	 sustained	 by	 the	 oscillator	 is	 very	
small,	 the	 complexity	 of	 the	 intensity	 distribution	 (in	 the	 plane	 transverse	 to	 the	 light	 propagation	
direction)	is	small	too.	 But	when	there	is	a	very	large	number	of	modes,	or	better	a	continuum	of	modes,	







different	 fields	 (chemistry,	 biology,	 other	 physical	 systems)	 [8,	 9].	 This	 is	 why	 pattern	 formation	 is	
frequently	 said	 to	 be	 a	 universal	 phenomenon,	 in	 the	 sense	 that	 the	 mechanisms	 that	 lead	 to	 the	
appearance	and	selection	of	the	patters	are	very	general	and	weakly	dependent	on	the	particular	system.	
A	particularly	appealing	type	of	 nonlinear	pattern	are	localized	structures,	such	as	vortices,	cavity	solitons,	
domain	 walls,	 etc.	 These	 type	 of	 structures	 consist	 in	 intensity	 variations	 that	 are	 local	 and	 that	 are	
independent	from	 other	distant	localized	structures.	When	they	can	 be	excited/erased	without	affecting	
neighboring	 structures,	 they	 are	 known	 as	 cavity	 solitons,	 which	 have	 potential	 applications	 for	
information	processing	[14–16].	








	 	 	 	 	 	 		 	 	 (a)	Intensity	profile	of	a	vortex	 	 	 	 (b)	Phase	profile	of	a	vortex	
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Contrarily,	when	only	 two	 (opposite)	 phase	values	are	possible,	 localized	structures	are	 the	borders	of	
domains	with	different	phase,	 these	borders	being	called	domain	walls,	which	 were	first	 studied	 in	 the	
context	of	ferromagnetism.	
The	 domain	walls	 have	 chirality	 as	 the	 π	 phase	accumulation	across	them	can	occur	by	increasing	or	by	
decreasing	the	phase.	In	2D,	 the	domain	walls	can	close	on	themselves,	 hence	separating	an	inner	region	




end	 cavity	mirror,	and	when	 it	 is	 large	 it	means	 that	 a	 large	number	 of	 transverse	modes	 can	oscillate	
(notice	that	 an	intracavity	iris	can	easily	change	the	 Fresnel	number).	Moreover,	in	order	to	deal	with	an	
as	 ideal	 as	 possible	 system,	 it	 is	 highly	 recommended	 that	 the	 cavity	has	plane	 mirrors,	 as	 in	 this	 case	
there	is	a	continuum	of	degenerate	transverse	modes	having	the	 same	frequency.	
The	experiment	we	will	describe	consists	 in	 the	demonstration	of	the	so–called	rocking	mechanism	[19-
21].	 Rocking	 consists	 in	 the	 injection	 on	 the	 system	 under	 study	 of	 a	 signal	 having	 (only)	 amplitude	






5.	Building the nonlinear cavity		
The	 PRO	we	 build	 is	 a	 Fabry-Perot	 type	 cavity	with	 plane	mirrors	 and	 short	 effective	 cavity	 length	 in	
order	to	guarantee	a	 large	enough	Fresnel	number.	In	principle,	one	 could	think	of	making	a	very	short	
cavity	with	large	plane	mirrors	placed	very	close	to	the	crystal	facets.	However,	the	length	would	still	be	
limited	to	 a	 minimum	 (the	 crystal	 length,	 at	 least)	 and	the	device	would	not	be	easy	to	handle	 because	
of	lack	of	space.	In	spite	of	this,	we	build	a	 large	cavity	(120	cm	long	in	our	case)	 that	contains	imaging	
forming	systems	 (telescopes)	inside	the	resonator	that	image	the	 cavity	mirrors	on	the	crystal	facets,	or	
wherever.	In	fact,	such	 a	 cavity	 can	have	 a	 null	 effective	 length	or	even	 a	 negative	 effective	 length,	 and	









for	 keeping	the	patterns	reasonably	steady	because	some	 of	the	characteristics	of	the	patterns	(not	all	 of	







changes	 by	 varying	 the	 cavity	 length.	Hence,	 we	 need	 a	 cavity	 that	maintains	 a	 fixed	 and	 controllable	
length.	In	order	to	have	 an	intracavity	signal	that	allows	us	to	measure	 in	real	time	its	length	variations,	
we	 play	with	 the	 light	 polarization	 by	 using	 the	 double	 cavity	 shown	 in	 Fig.	 5.	 The	 simple	 idea	 is	 the	
following:	 the	 cavity	 divides	 into	 two,	 of	 equal	 length,	 each	 of	 the	 cavities	 sustaining	 a	 different	
polarization	 (one	horizontal,	 and	 the	 other	 vertical).	 While	 one	of	 the	polarizations	 interacts	with	 the	
nonlinear	crystal,	the	other	does	not,	and	is	used	only	for	measuring	the	cavity	length,	and	controlling	it.	
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that	 the	 pumping	 beam	 has	 horizontal	 polarization.	 The	 device	 shown	 in	 Fig.	 5	 is	 injected	 with	 45°	
linearly	 polarized	 light,	 and	 a	 polarization	 beam	 splitter	 (PBS)	 divides	 this	 pumping	 beam	 into	 two	
beams,	 one	 with	 horizontal	 (H)	 polarization	 will	 interact	 with	 the	 crystal,	 and	 one	 with	 vertical	 (V)	



























the	 crystal	 in	 one	 of	 them,	 which	 is	 irrelevant	for	our	purposes).	As	the	 V	polarization	plays	no	role	in	
the	 interaction,	 we	 can	 use	 it	 at	 the	 output	 of	 the	 cavity	 for	detecting	 variations	 (due	 to	 thermal	 and	
mechanical	fluctuations)	of	the	cavity	length.	These	variations	are	detected,	and	 corrected,	with	the	help	
of	a	lock-in	amplifier.	Piezoelectric	mirrors	are	used	for	changing	the	cavity	 length	accordingly	with	any	
detected	 variation,	 so	 that	 the	 cavity	 length	 can	 be	 kept	 fixed	 through	 a	 feedback	 loop.	 Of	 course,	 the	
correction	 of	 the	 cavity	 length	 is	 made	 with	 some	 delay,	 but	 this	 is	 very	 short	 as	 compared	 to	 the	
characteristic	 time	of	 the	 fluctuations,	 so	 that	 the	correction	 is	 instantaneous	 for	all	practical	purposes.	




If	 the	 two	 cavity	 end-mirrors	 were	 placed	 at	 the	 entrances	 of	 the	 device	 in	 Fig.	 3(c),	 which	 has	 no	
telescopes,	the	cavity	would	have	a	too	 small	Fresnel	number	unless	the	mirrors	were	absurdly	large.	In	
spite	of	this	we	use	 normal	size	plane	mirrors	(with	diameter	of	2	cm)	 and	insert	between	each	of	them	




being	 a	 plane	mirror;	 either	 the	 wavefronts	 would	 suffer	 some	 curvature.	 Moreover,	 in	 this	 case,	 the	
displacement	of	the	image	is	linear	with	the	displacement	of	the	object,	which	is	convenient	for	detuning	
control.	
As	 stated,	 in	 this	 device	 the	 far	 field	 of	 the	 cavity	 is	 placed	 at	 the	 common	 focal	 plane	 inside	 the	
telescopes.	The	near	field	is	the	field	distribution	one	finds	at	the	PRC	facets,	and	the	far	field	 (the	spatial	
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Hence	two	telescopes	must	be	mounted,	one	in	each	 of	 the	 arms	 of	 the	 cavity;	we	 explain	 later	the	right	












with	 the	PRC,	the	reference	beam	for	 making	interferograms	of	the	cavity	output,	the	 rocking	beam	for	
making	 rocking,	 as	 well	 as	 an	 additional	 beam	 for	 injection	 purposes	 (see	 below).	 All	 beams	 have	
horizontal	 polarizations	but	the	CCB,	which	has	vertical	polarization.	 A	half-wave	plate	(HWP)	is	used	to	
rotate	 the	 laser	 polarization	 (usually	 horizontal	 or	 vertical)	 at	 a	 convenient	 polarization	 angle.	 In	 our	
case	it	is	such	that	the	ratio	of	V	to	 H	polarizations	powers	is	around	1/9.	See	Fig.	 7	and	its	caption	for	
more	details.	







telescopes,	 see	 below.	 Before	 positioning	 the	 elements	 on	 the	 worktable,	 distances	must	 be	 taken	 in	
order	 to	 guarantee	 the	 disposal	 of	 enough	 room.	 	 The	 first	 end–mirror	 to	 be	mounted	 is	 that	 farther	
form	 the	 laser	 source,	 and	 it	 is	 a	 PZM.	 It	 is	 highly	 advisable	 the	 use	 of	 two	 pinholes	 mounted	 on	























ÓPTICA PURA Y APLICADA. www.sedoptica.es 
 








testing	the	 alignment.	This	 is	used	with	the	rocking	beam.	The	other	beams	are	reflected	by	two	 PBSs	

































Fig.8.	Experimental	procedure	for	efficiently	aligning	 a	beam.	Mirrors	M1	and	M2	can	be	rotated,	so	 that	 the	 light	beam	can	be	
displaced	parallel	to	itself.	Pinholes	1	and	2	help	in	checking	the	correctness	of	the	alignment.	
	





Pd1	 (CCB)	 and	 Pd2	 (CAB),	 see	 below	 section	 5.b.7.	 These	 signals	 are	 monitored	 with	 the	 help	 of	 an	
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PZM3	 appropriate	 for	 canceling	 the	 detected	 difference.	 In	 this	 way	 cavity	 length	 fluctuations	 are	














changes	introduced	by	the	nonlinear	crystal	 in	 the	optical	 length,	this	realignment	being	made	 by	
moving	with	care	PZM1,	Fig.	5,	as	already	mentioned.	
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But	depending	on	 the	experiment,	additional	 laser	beams	can	be	necessary.	 In	 the	experiment	we	are	
describing	an	additional	rocking	beam	must	be	fed	into	de	cavity.	The	rocking	beam	is	 a	laser	beam	of	
the	same	frequency	as	the	pumping	beam	that	 is	amplitude	modulated	 and	 injected	in	the	cavity.	This	
beam	is	 amplitude	modulated	before	injection	by	reflecting	it	on	a	PZM	 that	 oscillates	 back	 and	 forth	
exactly	 λ/2.		







positive	on	one	 side	of	 the	 crystal	 and	 negative	 on	 the	 other.	 This	 is	the	way	we	inject	domain	walls	in	
the	 cavity.	 Of	 course,	 more	 than	 one	 domain	 wall	 can	 be	 injected	 by	 increasing	 the	 angle,	 and	
consequently	the	imprinted	phase	gradient	[26].	
5.b.7.	Detection	and	observation	
Our	 observation	 requirements	 include	 the	 detection	 of	 both	 the	 near	 and	 far	 fields,	 as	 well	 as	 the	
extraction	of	some	signal	for	 stabilization	purposes	(lock-in	amplifier).	Two	CCD	cameras	(Basler	scA780-
54fm	FireWire)	 are	 configured	 to	 record	 the	 far	 and	near	fields,	 for	 which	 appropriate	 image	 systems	
must	be	used.	The	 far	 field	observation	 is	easier	 to	configure	because	 it	 only	needs	a	 lens	and	 the	CCD,	
which	 is	 positioned	 in	 the	 focal	 plane	 of	 that	 lens.	 The	 other	 CCD	 camera	 images	 the	 near	 field	 in	 the	
mirror	plane	closer	to	the	PRO.	
The	 positioning	 and	 alignment	 of	 the	 detection	 mechanism	 must	 be	 done	 before	 positioning	 the	
intracavity	telescopes	as	already	stated.	The	procedure	is	the	following:	the	cavity	 output	beam	is	divided	
into	three	beams	with	the	 help	of	 beam	 splitters	 BS1	 and	 BS2,	 see	 Fig.	 11.	 The	beam	 reflected	 by	 BS1	

















detected	 and	 sent	 to	 the	 lock-in	 system.	The	 second	 beam	 (reflection	 in	 BS2)	 is	 sent	 to	 a	CCD	 camera	
through	 a	 lens	 (focal	 length	 f=	 10	 cm	 in	 our	 case),	 and	 the	 transmitted	 beam	 is	 sent	to	 another	 CCD	
through	a	photographic	objective	(smc-PENTAX-A	A/35-75	mm	F/3.5-	4.5)	and	a	lens	(f=	5	cm).	In	order	
to	remove	the	CCB	contribution	to	the	cavity	output,	a	linear	polarizer	is	used.	Finally,	in	order	to	record	
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splitter	 BS3	 before	 the	 second	 CCD,	 and	 inject	 the	 reference	 as	 indicated	 in	 Fig.	 11.	 The	 detected	






demonstration	 of	 temporal	 rocking	 in	 order	 to	 get	 a	 clearer	 idea	 of	 what	 can	 be	 observed	 in	 such	
experiments,	and	how	 the	recorded	patterns	must	be	processed	in	order	 to	get	clear	results.	








we	apply	a	band-pass	filter	 to	one	of	 the	 images	 (the	upper	one	 is	 the	real	 image),	 so	 that	 the	zero-th	
order	and	the	other	(so	called	virtual)	image	are	removed,	Fig.	13(c),	and	center	it,	Fig.	13(d).	
The	 resulting	 interferogram	 is	 again	 propagated	 to	 the	 image	 plane,	 and	 the	 amplitude	 and	 phase	 are	
generated,	which	 are	shown	in	Figs.	13(e)	and	13(f).	 It	 can	be	appreciated	that	 in	a	circuit	surrounding	
one	 of	 the	dark	points	 in	 the	 intensity	distribution,	 the	phase	accumulates	2π,	hence	 they	are	vortices.	
The	image	can	still	be	improved	by	 numerically	adding	a	spherical	wave	with	variable	curvature.	This	is	
done	with	 the	purpose	of	 compensating	 the	 fact	 that	 the	 interferogram	has	not	 been	 taken	at	 the	 focal	
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(a)	 	 	 	 (b)	 	 	 	 (c)	
	
	 	 	 	 	








around	 10	 Hz.	 The	 result	 is	 shown	 in	 Fig.	 14	 where	 we	 represent	 the	 result	 of	 the	 processing	 of	 the	
detected	interferogram.	The	appearance	of	the	output	 is	very	different	to	that	of	Fig.	13,	and	the	presence	
of	 domain	walls	 is	 very	 clear,	 see	 the	phase	distribution.	




	 	 	 	 	
(a)	 	 	 (b)	 	 	 	 (c)	
	
	 	 	 	














We	have	 also	described	 a	 special	 experiment	 in	which	one	first	 observes	 the	patterns	displayed	by	 the	
cavity	 (vortices),	 and	 then	 modifies	 the	 output	 by	 injecting	 an	 amplitude	 modulated	 signal	 (rocking	
mechanism),	which	transmutes	the	vortices	into	domain	walls.	
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We demonstrate the integration of a miniaturized 30x μm × 30y μm × 2.7z mm electro-optic phase modulator
operating in the near-IR (λ  980 nm) based on the electro-activation of a funnel waveguide inside a paraelectric
sample of photorefractive potassium lithium tantalate niobate. The modulator forms a basic tassel in the realization
of miniaturized reconfigurable optical circuits embedded in a single solid-state three-dimensional chip. © 2015
Optical Society of America
OCIS codes: (190.5330) Photorefractive optics; (350.5030) Phase; (130.4110) Modulators; (130.3060) Infrared.
http://dx.doi.org/10.1364/OL.40.001386
Can a complex optical circuit be miniaturized, for exam-
ple, to fit inside a single millimetric three-dimensional
chip? The question is not altogether speculative, since
a miniaturized optical network could handle optical
circuit complexity emerging in a variety of fields, the
principal of which being optical quantum computing
[1]. Open issues are how to miniaturize and integrate into
a volume basic passive optical components, such as
beam splitters, lenses, filters, and mirrors; how to intro-
duce rapid modulation of intensity, polarization, and
phase; and, finally, how to achieve optical logic functions
and memory [2–4].
One research effort aims at using ferroelectric crystals
that at once span all the fundamental photonic applica-
tions and are home to a great variety of linear and
nonlinear phenomena [5]. In terms of optical circuitry,
ferroelectrics can support visible spatial solitons through
photorefraction that turn into integrated waveguides and
directional couplers for near-IR beams [6–9]. In the high-
symmetry paraelectric phase, the quadratic electro-optic
effect adds the ability to achieve miniaturized nanosec-
ond intensity and polarization modulators, integrated
into a volume and scaled into large arrays of soliton
devices [10–18]. Above the Curie point, furthermore,
compositional disorder can lead to the formation of
reorienting polar nanoregions with a giant electro-optic
response [19–25]. Combined with the development of
biomimetic funnel waveguides and the demonstration
of coupling to localized structures in large-area VCSELs,
these techniques can support both a stronger volume
integration and the all-important ability to carry out
processing through optical logic operations [26–33]. A
missing tassel to this effort is the demonstration of a
miniaturized volume-integrated phase modulator. Inter-
estingly, this apparently straightforward function is in
truth conceptually more difficult in the miniaturized envi-
ronment, since here the electro-optic effect must at once
guide the light beams and, independently, change
their phase.
Here we experimentally demonstrate a scheme to
electro-optically modulate the phase of an IR beam
(λ  980 nm) using the electro-activation of a funnel
waveguide integrated in the volume of a sample of photo-
refractive potassium lithium tantalate niobate (KLTN).
To grasp the physical mechanism at work, consider a
visible λ1 optical field Eopt;1 (of intensity distribution
I1r ≡ I1x; y; z  jEopt;1rj2) that propagates along
the z axis through a paraelectric photorefractive crystal
under the action of a constant bias electric field E0;1
for a given interval of time te. In the established
band-transport model [9], light excites mobile electrons
from impurity sites that drift, diffuse, and recombine,
giving rise to a strong optically induced quasi-static field
distribution E1. In standard conditions, E1 produces
nonlinear beam propagation through the electro-optic
change in the natural index of refraction nb so that
n1  nb  Δn1, with, in our specific paraelectric phase,
Δn1  −1∕2n3bgeffϵ20ϵrT1 − 12E21 [26]. Here geff is
an effective electro-optic coefficient, ϵ0 is the vacuum di-
electric constant, and ϵrT1 is the low frequency dielec-
tric constant at the operating temperature T1. Operating
above the Curie point, ϵrT  C∕T − T0, where C and
T0 are the two mean-field constants so that, for a temper-
ature sufficiently above T0, this electro-optic response
can be effectively turned off. In these conditions, the
space-charge field is formed without leading to optical
self-action and nonlinear waves, such as solitons. For
typical experimental conditions, the beam peak intensity
Ip;1 ≫ Ib, where Ib is the so-called dark illumination as-
sociated with the thermal excitation of mobile electrons
or an artificial homogeneous illumination of the sample,
and E1  E0;1 exp−teI1∕2U0, where U0  Ibτd∕2 is the
critical exposure, τd is the dielectric relaxation time, and
te is such that teIp;1 ∼ U0 [26–29]. Since the Δn1 has a
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negligible effect on Eopt;1, the light beam will be a stan-
dard Gaussian laser beam focused down to its minimum
spot w0;1 at, say, a distance zc;1 inside the sample (i.e.,
zc  0 means the beam is focused on the input facet).
The end result of this exposure or “writing” phase is thus
the writing of a funnel-like space-charge field distribution
Esc  E1 − E0;1 by the writing beam Eopt;1r. Consider
now a “reading” beam Eopt;2r (z dependence is weak
in the guiding case) at a longer wavelength λ2 > λ1 for
which no photoexcitation of charge occurs (typically,
λ2 will be in the near-IR). For a T2 closer to T0, the much
enhanced value of ϵrT2 ≫ ϵrT1 will heavily affect the
readout beam Eopt;2 (with an intensity distribution






0ϵrT2 − 12E1r − E0;1  E0;22;
(1)
where E0;2 is the bias electric field used during this read-
ing phase. For E0;2  E0;1, the fully three-dimensional
funnel-like index of refraction pattern generated
by the diffracting writing beam I1r  jEopt;1rj2 forms,
for the reading beam I2, a waveguide with Δn2 
−1∕2n3bgeffϵ20ϵrT2 − 12E12. In turn, a generic value
of E0;2 ≠ E0;1 should affect both the guiding properties of
the pattern and the overall phase accumulated by the
guided beam.
The experimental setup is illustrated in Fig. 1.
In the writing stage, a Gaussian laser beam at λ1 
532 nm of 2 μW (measured before the sample) (λ1)
polarized along the x axis and propagating along
the z axis is first expanded and then focused down
to a w0;1  8.5 μm at zc;1  Lz∕2 inside the zero-cut
Lx  2.4 × Ly  9.9 × Lz  2.7 mm sample of KLTN,
whose modulation part has the dimensions of
30x μm × 30y μm × 2.7z mm. The sample, which has
a Curie temperature T0  14°C, is kept at T1  31.5°C
using a Peltier junction and is biased in the x direction
applying a constant E0;1  ΔV0;1∕Lx  2.1 kV∕cm
(corresponding to ΔV0;1 ≃ 500 V) using a stabilized volt-
age supply and two sputtered plane electrodes on the x
facets. The exposure of duration te ≃ 20 min leads to a
saturation parameter a  teIp∕U0 ≃ 1, as established by
optical readout experiments and from the quasi-steady-
state soliton formation dynamics [34]. In the readout
phase, the crystal is kept at T2  21°C and an IR
λ2 ≃ 980 nm beam (at the center of the typical VCSEL
emmission window [35]) is launched from a diode laser
(λ2) with a power of 10 μW (measured before the crystal)
and x polarized. Using this wavelength, the space-charge
field was not optically altered. Ultimately, stray ambient
light caused the space-charge pattern to slightly deterio-
rate after 10 days. The Gaussian beam was focused down
to w0;2  15.8 μm at zc;2  0, i.e., at the input facet of the
sample, and aligned so as to copropagate with the origi-
nal writing beam, and different signal E0;2 were applied to
the crystal. The transmitted light distribution during both
phases was monitored using a CCD camera and imaging
optics. Phase modulation was monitored having the read-
out beam form an interferogram with a plane-wave refer-
ence from the IR laser, and the intensity distribution was
once again captured using a CCD camera.
The sample is a perovskite solid solution
K1−αLiαTa1−βNbβO3 grown through the top-seeded
method and zero-cut, with α  0.003 and β  0.36. Vana-
dium and Copper doping causes a strong photorefractive
effect for the visible λ1. In Fig. 2 we report the normalized
peak intensity Ip;2 of the readout beam as a function of
applied voltage ΔV0;2. Interestingly, when E0;2 > E0;1, the
transverse intensity distribution becomes only weakly
dependent on ΔV0;2. Specifically, for a given limited re-
gion of operation, the output mode appears independent
of the applied field, so that a pure phase modulation
Fig. 1. Experimental setup. A beam coming from an IR
(λ2  980 nm) laser (λ2) passes through a beam splitter (BS);
by means of suitable lenses a broad plane-wave beam (PB)
and a focused Gaussian beam (FB) are produced, in a
Mach–Zehnder interferometer configuration. FB is made to
propagate in an electro-optically controlled photorefractive
crystal (PRC), where a guiding pattern was previously im-
pressed through a visible (λ1  532 nm) writing beam (WB),
which propagated collinearly to FB through the dichroic mir-
rors (DM). The written pattern can be inspected by a CCD cam-
era (CCD), while, at the output facet of PRC, an iris (Iris) selects
the transverse profile of FB. When interference measurements
are performed, PB and FB are made to recombine and interfere
on a suitable screen; conversely, when intensity measurements
are carried out, PB is blocked and only FB is inspected.
Fig. 2. (a) Peak intensity of the focused beam as a function of
applied voltage and (b) blow-up of the 370–1020 V range
(approximate decoupling region for E0;2 > E0;1) with the
shaded 580–770 V interval considered for the pure phase modu-
lation; (c), (d)–(f) intensity distribution of the focused spot in
the interferogram plane for this interval of operation.
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associated becomes possible. In Fig. 3 we analyze,
through the inteferograms, the phase modulation in
the selected region of operation. Analyzing the normal-
ized intensity distribution of the transmitted light in
the central portion of the distribution (selected by the
output iris), we find a full 2π phase modulation, even
though no observable change in the transverse mode
is detected.
As reported in Fig. 4, on a wide interval of bias fields,
phase modulation is mixed with intensity modulation.
The existence of a phase-modulation-only region for
values of E0;2 slightly above E0;1 can be intuitively
grasped considering the functional form of the index
modulation from Eq. (1). For a Gaussian distribution
I1, the nested-exponential form that emerges in the spa-
tial dependence of E1  E0;1 exp−teI1r∕2U0 causes
the guiding structure to be strongly saturated and insen-
sitive to small changes in bias field, a condition that holds
as long as the relative mismatch in the readout field is
limited, i.e., ΔE  E0;2 − E0;1∕E0;1 < 1.
In conclusion, we have demonstrated a phase modula-
tor based on the electro-optic readout of a funnel
waveguide in a paraelectric crystal. The effect is a con-
sequence of the decoupling of the electro-optic response
supporting the waveguide from the bias electric field.
The result forms an essential tassel in the realization
of miniaturized electro-optic circuits integrated and scal-
able in a volume geometry. Integrated phase-only modu-
lators miniaturized into a solid-state configuration can be
useful in phase-modulated and phase-resolved pattern
recognition [36], pattern formation for high-resolution
microscopy [37] and imaging [38], electro-optic control
of VCSELs [32], and, in particular, for setups where
circuit complexity must be matched with stringent
signal-to-noise ratio and stability requirements, such as
in single-photon devices [1,39–41].
This work was partially funded by grants PRIN
2012BFNWZ2 and Sapienza-Ricerca 2013.
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We demonstrate a steplike optical modulation based on the activation and deactivation of a bistable
localized structure using a photoinduced and reconfigurable miniaturized 30 × 30 μm electroactivated
funnel waveguide. Control of a single 10-μm-diameter spot in a 200-μm-diameter vertical-cavity surface-
emitting laser at 980 nm is achieved modulating the phase of an exciting beam in the specific position of the
spot in the cavity. This localized on-off response can be scaled into arrays and offer a possible route to fast
integrated optical logical functions and memory at low intensities at near-infrared wavelengths.
DOI: 10.1103/PhysRevApplied.7.064004
I. INTRODUCTION
Optical modulators do not easily reproduce the response
of basic digital electronic circuits, such as the all-important
steplike response, rendering even the most elementary build-
ing blocks of a “digital” optics, such as optical memories and
optical logic gates, a challenge [1–3]. Although remarkable
advances have been achieved in integrated optical modula-
tors, especially in silicon photonics for telecommunication
wavelengths [4], the search is on for a fast, scalable, and
integrated steplike intensity modulator.
One approach is based on the use of bistable systems.
In a bistable system, only two states are possible, and
the response will be naturally steplike even when the
driving signal is not. Dissipative self-localized structures
in active cavities offer an enhanced versatility, since each
bistable structure can form in, and be moved to, different
positions throughout the device cross section, thus yielding
an effective spatial multistability for switching. For exam-
ple, vertical-cavity surface-emitting lasers (VCSELs) with a
broad emission area can host bistable localized micro-
metric structures (LSs) that are externally addressable and
able to store and process information. This forms the
optical equivalent of a blackboard mapped across a
device-dependent patchwork in the active area [5–8]. In
this vein, the single LS should be optically addressed using a
conventional electro-optic phase modulator while the step-
like conversion occurs for the light it emits, a principle that
has been demonstrated using a piezoelectric-driven inter-
ferometric scheme [9]. In turn, the possibility of extending
this control to a full transverse plane has been demonstrated
using a liquid-crystal spatial phase mask [10]. Ideally,
each LS should be addressable independently and use a
fast electro-optic phase modulator, a challenge that requires
the miniaturization and integration of fast optical modu-
lators operating in the visible and near infrared. In a recent
development, a miniaturized intensity modulator based on
an electroactivated waveguide was used to excite a LS [11].
The approach is based on electroactivated circuitry, that is,
volume-integrated electro-optic waveguides generated
through spatial solitons or optical funnels that aremodulated
using the quadratic electro-optic effect. These circuits are
wholly reconfigurable through photoinduction and can be
miniaturized, scaled into arrays [12], fiber coupled [13], and
electroactivated with a fast nanosecond response also for
visible and near-infrared light [14].
Here, we demonstrate an electrically driven steplike
optical modulation in the light emitted by an LS using a
miniaturized funnel-waveguide electro-optic phase modu-
lator in a sample of K1−yLiyTa1−xNbx (KLTN) [15–17]. The
LS forms in a 200-μm-wide VCSEL kept below threshold
emitting at λ ¼ 978 nm and is locally excited or de-excited
by modulating the phase of a focused beam relative to the
background holding beam. The phase sweep, which is tuned*eugenio.delre@uniroma1.it
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to be slower than the two-state transition time of the LS,
accesses the underlying bistability and leads to the on-off
and off-on response [11,18]. The result extends previous
steplike experiments using bistable localized structures to a
configuration that can be integrated into dense arrays and
potentially operated at fast nanosecond time scales.
II. EXPERIMENTAL SETUP AND PROCEDURE
The proof of concept of a single miniaturized element
is performed using the experimental setup illustrated
Fig. 1(a), while the complete scheme of the ideal reconfig-
urable integrated array is illustrated in the inset. We should
note that in the presently available broad-area VCSELs, the
regions forming the optical blackboard are a device- and
condition-dependent patchwork that spans the active area.
A laser beam (red beam) is split into a background beam
(BB) and exciting beam (EB). As the EB propagates
through the biased funnel-waveguide modulator, its phase
suffers a shift ΔΦðtÞ caused by the applied electric field
EðtÞ. As the EB recombines with the BB and is coupled
into a VCSEL, light is emitted and manifests a steplike
signature in the corresponding IðtÞ.
In detail, an infrared laser beam from a semiconductor
laser diode (LD, λ≃ 978 nm, 200–400 mW optical power
emission, spectral range of 15 nm) is collimated (C1) and
filtered by a tunable Littman-Metcalf cavity (TEC). It
passes through a pair of λ=2 wave plates (WP1/2), an
optical isolator (IS), and a launch lens L1 before being split
into the BB and EB by a polarizing beam splitter (PBS). In
combination with the wave plates, this allows the balancing
of the relative BB and EB beam powers. The polarization of
the EB is once again rotated to be parallel to that of the BB
by WP3 and lenses L2 and L3 couple into and out of a
funnel waveguide imprinted in a sample of photorefractive
KLTN (PR). The waveguide has been previously prepared
using a CW visible laser beam (λ ¼ 532 nm, ≃ 20 mW)
following the procedure described elsewhere [11,16,17],
and the PR is biased by an electric field E that introduces a
shift in the phase of EB relative to BB (ΔΦ) [15]. The BB
passes through the beam expander T1 and is recombined to
the EB at BS1. A final beam expander T2 and collimator
C2 injects both EB and BB into the 200-μm VCSEL. The
surface of the VCSEL is inspected using a spectrum
analyzer (SA), a CCD camera (CCD), and a power meter
(PM) [6,11,19,20]. An iris pin-hole (PH) is placed after the
PR to obtain a homogeneous EB [15]. The detuning Δλ
between the injected beam and the VCSEL emission peak
(when brought above threshold) is fixed changing the
wavelength of the EB through the TEC and the VCSEL
temperature [Fig. 1(b)].
In our specific batch of VCSELs (ULM Photonics, 980-
00-TN-H56 OOP), optically injected LSs form when the
current is tuned in the range 75–200 mA and the temper-
ature in the range 22–26 °C. Regions in the active area are
selected with defects that allow the spontaneous formation
of stable and fixed regions of increased emission even with
no EB [19,21,22]. The wavelength detuning Δλ between
the VCSEL emission and the BB (measured at the peaks of
the spectra) is then continuously changed. In a range of Δλ
from ≃1.01 to ≃1.07 nm there are a variable number of
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FIG. 1. Demonstrating a steplike response in LS activation or deactivation using avolume-integrated photoinducedminiaturized electro-
optic phase modulator. (a) Experimental setup (see text) and applicative concept (inset). (b) Typical broad spectrum of the broad-area
VCSEL (red curve) and of the exciting beam (black curve)whereΔλ is the shift between the two peaks in the spectrum. (c) Light emitted by
the VCSELwith the BB in proximity of an emission island (the slight asymmetry depends on alignment) and (d) the same regionwith also
the EB, in conditions activating the LS. (e) Optical on-off response: intensity of the LS emission from the VCSEL as a function of the
applied electrical fieldE (see text). The red labels a–d indicate the conditions corresponding to the spatial intensity distributions reported in
Fig. 2. The shaded region indicates the data aggregated into Fig. 2(f). Note the asymmetry in the on-off and off-on transitions.
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islands (generally from 1 to 5) of enhanced emission [see
Fig. 1(c)], each amounting to about 1=7 of the total device
area, in which bistable LS can form. In the inspected cases
we find no clear evidence of island cross talk. The island
size and distribution, that are both device and condition
dependent, ultimately fix, in our experiment, the minimum
distance between independent LS to 35 μm and the
maximum number of LS to 5. LS formation is found also
to depend on Δλ, mutual VCSEL-BB alignment, and the
intensity of the BB. After the identification of the suitable
regions, the increased emission in proximity of cavity
defects are switched off by increasing Δλ. The EB
is then injected into the VCSEL. The BB and EB
have approximately the same intensity (PBB ≃ 3.3 mW,
PEB ≃ 15.9 μW). The EB is launched in the proximity of a
defect supporting a region of enhanced emission and the
detuning is increased to Δλ≃ 1.18 nm. The activation
and deactivation experiments are carried out with λEB ¼
977.83 nm and λVCSEL ¼ 976.65 nm, TVCSEL ¼ 26.43 °C
and IVCSEL ¼ 128.06 mA. The relative phase between EB
and BB is then changed by appropriately changing the
voltage applied to the funnel-waveguide modulator [15].
An activated LS is reported in Fig. 1(d), and activation
occurs with up to a 20-μm misalignment between the EB
and the defect.
III. RESULTS AND COMPARISON TO MODEL
In Fig. 1(e) we report the LS activation and deactivation
as a function of the electric field E applied to the electro-
optical funnel waveguide and associated phase shift ΔΦ.
The intensity I is measured in the central region of the
LS [Fig. 1(d)]. The transverse x, y intensity distribution
for different stages in the modulation are reported in
Figs. 2(a)–2(d)]. The on-off response is further detailed
comparing the emitted intensity versus E in conditions not
leading to LS [Fig. 2(e)] to those leading to LS [Fig. 2(f)].
Histograms of the data indicate that, as bistability sets in,
the LS is activated and deactivated abruptly, without
passing through intermediate values of emitted intensity.
The steplike response of Fig. 1, with an on-off extinction
ratio of 5, confirms previous steplike experiments and can be
interpreted through simulations based on the well-estab-
lished model of VCSEL spatiotemporal dynamics [6,23].
Specifically, we adopt the model equations (8a) and (8b) of
[24] and the laser parameters relative to Fig. 8 therein, a
condition compatible with our present experiments.
The input field Y is modeled by superimposing a plane-
wave background beam (BB) and a narrow pulse acting as
an exciting beam (EB), whose phase is linearly varied in
ð0; 2πÞ throughout the simulations. The variation is carried
out so as to ensure that the field is adiabatically always at
steady state. Assuming
YðtÞ ¼ YBB þ YEB exp ½−ðx2 þ y2Þ=ð2σ2Þ exp½iϕðtÞ; ð1Þ
we choose YBB ¼ 0.75 to ensure that the laser is in a regime
where LSs, similar to those described previously, and
identified as cavity solitons (CS) are stable [see Fig. 8(a)
in [24] ] and YBB ¼ YEB tomeet the experimental conditions.
Thewidth of theEB is chosen comparable to theCS diameter.
We consider an initial condition where a steady-state CS is
present on the optical axis and evaluate the field intensity at
this location while the phase is varied in ð0; 2πÞ (black line)
and back (red line). Figure 3 shows the plot of the predicted
intensity versus phase, where one can appreciate the CS
switching off and on as the phase variation causes the EB and
(a) (b)
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FIG. 2. Transverse intensity distributions and x and y profiles (background is subtracted for added clarity) of the emitted light for
different values of E and ΔΦ: (a) 2.58 kV=cm and 14.34 rad (deactivation), (b) 3.13 kV=cm and 18.29 rad (activation), (c) 3.66 kV=cm
and 22.98 rad (deactivation), and (d) 4.04 kV=cm and 26.06 rad (activation). Note the phase-dependent ringlike structures. (e) (left)
intensity versus E and (right) data histogram in conditions not leading to the formation of LSs (Δλ ≠ 1.18 nm) compared to (f) same data
in conditions leading to LS activation or deactivation.
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the BB to interfere destructively and constructively, respec-
tively. Note the coexistence of the on and off states which
indicates a bistability between the homogeneous state and the
CS branch (as seen in Fig. 8 of [24]) and the asymmetry in the
switch-off and switch-on processes as observed in the experi-
ment (Fig. 2). The bistability is evidenced by arrows in Fig. 3.
The ringlike structures observed in the transverse intensity
distributions of Fig. 2 suggest a residual phase profile in the
EB from the miniaturized modulator described in [15,25].
This is confirmed by simulations, further indicating the
existence of an area around the LS reasonably free of defects
and emission anomalies. The effect can be simulated in the
model by assuming an EB phase that presents a transverse
Gaussian spatial modulation, compounded with the time-
varying phase introduced previously. We consider thus
ϕðx; y; tÞ ¼ φðtÞ þ δϕ exp ½−ðx2 þ y2Þ=ð2ξ2Þ; ð2Þ
where δϕ is taken constant while φðtÞ is varied during the
simulation in the range ð0; 8πÞ forward and backward; ξ is
larger than σ and compatible with the size of the funnel
waveguide at the VCSEL plane (σ=ξ≃ 3=5 in our simu-
lations). This phase replaces ϕðtÞ in Eq. (1) and allows the
simulation of a spatially distributed phase interference
between a plane-wave BB and a complex, time varying EB.
The visualizations Visualization1.avi and Visualization2.
avi provided as Supplemental Material [26] show the tem-
poral evolution of the intracavity field profile as the phase is
varied forward and backward, respectively. Specific results
are presented for YBB ¼ 0.5 and YEB ¼ 0.7. The formation
and alternation of rings that accompany the onset and erasure
of the central CS are in agreement with the experiments.
Our experiments drive an LS using a miniaturized funnel
waveguide at steady state. The actual time response of the
assembly depends on the specific details of the two under-
lying components, i.e., the electro-optic response of KLTN
τ1 and the activation and deactivation time in the VCSEL τ2.
Although τ1 can potentially be below the nanosecond time
scale using traveling-wave radio-frequency techniques, stan-
dard electric driving of KLTN leads to a τ1 ∼ 10 ns [14].
In turn, τ2 is determined by the excitation-recombination
process in the active medium and in conditions comparable
to ours has been measured to be τ2 ∼ 5 ns [9].
IV. CONCLUSIONS
We demonstrate the activation and deactivation of
localized light structures in a broad-area VCSELs by
employing a phase modulator based on an electro-optical
funnel waveguide with a potential nanosecond response
and micrometric transverse miniaturization [14]. Our
results expand previous findings on steplike two-state
response using bistability [8,9] demonstrating miniaturized
electro-optic control that can be potentially scaled into
dense arrays and driven to speeds typical of cutting-edge
optical modulation technology. While this builds on pre-
vious results, introducing no conceptual modifications in
our understanding of the underlying soliton physics,
it opens alternative applicative scenarios in optical infor-
mation processing and optical memories, and a similar
configuration can be developed to implement optical
logical gates (AND, OR, NAND, and NOR) [27]. Future
progress is required to deploy a full-fledged array of
modulators, butt couple the modulators to the VCSEL,
and evaluate response time, long-term stability, and overall
complexity of the assembly compared to presently
deployed interferometric modulation techniques.
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