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With the rising of new paradigms in wireless communications such as Internet of things
(IoT), current static frequency allocation policy faces a primary challenge of spectrum
scarcity, and thus encourages the IoT devices to have cognitive capabilities to access
the underutilised spectrum in the temporal and spatial dimensions. Wideband spectrum
sensing is one of the key functions to enable dynamic spectrum access, but entails a
major implementation challenge in terms of sampling rate and computation cost since
the sampling rate of analog-to-digital converters (ADCs) should be higher than twice of
the spectrum bandwidth based on the Nyquist-Shannon sampling theorem. By exploiting
the sparse nature of wideband spectrum, sub-Nyquist sampling and sparse signal recovery
have shown potential capabilities in handling these problems, which are directly related
to compressive sensing (CS) from the viewpoint of its origin.
To invoke sub-Nyquist wideband spectrum sensing in IoT, blind signal acquisition with
low-complexity sparse recovery is desirable on compact IoT devices. Moreover, with
cooperation among distributed IoT devices, the complexity of sampling and reconstruc-
tion can be further reduced with performance guarantee. Specifically, an adaptively-
regularized iterative reweighted least squares (AR-IRLS) reconstruction algorithm is
proposed to speed up the convergence of reconstruction with less number of iterations.
Furthermore, a low-complexity compressive spectrum sensing algorithm is proposed to
reduce computation complexity in each iteration of IRLS-based reconstruction algorithm,
from cubic time to linear time. Besides, to transfer computation burden from the IoT
devices to the core network, a joint iterative reweighted sparse recovery scheme with
geo-location database is proposed to adopt the occupied channel information from geo-
location database to reduce the complexity in the signal reconstruction. Since numerous
IoT devices access or release the spectrum randomly, the sparsity levels of wideband spec-
i
trum signals are varying and unknown. A blind CS-based sensing algorithm is proposed
to enable the local secondary users (SUs) to adaptively adjust the sensing time or sam-
pling rate without knowledge of spectral sparsity. Apart from the signal reconstruction
at the back-end, a distributed sub-Nyquist sensing scheme is proposed by utilizing the
surrounding IoT devices to jointly sample the spectrum based on the multi-coset sam-
pling theory, in which only the minimum number of low-rate ADCs on the IoT devices
are required to form coset samplers without the prior knowledge of the number of occu-
pied channels and signal-to-noise ratios. The models of the proposed algorithms are
derived and verified by numerical analyses and tested on both real-world and simulated
TV white space signals.
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Chapter 1
Introduction
The recent developments of Internet of things (IoT) has drawn world-wide attention
of both academia and industry with the vision of extending Internet connectivity to a
vast number of ”things” in our physical world [7]. With turning IoT paradigm into a
reality, the amount of IoT devices is expected to grow in large numbers, which leads to
difficulty in allocating sufficient spectrum resource to these devices. Therefore, it is the
vision that smart IoT devices should have cognitive capabilities to enable spectrum shar-
ing over wideband spectrum [8, 9]. With cognitive capabilities, interference among the
IoT devices can be alleviated by seeking for vacant channels through dynamic spectrum
access. Spectrum sensing, as one of the vital important technologies in cognitive radio
(CR), was proposed to efficiently explore the underutilized spectrum [10]. However, it
is unrealistic to directly acquire the wideband signals by conventional Nyquist sampling
scheme, especially in the energy-constrained IoT devices, since that requires high sam-
pling rates (double or more than the bandwidth of the signal in frequency domain),
resulting in high power consumption in the analog-to-digital converter (ADC) or low
sampling rates in sequential manner but introducing large sensing latency.
Therefore, compressive sensing (CS) [11] was applied to to realize wideband spec-
trum sensing without the high-rate signal sampling and processing. It enables fast and
3
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accurate spectrum detection with sub-Nyquist sampling by exploiting the sparse nature
of underutilized wideband spectrum in practice [12, 13]. This thesis will present several
algorithms that implement wideband spectrum sensing with CS, aiming to invoking the
efficient usage of the underutilized spectrum in cognitive IoT scenarios.
1.1 Motivations and Contributions
The specific motivations and contributions of my Ph.D. research are summarised in the
following.
1.1.1 Adaptively-Regularized Compressive Sensing in Cognitive Radio
Networks
For implementing compressive spectrum sensing in IoT scenario, accurate signal recon-
struction of the wideband signals with less requirements on the signal sparsity and the
number of compressive samples is of critical importance to achieve reliable spectrum
detection. However, conventional reconstruction algorithms which satisfy the above con-
ditions lead to relatively high computational complexity and need to run through many
iterations to achieve the desired signal recovery, which incurs a large latency and is
difficult to be implemented in IoT scenario.
In this thesis, an adaptively-regularized iterative reweighted least squares (AR-IRLS)
algorithm has been proposed to implement the sparse signal reconstruction, which speeds
up the convergence of the signal reconstruction by reducing the required iterations (up
to 70%) and provides high fidelity guarantees to cope with the varying bandwidths and
power levels over the occupied channels. To further reduce the computational complexity
of signal reconstruction, a low-complexity compressive spectrum sensing algorithm is
proposed. It could keep the fast convergence speed of previous algorithms such as [14] and
AR-IRLS with reduced computational complexity by exploiting the diagonally dominant
Chapter 1. Introduction 5
feature in the square of measurement matrix. Moreover, to eliminate the impact of noise
uncertainty and reconstruction errors, a practical descent-based algorithm for decision
threshold setting is proposed. Both the simulation and real-time experiments show
that the proposed algorithm outperforms the conventional IRLS algorithms in terms of
convergence speed, reconstruction accuracy, and compressive ratio.
1.1.2 Blind Compressive Sensing Augmented Spectrum Sensing
Since increasing number of IoT devices would access the spectrum, the sparsity of target
spectrum is fluctuate and unknown. Conventionally, prior knowledge of signal sparsity
is adopted or estimated for sparse signal sampling and reconstruction. However, if the
signal sparsity is unknown, most of CS approaches assume a high sparsity level and choose
the excess number of compressive samples to guarantee the quality of reconstruction. It
turns out that these approaches require more sensing time or higher sampling rates to
collect compressive samples.
This thesis proposes a blind CS-based sensing algorithm that enables the local SUs
to automatically choose the minimum sensing time without knowledge of spectral spar-
sity or channel characteristics. The compressive samples are collected block-by-block in
time and SUs can adaptively adjust the sensing time or sampling rate afterwards. Fur-
thermore, a CS-based blind cooperating user selection algorithm is proposed to select
the cooperating SUs via indirectly measuring the degeneration of signal-to-noise ratio
(SNR) experienced by different SUs. Numerical and real-world test results demonstrate
that the proposed algorithms achieve high detection performance with reduced sensing
time and number of cooperating SUs in comparison with the conventional compressive
spectrum sensing algorithms.
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1.1.3 Distributed Compressive Sensing Augmented Wideband Spec-
trum Sharing for Cognitive IoT
Most IoT devices are difficult to perform wideband spectrum sensing using either conven-
tional Nyquist sampling system or sub-Nyquist sampling system since both the power-
hungry sampling components and intricate sub-Nyquist sampling hardware are unreal-
istic in the power-constrained IoT paradigm.
In this paper, we propose a distributed sub-Nyquist sensing scheme by utilizing the
surround IoT devices to jointly sample the spectrum based on multi-coset sampling
theory. Thus, only low-rate ADCs on the IoT devices are required to form coset samplers
and minimum number of coset samplers are adopted without the prior knowledge of the
number of occupied channels and signal-to-noise ratios. Moreover, to further reduce
the number of coset samplers and transfer part of the computational burden from the
IoT devices to the core network, we adopt the data from geo-location database when
applicable. The experimental results on both the simulated and real-world signals verify
the theoretical results and the effectiveness of the proposed scheme. At the meanwhile, it
is shown that the adaptive number of coset samplers could be adopted without causing
degradation of the detection performance and the number of coset samplers could be
further reduced with the assists from geo-location database even when the obtained
information is partially incorrect.
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1.3 Outline of the Thesis
Chapter 2 provides an overview of the background knowledge including cognitive
radio in IoT, dynamic spectrum sharing and spectrum sensing.
Chapter 3 proposes an adaptively-regularized CS based spectrum sensing scheme to
implement the fast convergence signal recovery in CS-based wideband spectrum sensing.
The numerical analyses of the proposed scheme are presented on both simulated and
real-world TVWS signals.
Chapter 4 mainly proposes an blind CS-based sensing algorithm that enables the
local SUs to adaptively adjust the sensing time and a CS-based blind cooperating user
selection algorithm for selecting the cooperating SUs.
Chapter 5 presents a blind joint sub-Nyquist sensing scheme by utilizing the sur-
round IoT devices to jointly sample the spectrum based on the multi-coset sampling
theory. Moreover, to further reduce the number of coset samplers and transfer part
of the computational burden from the IoT devices to the core network, the data from
geo-location database is adopted when applicable.
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Chapter 6 draws the conclusion and a plan for the future work.
Chapter 2
Background
In this chapter, Section 2.1 presents the motivations for using cognitive radio (CR) in
IoT. Section 2.2 introduces the definition of dynamic spectrum access, which is the key
technology for enabling CR, and its structure and the functionalities. Section 2.3 pro-
vides a literature review on wideband spectrum sensing. Wideband spectrum sensing
can be broadly categorized into two types: Nyquist wideband spectrum sensing and
sub-Nyquist wideband spectrum sensing. The former acquires the signals at or above
the Nyquist rate, whereas the latter processes signals lower than the Nyquist rate. This
section first discusses Nyquist wideband spectrum sensing techniques, i.e., multiband
joint detection, wavelet detection, sequential scanning, and filter bank detection in Sec-
tion 2.3.1. Sub-Nyquist wideband spectrum sensing algorithms are then analysed in
Section 2.3.2. Section 2.4 concludes this chapter.
2.1 Cognitive Radio in IoT
The recent developments of IoT has drawn world-wide attention of both academia and
industry with the vision of extending Internet connectivity to a vast number of ”things”
in our physical world [7, 15]. IoT will enable real-world objects to exchange their infor-
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mation, interact with people and co-create knowledge. Effective deployment of IoT
systems will lead to significant cost savings, new revenues, and employee productivity
enhancements. With turning IoT paradigm into a reality, the amount of IoT devices
is expected to grow in large numbers. It is projected that there will be approximately
11.6 billion mobile devices and connections by 2020, among which 7.4% are low-power
devices [16], which leads to difficulty in allocating sufficient spectrum bands to these
devices. Additionally, transmission performance degeneration will be caused due to the
overcrowding in the unlicensed industrial, scientific and medical (ISM) bands [17]. CR
has been considered as one of the promising solutions to tackle the spectrum scarcity in
future wireless networks, i.e., 5G and beyond. CR can sense the surrounding spectrum
environment and accordingly adapt radio parameters such as the centre frequency, band-
width, transmit power, and waveform to utilize spectrum bands currently not used by
primary users (PUs). These tasks can be implemented by a basic cognitive cycle: spec-
trum analysis, modelling and learning, spectrum sensing, and spectrum management [18].
In the spectrum analysis, modelling and learning step, the secondary user (SU) analyses
the spectrum, estimates the PU’s transmission parameters, and models the PU’s trans-
mission structure through observations over a long time period. This information can
then be used to formulate the threshold, noise statistics, etc. in the spectrum sensing
step. Finally, in the spectrum management step, SU adapts itself to transmit in the open
bands, potentially changing its carrier frequency, transmit power, modulation type, and
packet length. Therefore, it is the vision that smart IoT devices should have cognitive
capabilities to enable spectrum sharing over wideband spectrum [8, 9]. With cognitive
capabilities, interference among the IoT devices can be alleviated by seeking for the
vacant channels through dynamic spectrum sharing.











Figure 2.1: The real-time spectrum occupancy recorded at QMUL (51.523021◦N
0.041592◦W) on November 10th, 2017 and the averaging sampling time is 10s, where the
figure shows that the spectrum is sparsely occupied on F = [0, 6000] MHz.
2.2 Dynamic Spectrum Sharing
Static spectrum access is the main policy for the current wireless communication tech-
nologies, where fixed channels are assigned to licensed users for exclusive use while unli-
censed users are prohibited from accessing those channels even when they are unoccu-
pied. Nowadays, regulatory bodies worldwide are facing that the rapid growth of wire-
less communication industry is overwhelming current static spectrum supply, and thus
encourages an urgent need for improved spectrum assignment strategy to mitigate the
gap between the available spectrum and the demand [19, 20]. A key finding of the U.S.
2012 President’s Council of Advisers on Science and Technology (PCAST) report [21]
is that advanced spectrum sharing technologies have the potential to “transform spec-
trum scarcity into abundance” based on the observation that not every channel in every
portion of the spectrum is fully utilized all the time even for the ’busy’ spectrum below
6 GHz in the urban areas, as shown in Fig. 2.1. This observation has encouraged the
standardization bodies such as Federal Communications Commission (FCC) in U.S. and
Office of Communications (Ofcom) in U.K. to release the underutilized licensed bands
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such as TV white space (TVWS) [22] and 3.5GHz shared spectrum [23] for temporary
secondary access through the use of dynamic wideband spectrum sharing. For example,
It has shown that over 50% of locations in the UK are likely to have more than 150 MHz
of vacant TV spectrum and that even 90% of locations might have around 100 MHz of
spectrum available [22]. Moreover, the superior penetration propagation characteristic
over Ultra High Frequency (UHF) spectrum enables TVWS to have longer communi-
cation distance and better penetration through obstacles [24], which makes TVWS be
an ideal candidate for the long-range wide-area IoT network, especially for the smart
agriculture in rural area. Recently, the 3550-3700 MHz (referred to as 3.5 GHz band)
Citizens Broadband Radio Service (CBRS), is considered for the spectrum sharing by
FCC in the US. Meanwhile, UK Ofcom has published the call for input [25] which con-
siders the 3.8 GHz to 4.2 GHz as the first band where they apply the spectrum sharing
framework. In order to share the spectrum efficiently and limit the interference among
users, three-tiered spectrum access framework was introduced in the above-mentioned
shared spectrums [26, 27], where the incumbent users as the PUs operate at the top tier,
while the CBRS users as SUs operate at the second or third tiers holding priority access
license (PAL) or generalized authorized access (GAA), respectively. Each tier accepts
interference from tiers above and is protected from tiers below. In addition, Ofcom
recently issued a call for inputs, which tried to gauge interests and assess the potential
for enabling enhanced spectrum sharing in the 3.8 GHz to 4.2 GHz band [25]. To put
these shared spectrum to good usages, we need fast and reliable occupancy detection of
the surrounding spectrum such that no harmful interference caused to the surrounding
licensed services, including Digital Terrestrial Televisions (DTT), Programme Making
and Special Events (PMSE) users, e.g., wireless microphone systems, and other future
incumbent users [27]. Two classes of solutions for addressing these challenges are being
considered from engineering and regulatory viewpoints:
• Spectrum Sensing. Spectrum sensing [5] is the process that is responsible for detect-
ing the spectrum holes by measuring signal levels cross time and frequency as well
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as the potential PUs in a geographical area. Also, it is required for the SU to
quickly vacate the channel once the PU reappears such that the harmful interfer-
ence effect on the licensed users is reduced. For instance, spectrum sensing was
an initial ingredient in the standards discussion for the establishment of secondary
access to vacated TV channels provided no harmful interference is caused to incum-
bent services, which requires sensitivity of -120 dBm over 8 MHz for TV channels
and -126 dBm over a 200 kHz bandwidth for wireless microphones [22].
• Geolocation Database. The other is through a geo-location database that calculates
the interference generated in wireless communication systems through theoretical
propagation models and then outputs the maximum allowable equivalent isotropic
radiated power (EIRP) for each vacant TVWS channel at a specific location and
time [28]. The secondary device, also named as white space device (WSD), deter-
mines its location and queries the central database that will return a list of avail-
able frequency channels and their associated maximum transmit powers at current
location. So far, several geo-location database providers, such as Google, Nominet,
Spectrum Bridge, etc., have been approved by Ofcom in UK [28].
However, the geo-location database is static method and the dynamics of this scheme
depends on how fast the primary spectrum usage information is updated in the database.
Besides, it only records the information of the licensed PUs. Consequently, unpredictable
dynamic changes of the wireless propagation environment could pose significant chal-
lenges to this approach. As the core component of dynamic spectrum access, spectrum
sensing aims to obtain awareness about the spectrum usage and the existence of PU in a
certain geographical area at a particular duration of time. It allows the SU to detect spec-
tral holes and opportunistically use these under-utilized frequency bands [29]. According
to the bandwidth of the spectrum of interest, spectrum sensing can be categorized into
two types, narrowband spectrum sensing and wideband spectrum sensing. The term
“narrowband” implies that the bandwidth of interest is less than the coherence band-
width of the channel such that the channel frequency response can be considered as
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flat [30]. Therefore, narrowband spectrum sensing only decides whether a particular
slice of the spectrum is a hole or not.
Many narrowband spectrum sensing algorithms have been developed in literature,
including matched filtering [31], energy detection [32], eigenvalue-based detection [33],
feature detection [34], etc.
2.3 Wideband Spectrum Sensing
While traditional narrowband spectrum sensing schemes have focused on exploiting spec-
tral opportunities over narrow frequency range, CR in IoT will eventually be required to
exploit spectral opportunities over a wide frequency range from hundreds of megahertz to
several gigahertz for achieving higher opportunistic throughput [2] since more and more
IoT devices will be online. For instance, to exploit spectrum opportunities in the whole
UHF TV band, wideband spectrum sensing techniques should be adopted, which aim
to sense a frequency bandwidth that exceeds the coherence bandwidth of the channel.
Narrowband spectrum sensing approach cannot be directly used for wideband sensing
as it make a single binary decision for the whole spectrum and thus cannot identify
individual channel occupancy state that lie within the wideband spectrum.
Wideband spectrum sensing can be broadly categorized into two types in terms of
the sampling system: Nyquist wideband spectrum sensing and sub-Nyquist wideband
spectrum sensing. The Nyquist wideband sensing utilizes the Nyquist sampling system
which require the sampling rate to be at least twice the bandwidth of the signal at
baseband according to the Nyquist-Shannon sampling theorem. The common challenge
in these approaches is the high implementation complexity due to the required ultra high
sampling rates, the high computational complexity of the solutions, and the required
sensing time especially when practical considerations are taken into account such as the
Automatic-Gain-Control (AGC) settling time, the switching time for the Phase-Locked-
Loop (PLL), and the processing delay [35].
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The sub-Nyquist wideband spectrum sensing approach acquires signals using a sam-
pling rate below the Nyquist rate by exploring the sparsity nature of the wideband signals
which has attracted more and more attention to implement a more flexible and faster
wideband spectrum sensing system.
2.3.1 Nyquist Wideband Spectrum Sensing
Wideband spectrum sensing can be simply implemented by a standard ADC to directly
acquire the signal and then use the back-end digital signal processing components such
as FPGA or CPU to detect the spectrum occupation status.
In [1], a wavelet-based wideband spectrum sensing algorithm was proposed, which for-
mulates the wideband sensing as a spectral edge detection problem and exploits wavelet
transform to scan over the wide bandwidth to identify all piecewise smooth subbands.
In this algorithm, the power spectral density (PSD) of the wideband spectrum is mod-
elled as a train of consecutive frequency subbands, where the PSD is smooth within each
subband but exhibits discontinuities on the border of two subbands. By controlling the
smoothing function, the wavelet-based wideband spectrum sensing approach is adaptive
to the dynamic spectrum in which the wavelet transform is then used to characterize the
edges exhibited in the wideband PSD. Furthermore, in [2], a multiband joint detectionFFT Power Spectral Density Wavelet Transform Local Maximum DetectionSamplerx(t) H1 or H0
Figure 2.2: Block diagram of wavelet detectionn [1].
(MJD) algorithm was proposed that can sense the PUs over multiple frequency bands
jointly. As demonstrated in Fig. 2.3, the wideband signal is firstly sampled by a standard
high-rate ADC, after which a serial-to-parallel conversion is utilized to divide sampled
data into parallel data sequences. Fast Fourier transform (FFT) is then implemented
to convert the received signals into frequency domain. The wideband spectrum is then
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pancy of each narrowband is determined by using the binary hypotheses tests, where H0
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Figure 2.3: Block diagram of multiband joint detection [2].
However, in the wideband regime, a major challenge arises from the stringent require-
ments on the high sampling rate at the ADC to transform the received signals into digital
signals by sampling at the Nyquist rate, which presents significant challenges in the high-
speed sampling hardware and signal processing algorithms.
A simple approach to relax the high sampling rate requirement in the wideband
spectrum is sequential scanning, which investigates all of the narrow channels one by
one to detect the existence of licensed PU transmission [3]. In order to implement this,
a tunable narrowband Bandpass Filter (BPF) at the RF frond-end is used to scan one
narrowband frequency for every sensing interval. The occupancy of each channel can be
determined by measuring the energy of the signal at the output of each filter. However,
the BPFs involve with a variable number of RF components and the tuning range of
each BPF should be pre-selected. The sequential nature of such a scheme is also slow
and inflexible, which could result in missed opportunities or causing interferences to the
existing users.
Another solution is the filter bank detection [36]. As shown in Fig. 2.5, the wideband
signal to be monitored is passed through a bank of filters with different shifted central
frequencies, and the output power of each filter is measured as an estimate of the spectral
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Intermediate Frequency Gain SamplerBandpass Filter
Figure 2.4: Block diagram of sequential scanning [3].
power over the associated subband. This algorithm can therefore capture the dynamic
nature of wideband spectrum by using low sampling rates. However, it requires a great
number of RF front-end components, e.g., BPFs, ADCs, etc., whose range of and amount
are always preset, and are assumed to be a pair of matched root-Nyquist filters [4].
Therefore, it is not practical in the cognitive radio networks. Narrowband Spectrum Sensing
x(t)
H1 or H0SamplerLowpass Filter Narrowband Spectrum Sensing H1 or H0SamplerLowpass Filter
Spectral EstimationSpectral Estimation
Figure 2.5: Block diagram of filter bank algorithm [4].
2.3.2 Sub-Nyquist Wideband Spectrum Sensing
Due to the major challenges of high sampling rate or high implementation complexity in
Nyquist wideband spectrum sensing, sub-Nyquist approaches are drawing more and more
attention for fast, efficient, and in-expensive signal processing algorithms, applications,
and devices. It was shown in [37] that an arbitrary wideband signal can be perfectly
reconstructed if being sampled at a rate no less than the total bandwidth of occupied
spectrum, which is also known as Landau rate.
Exploiting the sparse nature of the underutilized wideband spectrum as shown in
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Fig. 2.1, sparse representation techniques have shown huge potential capabilities in han-
dling these problems, which are directly related to CS from the viewpoint of its ori-
gin [10, 38]. CS theory indicates that if a signal has the sparse structure, i.e., the intra-
signal correlation, that signal can be reconstructed by exploiting a few samples, which are
much less than the ones suggested by previously used theories such as Nyquist-Shannon’s
sampling theorem. The entire process of CS consists of three parts: signal sparse rep-
resentation; measurement collection (linear encoding); sparse reconstruction (nonlinear
decoding). These three parts will be discussed as follows.
2.3.2.1 Signal Sparse Representation
Many signals of interest can often be well-approximated by a linear combination of only
a few elements from a specific basis due to the sparsity nature. The traditional strategy
to exploit this sparsity is to first acquire the signal in a high-dimensional space and then
apply a compression method to capture the dominant part in the appropriate basis,
such as MP3 for audio signals and JPEG for images. The research area of compressed
sensing challenges this strategy by suggesting merging compression and sampling, so
that a compressed representation can be obtained directly.
The sparsity of a signal can be often quantified by the l0-quasinorm in the CS liter-
ature, i.e., the number of nonzero elements in the signal under certain domain [39], i.e.,
Frequency domain. For example, a k-sparse vector in CN , which can be defined as
||x||0 = |supp(x)| = |{j : xj 6= 0}| ≤ k. (2.1)
We call the set of indices corresponding to the nonzero entries the support of θ and
denote it by supp(θ). Normally, the signals we are dealing with in the time domain are
not sparse. Suppose x can be expressed as a linear combination of θ ∈ CN in some
orthonormal basis Ψ ∈ CN×N , e.g., Fourier or wavelet basis, that is x = Ψθ, we still
refer to x as k-sparse if ||θ||0 ≤ k.
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However, the sparse signals are an idealization that we do not encounter in practical
applications, e.g., the wideband signals always contain noises. In practice, the original
signals tend to be compressible, rather than sparse, where a compressible signal has
a representation whose entries decay rapidly when sorted in the decreasing order of
magnitude. As a result, compressible signals are well approximated by sparse signals.
2.3.2.2 Compressive Samples Collection
Theoretically, the process of collecting compressive measurements can be viewed as the
action of a sampling matrix Φ on the target signal. If we take M measurements, or
samples, of a signal in CN , then the sampling matrix Φ has dimensionsM×N . Therefore,
the compressive samples acquisition can be expressed by the following analytical model:
y = Φx subject to ||x||0 ≤ k, (2.2)
It turns out that the real-world sampling always leads to noise. Thus, (2.2) could be
modified to a revised model incorporating the small noise perturbation as
y = Φx+ ξ subject to ||x||0 ≤ k, (2.3)
where ξ ∈ RM is the noise perturbation, whose magnitude is constrained by an upper
bound δ, i.e., ||ξ||2 < δ.
A compressive sample is a linear function applied to the signal. Our goal is to
push M as close as possible to the signal sparsity k in order to perform as much signal
“compression” during acquisition as possible.
For the unique signal reconstruction, the sampling matrix must not map two different
k-sparse signals to the same set of samples. A key sampling matrix condition, which used
to ensure the accurate signal reconstruction, is known as the restricted isometry property
(RIP) [39–41].
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Although it is computationally difficult to check the RIP for a given matrix, a striking
fact is that many types of random sampling matrices satisfy RIP with high probability,
which includes the sampling matrices whose entries following the i.i.d. Gaussian distri-
bution, Bernoulli distribution, and the partial Fourier matrix [39]. For these matrices,
the order 2k RIP condition is satisfied with overwhelming probability if the number of
measurements satisfies the inequality
M ≥ Cklog(N/k), (2.4)
where C is a constant depending on the specific measurement matrix instance. Therefore,
for the above mentioned matrices, there exists a stable algorithm with which the exact
sparse signal reconstruction is achievable with overwhelmingly high probability.
An alternative approach to guarantee the stability of CS recovery is to ensure that
the sampling matrix Φ is incoherent with the sparsifying matrix Ψ. More specifically,
incoherence property requires that the rows of Φ cannot sparsely represent the columns
of Ψ and vice versa. The mutual coherence between the sampling matrix Φ and the





|〈φj , ψk〉|. (2.5)
The coherence measures the largest correlation between any two elements of Φ and Ψ.
It follows from linear algebra that µ(Φ,Ψ) ∈ [1,
√
N ]. Within the CS framework, low
coherence between Φ and Ψ leads to fewer samples required for signal reconstruction [42].
As the wideband spectrum is normally under-utilized in reality, the received signal
x(t) bears a spectrally sparse property in the frequency domain such that all (or most)
of its energy is concentrated in one or more disjoint frequency bands, i.e., its spectral
measure is small relative to the overall signal bandwidth. This motivates to apply the
idea of sub-Nyquist sampling to wideband spectrum sensing that would bring substantial
saving in terms of the sampling rate. However, CS has concentrated on finite-length and
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discrete-time signals. Thus, innovative technologies are required to extend compressive
sensing to the analog domain.
To realize the analog compressive sensing, Tropp et al. proposed a new type of signal
acquisition system, called random demodulator [43], constructed from low-power, readily
available components, which is a good basis for the translation of compressive sampling
from theory into practice. The random demodulator employs structured sensing matrices
for the acquisition of periodic multitone analog signals. Random demodulator consists
of a pseudo-random number generator, a mixer, an accumulator, and a low-rate sam-
pler. The pseudo-random number generator produces a sign waveform that alternates
randomly at the Nyquist rate W . Then, the mixer multiplies the continuous-time input
signal x(t) by this pseudonoise sequence, which smears the frequency spectrum of the
original signal across the entire spectrum. Subsequently, the demodulated signal is inter-
graded by the accumulator and then sampled using a low-rate sampler for every 1/R sec-
onds, where R is the sub-Nyquist sampling rate which is much lower than the Nyquist
rate W . The sparse signal can then be reconstructed from the resulting compressive
measurements. However, analog signals require a great number of harmonics to approx-
imate them well in the discrete model, which makes the reconstruction computationally
infeasible and precludes processing at a low rate.
In [5], Mishali and Eldar proposed another hardware implementation system, named
as modulated wideband converter (MWC). The main difference between MWC and ran-
dom demodulator is that MWC has multiple sampling channels, with the accumulator
in each channel replaced by a general low-pass filter. As shown in Fig. 2.6, the analog
signal is firstly multiplied with a bank of periodic waveforms, whose period corresponds
to the multiband model parameters. Subsequently, the product is low-pass filtered and
sampled uniformly at a low rate. One significant advantage of MWC is that it is robust
against the noise and model mismatches. Furthermore, the dimension of the measure-
ment matrix is reduced in the proposed framework, efficiently reducing the computation
complexity of the spectral reconstruction. However, the implementation is specifically
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Figure 2.6: Block diagram of modulated wideband converter [5].
An alternative multichannel sub-Nyquist sampling approach is multicoset sampling.
Multicoset sampling selects a subset of samples from a uniform grid, which is obtained
using a sampling rate fs at or above the Nyquist rate. The uniform grid is then divided
into blocks of M consecutive samples, and in each block only p (p ≤ M) samples are
retained, while the rest are skipped. Multicoset sampling can be implemented by using p
sampling channels with sampling rate of fs/M and different time offsets on each sampling
channel, as shown in Fig. 2.7. The advantage of multicoset sampling is that the sampling
rate in each channel is M times lower than the Nyquist rate. Furthermore, the number
of measurements is only p/M of that in the Nyquist sampling case. In [44], wideband
spectrum sensing scheme based on multicoset sampling was proposed. In addition, a
low-speed sub-Nyquist multicoset sampling strategy was proposed in [45] for wideband
spectrum sensing without the need of analog front-end processing. However, it requires
the knowledge of the spectral support to allow for the perfect reconstruction. In [6],
the proposed multicoset sampling based blind multiband signal reconstruction approach
only assumes the number of bands and their widths without any other limitations on
the support. The major drawback of the multicoset sampling is that accurate time off-
sets between sampling channels are required to ensure the overall non-uniform sampling.
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Another alternative multichannel model for sub-Nyquist sampling in analog domain is
x(t)
Low-rate ADC
Low-rate ADC Spectrum Reconstruction...
Figure 2.7: Block diagram of multicoset sampler [6].
the multirate sampling. In [46] and [47], Asynchronous multirate sampling (MRS) and
synchronous multirate sampling (SMRS) are proposed for reconstructing sparse multi-
band signals. However, both of them have high implementation complexity due to its
stringent requirements on optical devices. In [48], instead of electro-optical devices, low-
rate ADCs are employed in Multi-rate asynchronous sub-Nyquist sampling (MASS). The
advantage of multicoset sampling is that it has the robustness against the lack of time
synchronisation among channels.
2.3.2.3 Sparse Reconstruction
The major algorithmic challenge in CS is to recover the sparse or compressible signal
from the given compressive samples y and sampling matrix Φ, find a signal x such that
y = Φx exactly or approximately. Specifically, to find the unknown signal x as well as
preserve its sparsity from the compressive samples, it is intuitive to consider the following
optimization problem
min ||x||0 subject to y = Φx. (2.6)
There exists a wide variety of approaches to solving this problem. We now briefly review
four typical types of methods in the literature.
Chapter 2. Background 26




||x||0 subject to ||Φx− y||22 ≤ δ, (2.7)
which aims to seek a maximally sparse representation of y, or
arg min
x∈RN
||Φx− y||22 subject to ||x||0 ≤ k, (2.8)
which finds the possible minimum reconstruction error at a given sparsity k. In practice,
the original signals tend to be compressible, rather than sparse, where a compressible
signal has a representation whose entries decay rapidly when sorted in the decreasing
order of magnitude. Although compressible signals can be well approximated by sparse
signals, the reconstruction errors can only be diminished but not vanished [49]. There-
fore, according to the Lagrange multiplier theorem, a proper constant parameter λ > 0
could be introduced to balance the objective of minimizing the reconstruction error and
the solution sparsity, such that problems (2.7) and (2.8) could be equivalently solved by





||Φx− y||22 + λ||x||0. (2.9)
However, problems (2.7), (2.8) and (2.9) are known to be NP-hard in general, which
cannot be solved efficiently. It was shown in [50, 51] that the solution via the l1-norm
minimization with sufficient sparsity can be equivalent to the solution obtained by the l0-
norm minimization, where the l1-norm optimization problem can be solved in polynomial
time. This adaption leads to the following minimization problem, known as Basis Pursuit
(BP).
Therefore, problems (2.7), (2.8) and (2.9) can be efficiently and approximately solved
by solving the following problems:
arg min
x∈RN
||x||1 subject to ||Φx− y||22 ≤ δ, (2.10)






||Φx− y||22 + λ||x||1. (2.11)
It is known as the Least Absolution Shrinkage and Selection Operator (LASSO) [52]
problem, where λ is the penalty parameter for balancing the reconstruction accuracy
and the sparsity of the minimization result. Since ||Φx − y||22 is a convex quadratic
function, (2.11) is shown to be efficient under certain conditions in finding a sparse
representation to achieve a small ||Φx− y||22 [53].
In summary, this class of algorithms solves a convex optimization problem to recon-
struct the signal. The number of measurements required for exact reconstruction is small
but these methods are computationally complex. So it may not be very efficient for the
large-scale problems.
2) Greedy Algorithm: Another class of CS reconstruction algorithms is the greedy
algorithm. These methods are iterative in nature and select columns of Φ based on their
correlation with the measurements y determined by an appropriate inner product. They
solve the reconstruction problem by making locally optimal choices at each step until a
convergence criterion is met. Examples include orthogonal matching pursuit (OMP) [54],
stagewise OMP (StOMP) [55], compressive sampling matching pursuit (CoSaMP) [56].
The major advantages of this algorithm are its high speed of recovery and its ease of
implementation. Taking CoSaMP as an example, given the measurement vector y and
the measurement matrix Φ = [φ1, ..., φN ], the algorithm can be summarized as follows:
• Initialize the residual r0 = y, the index set Λ0 = ∅, J0 = ∅, and the iteration
counter t = 1.
• Find the 2k indices corresponding to the largest magnitude entries and store them
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• Augment the index set and the matrix of chosen atoms: Λt = Λt−1 ∪ J0 and
Φt = [Φt−1 φλt(for all λt ∈ J0)].
• Solve a least square problem to obtain a new signal estimate:
xt = arg min
x
||y −Φtx||2 = (ΦTt Φt)−1ΦTt y. (2.13)
• Select the k largest elements from xt as xtk and the corresponding atoms in Φt as
Φtk and the index set Λt = Λtk.
• Calculate the new approximation of the data and the new residual:
at = Φtkxtk, rt = y − at. (2.14)
• If the stopping condition is achieved, stop the algorithm. Otherwise, increment t,
and return to Step 2.
3) Non Convex Minimization Algorithm: Another reconstruction approach is to
relax the `0-norm to lν-quasinorm (0 < ν < 1), defined as ||x||ν = (
∑N
j=1 |xj |ν)1/ν , which
is possible to achieve the exact reconstruction with substantially fewer measurements [57]
and could be formulated as
arg min
x∈CN
||x||ν subject to ||Φx− y||22 ≤ ς. (2.15)
As the lν norm minimization provides a closer approximation to the l0 norm minimiza-
tion, it is a more efficient solution to exactly reconstruct the original signals with less
requirements on the signal sparsity and the number of measurements. The lν norm
minimization is nonconvex but could be solved by iteratively reweighted least squares
(IRLS) algorithm [58]. Each iteration of the IRLS algorithm corresponds to a weighted
least-squares problem which can be efficiently solved by standard convex optimization
methods.
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Sparse Bayesian framework: Besides the aforementioned convex and non-convex
minimization and greedy algorithms, there are a number of computational approaches for
solving the original sparse recovery problem. Recently, sparse Bayesian learning frame-
work has been derived to find robust solutions in sparse signal recovery [59]. Sparse
Bayesian framework formulates the CS problem via the Bayesian rule, and its close rela-
tionship to the non-convex lν-norm (0 < ν < 1) minimization problem is derived in [60].
Different from the traditional convex relaxation algorithms [52], whose global minimum
is generally not the sparsest solution [61], the global minimum of sparse Bayesian frame-
work is always the sparsest one. More specifically, in sparse Bayesian framework, a prior
distribution for the unknown vector is assumed to find the posterior probability p(x|y;θ)
based on Bayesian algorithm, which have superior recovery performance, especially in
the presence of high correlation of rows in the measurement matrix, high noise level,
or poor signal sparsity [59]. The more details of sparse Bayesian framework based CS
model can be found in [62].
4) Joint Sparse Recovery: In practice, the common sparse support among the SUs
enables an efficient reconstruction algorithm to recover all of the signals jointly. Specif-
ically, multiple SUs acquire the same primary signal but with different phase shifts or
attenuations caused by different signal propagations. Thus the primary signals received
at all SUs share a common sparse support with different amplitudes, known as joint
sparsity [63].
Suppose that J (J > 1) SUs are performing sub-Nyquist sampling individually to
collect their low-rate measurements y(j), which can be expressed as y(j) = Φ(j)x(j).
The vector model has been extended to a finite set of sparse vectors sharing a common
sparsity pattern. The SUs share their compressive measurements, rather than original
Nyquist samples to reduce communication overhead, with a fusion centre that will recover
the underlying joint support. The overhead in delay and energy caused by cooperative
sensing is mitigated by processing sub-Nyquist samples. In this setting, rather than
trying to recover a single sparse vector x seperately, the goal is to jointly recover a set
Chapter 2. Background 30
of vectors x(j), j = 1, ..., J that share a common support. Stacking these vectors into
the columns of a matrix X, there will be at most k non-zero rows in X. The support
of X denotes the union of the supports of the columns of X, or equivalently, the set of
indices of non-zero rows. This class of algorithm is known as the multiple measurement
vectors (MMVs) problem [64].
In order to determine the support of x(j), j = 1, ..., J , joint sparse property in
the frequency domain is exploited. There are existing algorithms for recovering jointly
sparse signals in the literature [65, 66]. In [67], Tropp and Gilbert have proposed an
iterative algorithm, called Simultaneous Orthogonal Matching Pursuit (SOMP), which
can be readily applied in this joint sparse recovery framework. To adapt the SOMP
algorithm to the cooperative spectrum sensing setting, it is first extended to cover a
different sampling matrix Φ(j) for each received signal x(j) at the SU. Then, in each
iteration, the column index n ∈ {1, 2, ..., N} is selected that accounts for the greatest
amount of residual energy across all SUs [68]:







It’s important to notice that joint spectrum recovery requires much less samples for
each SU comparing with separate recovery scheme, which further reduces power and
bandwidth for communication and memory size for storage.
2.4 Summary
This chapter presents current development on cognitive IoT, dynamic spectrum access,
spectrum sensing, and wideband spectrum sensing, as well as the fundamental concepts
of compressive sensing. From the literature, there are three major challenges when
implementing sub-Nyquist wideband spectrum sensing in cognitive IoT. First is the high
computational burden. For the sub-Nyquist spectrum sensing, signal reconstruction is
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required before the decision making. In other words, It looks like part of implementation
complexity of Nyquist wideband spectrum sensing is transfer to computational complex-
ity in the signal reconstruction, therefore, how to reduce the computational complexity
with reconstruction performance guarantee is a challenge for implementing Cognitive
IoT. Secondly, in conventional CS, these methods tend to require more sensing time
or higher sampling rate because of high sparsity level assumption. Thirdly, most sub-
Nyquist sampling scheme need special sampling hardware, which is difficult to be added
on the commercial IoT devices.
Chapter 3
Adaptively-Regularized
Compressive Sensing in Cognitive
Radio Networks
Wideband spectrum sensing is regarded as one of the key functional blocks in cognitive
radio systems to enable cognitive IoT, where compressive sensing (CS) has become one
of the promising techniques to deal with the Nyquist sampling rate bottleneck. However,
the implementation of CS over real-world signals and real-time processing poses signifi-
cant challenges due to the high computational burden and reconstruction errors against
noise. In this chapter, an adaptively-regularized CS based spectrum sensing scheme
is proposed to implement the real-time signal recovery in CS-based wideband spectrum
sensing. Specifically, the related work on CS-based wideband spectrum sensing and main
contributions of this chapter are firstly reviewed in Section 3.1. In Section 3.2 and 3.3,
each block of the proposed adaptively-regularized CS scheme and low-complexity recon-
struction algorithm are illustrated. In Section 3.4, the real-time compressive spectrum
sensing testbed are presented. The simulations for the performance evaluation of the pro-
posed sensing scheme are demonstrated in Section 3.5 on the simulated and real-world
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TV white space (TVWS) signals. Finally, Section 3.6 concludes this chapter.
3.1 Introduction
3.1.1 Related Work
To overcome the Nyquist sampling rate bottleneck of the conventional wideband spec-
trum sensing, several new compressive sampling based spectrum sensing methods have
been proposed [69–74], where the sampling rate could be reduced by exploiting some
specific features of the spectrum. In [69], a compressive spectrum sensing approach over
wide spectrum was proposed by utilizing the embedded sparsity of the edge spectrum.
In [70, 71], power spectrum estimation over the compressive samples has been proposed
by concentrating on the autocorrelation of the compressive samples instead of the origi-
nal signal itself. In [72–75], sub-Nyquist sampling approaches have been developed based
on multicoset sampling to estimate the spectrum by recovering the frequency support of
the multiband signals. Although these algorithms can reduce the sampling requirement
and computational complexity, they depend on prior spectral assumptions such as fixed
channel bandwidth and power levels and concentrate on the partial signal reconstruction.
In recent years, as the secondary spectrum market has been opened for spectrum
sharing, an increasing number of programme making and special event (PMSE) users
are joining for public access, which cover a wide range of radio systems, e.g., wireless
microphones, continuous talkback systems, high-quality audio links, remote controllers,
etc [76]. As PMSE users have varying channel bandwidths and radiated levels (up to
200kHz and 10mW respectively), accurate detection of the PMSE users and other PUs
with varying power levels challenges the traditional compressive spectrum sensing algo-
rithms [69–71]. Therefore, the full reconstruction of the wideband signals with the high
fidelity guarantee is of critical importance to work with real-world signals in achieving
reliable spectrum detection.
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To find the optimal solution that best matches the compressive projections, the origi-
nal wideband signals can be reconstructed using certain optimization strategies based on
l0-norm minimization [49]. Since l0-norm minimization is an NP-hard problem, l1-norm
minimization is usually utilized to find an equivalent solution based on the restricted
isometry property (RIP) [11]. To further improve the recovery performance with less
requirements on the signal sparsity and the number of compressive samples, the weighted
lν-norm (0 < ν < 1) minimization is proposed to replace the l1-norm minimization,
which is nonconvex but could be solved by iterative reweighted least squares (IRLS)
algorithm [58]. As the lν-norm minimization provides a closer approximation to the
l0-norm minimization, the weighted lν-norm minimization is a more efficient solution
to exactly reconstruct the original signals [57, 61, 77, 78]. However, without any prior
information on the original signals, conventional IRLS algorithms could lead to relatively
high computational complexity and need to run through many iterations to achieve the
desired signal recovery, which incurs a large latency and is difficult to be implemented
in real-time processing [57].
In addition, the performance of spectrum sensing greatly depends on the detection
methods over the reconstructed signal. Energy detection is the most widely used detec-
tion method since it is simple, to implement and does not require any prior information
about the spectral, features of primary signals [79, 80]. Most conventional energy detec-
tion algorithms adopt a fixed or adaptive decision threshold to distinguish PU signals
from the noise [81], which is calculated via prior knowledge over the noise power. How-
ever, it is difficult to guarantee the detection and false alarm probabilities with the
traditional threshold setting algorithms when the noise power is unknown or fluctuates
in real-time wideband spectrum sensing. In [82], the decision threshold setting is based
on the noise power measured in the vacant channels. However, it is difficult to distinguish
which channels contain noise only without related prior information in practice. More-
over, the power level of noise is likely to change after the reconstruction process [13].
Besides, we notice that most of the existing compressive wideband spectrum sensing
Chapter 3. Adaptively-Regularized Compressive Sensing in Cognitive Radio Networks 35
schemes do not specify the reconstruction errors from the compressive samples, which
inevitably exists and interferes the detection. Therefore, a practical and effective recon-
struction strategy that can dynamically eliminates the influence of CS reconstruction
errors and distorted noise floors is critical to enable accurate real-time wideband spec-
trum sensing.
3.1.2 Contributions
Motivated by the above challenges, the contribution of this paper is four-fold.
1. Firstly, an adaptively-regularized CS scheme is proposed to implement the real-time
wideband spectrum sensing in this chapter. Specifically, the proposed adaptively-
regularized iterative reweighted least squares (AR-IRLS) reconstruction algorithm
moves the estimated solutions along an exponential-linear path by regularizing
weights with a series of nonincreasing penalty terms and the penalty parameter
which balances the reconstruction accuracy and the sparsity is adaptive to the
varying noise levels. The proposed scheme significantly speeds up the convergence
of the signal reconstruction by reducing the required iterations (up to 70%) and
provides high fidelity guarantees to cope with the varying bandwidths and power
levels over the occupied channels.
2. Secondly, to further reduce the computational complexity in the signal reconstruc-
tion, a low-complexity IRLS-based reconstruction algorithm is proposed. It could
keep the fast convergence speed of the previous algorithms such as [14] and AR-
IRLS with reduced computational complexity by exploiting the diagonally domi-
nant feature in the square of measurement matrix.
3. Thirdly, a descent-based decision threshold setting algorithm is proposed to dis-
tinguish the primary signals from the mixture of the reconstruction errors and
unknown noises.
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Figure 3.1: Block diagram of CS-based wideband spectrum sensing scheme.
4. Finally, to verify the CS-based spectrum sensing scheme in real-world scenarios, a
real-time compressive spectrum sensing testbed is proposed to process the real-time
data collected from the TVWS spectrum. From the evaluation of the reconstruction
performance, it is shown that the proposed AR-IRLS algorithm is able to deal with
real-world signals in real-time wideband spectrum sensing, with improvements over
the convergence speed as well as sensing cost when compared with conventional
iterative lν-norm minimization approaches.
3.2 Adaptively-regularized CS Based Spectrum Sensing
The proposed adaptively-regularized CS-based wideband spectrum sensing scheme can
be presented as a typical three-step framework: compressive signal acquisition, signal
reconstruction by the proposed AR-IRLS algorithm and decision making by the proposed
descent-based threshold setting algorithm, as shown in Fig. 3.1.
3.2.1 Compressive Signal Acquisition
The basic idea of CR is spectrum sharing, which allows the unlicensed users, i.e., SUs, to
communicate over licensed spectrum when the bands are not fully utilized by PUs. The
received signal x(t) at the CR is usually assumed to be bandlimited and continuous, which
consists of Nsig uncorrelated primary signals in addition to the noise. The primary signals





si(t) + n(t), (3.1)
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where si(t) is the i-th primary signal and n(t) refers to additive white Gaussian noise with
zero mean and variance σ2n. Since the wideband spectrum is practically underutilized [83],
x(t) typically bears a sparse property in the frequency domain such that its discrete
Fourier transform x ∈ RN is a k-sparse vector, i.e., |{xi : xi 6= 0}| ≤ k. The compressive
samples acquisition at each SU can be expressed by the following analytical model:
y = Φx+ ξ subject to ||x||0 ≤ k, (3.2)
where Φ ∈ RM×N is the sensing matrix to generate the compressive samples y ∈ RM
from the original signal, M ∈ Z (with k < M < N) refers to the dimension of y and || · ||0
represents the number of nonzero elements in the vector, which is also treated as the
measure of sparsity. Since the real-world sampling always leads to noise, vector ξ ∈ RM
represents the noise perturbation, whose magnitude is constrained by an upper bound δ,
i.e., ||ξ||2 < δ. Incidentally, the compressive ratio in this sub-Nyquist signal acquisition
is given by ρ = M/N < 1.
3.2.2 Signal Reconstruction
Under certain assumptions including the RIP on Φ and the signal sparsity bound [11],
robust signal reconstruction with respect to model (3.2) at each SU can be achieved as
arg min
x∈RN
||x||0 subject to ||Φx− y||22 ≤ δ, (3.3)
which aims to seek a maximally sparse representation of y, or
arg min
x∈RN
||Φx− y||22 subject to ||x||0 ≤ k, (3.4)
which finds the possible minimum reconstruction error at a given sparsity k. In practice,
the original signals tend to be compressible, rather than sparse, where a compressible
signal has a representation whose entries decay rapidly when sorted in the decreasing
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order of magnitude. Although compressible signals can be well approximated by sparse
signals, the reconstruction errors can only be diminished but not vanished [49]. There-
fore, according to the Lagrange multiplier theorem, a proper constant parameter λ > 0
could be introduced to balance the objective of minimizing the reconstruction error and
the solution sparsity, such that problems (3.3) and (3.4) could be equivalently solved by





||Φx− y||22 + λ||x||0. (3.5)
However, problems (3.3), (3.4) and (3.5) are known to be NP-hard in general, which
cannot be solved efficiently. It was shown in [50, 51] that the solution via the l1-norm
minimization with sufficient sparsity can be equivalent to the solution obtained by the l0-
norm minimization, where the l1-norm optimization problem can be solved in polynomial
time. Thus, problems (3.3), (3.4) and (3.5) can be efficiently and approximately solved
by solving the following problems:
arg min
x∈RN






||Φx− y||22 + λ||x||1. (3.7)
Since ||Φx − y||22 is a convex quadratic function, (3.7) is shown to be efficient under
certain conditions in finding a sparse representation to achieve a small ||Φx− y||22 [53];
but it may not be the optimal solution to problem (3.5) since the l1-norm optimization
problem usually requires much more compressive samples [57]. Therefore, this poses
challenges when the signal dimension is high, i.e., when we have wideband spectrum
signals. Thus, we propose to replace the l1-norm in (3.7) with the lν-norm, for 0 <
ν < 1, which is possible to achieve the exact reconstruction with substantially fewer
samples [57, 78].
The basic idea of the proposed algorithm is to find a surrogate function based on the
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lν-norm to majorize the objective function in (3.5), and then to minimize the surrogate
function to drive the objective function downward until a global optimum is reached. In
particular, we conduct the relaxation of the l0-norm problem by utilizing the lν-norm
instead of the l1-norm in (3.7). In contrast to the l1-norm, the lν-norm with 0 < ν < 1
is nonconvex. As convex optimization techniques are no longer applicable, the lν-norm
makes the solution uniqueness and convergence analysis more complicated. However,
fewer samples are usually required for the lν-norm approach compared with the l1-norm
approach [57]. Moreover, it was shown in [57, 84] that the lν-norm regularization leads
to better sparsity approximation performance than l1-norm. This is because lν-norm
not only enforces stronger sparsity than l1-norm, but it also better preserves edges [85],
which is capable of yielding a sparser solution with higher fidelity than the l1-norm
regularization.




f(x) + λ||x||νν 0 < ν < 1. (3.8)
As ||Φx− y||22 is a convex quadratic function and therefore a valid choice for f in (3.8),





||Φx− y||22 + λ||x||νν 0 < ν < 1. (3.9)
Since problem (3.9) is intermediate in the sense of norm minimization between prob-
lems (3.5) and (3.7), one can expect that it is also capable of seeking out a solution
to (3.5) under certain conditions. Here, as discussed before, λ > 0 is the penalty param-
eter that balances the reconstruction accuracy and the sparsity of the minimization
result. In addition, the choice of λ depends on the noise level of the original signal, e.g.,
the value of λ should be increased when the noise is larger [86]. Therefore, for the varying
wideband spectrum signal in a real-time processing environment, the choice of λ greatly
influences the behaviour of the spectrum reconstruction, such that we need to find the
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most suitable value of λ for difference signals. Some approaches have been proposed for
determining λ. However, these approaches are based on some extra algorithms [87, 88],
which leads to increased computational complexity. In our work, we optimize λ along
with the signal reconstruction process and λ is defined as a function of the target signal
such that the problem in (3.9) can be transformed into the following form:
arg min
x∈RN
{F (x) = 1
2
||Φx− y||22 + λ(x)||x||νν} 0 < ν < 1, (3.10)
where λ(x) projects the signal x as a positive real number. In order to retain the
numerical property of the original problem, λ(x) should be a function of the smoothing
functional, e.g., we could set it in general as λ(x) = g(F (x)), where g(·) is a mono-
tonically increasing function. Moreover, the objective function in each iteration should
preserve its convexity and exhibits only a global minimizer regardless of the value of
λ(x). Therefore, we utilize the linear function of the form: F (x) = %λ(x) [89], where
% is the coefficient representing the slope of the line and also controls convexity. It is
straightforward to show that this linear form could keep the numerical property of the







0 < ν < 1 (3.11)
However, it is general computationally hard and not guaranteed to obtain its global
minimum due to the nonconvexity of the lν-norm. An alternative approach is to solve
a sequence of the approximation subproblems, named as IRLS [57, 58, 78]. It is shown
in [57] that under certain assumptions such as the null space property (NSP) on Φ, the
solution sequence generated by the IRLS algorithm converges to the local minimum as
the sparsest solution that is also the actual global lν-norm minimizer. Therefore, this
IRLS method could be utilized to solve the unconstrained lν-norm minimization problem
in (3.10).
In particular, each iteration of the IRLS algorithm corresponds to a weighted least
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squares subproblem that can be efficiently solved by standard convex optimization meth-
ods. Let the weight w ∈ RN be a vector with each element being a positive number, i.e.,
wi > 0 for all i = 1, 2, ..., N . The corresponding weighted inner product and weighted







Without knowing apriori the spectral support of the original signal, the procedure for
selecting weights is iterative in nature. A typical approach updates the weights at each
iteration by using the solution of the weighted least squares problem from the previ-
ous iteration, i.e., w(l) := |x(l−1)|−1 [58]. Specifically, the IRLS algorithm generates a
sequence {x(l)}∞l=1 which are the iterative estimates of x and given by

















j |−1, and the set J (x) = {x
∣∣ ||Φx− y||22 ≤ δ} represents the set
of feasible points to (3.3). Therefore, the weighted least squares problem in each iteration
of the IRLS algorithm works over a closed convex set J (x), and can be efficiently solved
using standard convex optimization methods.
However, if one of the elements x
(l)
j vanishes at some iteration l, i.e., x
(l)
j → 0, the
corresponding weight component w
(l+1)
j → ∞, which leads to x
(l+1)
j = 0 at the next
iteration as well and persists in all sequential iterations, resulting in certain loss of
information. As such, a small fixed regularizer ε > 0 [78] could be adopted to regularize
the optimization problem in order to provide stability and ensure that a zero-valued














0 < ν < 1. (3.14)
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Following the arguments in [61], the lν-norm (0 < ν < 1) could closely approximate
the l0-norm by setting a small enough ε, where a large fixed ε leads to inaccurate results.
Unfortunately, as ε → 0, the regularizing functionality of ε becomes weak. That would
cause the loss of certain information during the optimization as we discussed before.
Thus, fixing ε relatively small or high would not be an optimal choice. A scheme where ε
is dynamically decreased in each step is suggested in [58], which is based on the knowledge
over anticipated accuracy for arbitrary signal recovery. Although this approach provides
the lν-norm with a better l0-norm approximation, ε would get to zero and some of the
weights would be infinite since the reconstructed signals in some iterations could be
sparser than the original signal. Therefore, it does not offer theoretical guarantees and
would lead to some wrong local solutions.
To speed up the convergence and prevent getting trapped into the wrong local solu-
tions, we propose to start with a relatively large regularizer which is given as Ωε for w
(0),
and then quickly update the weights at each iteration by exponentially decreasing Ωε in
the first few iterations, as a smaller regularizer allows the optimization process go deeper
to achieve higher reconstruction accuracy [90]. We then let Ωε descend slowly in order
to prevent Ωε → 0 while keeping Ωε sufficiently small. Finally the decrement of Ωε tends
to be 0 when the iterations move towards the end. As the result of regularizing weights
by the proposed algorithm, the estimated solutions is moved along an exponential-linear
path. Even early iterations may get inaccurate reconstruction results, the primary ele-
ments in signal would be likely identified as nonzero values, such that their influences
are diminished to provide chances for the algorithm to locate the remaining small but
nonzero signal elements in later iterations.














where x ∈ RN , w ∈ RN+ , and Ωε ∈ R+. We initialize the parameters by setting w0 =
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Algorithm 1 Adaptively-regularized iterative reweighted least squares
Require: samples vector y ∈ RN , sensing matrix Φ ∈ RM×N , Ω(0)ε = 1, w(0) = 1, . . . , 1.
Ensure: Practical solution x∗
1: for l = 0, 1, · · · , lmax do
2: Constrained weighted least square minimization:
x(l) := arg min Γν(x
(l−1),w(l),Ω(l)ε )
3: Weights update: w(l+1) = O(x(l),Ω
(l)
ε )





























10: return x∗ = x(l+1);
1, . . . , 1 and Ω
(0)
ε = 1. Therefore, (3.13) is equal to
x(l) := arg min Γν(x
(l−1),w(l),Ω(l)ε ), (3.16)
which requires solving a weighted least squares problem that can be expressed in the
matrix form:
x(l) = W (l)ΦT
(
ΦW (l)ΦT + λ(x(l−1)) ∗ I
)−1
y, (3.17)
where W (l) is the N ×N diagonal matrix with 1/w(l)i as the i-th diagonal element and
ΦT refers to the transpose of the sensing matrix Φ. Once x(l) is obtained, we then
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where h(x)i is the i-th largest element of the set {|x|j , j = 1, ..., N}, k refers to the
sparsity of the signal, and ∆x(l) = x(l) − x(l−1). From (3.15), we have
λ(x) :=



















In each iteration, to guarantee that the convexity of the function Γν(x,w,Ωε) is unchanged,
the penalty parameter should smaller than 1, i.e., λ(x) < 1 [91]. From the convexity
perspective, we have % > 1/2||Φx−y||22 + ||x||
2(w)
2 by substituting λ(x) < 1 into (3.20).
Since ||x||2(w)2 could be approximated by ||x||ν2 and ||x||ν2 ' ||y||ν2 according to [89] and
1
2
||Φx− y||22 = ||ξ||22 ≤ ||y||22, (3.21)




2 + ||y||ν2 . Therefore, the value of control parameter % is determined by the proposed
algorithm according to the samples vector y in practice.
This whole process of reconstruction terminates when it converges or l reaches a
specified maximum number of allowed iterations lmax. The outline of the proposed
algorithm is summarized in Algorithm 1.
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3.2.3 Decision Making
When the recovered signal x∗ is obtained by the proposed algorithm discussed above,
energy detection could be applied to determine the spectrum occupancy by comparing
the energy density of the recovered signal against a predefined threshold ϕd, which for










where σ2n is the noise variance and Pf refers to the target probability of false alarm. If
the energy of the reconstructed signal is higher than the threshold, the corresponding
channel is determined as occupied by PU, and SUs are forbidden to access. Otherwise,
the corresponding channel is determined as vacant, and SUs could access to transmit
unlicensed signals. It should be noted that the detection performance would benefit from
higher CS reconstruction accuracy. If the original signal is noise-free and the number
of samples M is large enough, the threshold ϕd for decision making could be set as the
magnitude of the smallest element in the reconstructed signals, to ensure zero miss and
low false alarms. However, in real-time processing, the reconstruction error increases as
M is reduced, and it is further mixed with the noise whose variance is unknown and
varying. Therefore, the traditional noise variance based methods for threshold setting
as in (3.22) are not applicable anymore.
The rule of the proposed descent-based algorithm for ϕd setting is to locate the “first
significant change” in the sorted sequence as illustrated by Fig. 3.2. Specifically, this
algorithm first divides the reconstructed signal x∗ ∈ RN into L sub-bands and therefore
each sub-band contains b = N/L elements. The average value of each sub-band is used
to form the sequence:
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Figure 3.2: The sorted sequences of the sub-bands and their first significant change.
Then we sort all elements of p in an ascending order in term of their magnitudes, which
is donated by the sequence ps = {psi}Li=1, i.e., ps1 is the smallest element and psL is the
largest element in p. Then we define the increment value between two adjacent elements
in ps by ∇psi = (psi + psi+1)/2. Since the original signal contains noise, which means that
the reconstructed signal contains both the reconstruction error and noise, ϕd should be
set equal to or slightly larger than the magnitude of the smallest element in the set
of the largest τ% elements so that the influence of the possible noise fluctuation could
be diminished, where τ should be chosen to be large enough, such that the primary
components in the signal x∗ can not be missed.
The algorithm compares ∇psi with the values from ∇ps1 to ∇psi−1. If psi belongs to
the largest τ% part of ps and ∇psi is larger than ∇ps1 to ∇psi−1, we locate psi as the
“first significant change”; otherwise we increase i until the “first significant change” is
obtained. We adopt this value as the threshold to distinguish the primary components
and the combination of noise and reconstruction errors. It should be noted that the
larger the sub-band, the simpler the algorithm becomes since less increment calculations
and iterations are required. But the performance may be degraded if L is too small. The
“first significant change” exists since in the reconstructed signal x∗, the true nonzeros
are large in magnitude and small in number, while the noise and false ones are large in
number and small in magnitude due to the nature of the IRLS algorithm [14]. There-
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fore, the magnitudes of the true nonzeros are spread out, while those of the noise and
reconstruction errors ones are clustered.
3.2.4 Theoretical Guarantees
Theorem 1. (Null Space Property) From [58], we shall say that the matrix Φ has the
ν-Null Space Property (ν-NSP) of order S for γ > 0 if
||ηT ||νν ≤ γ||ηT c ||νν (3.24)
for all sets T of cardinality not exceeding L and all η ∈ N , where N is the null space of
Φ as we defined before and T c denotes the complement of the set T . In addition, ηT is
the vector obtained from η by setting all coordinates ηi = 0 for i 6= T ⊂ {1, 2, . . . , N}.
It is stated in [57] that in order to guarantee that a k-sparse vector x∗ is the unique lν-
norm minimizer of J (x), it is sufficient that Φ has the ν-NSP (0 < ν < 1) of order s ≤ S
with γ ∈ (0, 1). Thus, we can extend this result to our weighted lν-norm minimization
in (3.13).
3.2.4.1 Convergence
Theorem 1 ensures that, under certain conditions, the proposed algorithm has a unique
exact solution according to [58], as established by the following theorem.
Theorem 2. Fix y ∈ RM , define Γnν = Γν(xn,wn,Ωnε ) and let S be chosen such that Φ
satisfies the ν-NSP of order K. Then the sequence {Γnν}∞n=1 converges to a fixed point of
the algorithm.
Proof. We first show that the sequence {Γnν}∞n=1 decreases monotonically over n, as we
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have the following monotonicity property hold for all n ≥ 0:
Γν(x
n+1,wn+1,Ωn+1ε ) ≤ Γν(xn+1,wn,Ωn+1ε )
≤ Γν(xn+1,wn,Ωnε ) ≤ Γν(xn,wn,Ωnε ).
(3.25)
Here, the first inequality follows from the minimization property that defines wn+1,
the second inequality from Ωn+1ε ≤ Ωnε , and the last inequality from the minimization
property that defines xn+1. For a given n, xn+1 is completely determined by wn; for
n = 0, in particular, x1 is determined solely by w0, and independent of the choice
of x0 ∈ J (x). Next, we prove that the sequence {Γnν}∞n=1 is bounded as ||xn||νν ≤
Γν(x










n,wn,Ωnε )− Γn+1ν (xn+1,wn,Ωnε )
]
= 〈xn,xn〉wn − 〈xn+1,xn+1〉wn
= 〈xn + xn+1,xn − xn+1〉wn






i − xn+1i )
ν
= L−1||xn − xn+1||νlν ;
(3.26)
therefore, we obtain that the sequence {Γnν}∞n=1 is bounded as ||xn||νν ≤ Γν(xn,wn,Ωnε ),
and
∑∞
n=1 ||xn+1 − xn||νν ≤ 2Lν . In particular, we have
lim
n→∞
||xn+1 − xn||νν = 0. (3.27)
Thus, the convergence is proved.
Theorem 2 ensures that, under certain conditions, the sequence of solutions provided
by the proposed algorithm converges to a fixed point as a local minima. According
to [58], such local convergence results are common for nonconvex optimization problems,
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e.g., lν-norm minimization solving by IRLS, and are actually global solutions as shown
numerically in [78].
3.2.4.2 Complexity
The computational complexity reduction of the proposed AR-IRLS algorithm comes
from two parts. Firstly, the computational complexity reduction is contributed by the
fewer number of iterations. In each iteration of the conventional IRLS algorithms, the
complexity of matrix multiplication ΦW (l)ΦT is O(NM2) since matrix W (l) is diagonal,
and the inverse of (ΦW (l)ΦT + λ(x(l)) ∗ I) takes O(M3). Therefore, the complexity of
solving (ΦW (l)ΦT + λ(x(l)) ∗ I)−1 is O(NM2) due to N > M . Secondly, the compu-
tational complexity reduction is contributed by the fewer compressive samples required
to guarantee the reconstruction performance. In the proposed AR-IRLS algorithm, the
minimum number of compressive samples M is reduced, which leads to a large compu-
tational complexity reduction as the complexity of solving (ΦW (l)ΦT +λ(x(l)) ∗ I)−1 is
O(NM2). The performance analyses of the reduced iterations and compressive samples
are further shown in experimental results.
3.3 Low-complexity IRLS-based Compressive Spectrum Sens-
ing Algorithm
Each iteration of IRLS algorithms requires solving a weighted least squares problem that
can be expressed in the matrix form (4.5). For the illustration simplification purpose,
we drop the interval number p as:
x(l) =
(
ΦTΦ + λ(x(l−1)) ∗W (l−1)
)−1
ΦTy. (3.28)
Therefore, the efficiency of the IRLS-based algorithm is mainly constrained by the inverse
of the matrix H = ΦTΦ + λ(x(l−1)) ∗W (l−1), which takes O(N3) time. It is difficult
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(a). Outdoor sensor node setup at 
Queen Mary University of London
(b). Rfeye portable sensing node
Figure 3.3: (a) Outdoor fixed sensor node deployed in Queen Mary University of London
and (b) the portable sensor node for mobile spectrum surveillance.
and costly to solve H−1 for many cases especially when the dimension of the original
wideband signal is large. The conventional way to approximate the matrix inverse is
conjugate gradient (CG) descent method. According to the observation that the matrix
H is usually diagonal dominance due to the square of measurement matrix ΦTΦ is
diagonal dominance, we proposed to utilize the preconditioned conjugate gradient (PCG)
method which has better performance than CG [93]. To find the best approximation of
H, the preconditioner can be given by
P := arg min
Z∈D
||H −Z||22, (3.29)
where D is a set of diagonal or pseudo-diagonal matrices. Since λ(x(l−1)) ∗W (l−1) is a
diagonal matrix and ΦTΦ is diagonal dominance for the measurement matrix utilized in
compressive spectrum sensing, e.g., random projection matrix for analog-to-information
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Algorithm 2 Low-Complexity IRLS-based Compressive Spectrum Sensing Algorithm
Require: samples vector y ∈ RN , measurement matrix Φ ∈ RM×N , initial value Ω(0)ε ,
W (0) and λ(x(0)).
Ensure: Practical solution x∗
1: for l = 1, · · · , lmax do
2: Update: H = ΦTΦ + λ(x(l−1)) ∗W (l−1)
3: Update: P−1 = (ΦTΦ ∗ I + λ(x(l−1)) ∗W (l−1))−1
4: Update x(l) with the inverse of preconditioner P−1
5: Regularizer update:

























9: Penalty parameter update:










11: return x∗ = x(l+1).
converter (AIC), partial Fourier matrix for multi-coset sampling and etc., H is diagonal
dominance which could be approximated by a diagonal or pseudo-diagonal matrix P .
According to the diagonal dominance feature, the exact solution of (3.29) is given as
P = (ΦTΦ ∗ I + λ(x(l−1)) ∗W (l−1)), (3.30)
where ΦTΦ denotes the average of all diagonal values of the matrix ΦTΦ, which can be
pre-calculated since Φ is preset before the sensing. Therefore, compared with the inverse
of the original matrixH which takes O(N3) time, P−1 = (ΦTΦ∗I+λ(x(l−1))∗W (l−1))−1
only require linear time O(N). The Low-complexity IRLS reconstruction algorithm is
summarized in Algorithm 2.
3.4 Real-time Compressive Spectrum Sensing Testbed over
TV White Space
The proposed testbed consists of a sensor node and a real-time spectral information
processing platform based on National Instruments (NI) LabVIEW software [94] to pro-









Figure 3.4: Block diagram of the compressive spectrum sensing measurement for real-
world signal on TVWS.
cess the data and control the hardware. Different to the simulation or small controlled
laboratory experiments, the proposed testbed offers a realistic environment for verifying
the reconstruction algorithms with the practical and varying channel environment.
3.4.1 Sensor Node System
The sensor node applied in the proposed real-time compressive spectrum sensing testbed
is a RFeye node, which is an intelligent spectrum monitoring system. According to
the working type of sensor node, the testbed has two sensing modes: fixed sensing
mode and portable sensing mode. As shown in Fig. 3.3, the fixed outdoor RFeye node
is located at Queen Mary University of London (51.523021◦N 0.041592◦W), and the
antenna height is about 20 meters above ground. The portable sensor node is for mobile
spectrum surveillance in urban/rural areas and demonstration purpose. When the fixed
outdoor sensing node is applied in the proposed testbed, the collected data is transmitted
through the Internet or local area network (LAN), which is encrypted as javascript object
notation (JSON) message. If the portable sensing node is utilized to form the testbed, the
sensor node is directly connected with PC which runs the spectral information processing
platform via Ethernet cable.
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Figure 3.5: The front panel of the proposed testbed.
3.4.2 Real-time Spectral Information Processing Platform
Based on the NI LabVIEW software, as the second part of the proposed testbed, the
real-time spectral information processing platform is developed for processing the infor-
mation collected by the sensor node and displaying the reconstructed results. As shown
in Fig. 3.4, the proposed platform is mainly composed of four parts: sub-Nyquist sam-
ples collection, signal reconstruction by proposed AR-IRLS algorithm, threshold setting
and decision making. As the reconstruction performance of CS-based spectrum sens-
ing scheme has significant impact on the detection capabilities [73], one targets of the
propose testbed is to implement the reconstruction algorithms and verify their perfor-
mance in the real-world scenario. As shown in Fig. 3.5, the front panel of the proposed
testbed displays both original signals and reconstructed signals in order to demonstrate
the reconstruction performance. The power spectrum of signals shown in the left two
diagrams is in linear form and the other two diagrams show the signals in dBm form.
The signals at the top are the original signals collected in real-time and the signals at the




Figure 3.6: Experimental setup for real-time processing and live compressive spectrum
sensing testbed on TVWS.
bottom are the corresponding reconstructed signals. Therefore, the differences between
original signals and reconstructed signals could be visualized and easily to be identified
by audiences.
As shown in Fig. 3.6, the proposed testbed consists of the commercial nondirectional
UHF antenna, the portable sensor node, and a laptop installed our real-time spectral
information processing platform.
3.5 Numerical Analysis
As a proof of concept for the proposed scheme, we discuss a series of experiments to test
them using both simulated signals and real-world signals in this section.
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3.5.1 Experiment Setups and Performance Measures
To verify the recovery accuracy of the proposed AR-IRLS algorithm that works with
varying bandwidths and power levels in the primary signals, the simulated signals xsim0
are generated by choosing k nonzero components uniformly at random out of N = 1024
and drawing the amplitude of each nonzero component from a uniform distribution of
U([−1, 1]), where the sparsity level is µ = k/N . The entries of the sensing matrix
Φ ∈ RM×N are generated by an i.i.d. Gaussian process with zero mean and variance
1/M , where M/N is the corresponding compressive ratio ρ.
The real-world TVWS signals xreal0 are received by the proposed real-time compressive
spectrum sensing testbed. The frequency of the received real-world TVWS signal ranges
from 470 to 790 MHz and the channel bandwidth is 8 MHz in Europe. The setting is
consistent with the current bandwidth used in TV broadcasting. Therefore, the total
bandwidth of the real-world signals is 320MHz.
To quantify the reconstruction accuracy of the proposed algorithm, we calculate the





where x0 = x
sim
0 in the simulation mode and x0 = x
real
0 in the real-time mode. We
also calculate the acceptable reconstruction frequencies, which is the fraction of success-
ful reconstructions, defined as the case with r-MSE ≤ 10−2. The convergence speed
of the proposed AR-IRLS algorithm is also compared with the traditional regularized
IRLS [78] (termed Reg-IRLS), unregularized IRLS (termed Unreg-IRLS), and the IRL1
approach [61] (termed IRL1). The comparison among these three conventional IRLS
algorithms and the proposed algorithm is shown in Table 3-A. The first two algorithms
and the proposed AR-IRLS algorithm utilize the lν-norm minimization, where ν is set
as 0.5, and the last one utilizes the l1-norm minimization.
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Figure 3.7: Acceptable reconstruction frequencies vs. compressive ratio ρ between the
proposed AR-IRLS algorithm and other conventional IRLS algorithms when sparsity
level µ = 0.05.





Sparsity Level = 0.05Sparsity Level = 0.10Sparsity Level = 0.15Sparsity Level = 0.20Sparsity Level = 0.25
Figure 3.8: Acceptable reconstruction frequencies vs. compressive ratio ρ for the pro-
posed AR-IRLS algorithm under different sparsity levels µ = 0.05, 0.10, 0.15, 0.20, 0.25.
3.5.2 Results over simulated signals
In this section, the acceptable reconstruction frequency performance of the proposed AR-
IRLS algorithm is compared with the conventional IRLS algorithms including Reg-IRLS,
Unreg-IRLS and IRL1. The impacts of system parameters such as the compression ratio
and sparsity level are also investigated.
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Reg-IRLS high high high
Unreg-IRLS medium medium medium
IRL1 low low low
AR-IRLS high high low
3.5.2.1 Reconstruction Performance versus Compressive Ratio
Fig. 3.7 shows the reconstruction performance against the compressive ratio ρ of the
proposed AR-IRLS algorithm. For evaluation, we compare it with the other three IRLS
algorithms. The sparsity level µ of the received signal is fixed to 0.05. It can be seen that
the reconstruction performance of the proposed AR-IRLS algorithm is superior over that
with the conventional IRLS algorithms under the same compression ratio. Therefore, a
lower compressive ratio is enabled by the proposed AR-IRLS algorithm to achieve the
same reconstruction accuracy, which decreases the required sampling rate in practical
implementation.
As the PUs and SUs are frequently switching between the modes of offline and online,
the sparsity levels of the received wideband signals in practice would fluctuate. A real-
time wideband spectrum sensing scheme, therefore, should be robust against different
signal sparsity levels. To validate that the proposed algorithm can work with different
sparsity levels, Fig. 3.8 shows the reconstruction performance of the proposed scheme,
which is improved with an increasing compressive ratio under different sparsity levels.
Under the same sparsity level µ, the lower compressive ratio achieved by proposed sensing
scheme in comparison with that of the conventional algorithms, could reduce the required
sampling rate and lead to power savings. It is shown in Fig. 3.8 that the gap between
adjacent curves gets smaller as the compressive ratio ρ increases, which matches the
theoretical results regarding the formula ρ = M/N ≥ Ck log(N/k) to calculate the
minimum compressive ratio ρ for a Gaussian measurement matrix, where C denotes a
Chapter 3. Adaptively-Regularized Compressive Sensing in Cognitive Radio Networks 58
0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.55 0.60Sparsity Level00.2
0.40.60.8
1.0
Compressive Ratio = 0.2Compressive Ratio = 0.4Compressive Ratio = 0.6Compressive Ratio = 0.8
Figure 3.9: Acceptable reconstruction frequencies vs. sparsity level µ under different
compressive ratios ρ = 0.2, 0.4, 0.6, 0.8 for the proposed AR-IRLS algorithm.









Figure 3.10: Acceptable reconstruction frequencies vs. sparsity level µ between proposed
AR-IRLS algorithm and other conventional IRLS algorithms when compressive ratio
ρ = 0.8.
constant and k = µ ·N [11].
3.5.2.2 Reconstruction Performance versus Sparsity Level
To show the relationship between the reconstruction performance of the proposed algo-
rithm and the sparsity level µ, we plot the acceptable reconstruction frequencies against
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the sparsity level µ ranging from 0.05 to 0.60 under compressive ratios ρ = 0.2, 0.4, 0.6, 0.8
in Fig. 3.9. It can be observed that the reconstruction performance degrades as the
sparsity level increases, which indicates that more samples should be collected for sig-
nal reconstruction to ensure that the reconstruction performance is not degraded as µ
increases. As Fig. 3.9 shows, although the signals with high sparsity levels require high
compressive ratios, our algorithm can recover the signal with a sparsity level µ as high
as 50%. By taking the advantage of robustness against different sparsity levels, our
proposed scheme can deal with more SU on/off switchings over the spectrum of interest.
Fig. 3.10 shows the acceptable reconstruction frequency against the signal sparsity
level µ under a compressive ratio ρ = 0.8 and the performance over a large sparsity level
range could be observed in this setting. Although IRL1 has the minimum computational
complexity, its reconstruction performance is the worst. The proposed one has the best
reconstruction performance than the other three conventional IRLS algorithms, which
recovers the largest sparsity range under the same ρ. This ensures that the proposed
sensing scheme could cope with highly occupied channels.
To demonstrate that the reconstruction performance is not degraded with the reduced
computational complexity of the proposed low-complexity-IRLS (termed as LC-IRLS)
based reconstruction algorithm, we plot the acceptable reconstruction frequencies against
the sparsity level ranging from 0.05 to 0.60 under compressive ratios = 0.2, 0.4, 0.6 for
both the proposed LC-IRLS and AR-IRLS in Fig. 3.11. It can be seen that the signal
reconstruction of the proposed LC-IRLS algorithm has high fidelity guarantee as same
as the AR-IRLS algorithm under different compression ratios.
3.5.3 Analysis on Real-World Signals
After the performance of the proposed scheme has been validated with the simulated
signals, we further test it over real-world signals. The sparsity level of the received
real-world signal is 0.2.
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Figure 3.11: ARF vs. sparsity level between the proposed LC-IRLS algorithm and AR-
IRLS algorithm with simulated signals under different compressive ratios = 0.2, 0.4,
0.6.
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Figure 3.12: r-MSE vs. compressive ratio ρ between proposed AR-IRLS algorithm and
other conventional IRLS algorithms after 50 iterations.
3.5.3.1 Reconstruction Performance versus Compressive Ratio
To analyze the reconstruction performance of the proposed scheme with real-world signals
over the compressive ratio ρ, we compare the r-MSE of the proposed algorithm against
the conventional algorithms under different compressive ratios. Fig. 3.12 shows that the
reconstruction performance gets better with a higher compressive ratio at the receiver.
More precisely, the relative reconstruction error, obtained after all algorithms converge,
and averaged over enough repeats (e.g., 1000 runs), is depicted as a function of the
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Figure 3.13: Acceptable reconstruction frequencies vs. compressive ratio ρ between
proposed AR-IRLS algorithm and other conventional IRLS algorithms after 50 iterations.
compressive ratio ρ in Fig. 3.12. As shown in Fig. 3.12, we see that the proposed AR-IRLS
algorithm only requires a few iterations to reach a satisfactory degree of accuracy and
it outperforms the conventional algorithms. Fig. 3.13 indicates that as the compressive
ratio ρ increases, better reconstruction performance is achieved. It is observed that the
curve of Reg-IRLS is close to that of the proposed AR-IRLS since a small regularizer
ε > 0 is also added to the iteration process different from the other two. Fig. 3.13 also
shows that the performance of the proposed IRLS-based spectrum sensing is better than
that of the conventional IRLS-based spectrum sensing without regularization when the
compression ratio is between 46% and 53%.
3.5.3.2 Reconstruction Performance versus Iterations
Table 3-B shows the least number of iterations required by the proposed AR-IRLS algo-
rithm and by the conventional Reg-IRLS algorithm to achieve a successful reconstruction,
and their r-MSEs after the convergence under different sparsity levels µ. As seen from
Table 3-B, compared with the Reg-IRLS algorithm, the proposed AR-IRLS algorithm
achieves faster convergence as it significantly reduces the number of required iterations
for accurate reconstruction. For instance, the least number of iterations for successful
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Figure 3.14: r-MSE vs. Iterations between proposed AR-IRLS algorithm and other
conventional IRLS algorithms when compressive ratio ρ = 0.52.
Table 3-B: Comparison of the convergence speed and reconstruction accuracy under
different sparsity levels.
k/N
Iterations r-MSE after Convergence Iterations
ReductionReg-IRLS AR-IRLS Reg-IRLS AR-IRLS
0.1 40 12 7.8 · 10−3 6.1 · 10−5 70.0%
0.2 40 14 7.2 · 10−3 4.3 · 10−5 65.0%
0.3 41 17 8.7 · 10−3 8.8 · 10−5 58.6%
0.4 42 20 9.6 · 10−3 6.3 · 10−5 52.4%
0.5 44 26 1.1 · 10−2 8.6 · 10−5 41.0%
reconstruction of the proposed AR-IRLS algorithm is reduced by up to 70% when the
sparsity level µ = 0.1, and 41% when the sparsity level µ = 0.5. Furthermore, it shows
that the proposed AR-IRLS algorithm achieves higher reconstruction accuracy than that
of the Reg-IRLS algorithm under the same number of iterations. When the algorithms
reach convergence, the r-MSE of the proposed algorithm is of order 10−5, smaller than
that of the proposed algorithm of order 10−3. Therefore, the proposed AR-IRLS algo-
rithm can achieve faster recovery with higher reconstruction resolution compared with
the conventional IRLS algorithms.
Under a compression ratio of 0.64, we then compute the r-MSE of the proposed AR-
IRLS algorithm against the number of iterations to evaluate its convergence speed and
compare it with the conventional IRLS algorithms, to illustrate its reduction of required
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Figure 3.15: Acceptable reconstruction frequencies vs. iterations between proposed AR-
IRLS algorithm and conventional IRLS algorithms when compressive ratio ρ = 0.52.
iterations under the same reconstruction accuracy, which is presented in Fig. 3.14. As the
proposed algorithm directly converges to the actual global minimum shown in Theorem 2,
it accomplishes the convergence with a faster speed, while other IRLS algorithms get into
several wrong local solutions in the middle of the iteration processes. Moreover, since the
proposed algorithm can converge to the actual global minimum without being stuck in
wrong local solutions, the reconstruction accuracy of proposed algorithm is monotonically
improving with the number of iterations.
Fig. 3.15 shows that the proposed algorithm achieves a 100% successful reconstruction
frequency when the number of iterations increases to 9. In contrast, the conventional
IRLS algorithms require at least 34 iterations to achieve the same performance. There-
fore, the number of iterations is reduced by 70% in the proposed AR-IRLS algorithm
without degrading the reconstruction accuracy. This gained benefits can significantly
speed up the reconstruction process and reduce the computational burden in compari-
son with the conventional IRLS algorithms.
To validate the effectiveness of the proposed IC-IRLS algorithm with real-world sig-
nals as well as to prove that the reduced computational complexity in the proposed algo-
rithm from cubic time to linear is not achieved at the cost of more iterations, we compare
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Figure 3.16: ARF vs. iterations between the proposed IC-IRLS algorithm and conven-
tional IRLS algorithms with real-world signals, where the sparsity level of the received
real-world signal is about 0.2 and compressive ratio = 0.52.
the number of iterations of the proposed algorithm with the AR-IRLS algorithm and the
regularized IRLS algorithm under the compressive ratio = 0.52 in Fig. 3.16, where the
sparsity level of the received real-world signal is about 0.2. It can be observed that
the proposed algorithm holds fast convergence rate, which achieves the 100% successful
reconstruction of the real-world signals when the number of iterations is 9 without intro-
ducing any prior information, where the conventional IRLS algorithms require at least
34 iterations to achieve the same performance. Therefore, the proposed algorithm keeps
the fast convergence speed with significantly reduced computational complexity.
3.6 Summary
A real-time wideband spectrum sensing scheme with sub-Nyquist sampling was devel-
oped. To achieve fast reconstruction from the compressive samples, an AR-IRLS algo-
rithm has been proposed to implement the CS-based wideband spectrum sensing with
a high fidelity guarantee, which could cope with varying bandwidths and power levels
in real-world signals. The proposed algorithm was tested over the real-world measure-
ments after having been validated by the simulated signals with random supports and
amplitudes. Numerical results showed that the convergence speed of the proposed recon-
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struction algorithm has been increased by up to 70% in comparison with the conventional
IRLS algorithms. Due to the optimization-based algorithm nature, the proposed AR-
IRLS algorithm does have higher computational complexity than those greedy methods,
e.g., OMP and CoSaMP even though the proposed algorithm has reduced the number of
iterations by up to 70% in comparison with the conventional IRLS algorithms. Moreover,
a descent-based algorithm has been proposed to distinguish the primary signals from the
mixture of reconstruction errors and unknown noises, by dynamically setting the thresh-
old without any prior knowledge of the noise power. These benefits enable the proposed
algorithm to be implementable for in real-time processing in new wireless services such
as machine-to-machine communications. Consequently, the proposed algorithm would
be a strong candidate to sense over a much wider spectrum spanning the cellular and




This chapter proposes a new spectrum sensing technique, referred to as blind compressive
sensing (CS) augmented spectrum sensing, which aims to address the varying sparsity
levels and the number of cooperating IoT devices issues in cognitive IoT environment.
In the proposed scheme, the compressive samples are collected block-by-block in time
while the spectral is gradually reconstructed until the stopping criterion is reached. After
the number of minimum sensing time intervals is chosen without knowledge of spectral
sparsity or channel characteristics, the adaptive sampling rates or sensing time can be
reduced/increased with the varying sparsity levels afterwards. Moreover, to select the
suitable number of cooperating IoT devices for spectrum sensing, a CS-based blind coop-
erating user selection algorithm is proposed via indirectly measuring the degeneration of
SNR experienced by different SUs. Numerical and real-world test results demonstrate
that the proposed algorithms achieve high detection performance with reduced sensing
time and number of cooperating SUs in comparison with the conventional compressive
spectrum sensing algorithms. Specifically, the related work and main contributions are
firstly introduced in Section 4.1. Section 4.2 describes the system model. Based on it,
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Section 4.3 develops the proposed blind compressive sensing augmented spectrum sensing




Recently, there are some works employing CS into spectrum sensing. In [95] and [96],
novel frequency-domain cyclic prefix (CP) autocorrelation based compressive spectrum
sensing algorithms were proposed to detect PUs in the presence of noise uncertainty and
frequency selectivity. By making use of sparsity in the spectral domain, CS was utilized
to construct the autocorrelation of the received signal from its subband sample sequences.
In [14] and [97], hybrid frameworks are proposed to incorporate the advantages of both
geolocation database and CS-based spectrum sensing. However, the aforementioned
works require the prior knowledge such as instant sparsity level of the wideband spectrum
for signal reconstruction. Since the instant sparsity level is often unknown in practice,
most of CS approaches such as the above mentioned works have to assume a large sparsity
level and choose the excess number of compressive samples to guarantee the quality of
reconstruction. It turns out that these approaches require more sensing time or higher
sampling rates to collect compressive samples, which causes larger sensing latency and
therefore loses the advantage of using CS technologies. Therefore, to eliminate the prior
knowledge of instant spectral sparsity level in CS-based spectrum sensing. Authors
in [98] proposed a sparsity order estimation method to obtain the minimum sampling
rate. To further improve the sparsity order estimation performance, a dynamic sparsity
upper bound adjustment scheme was proposed in [99] for obtaining a proper sparsity
upper bound. Compared with these algorithm, The idea that autonomously choose
the number of compressive measurements without sparsity estimation efforts could be
utilized to address this challenge [100].
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To solving the cooperating SUs selection problem in spectrum sharing framework,
with the knowledge of the SUs’ locations, the authors in [101] addressed the user selection
problem by selecting a set of SUs which experience uncorrelated shadow fading. The
knowledge of the distance between SUs and base station is required by those algorithms
which also need the central coordination, i.e., the sensing results should be sent to the
fusion center for selection. In [102], without the prior knowledge of the SUs’ locations,
three methods for selecting the SUs based on hard local decisions were proposed, which
outperform the purely random selection method of SUs. Moreover, a correlation-aware
user selection scheme was proposed in [103], which was developed by adaptively selecting
the SUs based on the evaluation of the correlation experienced by the SUs. However,
the aforementioned algorithms are under the circumstance of narrowband sensing rather
than wideband one and therefore are not suitable for wideband CSS. In [104], a hybrid
double threshold based CSS scheme was proposed, which could improve the detection
performance at SUs by exploiting both local decisions and global decisions feedback from
the fusion center. Based on order statistic information of the reporting links between
SUs and fusion center, a multi-selective sensing scheme was proposed in [105]. The
links with high SNRs are selected and the number of selected links is decided centrally.
Although the two schemes could be applied in wideband CSS, the selection process would
be inefficient since the schemes introduce large latency due to the sequential manner of
sensing. Our proposed blind user selection algorithm in this paper could capture the
whole wide spectrum at the same time based on CS but utilizes a few compressive
samples to select the SUs with high detection capabilities.
4.1.2 Contributions
Motivated by the above challenges, the contribution of this paper is two-fold.
1. Firstly, in order to reduce both the sensing time and data processing burden,
and provide the exact signal reconstruction without any extra channel assump-
tion including prior knowledge of sparsity, we propose an blind CS-based sensing
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algorithm that enables the local SUs to choose the number of compressive samples
automatically. More specifically, instead of assuming the upper limit of sparsity
level, which would not take the full advantage of CS due to redundant samples col-
lection, the proposed algorithm can blindly terminate the samples acquisition when
the proposed Euclidean distance Dp is smaller than a given threshold. The pro-
posed algorithm could therefore achieve the minimum sensing time under the given
sampling rate. Moreover, based on the achieved minimum sensing time according
to the current signal sparsity, the adaptive sampling rates or sensing time can be
reduced/increased with the varying sparsity levels afterwards.
2. Secondly, we propose a CS-based blind cooperating user selection algorithm over
wide spectrum without any prior knowledge of the primary signals, sensor locations.
More specifically, by observing the reconstruction error of CS is degraded with the
SNR experienced by SUs, i.e., lower SNR leading to larger reconstruction error
under given sampling rate and sensing time, the proposed algorithm employ the
same mathematical mechanism as the proposed blind CS-based sensing algorithm




Apart from the TV white space (TVWS), the 3550-3700 MHz (referred to as 3.5 GHz
band) Citizens Broadband Radio Service (CBRS), is considered for the spectrum sharing
by Federal Communications Commission (FCC) in the US. Meanwhile, UK Office of
Communications (Ofcom) has published the call for input [25] which considers the 3.8
GHz to 4.2 GHz as the first band where they apply the spectrum sharing framework.
Those shared spectrum could be utilized for the communications in IoT. In order to share
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the spectrum efficiently and limit the interference among users, three-tiered spectrum
access framework was introduced in the above-mentioned shared spectrums [26, 27],
where the incumbent users as the PUs operate at the top tier, while the CBRS users
as the SUs operate at the second or third tiers holding priority access license (PAL)
or generalized authorized access (GAA), respectively. Each tier accepts interference
from tiers above and is protected from tiers below. In the conventional three-tiered
spectrum access framework, the responsibility of spectrum access system (SAS) is to
manage all the incumbent and secondary operations based on the information obtained
from the incumbent database and the incumbent detection, i.e., environmental sensing
capability (ESC). The incumbent database provides all the necessary spectrum usage and
operational information of the incumbent users. ESC detects the presence of shipborne
incumbent users with a group of RF sensors and the interference from the unregistered
users. As shown in Fig. 4.1, the proposed scheme adopt the CBSD sensing network that
consists of the CBRS access points and the CBRS users, e.g., IoT devices, with sensing
capability to identify spectrum opportunities and the unregistered users operating on
the target spectrum. Moreover, due to the centralized nature of SAS and the availability
of the multiple SUs, the proposed scheme can utilize the CSS scheme over the SUs
within the same secondary access network to deal with the issues such as multi-path and
shadowing, which also can increase the spatial diversity and reduce the probability of
deep fading across all the SUs.
4.2.2 Signal Model
Since the sensing in the three-tiered spectrum access framework aims to find the spectrum
holes which could be used for secondary access and identify the unwanted interference
event over the whole shared spectrum as well, without loss of generality and content
repetition, we shall use the same signal model presented in the Chapter 3.









Figure 4.1: The proposed sensing-augmented spectrum sharing architecture
4.3 Blind Compressive Sensing Augmented Spectrum Sens-
ing Scheme
4.3.1 Blind CS-based Sensing Algorithm
Due to the shorter propagation distance as the result of higher central frequencies
(3.5GHz or above) used in three-tiered spectrum access framework, most spectrum occu-
pancy status varies with users accessing or releasing the spectrum randomly. Therefore,
the sparsity of the wideband signals is also varying and unknown [106]. In CS theory,
the number of compressive samples M is chosen regarding the sparsity level k of the
signal in order to guarantee the quality of reconstruction, e.g., M ≥ Ck log(N/k) for
a Gaussian measurement matrix, where C denotes a constant [11]. The sparsity level
k of the spectrum is assumed to be known in most of the CS-based spectrum sensing
approach. These approaches intend to assume a maximum sparsity level kmax to ensure
a high successful recovery rate since the sparsity level is often unknown and fluctuates
in practice. Therefore, the required number of compressive samples is larger than the
necessary amount, which causes unnecessary sensing latency or higher sampling rate for
collecting extra samples.
In contrast, our blind CS-based sensing algorithm is adaptive to actual sparsity level.
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Firstly, the sensing time Ts is divided into several time intervals and the wideband signal
is acquired block-by-block in time until the stopping criterion regarding reconstruction
accuracy is reached. Based on the achieved minimum sensing time according to the cur-
rent signal sparsity, the adaptive sampling rates or sensing time can be reduced/increased
with the varying sparsity levels afterwards. Therefore, the waste of samples can be
averted and the sensing latency or sampling rate could be further reduced.
Specifically, under the assumption of stationary signals, the proposed algorithm
divides the total sensing time Ts into P time intervals where p (p ∈ [1, P ]) refers to
the index of each time intervals. Let yp represents a vector contains all the samples
which are collected until the end of the p-th time interval, and Mp denotes the number
of elements in vector yp, where 0 < M1 < · · · < Mp. ∆yp and ∆M represent a vector
contain the samples collected during the p-th time interval and the number of samples
collected in each time interval, respectively, i.e., ∆M = Mp − Mp−1. The iterative
estimates {x(l)p }∞l=1 of xp is given by
x(l)p := arg min
xp∈RN
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Therefore, the estimate in each iteration is equal to
x(l)p := arg min Fν(xp,Φp,w
(l)), (4.4)
















p is the N ×N diagonal matrix with 1/w(l)p(i) as the i-th diagonal element and
ΦTp refers to the transpose of the sensing matrix Φp. Once x
(l)
p is obtained, we then
update the weights accordingly. Repeating the whole procedure of signal acquisition and
reconstruction, a sequence of spectrum reconstruction by increasing the number of time
intervals, i.e., x1,x2, . . . ,xp, would be obtained. We now analyze the stopping criterion
of signal acquisition. After each signal reconstruction process, the proposed algorithm
decides whether the reconstruction of the original signal is accurate enough or not. If the
reconstructed signal does not satisfy certain accuracy requirement of spectral detection,
the algorithm should require more time intervals until the accuracy requirement is met.
However, since the original signal x is unknown before the reconstruction in real-world,
the exact reconstruction error e = ||x − xp||22, could not be obtained to determine how
accuracy the reconstructed signal is. Therefore, we measure the reconstruction error
e indirectly and set stopping criterion in such a practical way. As the compressive
samples vector yp could be treated as the linear projection of the original signal x during
the sampling process, the Euclidean distance Dp between the sampling result obtained
by applying the same linear function, i.e., sensing matrix, to the reconstructed signal,
and the actual compressive samples should not be too far, otherwise we shall tell the
reconstructed signal xp is quite different from the original signal x with high probability.
Specifically, the proposed Euclidean distance Dp is defined as
Dp = ||Φ∆Mxp −∆yp+1||22, (4.6)
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Algorithm 3 Blind CS-based sensing algorithm
Require: Equally divide the total spectrum sensing time Ts into P time intervals and
set the start time interval index p = 1. Sampling rate fs, number of samples ∆M
collected in each time interval and the reconstruction error threshold κ.
Ensure: The reconstructed signal x∗
1: for p = 1, . . . , P do
2: Sampling the wideband signal using fs till the time interval p + 1 so as to obtain
the compressive samples vector yp and the samples ∆yp+1 collected in time interval
p+ 1.




||Φpxp − yp||22 + λ||xp||νν ,
which leads to a spectral reconstruction xp.
4: Calculate the proposed Euclidean distance
Dp = ||Φ∆Mxp −∆yp+1||22
5: if Dp smaller than threshold κ is true
6: Terminate the signal acquisition process.
7: else
8: p = p+ 1
9: end if
10: end for
and ∆yp+1 is obtained by
∆yp+1 = Φ∆Mx+ ξ, (4.7)
where Φ∆M denotes a ∆M ×N matrix. The Johnson-Lindenstrauss Lemma presented
in [107] asserts that a high-dimensional space can be projected into a low-dimensional
signal, where the dimension is equal or larger than O(ζ−2logN) so that all distances are
preserved up to a multiplicative factor between 1− ζ and 1+ ζ with 0 < ζ ≤ 1/2. There-
fore, we demonstrate the rigorous relationship between the proposed Euclidean distance
Dp and the actual reconstruction error e by proving the point that e = ||x − xp||22 cal-
culated in high-dimensional, i.e., dimension of xp, could be projected into Dp calculated
in low-dimensional, i.e., dimension of ∆yp+1, within the boundary factor of 1 ± ζ in
Theorem 3. If the proposed Euclidean distance Dp is larger than the given threshold,
the algorithm would continue the signal acquisition, otherwise the acquisition is ter-
Chapter 4. Blind Compressive Sensing Augmented Spectrum Sensing 75
minated. For a given threshold κ which is predefined according to the reconstruction
accuracy requirement, the minimum sensing time of the wideband signals would adapt
to the actual sparsity levels of the spectrum. After the initial sensing period, the next
sensing period could increase/reduce the number of time intervals based on the sensing
time adopted in the previous period. Or adjusting the sampling rates while keeping the
sensing time fixed. It would be useful when the time window of transmission need to be
stable. The rate switching can be conveniently integrated in practical hardware imple-
mentations. For example, a serial random sampler such as the analog-to-information
converter (AIC) [43], can flexibly adjust its sampling rate at the last ADC block to
yield the different effective sampling rates. The outline of the proposed algorithm is
summarized in Algorithm 3.
In theorem 3, we prove that the actual reconstruction error e could be estimated by
the proposed Euclidean distance Dp within the boundary factor of 1± ζ.






≤ e ≤ Dp
(1− ζ)
]
≥ 1− γ, (4.8)
where the parameter C depends on the concentration property of random variables in
measurement matrix Φ∆M [107]. Dp and e are defined as before.
Proof. With the aid of Johnson-Lindenstrauss Lemma, if the number of row r in Φ∆M
is equal or larger than Cζ−2log(1/2γ), we have
(1− ζ)||X||22 ≤ ||Φ∆MX||22 ≤ (1 + ζ)||X||22, (4.9)
where ζ ∈ (0, 1/2] and γ ∈ (0, 1). Then we replace X in (4.9) by x− xp and obtain
(1− ζ)||x− xp||22 ≤ ||Φ∆M (x− xp)||22
≤ (1 + ζ)||x− xp||22.
(4.10)
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Since measurement matrix Φ∆M could be seen as a linear projection from RN to R∆M ,
we can transform (4.10) into
(1− ζ)||x− xp||22 ≤ ||Φ∆Mxp −∆yp+1||22
≤ (1 + ζ)||x− xp||22.
(4.11)
Finally, to obtain the observation that e = ||x− xp||22 could be bounded and estimated











≤ e ≤ Dp
(1− ζ)
. (4.13)
Therefore, when the row number ∆M in Φ∆M is equal or larger than Cζ
−2log(1/2γ),
the distance between Dp and e could be bounded up to a multiplicative factor between
1 − ζ and 1 + ζ. Hence, we could state that the actual reconstruction error e could be
estimated by the proposed Euclidean distance Dp when ∆M is larger than a lower bound
and Dp could be utilized as the stopping criterion of the algorithm. See Theorem 4 for
The proof of that (4.12) is satisfied with probability larger than 1− γ.
Theorem 4. Given that:
1
(1 + ζ)




where the symbols are defined as above, we shall have (4.14) is satisfied with probability
larger than 1− γ.
Proof. Let X ∈ Rn be an arbitrary fixed unit vector, i.e., ||X||22 = 1 for simplicity, and
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A(ij)X(j), i = 1, 2, . . . , r, (4.15)
where A(ij) are independent random variables with E[A(ij)] = 0 and Var[A(ij)] = 1,
which has an uniform sub-Gaussian tail. Since Y could be seen as a linear combination
of the A(i) which is the i-th row of A, Y(i) has an uniform sub-Gaussian tail as well.





(Y 2(1) + · · ·+ Y
2
(r) − r), (4.16)
where Z has a sub-Gaussian tail up to
√
r. Therefore, ||Y ||22 − 1 is distributed as Z/
√
r
and we can get
Prob[||Y ||2 ≥ 1 + ζ] = Prob[||Y ||22 ≥ 1 + ζ2 + 2ζ]
≤ Prob[||Y ||22 ≥ 1 + 2ζ]













for C ≥ 1/2a. Applying the same principle and the similar calculation as above,




(1− ζ)||X||22 ≤ ||AX||22 ≤ (1 + ζ)||X||22
]
≥ 1− γ. (4.19)
Then we replace X in (4.19) by x − xp to obtain (4.20). As A refer to the linear
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projection X → Y , we could get (4.21) and its another form (4.22), shown below:
Prob
[
(1− ζ)||x− xp||22 ≤ ||Φ∆M (x− xp)||22






(1− ζ)||x− xp||22 ≤ ||Φ∆Mxp −∆yp+1||22




















≤ e ≤ Dp
(1− ζ)
]
≥ 1− γ. (4.23)
4.3.2 CS-based Blind Cooperating User Selection Algorithm
In this section, we present a CS-based blind cooperating user selection algorithm applied
in the CBSD sensing network for selecting the SUs with high SNR in the proposed scheme
without the degradation of the detection performance by utilizing fewer SUs. In a CBRS
sensing network, not every SU could produce informative spectrum sensing results due
to the different deployment scenarios of the SUs. Moreover, as the number of cooper-
ating SUs grows, the energy efficiency of the network decreases [108] and the sensing
performance of the network only marginally increases once the number of cooperating
SUs is sufficiently large [109]. Therefore, it is not an optimal choice to cooperate all SUs
no matter whether they have high detection capability or not. The optimal performance
could be achieved by selectively cooperating among SUs with high sensing performance
of the transmission signals [110] where the sensing performances of SUs are fundamen-
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Figure 4.2: r-MSE vs. average SNR between the actual reconstruction error and the
estimated reconstruction error.
tally limited by the signal transmission channels since the reconstruction accuracy would
be effected by the SNR of received signals.
As shown in Fig. 4.2, if the sampling rate is fixed and sufficient for signal reconstruc-
tion, reconstruction performance would be affected by the SNR of the transmission signal,
which is likely caused by the channel fading, i.e., shadowing and multi-path. Therefore,
CS could be utilized for cooperating user selection and the proposed blind CS-based
spectrum sensing scheme could perform user selection without extra SNR estimation
algorithms. The SUs with high SNR, could be selected by utilizing the proposed Dp
to approximate the unknown reconstruction error. From the perspective of topological
geo-positioning, the distance between cooperating IoT devices is assumed sufficient close
in the proposed scheme, which means the true status of spectrum occupancy is same.
Specifically, the compressed samples vector y is divided into two vectors yr (yr ∈ Rr×1)
and yv (yv ∈ Rv×1) for estimating the reconstruction error. These two vectors can
be expressed as yr = Φrx + ξ and yv = Φvx + ξ, respectively, where x ∈ RN×1,
Φr ∈ Rr×N and Φv ∈ Rv×N . Parameter r as the number of compressed measurements
in yr, is determined to ensure the successful reconstruction, and v is set to guarantee
the sufficient accuracy of reconstruction error estimation as illustrated in Theorem 1. To
select the suitable cooperating SUs, one can compare the estimated reconstruction error
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e∗ with a predefined threshold which could be determined according to the detection
capability requirement of SUs. Moreover, without the effort of signal reconstruction,
only the locally collected samples should be sent to the fusion center for SUs selection
under the centralized manner or be passed to other SUs under the distributed manner
of the distributed CSS network.
4.4 Experimental Results
As a proof of concept for the proposed scheme, we verify the effectiveness of the proposed
algorithms using both simulated signals and real-world signals in this section.
4.4.1 Results over Simulated Signals
Consider the simulated wideband signal x(t) ∈ F = [0, 500] MHz, whose DFT is denoted





EiBisinc(Bi(t− ti))ej2πfit + n(t), (4.24)
where sinc(x) = sin(πx)/(πx), Ei, ti and fi represent the energy, the time offset, and
the central frequency of the i-th sub-band and n(t) denotes the noise. The i-th sub-
band covers the frequency range [fi − Bi2 , fi +
Bi
2 ]. Typically, the critical influences of a
signal transmission channel consist of path loss, small-scale fading, e.g., multi-path, and
large-scale fading, e.g., shadowing [101]. In each CBSD sensing network, the path loss
could be approximately the same for all SUs since the maximum distance among SUs are
assumed to be much smaller than the distance between the PUs and the SUs. For the
fading effects, the multi-path effect exhibits a Rayleigh distribution, which could cause
random variations in the SNR at the SUs, while the shadowing effect could be viewed
as extra losses via a series of obstacles which is notoriously hard to model accurately
and its statistics can vary widely with the deployment environments [109]. Therefore,
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we assume the SNR is varying in some channels for the different SUs in order to model
both the large-scale and the small-scale fading effects.
To demonstrate the effectiveness of the proposed scheme over the wideband spectrum
with the varying bandwidths and power levels of primary signals, the bandwidths Bi of
i-th primary signal is varying from 5 to 20 MHz and the corresponding central frequency




2 ]. The total sensing time is assumed as T =
10µs, and thus the number of samples collected by the Nyquist sampling rate could be
calculated as N = T ·fNY Q. Rather than using the Nyquist sampling rate fNY Q ≥ 2W =
1000 MHz, we adopt the sub-Nyquist sampling rate fs < 2W which is depended on the
maximum sparsity level kmax that can be estimated by long-term spectral observations.
In the conventional CS approaches, the number of compressive samples M = T · fs =
K0smaxlog(N/smax) [11] should be determined by the worst case of sparsity level kmax to
guarantee a very high acceptable reconstruction frequencies over the total sensing time T
since the actual sparsity level is unknown in the real-world. In the proposed scheme, the
total sensing time T is divided into P = T · fs/∆M time intervals, where P ∈ Z+. The
signal acquisition process would be terminated once the stopping criterion is reached.
Therefore, the actual sensing time of the proposed scheme is equal or lower than T . The
rest of sensing time could be utilized for data transmission besides, the shorter sensing
time would prevent the further interference to the PUs.
4.4.1.1 r-MSE versus Number of Time Intervals
To prove the effectiveness of the proposed scheme and verify the theoretical results in
Theorem 3, we compare the actual reconstruction error and the proposed Euclidean dis-
tanceDp which is referred as stopping criterion with the different number of time intervals
in Fig. 4.3. It shows that the original signal is successfully reconstructed and the signal
acquisition could be terminated at the time interval p = 10, rather than p = 50 (total
sensing time) by the conventional CS-based algorithms. Since the proposed Euclidean
distance Dp become very close to the actual reconstruction error when the actual recon-
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Figure 4.3: r-MSE vs. number of time intervals between the actual reconstruction error
and the stopping criterion Dp when sparsity level is fixed as k = 0.1N for the proposed
scheme.
struction error becomes sufficiently small, Dp could be utilized as the stopping criterion
to terminate the signal acquisition process as presented in Theorem 3. Moreover, Fig. 4.3
shows that the reconstruction accuracy could not be significantly improved by collecting
additional samples. Therefore, the proposed scheme utilizes less sensing time than that
of conventional CS approaches with the same sub-Nyquist sampling rate. The remaining
sensing time can be utilized for future data transmission, besides, the shorter sensing
time would prevent the further interference to the PUs.
Since the PUs and the SUs could randomly enter or leave the shared spectrum, the
sparsity levels of the received wideband signals in practice are unknown and fluctuant.
A practical CS-based sensing algorithm should be robust against different signal sparsity
levels. Therefore, in Fig. 4.4, we demonstrate the performance of the proposed scheme
under the different sparsity levels with a fix sampling rate fs = 0.5fNY Q. From Fig. 4.4,
it can be observe that the proposed scheme could successfully reconstruct the signals and
terminate the sensing process at the time interval p = 8, 15, 20 under the sparsity levels
k = 0.05N, 0.10N, 0.15N , where the higher sparsity levels of the signals would lead to
the more time intervals needed for guaranteeing the reconstruction accuracy. Therefore,
without the prior knowledge of the actual spectral sparsity, the proposed scheme can
blindly adopt a proper number of time intervals for signal reconstruction.
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Figure 4.4: r-MSE vs. number of time intervals under different sparsity levels k =
0.05N, 0.10N, 0.15N for the proposed scheme.
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Figure 4.5: Average sensing time (µs) vs. the sparsity level (N) between the proposed
scheme and other CS-based spectrum sensing algorithms.
4.4.1.2 Average sensing time versus Sparsity level
In Fig. 4.5, we present the comparison among the two-step CS-based spectrum sensing
scheme [98] (termed two-step CS-based scheme), the conventional compressive spectrum
sensing scheme [30] (termed traditional CS-based scheme) and the proposed scheme. We
use the average sensing time in µs instead of the number of time intervals to measure
the reduction of the sensing cost, since only the proposed scheme needs to divide the
total sensing time into multiple small time intervals. Without loss of generality, we test
different schemes with a fixed sampling rate fs = 0.5fNY Q. To illustrate the impact of
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adopting different step lengths ∆M , the proposed scheme is tested with both the large
step length and with the small step length, which adopts ∆M = 500 and ∆M = 50,
respectively. It is shown in Fig. 4.5 that the performance of the proposed scheme is
influenced by the step length ∆M . If the ∆M is too large, the proposed scheme will lose
its advantage and be worse than the two-step CS-based scheme. To understand this, we
consider an extreme setting: the total number of time intervals is set to 1 and thus the
step length become ∆M = M = T · fs, where the proposed scheme is degraded to the
conventional compressive spectrum sensing scheme which could not work with unknown
sparsity levels efficiently. Therefore, ∆M should not be too large in order to keep the
effectiveness of the proposed scheme. However, if ∆M is too small, it will require many
steps, e.g., maximum 250 time intervals are required if ∆M = 20 in this simulation,
although it is more likely to reach the minimum sensing time. Therefore, there is a
trade-off need to be balanced between computational complexity and the effectiveness
of the proposed scheme.
4.4.1.3 Detection probability versus Sparsity level
To illustrate the functionality of the proposed CS-based blind cooperating user selec-
tion algorithm, we show the detection probability against the sparsity level between the
proposed scheme with and without cooperating user selection under different sampling
rates (200 MHz and 400MHz) in Fig. 4.6. In the proposed scheme, we select half of the
SUs to perform CSS for demonstration purpose. The maximum number of the cooper-
ating SUs could be set according to the capacity in the practical network environment.
It is shown that the detection probability of the proposed scheme with user selection
is always higher than or equal to that of the proposed scheme without user selection.
Therefore, there is no degeneration of the detection probability when cooperating with
fewer SUs. Moreover, the detection probability is improved when sparsity level of the
wideband spectrum is high, i.e., higher occupancy ratio, under different sampling rates.
That is because the proposed cooperating user selection scheme could take out the SUs
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Figure 4.6: Detection probability vs. the sparsity level (N) between the proposed algo-
rithm with and without cooperating user selection under different sampling rates =
200MHz and 400MHz.
with bad detection results, e.g., malicious users, which could affect the overall detection
performance.
4.4.2 Analysis on Real-world Signals
The real-world signals xreal0 are received by real-time compressive spectrum sensing
testbed proposed in the Chapter 3.
4.4.2.1 r-MSE versus Average sensing time
To analyze the performance of the proposed scheme with real-world signals over the
different spectrums, e.g., TVWS spectrum and 3.5GHz spectrum in the UK, we com-
pare the r-MSE of the proposed scheme against the two-step CS-based spectrum sensing
scheme with the same sampling rate in Fig. 4.7. It is shown that the proposed scheme
not only can work properly in the 3.5GHz shared spectrum, but also can deal with the
TVWS spectrum. Particularly, as the real-world 3.5GHz spectrum is much sparser than
the TVWS spectrum in the UK, the required sensing time of the 3.5GHz spectrum is less
than that of the TVWS spectrum. The proposed method outperforms the two-step CS in
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Figure 4.7: r-MSE vs. the sensing time (µs) over different real-world spectrum signals.
terms of sensing time under give sampling rate since the adopted AR-IRLS reconstruc-
tion algorithm requires fewer compressive samples to achieve the same reconstruction
accuracy compared with the basis pursuit denoising (BPDN) reconstruction algorithm
adopted in two-step CS [111]. The proposed scheme is suitable for the practical mea-
surements and can be extended to other shared spectrums like TVWS and the bands
with the higher central frequencies.
4.5 Summary
We have proposed an blind CS augmented spectrum sharing scheme to provide more effi-
cient spectrum opportunities identification within the CBSD sensing network. In order
to tackle the challenges of realizing the CBSD sensing network, firstly we proposed an
blind CS-based sensing algorithm which enables the local SUs to automatically choose
the minimum sensing time while guaranteeing the exact wideband signal reconstruc-
tion. Secondly, to enhance the detection performance and use fewer SUs in each CBSD
sensing network, a CS-based blind cooperating user selection algorithm is proposed to
select the SUs which could produce informative spectrum sensing results according to
the detection SNR of the transmission signals. The robust performance of the proposed
CS-based blind sensing scheme has also been validated over both simulated signals and
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real-world signals. Numerical analysis and experimental results have shown that the
proposed scheme could not only adaptively select an appropriate number of time inter-
vals without the estimation of sparsity level but also offer exact signal reconstruction for
varying bandwidth of channels and power levels under different unknown sparsity levels.
In comparison with conventional compressive spectrum sensing schemes and two-step
CS-based spectrum sensing schemes, it is shown that the proposed scheme can achieve
the better detection performance as well as the shorter sensing time and fewer num-
ber of cooperating SUs. Additionally, the remaining sensing time can be utilized for
data transmission and avoiding the further interference to the ongoing primary trans-
missions. These benefits enable the proposed scheme to be implementable for spectrum
sharing, especially over the 3.5GHz spectrum and the higher frequencies. Moreover,
we shall extend the proposed scheme with advanced detector such as frequency domain
autocorrelation [96] and maximum-minimum energy detection sensing algorithm [112] to





Sharing for Cognitive IoT
The increasing number of Internet of things (IoT) objects has been a growing challenge
of the current spectrum supply. To handle this issue, the IoT devices should have cog-
nitive capabilities to access the unoccupied portion of the wideband spectrum. In this
paper, we propose a blind joint sub-Nyquist sensing scheme by utilizing the surround IoT
devices to jointly sample the spectrum based on the multi-coset sampling theory. Thus,
only the low-rate analog-to-digital converters (ADCs) on the IoT devices are required
to form coset samplers and only the minimum number of coset samplers are adopted
without the prior knowledge of the number of occupied channels and signal-to-noise
ratios. Moreover, to further reduce the number of coset samplers and transfer part of
the computational burden from the IoT devices to the core network, we adopt the PU’s
spectrum access information from geo-location database when applicable. Specifically,
the related work and main contributions are firstly introduced in Section 5.1. Section 5.2
presents the problem formulation of the proposed hybrid scheme. Section 5.3 and Sec-
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tion 5.4 describe the proposed blind joint sub-Nyquist sensing scheme and the joint
iterative reweighted sparse recovery with geo-location database. Section 5.5 analyses
and validates the proposed schemes. Finally, Section 5.6 concludes this chapter.
5.1 Introduction
5.1.1 Related work
The precondition for implementing the dynamic spectrum access in IoT paradigm over
TVWS or other shared spectrum is the real-time observation of spectrum occupancy
status. One of the current operational mechanism to attain this information is using the
geo-location databases. However, it only protects registered primary systems and those
databases are only available in certain locations and spectrum, e.g., TVWS in U.K. and
U.S. [97]. For the concern of limited access to database and the database update speed,
spectrum sensing, as one of the vital important technologies in cognitive radio (CR), was
proposed to efficiently explore the underutilized spectrum [10].
However, it is unrealistic to directly acquiring the wideband signals by conventional
Nyquist sampling scheme, especially in the energy-constrained IoT devices, since that
requires high sampling rates (double or more than the bandwidth of the signal in fre-
quency domain) and high power consumption in the ADC. In [113, 114], sequential sens-
ing approaches were proposed to individually sense the channels by using the tunable
narrowband bandpass filter with low-rate ADC. Due to the sequential nature of those
schemes, the large sensing latency would be introduced, which may lead to missed oppor-
tunities or interferences [83]. Therefore, compressive sensing (CS) [11] was applied to to
realize wideband spectrum sensing without the high rate signal sampling and process-
ing. It enables the fast and accurate spectrum detection with sub-Nyquist sampling rates
by exploiting the sparse nature of the underutilized wideband spectrum in practice [12].
However, the specialized sampling schemes for CS are difficult to be implemented in most
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of compact IoT devices with limited energy supply and cost constraints. For example, the
random demodulation sampling [43] which employs the high rate pseudorandom sequence
to modulate the input signal, and the conventional multi-coset sampling [6, 73, 74] which
have to assemble numerous ADCs into a single sensing equipment due to the unknown
number of occupied channels in practice.
Therefore, the wideband spectrum sensing scheme without employing either high-rate
ADCs or specialized sampling schemes is urgently needed for low-power IoT scenario.
On the other hand, as the rapid growth of low-power IoT market, large number of IoT
devices would be deployed closely in order to achieve multiple environment sensing and
machine control functions, which are equipped with commercial low-rate ADCs for data
transmission [115].
5.1.2 Contributions
Motivated by the above challenges, the contribution of this paper is threefold.
Firstly, we propose a distributed sub-Nyquist sampling scheme by utilizing adjacent
IoT devices which have cognitive capabilities with wide-range radio frequency (RF) front-
end, to jointly sample the spectrum based on the multi-coset sampling theory. It means
that only the low-rate ADC on each IoT device is required for sampling and formed as
the coset sampler. Secondly, we consider the situation in which the number of occupied
channels is unknown. As the multi-coset sampling theory indicates that the number of
cosets should be at least more than two times of the number of occupied channels [6], in
the conventional multi-coset sampling scheme [6, 73, 74], the prior knowledge of occupied
channel number is required to adopt the minimum number of cosets, which is difficult to
know in practice. Furthermore, even the number of occupied channels is known, the least
number of coset to achieve the same detection performance is varying under different
signal-to-noise ratios (SNRs) [73]. Therefore, the aforementioned schemes tend to further
increase the amount of cosets in order to keep stable detection performance. In the pro-
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Figure 5.1: The real-time spectrum occupancy recorded at Queen Mary University of
London (51.523021◦N 0.041592◦W). The figure shows that the spectrum is sparsely occu-
pied below 6 GHz.
posed scheme, only the minimum number of coset samplers are adopted without the prior
knowledge of occupied channel number by gradually increasing the number of involved
coset samplers and indirectly estimating the reconstruction errors until the spectrum
recovery is satisfactory. Thirdly, we propose to incorporate the channel occupancy infor-
mation from geo-location database when it is applicable. In [14], a database-assisted CS
algorithm employs the channel historical power information from geo-location database
to reduce the iterations of weights updating in the iteratively reweighted least square
(IRLS) algorithm. However, the dynamic change of channel power information from geo-
location database could severely degrade the reconstruction accuracy, i.e., newly added
PUs and the errors in the prior information from geo-location database. Therefore, we
proposed a hybrid reconstruction scheme with the awareness that the prior informa-
tion from geo-location is not perfectly reliable. Moreover, the proposed can track the
changes of spectrum occupancy state in real-time, i.e., newly added users. With the
assists from geo-location database, part of the complexity of local wideband sensing is
transferred to the core network, thus further decreasing the processing complexity and
energy consumption required on the IoT devices.
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5.2 Problem Formulation
In this chapter, we consider that the same signal model as the one adopted in Chapter












−1πkn/N , k = 0, 1, . . . , N − 1, (5.1)
where N = fN · To and X[k] typically bears a near sparse property due to the under-
utilization of wideband spectrum as shown in Fig. 5.1. Without loss of generality, the
wideband spectrum is evenly segmented into H channels. Since the probabilities that
PUs present in any channel are assumed to be unknown, we model the multiband sens-
ing on each channel as a binary hypothesis test [2]. The general compressive spectrum
sensing framework utilized in the proposed scheme is illustrated in Fig. 5.2. The aim of
compressive spectrum sensing is to reconstruct signal x[ nfN ] or its spectrum X[k] from
the sub-Nyquist samples and then perform the spectrum sensing techniques, e.g., energy
detection and feature detection, on the reconstructed signal in order to decide the occu-
pancy status. Compared with other conventional spectrum detection technologies [3], the
energy detection does not require any prior knowledge of the PUs, i.e., modulation type,
with lower implementation and computational complexity [108], therefore, we adopt the
energy detection method [32] in this paper.
In the context of wideband spectrum sensing in shared spectrum, some of the fre-
quency bands are heavily used by the primary users such as local radio stations, local
TV stations, etc., so the related information at the geo-location database will be stable
due to TV broadcasting arrangement in the long run (e.g., years). Therefore, although
the side-information from geo-location database is possibly with some errors due to the
dynamic changes of the spectrum state, such information can be incorporated at the
sensing terminals to reduce the sensing costs.
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Figure 5.2: Block diagram of compressive spectrum sensing framework.
According to the general CS-based spectrum sensing framework shown in Fig. 5.2, we
know that the spectrum recovery performance would have direct impact on the sensing
results. For the compressive multi-coset sampling theory, the reconstruction performance
mainly depends on three factors: the number of cosets, the reconstruction algorithm and
the occupancy ratio, i.e., bandwidth of transmission signals/total bandwidth. As the
occupancy ratio is determined by transmission activities within the desired wideband
spectrum. In this paper, we focus on discussing how to choose the minimum number of
cosets samplers without the prior knowledge of the occupied channel number and how
to optimize the reconstruction stage in terms of number of required measurements and
computational burden with the coexistence of dynamic incumbent systems over TVWS.
As illustrated in the chapter 3 and 4, the compressive signal reconstruction can be
expressed as




||Φx− y||22 + λ||x||1. (5.2)
Recent works [116] show that additional prior knowledge on the original signal can be
utilized to enhance the reconstruction capabilities of CS algorithms. For example, the
signal reconstruction stage could adapt to the incomplete or complete prior information
on the support of original signal in sparse domain, e.g., frequency spectrum, which
aims to obtain a result that explains the samples, whose support contains the smallest
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number of new additions to the known support T and subject to the target sparsity, so
the solution is given by




||Φ(x)T c − y||22 + λ||(x)T c ||1. (5.3)
Suppose that the support set of x is denoted as S = supp(x), where the known part of
the support set is T , the unknown support set is U and the error in the known part set
is Ue := T \S. The size of these sets are denoted as s := |S|, u := |U| and e := |Ue|,
so that s = t + u − e. The theoretical lower bound for exact reconstruction based on
the l0-norm minimization can be expressed with the restricted orthogonality constant δ
as [117]
δt+2u < 1, (5.4)
which is much weaker than that of the original sparse recovery δ2s < 1 [31] as the
restricted orthogonality constant δ is nondecreasing, and s u; s e. Sufficient condi-
tion for exact reconstruction in terms of δ measures the theoretical minimum number of
samples needed. Therefore incorporating the prior known part of the signal support can
reduce the number of samples to guarantee the successful reconstruction, so that the sam-
pling rate and computational burden will be further reduced for the power-constrained
IoT devices.
5.3 The Blind Joint Sub-Nyquist Sensing Scheme
In this section, the proposed blind joint sub-Nyquist sensing scheme is presented, which
utilizes adjacent IoT devices to jointly sense the wideband spectrum. Compared with
the conventional multi-coset sampling scheme, the adaptive number of cosets samplers
are adopted without the prior knowledge of the occupied channel number.
As shown in Fig. 5.3, the joint sub-Nyquist sensing system is realized by utilizing
multiple IoT devices which are served as low-rate coset samplers, and the edge computing
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unit which could be either the IoT device or independent computing unit if the IoT device
with sufficient power supply and computing capability is not available in surrounding
area. The power-constrained IoT devices could benefit from transferring the computing
task to the edge computing unit, especially for those IoT devices with sensing capability
but sufficient computing resource. Given the number of channels H and corresponding
Nyquist sampling rate fN = 1/TN ≥ 2W , each of the coset samplers takes uniform
samples by a significantly decreased sampling rate fs =
1
HTN
= fN/H with a time
offset of {ciTN}, i = 1, ..., p, where p < H is the number of coset samplers and the set
C = {ci}pi=1 consists of p distinct integers randomly selected from [0, H − 1]. Thus the
average compressive ratio could be given as α = (fN/H)TN ·p/(fN ·TN ) = p/H. For the
i-th coset sampler, the uniform sampling sequence is defined as
xci [n] =
 x(nTN ), n = mH + ci, m ∈ Z0, otherwise. (5.5)







































cih, ∀f ∈ [0,W ],
(5.6)
for every 1 ≤ i ≤ p, where Xh(k) = X(k + hHTN ) corresponds to the pieces of the
original spectrum X(k) in the h-th channel, which is shifted to the left by hHTN units.
Therefore, (5.6) could be simplified into the matrix form as
Y (k) = AX(k), ∀k ∈ [0,W ], (5.7)
Chapter 5. Distributed Compressive Sensing Augmented Wideband Spectrum Sharing













































































= AX(k), ∀k ∈ [0,W ],
(5.8)
where Y (k) ∈ Cp×L is a matrix whose i-th row isXci(e2
√
−1πkTN ),X(k) = [X0(k), X1(k), ..., XH−1(k)]
T
is the unknown spectrum vectors of x(t) in the H channels, and A ∈ Cp×H is a matrix









The multi-coset sampling theory indicates that the number of cosets p should be at
least more than two times of the number of occupied channels [6]. Therefore, in the
conventional multi-coset sampling scheme [6, 73], the number of occupied channels κ is
assumed as the prior knowledge to decide the number of coset p needed in integrated
sampling hardware. However, as the number of occupied channels is unknown in practice,
p could be set unnecessary large when it is determined by κ. Moreover, even if the exact
number of occupied channels is known or estimated, the least number of cosets to achieve
the same detection performance are still varying under different SNRs [73]. Therefore,
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Figure 5.3: Block diagram of the proposed joint sub-Nyquist sensing system.
fixing the number of coset when produce the sampling hardware could cause either
performance degeneration or the waste of sampling resources.
In the proposed scheme, only the minimum coset samplers are adopted without the
prior knowledge of the number of occupied channels or its upper bound value κ. Specif-
ically, through repeating the procedure of signal acquisition by gradually increasing the
number of involved coset samplers and performing signal reconstruction, we could obtain
a sequence of reconstructed signal, i.e., x̂1, x̂2, · · · , x̂p, where x̂ = vec(X̂(k)). After each
time of signal reconstruction, the proposed scheme should decide whether the reconstruc-
tion of the original signal is accurate enough or not. If the reconstructed signal does
not satisfy certain accuracy requirement of spectral detection, the scheme should require
more coset samplers until the accuracy of the signal reconstruction is good enough. How-
ever, the actual reconstruction error e = ||x− x̂||22 is inaccessible since the original signal
x = vec(X(k)) is unknown. In this paper, we propose to estimate the reconstruction
error e indirectly and set stopping criterion.
Before proposing the scheme to approximate reconstruction error, we give the vec-
torization of (5.7) in the following lemma.
Lemma 5. Given the matrix form Y (k) = AX(k), we could obtain the vector form as
Chapter 5. Distributed Compressive Sensing Augmented Wideband Spectrum Sharing
for Cognitive IoT 98
vec(Y (k)) = Φvec(X(k)), where the matrix Φ = IL⊗A and the operator ⊗ represents
the Kronecker product.
Proof. Let X(k) = [X(1)(k),X(2)(k), · · · ,X(L)(k)] and u1,u2, · · · ,uL denote the unit
vectors. We could obtain





































Thus vec(Y (k)) = vec(AX(k)) = Φvec(X(k)) is obtained.
In the following of this section, we denote vec(Y (k)) as y. Specifically, the samples
vector y in each step is divided into two vectors yr (yr ∈ Rr×1) and yv (yv ∈ Rv×1).
According to Lemma 5, these two vectors therefore can be expressed as yr = Φrx and
yv = Φvx respectively, where Φr is a r × HL matrix and Φv is a v × HL matrix.
Parameter r represents the number of samples in yr for signal recovery and v is the
number is set to guarantee the sufficient accuracy of reconstruction error estimation as
illustrated later.
As mentioned before, the exact reconstruction error e = ||x − x̂||22 could not be
obtained to determine how accuracy the reconstructed signal is. Therefore, we propose
to estimate the actual reconstruction error e indirectly by using the verification vector
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yv and the proposed stopping criterion is defined as
Sp = ||Φvx̂− yv||22. (5.11)
The Johnson-Lindenstrauss Lemma presented in [107] asserts that a high-dimensional
space can be projected into a low-dimensional one whose dimension is equal or larger than
O(ζ−2logHL) so that all distances are preserved up to a multiplicative factor between
1− ζ and 1 + ζ with the factor ζ ∈ [0,≤ 1/2]. To demonstrate the rigorous relationship
between the actual reconstruction error e and the proposed stopping parameter Sp, we
prove the point that the actual reconstruction error e = ||x− x̂||22 could be approximated
by Sp within the boundary factor of 1±ζ in Theorem 6. Therefore, in order to terminate
the signal acquisition process, i.e., determine whether the number of coset samplers are
sufficient or not, one can compare the proposed stopping parameter Sp with a predefined
threshold which could be determined according to the certain reconstruction accuracy
requirement.
Theorem 6. Given ζ ∈ (0, 1/2], and γ ∈ (0, 1) and v ≤ Cζ−2log(1/2γ), we have
Sp
(1 + ζ)
≤ e ≤ Sp
(1− ζ) (5.12)
with confidence 1− γ, where the parameter C is a constant number. ê and e are defined
as before.
Proof. With the aid of Johnson-Lindenstrauss Lemma, if the number of row v in Φv is
equal or larger than Cζ−2log(1/2γ), we have
(1− ζ)||x− x̂||22 ≤ ||Φv(x− x̂)||22 ≤ (1 + ζ)||x− x̂||22 (5.13)
with confidence 1− γ, where ζ ∈ (0, 1/2] and γ ∈ (0, 1). As matrix Φv could be seen as
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Algorithm 4 The proposed blind joint sub-Nyquist sensing scheme
Require: Sampling rate fs, the maximum number of available coset samplers pmax, the
stopping parameter threshold δ, A.
Ensure: The reconstructed signal x̂
1: while p = 0, · · · , pmax do
2: Sampling the wideband signal using fs with p coset samplers so as to obtain the
compressive measurement matrix Y (k) and the corresponding covariance matrix R.
3: Reconstruct the support and spectral from R by utilizing SOMP algorithm
according to (5.18), leading to a spectral reconstruction x̂p.
4: Calculate the stopping parameter
Sp = ||Φvx̂− yv||22
5: if Sp smaller than predefined threshold is true
6: Terminate the signal acquisition process.
7: else
8: p = p+ 1
9: end if
10: end while
a linear projection from RHL to Rv, we can get
(1− ζ)||x− x̂||22 ≤ ||Φvx̂− yv||22
≤ (1 + ζ)||x− x̂||22.
(5.14)
To obtain the observation that e = ||x − x̂||22 could be bounded and estimated by
Sp = ||Φvx̂−yv||22, we change the (5.14) to another form (5.15) and simplify it to (5.16):
1
(1 + ζ)







≤ e ≤ Sp
(1− ζ)
. (5.16)
Therefore, when the row number v in Φv is equal or larger than Cζ
−2log(1/2γ), the
distance between Sp and e could be bounded up to a multiplicative factor between 1− ζ
and 1 + ζ with the confidence 1− γ.
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To further reduce the computation complexity of the signal reconstruction of (5.7),
we compute the covariance matrix of the sample sequences as [118]
R = E[Y (k)Y H(k)] = ARXAH , (5.17)
where RX = E[X(k)XH(k)] is the H × H primary signal correlation matrix and σ2n
is the noise variance. According to the eigenvalue decomposition (EVD) method [73],
the covariance matrix R could be decomposed as R = UΛUH . Utilizing eigenvalues Λ
and the corresponding eigenvectors U , the measurement matrix could be constructed as
χ = U
√
Λ, and we can define the following linear system
χ = Aν, (5.18)
where the support of the sparest solution to (5.18) converges to the original spectrum
in matrix form, i.e., supp(ν) = supp(X(k)) [73]. Compared with original sub-Nyquist
samples Y (k) ∈ Cp×N , using χ ∈ Cp×p for support recovery reduces the computation
complexity required on the SUs. After the support recovery, the exact signal reconstruc-
tion could be achieved by the reconstruction algorithm. In CS, the original signal could
be recovered from sub-Nyquist samples by solving the l1-norm minimization. Since the
reconstruction of the unknown matrix ν with jointly sparse columns in (5.18) is referred
to as the joint sparse problem [119], we extend greedy-type algorithm such as simul-
taneous orthogonal matching pursuit (SOMP) [120] to solve this joint sparse problem,
because of its lower complexity compared with the l1-norm minimization [54]. Besides,
the related exact recovery criterion for the conventional orthogonal matching pursuit
(OMP) remains valid for its extension to SOMP [121].
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5.4 Joint Iterative Reweighted Sparse Recovery with Geo-
location Database
In this section, firstly we extend the single measurement vector (SMV) problem to the
multiple measurement vectors (MMV) problem in (5.7), where X(k) is row-sparse, i.e.,
having nonzero entries in only a few rows. Then the lν-norm (0 < ν < 1) minimiza-
tion problem solving by the iteratively reweighted least square (IRLS)-type algorithm is
modified to incorporate the information from geo-location database for enhancing the
recovery performance with fewer measurements. Based on the white space channel infor-
mation from the geo-location database, the sensor node can get a response with details
of available channels in the vicinity. For simplifying the notation, X(k) and Y (k) are
denoted as X and Y respectively.
Since the parameter H is set based on the number of channels in the spectrum of
interest, the positions of nonzero rows in (5.7) is equivalent to the active channel index set
S. Therefore, the channel status information from geo-location database could be incor-
porated on the indices of the corresponding rows with large norm in the recovery process.
To that end, the single measurement vector (SMV) is extended to the MMV problem,
where the objective is to minimize the number of rows containing nonzero entries while





||AX − Y ||22 + λ||Rlν (X)||1. (5.19)
Rlν (X) is a vector in RH whose i-th entry is the lν norm of the i-th row of X:
Rlν (X) = [v1, v2, ..., vH ]T , (5.20)
where vi = ||X [i]||q = (
∑N
j=1 |xi,j |q)1/q.
Compared with the l1-norm minimization in (5.2), the lν-norm minimization with
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Algorithm 5 Iterative Reweighted Sparse Recovery with Prior Information
Require: matrix of p samples sequence Y ∈ Cp×N , measurement matrixA =
[a1, ...,aM ] ∈ Cp×M , information from geo-location databaseT , κ̂ from EFT, W (0)
and λ(X(0)).
Ensure: S
1: for l = 1, · · · , lmax do
2: Compute
3: X(l) = W (l−1)AT (AW (l−1)AT + λ(X(l−1))I)−1Y







8: λ(X(l)) = 12 ||AX








9: l = l + 1
10: end for
11: Estimate support S by selecting the position of the first κ̂ smallest components in
W (l+1)
12: return S=S-1
0 < ν < 1 leads to the better sparsity approximation performance with the fewer sam-
ples since it is an intermediate problem in the sense of norm minimization between (2.9)
and (5.2) [57]. Therefore the l1-norm minimization is replaced with the lν-norm mini-





||AX − Y ||22 + λ||Rlν (X)||vv. (5.21)
where the penalty parameter λ > 0 is introduced to balance the reconstruction accu-
racy and the sparsity of minimization result as discussed in Section II. Since the choice
of λ greatly influences the behavior of the spectrum reconstruction [111], in this work,
λ is defined as a function of the target signal to optimize λ along with the signal recon-







||AX − Y ||22 + λ(X)||Rlν (X)||vv. (5.22)
Without losing the numerical property of (5.21), we define the linear function of the
form: F (X) = %λ(X) [89] to preserve the convexity in each iteration and exhibits only a
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global minimizer regardless of the value of λ(X), where % is the coefficient representing
the slope of the line and also controls convexity. We substitute F (X) = %λ(X) to (5.22)
and therefore λ(X) can be expressed as
λ(X) =
1




0 < ν < 1. (5.23)
However, it is general computationally hard and not guaranteed to obtain its global
minimum due to the nonconvexity of the lν-norm minimization. It is shown in [57]
that under certain assumptions such as the null space property (NSP) on measurement
matrix A, the solution sequence generated by the IRLS algorithm converges to the local
minimum as the sparsest solution that is also the actual global lν-norm minimizer. With
q = 2, each iteration of the IRLS algorithm corresponds to a convex weighted least









The problem in (5.24) will be repeatedly solved by updating the weight wi at each









i , i = 1, ...,H is the value of the weighting vector to be used at the l-th iteration
and X(l−1) is the (l − 1)-th iterate. After convergence, X(l−1) will be sufficiently close
to X(l). The weighting parameter w(l) are computed from the row norms of the solution
obtained in the previous iteration, so the corresponding rows with smaller norm are likely
to be de-emphasised as they are irrelevant in fitting the data and vice versa. In (5.25),
as 0 < v < 1, the weights will be chosen inversely proportional to the l2-norm of the
rows. Since it gives a large weight to the small component, it will encourage a sparse
solution in the minimization problem of (5.24). Assuming that T ⊂ [0, H − 1] is the
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prior knowledge of the occupied channel indices from geo-location database, its relation
to the actual occupied channel set S can be expressed as:
S = T ∪4 \4e, (5.26)
where 4 := S \T is newly occupied channel set, and 4e := T \S are the newly released
channel indices, i.e., the occupied channel indices recorded at geo-location database but
actually released as vacant at current time.
As the i-th row inX corresponds to the piece of the original spectrum in the subchan-
nel, the occupied channel information from geo-location database indicates the indices of
the corresponding rows with large norm. Similar as (5.3), the objective function in (5.24)











wi = 0,∀i ∈ T , (5.28)
the minimisation in (5.24) is transformed in the form of (5.27).
Here, in order to add the prior channel occupancy information from geo-location











where ϕ is a specified small constant. For ϕ = 0, the first expression in (5.29) reduces
to 0 as required by (5.28).
Given an initial guess of the signalX(0) (e.g., the least-squares solution), the iterative
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reweighting algorithm generates a sequence of iterations of as follows:















The solution to (5.30) at the l-th iteration can be expressed as
X(l+1) = W (l)AT (AW (l)AT + λ(X(l))I)−1Y , (5.31)
where W (l) = diag{[1/w(l)1 , ..., 1/w
(l)




 ϕ, i ∈ T1, otherwise. (5.32)





where δ is a user-selected parameter. Here, based on the sparsity guess of the support
dimension κ̂ from exponential fitting test (EFT), the estimated active channel set is
determined by selecting the position of the first κ̂ smallest components in the final
weight w or comparing the components with predefined threshold. The entire procedure
of the proposed scheme in this section is summarised in Algorithm 5.
5.5 Experimental Results
In this section, we test the proposed schemes using the simulated signals as well as the
real-world signals as the proof of concepts in this paper.
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Figure 5.4: Normalized power spectrum density (PSD) of the real-time TVWS signal
recorded at QMUL, S = [22, 23, 25, 26, 28, 29, 30, 33]
5.5.1 Experiment Setups
The simulated signals are assumed as x(t) ∈ F = [0, 320] MHz, whose DFT is denoted as
xsim0 . To keep consistency with the real TVWS setting, the spectrum is equally divided






EiB0sinc(Bi(t− ti))ej2πfit + n(t), (5.34)
where sinc(x) = sin(πx)/(πx), Ei, ti and fi represent the energy, time offset, and central
frequency of the i-th channel respectively and n(t) denotes the noise. The channel
occupancy ratio Ω is defined as J/L. The real-world signals xreal0 is collected by the
real-time wideband compressive spectrum sensing testbed as described in Chapter 3.
There are 40 channels (indexed as Channel 21 - Channel 60) in the recorded TVWS
signal, ranging from 470 to 790 MHz and each channel contains either noise only or
transmitting signal with noise. Fig. 5.4 shows that the normalized downconverted real-
world TVWS signal in the baseband F = [0, 320] MHz. Strong DVB-T signal reception
at channel set S = [22, 23, 25, 26, 28, 29, 30, 33] can be observed in the recorded spectrum.
Thus the channel occupancy ratio is Ω = 20%. To quantify the detection performance,
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Figure 5.5: Detection Probability Pd vs. SNR (dB) with p = 20 under different channel
occupancy ratios Ω = 12.5%, 25%, 37.5%.
we compute the detection probability Pd, i.e., the existing of occupied channels correctly
being detected as occupied, under 1000 trials.
5.5.2 Results and Analysis
5.5.2.1 Detection Performance versus SNR and Number of Coset samplers
Firstly, we demonstrate that channel occupancy ratio Ω affects the required minimum
number of coset samplers to achieve the same detection probability Pd. It shows in
Fig. 5.5 that the detection performance Pd against SNR from -5 dB to 20 dB with fixed
number of coset samplers p = 20. Moreover, it is observed that Pd improves as SNR
increases under different scenarios with channel occupancy ratios Ω = 12.5%, 25%, 37.5%,
which means the minimum number of coset samplers varying with the channel occupancy
ratio Ω to achieve the same detection probability Pd. However, the information of channel
occupancy ratio Ω is usually unknown in practice.
To verify the theory that the better detection performance Pd always could be
achieved by evolving more coset samplers, we compare Pd against different number of
coset samplers p with fixed Ω and SNR. It is shown in Fig. 5.6 that detection perfor-
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Figure 5.6: Detection Probability Pd vs. number of coset samplers p with Ω = 12.5%
under different SNRs.
mance Pd increases with the number of coset samplers but the extra coset samplers are
unnecessary after the optimal detection performance is obtained by minimum number
of coset samplers.
The proposed scheme could prevent the waste of sampling resources and guarantee the
detection performance with sufficient number of coset samplers under different channel
environments, i.e., SNRs. As demonstrated in Fig. 5.7, the proposed scheme therefore
can be terminated according to the stopping criterion when the number of coset samplers
reaches p = 10 if the received SNR is equal or greater than 5 dB. Besides, more coset
samplers are required in the proposed scheme under the worse SNRs to achieve accurate
detection performance. Therefore, it is shown that the proposed scheme is allowed to
adaptively choose the number of coset samplers under different SNRs.
5.5.2.2 Detection Performance with the Prior Information in the Geo-location
Database
As the active channel set S is randomly generated from {Z ∩ [1, L]}, among which the
prior known part T obtained from geo-location database are randomly chosen from the
elements of S. The ratio of the prior known part T in the active channel set S, referred
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Figure 5.7: Detection Probability Pd vs. SNR (dB) with Ω = 12.5% under different
number of coset samplers.
as τ , is varied between 0 to 1. The case τ = 0 and τ = 1 corresponds to the sensing
only case without assists from geo-location database and the case that current channel
occupancy states from geo-location database are fully reliable and no change occurs on
the spectrum at current time.
Firstly, the received SNR is set as −5 dB and the number of coset samplers p is varied
from 15 to 35. As shown in the Fig. 5.8, the detection performance Pd generally increases
with the involved number of coset samplers p, and also improves as the percentage of the
known part τ increases. With the input from geo-location database, the number of coset
samplers is further reduced in the the proposed joint sensing scheme to achieve the same
detection probability compared with the sensing only case. For example, to achieve the
desired detection probability of 0.97, sensing only method needs around p = 20 coset
samplers, while the proposed joint sensing scheme needs only p = 15 coset samplers.
Moreover, the proposed scheme can update the lack of channel occupancy information
in the geo-location database, which helps to improve the detection performance and
reduce the required number of coset samplers in the subsequent sensing activities.
Secondly, the detection performance is evaluated with varying received SNR from -5
dB to 15 dB in Fig. 5.9 with fixing the number of coset sampler as p = 15 to sample the
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Figure 5.8: Detection Probability Pd vs. number of coset samplers p under different ratio
of known part τ = 0.3, 0.5, 0.8, 1.0 and sensing only.





Figure 5.9: Detection Probability Pd vs. number of SNR (dB) under different ratio of
known part τ = 0.3, 0.5, 0.8, 1.0 and sensing only.
received signals. As shown in Fig. 5.9, the detection performance of the proposed joint
sensing scheme utilizing different ratio of known part τ is always superior to that of the
sensing only, especially more sensitive to the low SNR region.
5.5.2.3 Detection Performance with the Partially Incorrect Prior Informa-
tion in the Geo-location Database
Both Fig. 5.8 and Fig. 5.9 follow that the prior information from geo-location database
is correct for all given channels. As stated in Section IV, it may be the case that
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Figure 5.10: Detection Probability Pd vs. number of coset samplers p under different
ratio of known part with partially incorrect prior information and sensing only.
the information from geo-location database is not fully reliable, e.g., some of the channel
occupancy states are changed but the geo-location database has not been updated timely.
In this situation, the proposed joint sensing scheme can still recover the actual signals
since it could remove the incorrect elements in T from the minimization problem, but
more cost samplers are adopted compared with the case when no errors are present in
T .
In Fig. 5.10, the cases in which T contains some incorrect prior information are sim-
ulated, which means that apart from the c channels correctly belonging to the support,
there are ω out of τ |S| channels in T that do not belong to the current signal support.
The simulation setting is same as that in Fig. 5.8 and Fig. 5.9, but with different com-
binations of c and ω in T . As shown in the Fig. 5.10, the proposed scheme can still
reconstruct the underlying signals and shows an improvement in detection performance
with respect to the case with no prior information.
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Figure 5.11: Detection Probability Pd vs. number of coset samplers p under different
ratio of known part with partially incorrect prior information over real-world signals.
5.5.2.4 Detection Performance with the Partially Incorrect Prior Informa-
tion in the Geo-location Database over Real-world Signal
Finally, we apply the proposed scheme on the collected real-world signal to validate the
proposed scheme in the practical environment. It is shown in Fig. 5.11 that the proposed
scheme could recover the spectrum even with the partially incorrect prior information
from the geo-location database and the detection performance of the proposed joint
sensing scheme still is superior to that of the sensing only.
5.6 Summary
In this chapter, we proposed a blind joint sub-Nyquist wideband spectrum sensing scheme
for cognitive IoT, which only requires the low-rate ADCs in the wireless IoT devices which
have cognitive capabilities. Without the prior knowledge of the number of occupied chan-
nels and the level of SNRs, the proposed scheme could blindly select sufficient number
of coset samplers to achieve desired sensing performance. To further reduce the required
number of the coset samplers, the processing complexity and the energy consumption
over the evolved IoT devices, we proposed to incorporate the channel occupancy infor-
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mation from the geo-location database and the wideband signal reconstruction process.
Moreover, with the awareness that the information from geo-location is not fully reliable,
the proposed scheme could reconstruct the signal with partially correct information and
return the newly updated information to databases. Experimental results have shown
that the proposed scheme could not only utilize the minimum number of coset samplers
without known number of occupied channels but also guarantee the desired detection per-
formance under wide range of SNRs. Moreover, the performance of the proposed scheme
assisted with geo-location database is superior to the sensing only method even when the
obtained information is partially correct, especially in low SNR region. These benefits
from the proposed scheme make it be a good candidate for the large-scale deployment
of the power constrained IoT devices and spectrum management.
Chapter 6
Conclusions and Future Work
6.1 Summary
With turning IoT paradigm into a reality, the amount of IoT devices are expected to
grow in large numbers, which leads to difficulty in allocating sufficient spectrum resource
to these devices. Therefore, it is the vision that smart IoT devices should have cognitive
capabilities to enable spectrum sharing over wideband spectrum [8, 9]. With cogni-
tive capabilities, interference among the IoT devices can be alleviated by seeking vacant
channels through dynamic spectrum access [10]. Compared with conventional wideband
spectrum sensing scheme, compressive sensing (CS) based sub-Nyquist wideband spec-
trum sensing can enable fast and accurate spectrum detection with sub-Nyquist sampling
rates by exploiting the sparse nature of the underutilized wideband spectrum in practice.
This thesis presents several algorithms that implement wideband spectrum sensing with
CS, aiming to invoking the efficient usage of the underutilized spectrum in cognitive IoT
scenarios.
In Chapter 3, to achieve fast reconstruction from the compressive samples, an adaptively-
regularized iterative reweighted least squares (AR-IRLS) algorithm has been proposed
to implement the CS-based wideband spectrum sensing with a high fidelity guarantee,
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which could cope with varying bandwidths and power levels in real-world signals. The
proposed algorithm was tested over the real-world measurements after having been vali-
dated by the simulated signals with random supports and amplitudes. Numerical results
showed that the convergence speed of the proposed reconstruction algorithm has been
increased by up to 70% in comparison with the conventional iterative reweighted least
squares (IRLS) algorithms, which makes the proposed AR-IRLS algorithm more efficient
over shared spectrums such as TV white space (TVWS). To further reduce the com-
putational complexity of signal reconstruction, a low-complexity compressive spectrum
sensing algorithm is proposed. It could keep the fast convergence speed of the previous
algorithms such as [14] and AR-IRLS with reduced computational complexity by exploit-
ing the diagonally dominant feature in the square of measurement matrix. Moreover,
a descent-based algorithm has been proposed to distinguish the primary signals from
the mixture of reconstruction errors and unknown noises, by dynamically setting the
threshold without prior knowledge of the noise power.
In Chapter 4, a blind CS-based sensing algorithm is proposed to enable the local
SUs to automatically choose the minimum sensing time without knowledge of spectral
sparsity or channel characteristics. The compressive samples are collected block-by-block
in time and SUs can adaptively adjust the sensing time or sampling rate afterwards.
Moreover, a CS-based blind cooperating user selection algorithm is proposed to select
the cooperating SUs via indirectly measuring the degeneration of signal-to-noise ratio
(SNR) experienced by different SUs. Numerical and real-world test results demonstrate
that the proposed algorithms achieve high detection performance with reduced sensing
time and number of cooperating SUs in comparison with the conventional compressive
spectrum sensing algorithms.
Finally, in Chapter 5, a distributed sub-Nyquist sensing scheme is proposed by uti-
lizing the surround IoT devices to jointly sample the spectrum based on multi-coset
sampling theory. Thus, only the low-rate ADCs are required on the IoT devices to
form coset samplers. Without prior knowledge of the number of occupied channels and
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the level of SNRs, the proposed scheme could blindly select sufficient number of coset
samplers to achieve desired sensing performance. To further reduce the required num-
ber of the coset samplers, the processing complexity and the energy consumption over
the evolved IoT devices, we proposed to incorporate the channel occupancy information
from the geo-location database and the wideband signal reconstruction process. More-
over, with the awareness that the information from geo-location is not fully reliable, the
proposed scheme could reconstruct the signal with partially incorrect information and
return the newly updated information to databases. Experimental results have shown
that the proposed scheme could not only utilize the minimum number of coset samplers
without known number of occupied channels but also guarantee the desired detection
performance under wide range of SNRs. Moreover, the performance of the proposed
scheme assisted with geo-location database is superior to the sensing only method even
when the obtained information is partially correct.
6.2 Future work
Apart from the IoT application, the machine-to-machine (M2M) communications and
mobile broadband communication beyond 5G would have the demand for more avail-
able spectrum, especially for sub-1GHz which has good penetration capability. The
sub-Nyquist wideband spectrum sensing can be extended to these areas to assist the
spectrum access. Moreover, the sub-Nyquist enabled cognitive IoT system should have
the capability to compress other sensor information for compact communication and data
analysis. In this section, we also identify the following research challenges that need to
be addressed in the future work.
6.2.1 Limitations of work under Practical Imperfections
Most of current compressive wideband sensing techniques including the proposed work
in this thesis assume relatively ideal operating conditions in terms of noise, channel,
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and hardware components. However, the performance of proposed works over practical
environments should be further investigated under the compressive spectrum sensing
scenario, such as fading channels, frequency selective channels, and noise uncertainty.
In chapter 4, we assume that the spectrum occupancy status would not change during
the sensing period. However, the time of signal reconstruction in each iteration would
increase the total time for sensing, in which the wideband signal might not be static.
In chapter 5, the assumption of wideband signals is that the bandwidth of each channel
is equal in consistency of TVWS. However, in other shared spectrum, the bandwidth
of available channels might be different and varying. Moreover, the accuracy require-
ment of time synchronization among cognitive IoT device is relatively high because of
the requirements of multi-coset sampling. In chapter 6, the vectorization of matrix is
required, which could increase the computational complexity of the proposed scheme.
6.2.2 Spectrum Data or Decision Fusion from Massive IoT devices
Since numerous IoT devices would joint the network, novel data or decision fusion tech-
niques are necessary to reduce the transmission overhead and extract the reliable infor-
mation from the massive IoT devices. Instead of scanning all channels and sending each
channel’s status to the fusion centre, each SU, equipped with a frequency selective filter,
senses a linear combination of multiple channels. The filter coefficients are designed to
be random numbers to mix different channel information. The support of the wideband
signals is then recovered at the fusion centre from the incomplete samples sent by the
SUs through matrix completion, which utilise the matrix’s low rank property. Apart
from the matrix completion techniques, cooperating device selection algorithms should
be developed to select only a few number of IoT devices for spectrum sensing during a
period of time by considering the channel environment, position, energy constraint, etc.
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6.2.3 Channel Energy Statistics Learning in Compressive Spectrum
Sensing
Most existing literature discusses Neyman-Pearson channel energy detection and thresh-
old adaption schemes to achieve optimal performance of detection in conventional non-
compressive spectrum sensing scenario. However, in the compressive spectrum sensing,
it is found that the channel energy statistics and optimal threshold not only depend on
noise energy but also compression ratio, sparsity of spectrum, and nature of recovery
algorithms. Therefore, it is important to investigate the channel energy statistics of
recovered spectrum and propose practical threshold adaption scheme.
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