Using x(t) = [02 2] 2 <: t 2 [01 0], the state norm history, kx(t)k is depicted in Fig. 1(a) . One can see that indeed it is bounded by r 3 + (k 3 (V ))=( min (P )) e 0t = 0:1+3:76 e 00:5t where k 3 (V ) = 26:44585 and t 0 = 0. Fig. 1(b) depicts the controller history.
V. CONCLUSION
In this work, memoryless controllers are systematically developed to achieve robust exponential stability of a class of uncertain dynamic systems with time-varying delays and bounded controllers. Given a prespecified convergence rate a region of attraction is guaranteed to exist and from which the solutions of the class of systems considered converge exponentially toward a ball whose radius can be chosen arbitrarily. An extension to this work is the development of an algorithm to estimate the region of attraction when the controllers are allowed to saturate. 
A Proof of Kaszkurewicz and

I. INTRODUCTION
Absolute stability (ABST) analysis of neural networks has received much attention in the recent literature, such as [1] - [3] and references therein. Roughly speaking, an absolutely stable (ABST) neural network means that the network system holds the global asymptotic stability (GAS) when certain elements of the network system are perturbed. In the neural circuit context, the elements of the network system depend on the certain resistance, capacitance, and input current values which are subject to uncertainties in practical implementation. Thus, the ABST neural network is regarded as one of the best neural approaches for solving optimization problems in practice, being devoid of spurious suboptimal responses for every choice of the certain elements of the network system.
Several ABST results of neural networks have been presented in [1] - [3] and references therein. These obtained ABST conditions are represented by the constraints on the n 2n interconnection matrix T = [T ij ] of the network system, such as negative semi-definiteness, diagonal semi-stability, quasidiagonal dominance, etc. They are sufficient for ABST of the network system, in general, and also are necessary for some special classes of interconnection matrices T , such as the important symmetric (Tij = Tji ; 8 i; j ) and cooperative (Tij 0; i 6 = j ) classes. Based on these facts, in [1] the authors raised the question of for arbitrary positive diagonal matrices D1 and D2. The necessity of T 2 I 0 for ABST has been proved in [1] and implies that all the existing sufficient conditions for ABST in the literature are special cases of T 2 I0. However, whether or not T 2 I0 is sufficient for ABST of the network system remains unknown.
The main purpose of this paper is to provide a proof of the sufficiency of T 2 I0 for ABST in the low-dimensional case n = 2. The foundation of the given proof is the Olech Theorem in [4] which presented an important sufficient condition for GAS of autonomous systems on the plane. Moreover, a characterization condition for the I 0 class of matrices in the case n = 2 is obtained.
II. MAIN RESULTS
The neural network model can be described by the system of differential equations
as in [1] - [3] where x = (x 1 ; 11 1; x n ) T 2 < n ( T denotes transposition), D = diag(d 1 ; 1 11; d n ) is an n 2 n constant diagonal matrix with diagonal entries di > 0, i = 1; 111; n, T = (Tij ) is an n 2 n constant matrix, g(x) = (g 1 (x 1 ); 1 11; g n (x n )) T : < n ! < n is a nonlinear diagonal mapping, and I = (I 1 ; 1 11; I n ) T 2 < n is a constant input vector. Assume that g belongs to the class S of sigmoid functions, defined by the property that g 2 S if for i = 1; 11 1; n, g i (x i ): < ! < is a C 1 function with dg i (x i )=dx i > 0 for all x i 2 < such that gi(<) = (ai; bi), ai 2 <, bi 2 <, ai < bi.
Definition 1:
The equilibrium x e of System (N) is said to be GAS if it is locally stable in the sense of Lyapunov and globally attractive where global attractivity means every trajectory of System (N) tends to x e as t ! 1.
Definition 2 [1] : System (N) is said to be ABST if it possesses a GAS equilibrium point for every function g 2 S, every input vector I 2 < n , and any positive diagonal matrix D.
The authors in [1] made the following conjecture.
Conjecture 1 [1]: T 2 I 0 is a necessary and sufficient condition for ABST of System (N).
The main result in this letter is given below.
Theorem 1: T 2 I 0 is a necessary and sufficient condition for
ABST of System (N) in the case n = 2.
In order to prove Theorem 1, we need some lemmas as follows. Lemma 1 [4] : Let the autonomous system on the plane be
where the map f : < 2 ! < 2 is C 1 . If a given f 1) satisfies f (0) = 0;
2) satisfies the hypotheses of trJ(x) < 0 and detJ(x) > 0 for all x 2 < 2 , where J(x) is the Jacobian matrix of the map f ; and 3) is globally one to one, then x = 0 is the GAS equilibrium of the system.
Let P0 denote the class of square matrices A defined by one of the following two equivalent statements [2] , [5] :
(P 1 ) all principal minors of A are nonnegative;
(P 2 ) det(K + A) 6 = 0 for every diagonal matrix K = diag(K1; 11 1; Kn) with Ki > 0, i = 1; 111; n.
Lemma 2 [2]:
If g 2 S and 0T 2 P0, then the function H defined by H(x) = 0Dx + T g(x) + I is a diffeomorphism of < n onto < n , that is, H is globally one to one and onto and the inverse function H 01 is C 1 .
Lemma 3 [2] : System (N) has a unique equilibrium point for each g 2 S and for each I 2 < n if and only if 0T 2 P 0 .
Lemma 4 [1] : If T 2 I0, then 0T 2 P0. Proof: If T 2 I 0 , then for any positive diagonal matrix K, the matrix (T 0 K) has all eigenvalues with negative real parts. This implies that det(K 0 T ) > 0. From (P2) we know that 0T 2 P0.
Proof of Theorem 1: (Necessity) This has been proved in [1] .
(Sufficiency) Suppose that T 2 I 0 . By Lemma 4, 0T 2 P 0 . Hence, from Lemma 3, System (N) has a unique equilibrium point denoted by x e . With the coordinate change u = (u 1 ; 11 1; u n ) T = x0x e , System (N) can be transformed into the following equivalent system having a unique equilibrium at u = 0
where G(u) = (G 1 (u 1 ); 1 11; G n (u n )) T = g(u + x e ) 0 g(x e ) 2 S:
Let H(u) = 0Du + T G(u), then H(0) = 0 and the Jacobian of H(u) is J(u) = 0D + T G 0 (u) where
has all eigenvalues with negative real parts. In dimension n = 2 this is equivalent to trJ(u) < 0 and detJ(u) > 0 for all u 2 < 2 . On the other hand, from Lemma 2 and 0T 2 P0, H(u) is globally one to one. Therefore, from Lemma 1, u = 0 is the GAS equilibrium of System It is acknowledged here that one of the reviewers alerts the authors that there is an alternative and simple proof of the sufficiency part of Theorem 1 by using Theorem 1 in [6] and the above Theorem 2 as follows. Theorem 1 in [6] stated that if 0T 2 M 0 , then the neural network (N) is ABST where the class M 0 of matrices is introduced in [6] and defined by the property that 0T 2 M0 if "E 0T is positive diagonally stable for all positive number ". The matrix E denotes the n 2n identity matrix. It should be noted that the ABST result about neural networks obtained in [6] can actually include the sufficient conditions for ABST of neural networks presented in [1] - [3] as special cases. Theorem 1 in [6] it is known that the neural network (N) is ABST.
III. CONCLUSION
This paper has provided a complete proof of Kaszkurewicz and Bhaya's conjecture on the absolute stability of neural networks in the two-neuron case. Although the obtained result in the low-dimensional case is encouraging, it is still a challenge to give a proof or disproof of Kaszkurewicz and Bhaya's conjecture in the general high-dimensional case.
