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A networked control system (NCS) is a type of feedback control sys-
tem where at least one of the sensor-controller or controller-actuator
links is based on a communication network. The work presented in
this thesis considers wireless NCS with multiple control loops sharing
a common communication network based on IEEE 802.15.4 protocol
to close the feedback loop. The main objective is to optimize the con-
trol cost, communication bandwidth, computational resources, and
energy consumption without compromising the control performance.
xvii
In this spirit, a hierarchical framework is presented in the context of
event- and self-triggered linear quadratic (ET/ST LQ) and ST H∞
controllers, and to enhance the energy eﬃciency in IEEE 802.15.4
protocol, some modiﬁcations are proposed. In addition to this, com-
munication and computational delays are considered.
The results demonstrate satisfactory performance against the con-
ventional periodic triggering scheme, and the ST LQ controller is
shown to outperform the existing controller in the literature. In the
context of ST H∞ controller, the scheme gives satisfactory control
performance while being computationally eﬃcient as compared with
the results in the literature. In addition to this, due to the modiﬁ-
cations introduced in the said protocol, signiﬁcant battery power is
saved.
xviii
xix
CHAPTER 1
INTRODUCTION
1.1 Overview
A networked control system (NCS) is a special type of regular feedback control sys-
tem, whereby either sensor-controller or controller-actuator or both connections
are completed using a communication network, instead of a traditional point-
to-point link. The communication network can be wired or wireless depending
upon the speciﬁc application. The necessity for this kind of setting arises mainly
from the geographical distribution of various components of the control systems.
Recently, the availability of low-cost wireless networked platforms with sensing
and actuation capabilities has further encouraged the use of networked feedback
loops and plant monitoring for industrial applications. The reason for this high
demand can be attributed to the advantages of wireless networks over the tra-
ditional communication, such as the ease of maintenance and the provision of
distributed control over large geographical areas.
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However, the usage of communication network also poses certain challenges
such as optimization of control, communication and computational costs, network
imperfections, low bandwidth, decoupling control and communication designs,
and energy economy at the wireless sensor nodes. Moreover, during the past few
years, some practical issues of NCSs arising from the thrust towards cyber-physical
systems (CPSs), have been highlighted [2]. Some of the crucial points are:
• Joint design of communication, control, and computation (C3) forms the
basis of eﬃcient CPSs.
• Modularity, which permits independent design of each module without af-
fecting the logical correctness of the overall system.
• Opposing requirements of each module.
In order to meet these challenges and requirements, several strategies can be
followed, such as designing controllers which are robust to network imperfections,
installing high-bandwidth network, using intelligent techniques for balancing the
communication load especially when the network is shared [3], or implementing
aperiodic transmission schemes which sample the plant state only when required,
unlike periodic scheme.
The standard implementations of feedback control over a network or an embed-
ded platform use periodic triggering, whereby sensing and/or actuation is done at
equidistant samples of time. Although it decouples communication from control
and a mature systems theory exists which eases the design and implementation,
it causes an enormous waste of energy and communication capabilities, especially
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when there is no need for a corrective feedback signal. In contrast, the aperiodic
transmission schemes (event- and self-triggered (ET and ST)), while saving con-
siderable amount of energy and communication resources, introduce correlation
between the states of participating control loops in networked control systems
(NCSs), which complicates the interaction between control and communication.
This correlation results from the opposing requirements of control performance
and communication bandwidth economy, i.e., if high performance is required, one
needs to sample the system more frequently, hence compromising on the band-
width usage.
Both ET and ST schemes comprise two elements, a controller, and a trigger-
ing mechanism. This mechanism determines the next update time of the con-
trol law based on the previously sampled state information. Particularly, in ET
[4, 5, 6], the sensor (or controller) node determines on the basis of a comparison
between the present state and a threshold, if the information to the controller
(or actuator) should be sent. As compared with the periodic setting, ET signiﬁ-
cantly reduces the amount of required communication. However, implementation
of event-triggering mechanism on the sensor node increases the computational load
due to continuous (or periodic) monitoring of the plant state. This is not well-
suited for the battery powered wireless sensor nodes. Furthermore, ET requires a
dedicated hardware to check the event condition. ST mechanism was introduced
as a remedy to this problem [7]. This scheme does not require continuous check-
ing of the state, rather it predicts update time on the basis of previously sampled
3
state and plant dynamics. Hence, ET mechanism is reactive and ST is proactive.
The literature on aperiodic triggering mechanisms also contains hybrid triggering
technique which combines the advantages of both ET and ST methodologies [8].
Speciﬁcally, the hybrid technique employs ST in normal operation, and an ET
mechanism is only activated if the system encounters disturbance.
The low-rate wireless communication protocol IEEE 802.15.4, which forms the
basis of industrial standards like WirelessHART and ISA100, has been the center
of attention since its availability as the low data-rate and energy-eﬃcient protocol
[9]–[10]. With the use of aperiodic triggering schemes, the energy-eﬃciency of this
protocol can be enhanced.
It can be concluded from above discussion that the economic and environmen-
tal constraints on wireless NCSs (WNCSs) necessitate eﬃcient use of the available
resources, i.e., C3, while incorporating the constraints of network artifacts, and
low power consumption. Satisfying all of these requirements at the same time is
a very diﬃcult task, if not impossible. Hence, the designer must set appropriate
priorities and trade-oﬀs according to the performance requirement of the WNCS.
Also, the proactive nature of ST scheme saves considerable amount of energy at
the sensor node, which enhances energy economy in the applications based on
IEEE 802.15.4 wireless protocol. Additionally, ST scheme can avoid contention
and congestion in the network because of the transmission schedule being provided
in advance.
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1.2 Objectives
The objectives of this work are now presented:
1. ET optimal control of multiple LTI systems sharing common communication
network based on the said protocol with computational and network-induced
time delays.
2. ST optimal control of multiple LTI systems sharing common communication
network based on the said protocol with computational and network-induced
time delays.
3. ST H∞ control of multiple LTI systems sharing common communication
network based on the said protocol.
1.3 Contributions
Following these objectives, our work has following main contributions:
• A novel ST LQR scheme which results in better performance, in terms of
control cost economy, communication bandwidth saving and computational
load reduction, as compared with the ST LQR presented in the literature
[1],
• Modiﬁcations for IEEE 802.15.4 protocol which take maximum beneﬁt from
the predictive nature of the ST methodology, consequently saving signiﬁcant
amount of battery power of the wireless sensor nodes,
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• Integration of priority-based scheduling algorithm in the modiﬁed protocol,
to accommodate more systems as compared with the number of maximum
number of allowed transmission slots,
• ST H∞ controller which ensures control performance in the presence of
disturbance and a shared communication network.
1.4 Organization
Chapter 2 presents a comprehensive literature review on the subject of aperiodic
triggering mechanisms for NCSs. Chapter 3 reports on the ET implentation and
Chapter 4 presents its ST counterpart. The ST scheme is then compared with an
existing ST LQR technique in Chapter 5 and three case studies are reported. The
results of implementation of H∞ controller are presented in Chapter 6. Finally,
Chapter 7 concludes the thesis and points out some potential research directions.
The notations used in each chapter are mentioned in the respective introduc-
tion. Furthermore, in the context of aperiodic state transmission, the terminology
co-design is used for simultaneous design and/or optimization of control and event
condition, however, in subsequent chapters the simultaneous optimization of both
of these designs will be referred to as co-optimization.
6
CHAPTER 2
LITERATURE REVIEW
In this chapter, the reader will ﬁnd a survey on the aperiodic triggering mecha-
nisms in Networked Control Systems (NCSs), which can be classiﬁed into event-
and self-triggered schemes. We have tried to cover most of the work done with
an emphasis on the theoretical results. The motivating factors behind reporting
a detailed survey were to provide us with a concrete base for the work presented
in this thesis, and the need to organize the scattered results on the subject, which
will facilitate the interested researchers to visualize open problems. The part of
literature which discusses application of aperiodic triggering over IEEE 802.15.4
protocol is reported in the forthcoming chapters.
In the literature, ET scheme is referred to using various terminologies such as,
event-based sampling, event-driven sampling, Lebesgue sampling, dead-band sam-
pling, send-on-delta sampling, level-crossing sampling, and state-triggered sam-
pling.
The chapter is organized as follows. Section 2.1 gives some mathematical pre-
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liminaries and notations used in the chapter. The literature for ET methodology
is presented in Section 2.2, while that for ST scheme is given in Section 2.3. The
conclusion is presented in Section 2.4. For the reader’s ease, possible future di-
rections are given as remarks, the advantages and disadvantages are pointed out
in the discussion at the end of each subsection, and the table given at the end of
this chapter lists the works which consider time-delay.
2.1 Preliminaries and Notations
For this chapter, a continuous function α : [0, a) → [0,∞) is said to belong to class
K if it is strictly increasing and α(0) = 0. It belongs to class K∞, if a = ∞ and
α(r) → ∞ as r → ∞. Similarly, β is of class L if it is continuous and decreasing to
zero. A function ζ : [0,∞) → [0,∞) is said to be of class G if it is continuous and
non-decreasing and ζ(0) = 0. A continuous function γ : [0, a) × [0,∞) → [0,∞)
is said to belong to class KL if, for each ﬁxed s, the mapping γ(r, s) belongs to
class K with respect to r and, for each ﬁxed r, the mapping γ(r, s) is decreasing
with respect to s and γ(r, s) → 0 as s → ∞. Class KK functions are deﬁned in
the same fashion.
Local stability is deﬁned when the initial state of the system lies close to the
equilibrium point. When it can lie anywhere in the state space then the stability
is deﬁned as global. A system is said to be uniformly stable if its stability is
independent of the initial time t0 ≥ 0. A system is said to be stable if for each
 > 0, there exists a δ = δ() > 0 such that if ||x(t0)|| < δ then ||x(t)|| < , ∀t ≥ 0.
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It is said to be asymptotically stable if it is stable and δ can be chosen such that
if ||x(t0)|| < δ then limt→∞x(t) = 0. A system is said to be exponentially sable
if there exists σ, λ ∈ R+ such that ∀t ≥ 0 ||x(t)|| ≤ σ||x(t0)||e−λt. The state of
a system is said to be ultimately bounded if there exist constants ε,  ∈ R+ (ε
deﬁned as the bound) and for every η ∈ (0, ) there is a constant T = T (η, ε) ∈ R+
such that if ||x(t0)|| < η then ||x(t)|| ≤ ε, ∀t ≥ t0 + T . A system is said to be
Input-to-State Stable (ISS) if there exist a class KL function γ and a class K
function α such that for any initial state x(t0) and any bounded input u(t), the
state of the system satisﬁes ∀t ≥ t0 ≥ 0 the following inequality,
||x(t)|| ≤ γ(||x(t0)||, t− t0) + α
(
supt0≤τ≤t||u(τ)||
)
Consider a system with input-output relation given as y = Hu for some mapping
H . This mapping is said to be Lp stable if there exist a class K function α, deﬁned
on [0,∞) and a nonnegative constant μ such that,
||(Hu)τ ||Lp ≤ α(||uτ ||Lp) + μ, ∀τ ∈ [0,∞).
It is ﬁnite-gain Lp stable if there exist nonnegative constants ζ and μ such that,
||(Hu)τ ||Lp ≤ ζ ||uτ ||Lp + μ, ∀τ ∈ [0,∞).
Here Lp denotes the p norm where 1 ≤ p ≤ ∞.
Expectation operator and conditional expectation are denoted as E[.] and E[.|.],
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respectively.
2.2 Event-Triggered Network Control
ET networked control (ETNC) or ET control (ETC) caught a great deal of at-
tention by the end of last decade and plenty of work was done focusing on the
development of systems theory. A classiﬁcation of this large number of control
methods was presented in [11] where an appropriate generic model was introduced.
The general structure of ETNC system for sensor-controller communication is
shown in Fig. 2.1. It consists of the plant, an event detector, an observer, and a
control signal generator. When an event occurs, the event detector sends the plant
output to the observer. Here, an event refers to a situation whereby the output
crosses a predeﬁned threshold. The observer then computes state estimates and
passes information to the control signal generator which generates the input signal
for the process. The observer and control generator operate in open-loop between
the events, therefore, the design of the generator is a central issue. In case all
the states are available, full state vector is transmitted with the occurrence of an
event [12]. Also, controller and actuator can be connected over the network.
Figure 2.1: Block diagram of event-triggered system. Solid lines denote continuous
signal transmission and dotted lines show the event-based signals.
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Fig. 2.2 shows the timing relationships for an ET scheme. The black rectangles
on the timeline indicate when the control task is being executed. The time Tj =
rj+1−rj is called the task period and it is the interval between any two consecutive
invocations of the control task. Dj is the delay in jth job and it is the time between
ﬁnishing and release time, i.e., Dj = fj − rj .
Figure 2.2: Timing diagram for an event-triggered implementation.
We now present the survey for ETNC.
2.2.1 Stability
Stability in terms of ultimate boundedness (UB) was studied in [13] for continuous-
time (CT) linear systems with additive disturbances, on embedded systems. The
authors provided the ﬁrst step of a proper analysis of these kind of loops and
focused on the trade-oﬀ between performance and computational load to show
the obtainable ultimate bounds and how they depend on the parameters of the
control strategy. By using these results, the event-driven controller can be tuned to
get satisfactory transient behavior and desirable ultimate bounds, while reducing
the required average processor load. The theory is based on inferring properties
of the ETC system from discrete-time (DT) linear systems (in case of uniform
sampling) or piecewise linear (PWL) systems (in case of nonuniform sampling).
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The paper showed that even for a simple system, the complexity and challenge
for analysis and synthesis is signiﬁcant.
Before the stability results are given, we brieﬂy deﬁne the concepts of uniform
and non-uniform sampling in the context of ETC. Consider the LTI CT system
given by,
x˙(t) = Acx(t) +Bcu(t) + Ecw(t), (2.1)
where, x(t) ∈ Rn is the state, u(t) ∈ Rm is the control input and w(t) ∈ Wc is the
unknown disturbance. The set Wc ⊂ Rp is convex and compact and contains the
origin. Let B be an open bounded set containing the origin, such that the control
value is not updated until the state x(t) ∈ B. In uniform sampling, it is checked
every Ts time unit, if the state lies in B, i.e.,
τk+1 = inf{jTs > τk|j ∈ N, x(jTs) /∈ B}, (2.2)
where τk, k ∈ N are the control update times. Nonuniform sampling, which is hard
to implement in practice, does not require constant checking, rather it updates
control whenever state reaches the boundary of B, i.e.,
τ1 = inf{t ≥ τo|x(t) /∈ B}, and
τk+1 = inf{t ≥ τk + Ts|x(t) /∈ B}, k > 0,
(2.3)
where τo = 0 is the ﬁrst control update time, irrespective of whether the initial
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state lies in B or not.
A discrete-time state feedback controller with gain F ∈ Rm×n is deﬁned as
uk = Fxk, (2.4)
where xk = x(τk) and uk = u(τk). Using a zero-order hold (ZOH), u(t) = uk for
all t ∈ [τk, τk+1). Hence, the system is given by
x˙(t) = Acx(t) +Bcu(t) + Ecw(t),
u(t) = Fx(τk), ∀ t ∈ [τk, τk+1).
(2.5)
The control update times τk are equally spaced in time for periodic triggering
mechanism and depend on state dependent condition for aperiodic schemes.
In the stability analysis of ETC scheme, the discretized version of (2.1) and
(2.4) for a ﬁxed sampling time Ts is deﬁned as,
xdk+1 = (A+BF )x
d
k + w
d
k = Aclx
d
k + w
d
k, (2.6)
with
A := eAcTs ,
B :=
∫ Ts
0
eAcθdθBc,
wdk :=
∫ τk+1
τk
eAc(τk+1−θ)Ecw(θ)dθ.
Moreover, for both uniform and nonuniform cases, system (2.5) behaves as (2.6)
away from set B.
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The theorem given below, states UB for nonuniform sampling case.
Theorem 2.1 For Nonuniform sampling:
Consider system (2.5) and (2.3) with Wc a closed and convex set containing the
origin. Let Wd be given as
Wd :=
{∫ Ts
0
eAc(Ts−θ)Ecw(θ)dθ|w ∈ Lloc1 ([0, Ts] → Wc)
}
1. If Ω is a robustly-positively invariant (RPI) set for the linear discrete-time
system (2.6) with disturbances in Wd and clB ⊆ Ω, then Ω is RPI set
for the event-driven system (2.5) and (2.3) on the control update times for
disturbances Wc.
2. If system (2.6) with disturbances in Wd is UB to the RPI set Ω and clB ⊆ Ω,
then event-driven system (2.5) and (2.3) is UB to Ω for the disturbances in
Wc on control update times.
For uniform sampling, the ETC is termed as periodic event-triggered control
(PETC) ([14]) and the reader is referred to Section 2.2.6 for the stability theorem.
Two conjoint methods to guarantee UB of the ETC system were proposed by
[15]. First method, the global approach aims at bringing the system from any
initial state to a target set in the state space, and second, the local approach,
keeps the system state within the target set. The methods were experimentally
validated on a thermoﬂuid process.
By modeling ETC of nonlinear systems as hybrid systems, [16] provided
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Lyapunov-based conditions to guarantee semi-global asymptotic stability (S-GAS)
of the closed-loop system and explained how they can be utilized to synthesize
ET rules. Speciﬁcally, the fact that monotonic decrease of Lyapunov function is
not necessary to guarantee stability, was used to develop a family of triggering
rules which gives larger inter-event times at the expense of some performance
degradation.
Remark 1 The authors assumed no transport delay in communication from sensor
to controller and from controller to actuator, and left the study of the eﬀects of
the eventual induced delays for future work.
Asymptotic stabilization of linear systems with time-varying transmission de-
lays was investigated by [17]. The sensor, controller and event-detector were
considered to be collocated at a node. This allowed the event-generation to be
control-error dependent rather than state-error, as was the case in [18]. The au-
thors provided the criteria to design feedback gain and the ET mechanism which
were driven to guarantee stability and performance.
Remark 2 The authors indicated discrete detection methodology (supervision of the
event condition at discrete sampling instants), and joint design of event-detector
parameter and the controller gain, as future works.
The problems of exponential stability, L2-gain analysis and L2-gain based con-
troller design, along with network-induced delays and parameter uncertainties
were studied in [19], using a uniﬁed model of NCSs with hybrid ET schemes.
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Suﬃcient conditions for exponential stability and L2-gain analysis were developed
in the form of LMIs by using a discontinuous Lyapunov-Krasovskii functional
approach. Moreover, two novel ET conditions were proposed: ﬁrst on the sen-
sor side, where an event-detector is placed between sensor and controller, which
periodically (instead of continuously) checks the state to trigger an event, and
second on the controller side, which decides when to send the control signal to the
actuator.
Remark 3 The following topics deserve further investigation:
1. To take into account the random communication delays and data packet
dropouts and/or quantization, stochastic systems, and fault-tolerant control
of NCSs with the proposed ET scheme,
2. H∞ controller analysis and synthesis for DT NCSs can be studied in the
proposed framework, and
3. Extension to H∞ ﬁltering.
A universal formula for event-based stabilization of general nonlinear systems
aﬃne in control, was proposed by [20]. It was proved that an event-based static
feedback, smooth everywhere except at the origin, can be designed to ensure
GAS of the origin. Also, for any initial condition within any given closed set,
the minimal inter-sampling time is bounded from below, avoiding inﬁnitely fast
sampling phenomena, called Zeno behavior (occurrence of inﬁnitely fast sampling).
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A framework to analyze stability and stabilization of ETC was proposed by
[21], along with the tradeoﬀ between communication and the desired performance.
Lyapunov–Krasovskii functional approach was used for this purpose and suﬃcient
criteria were obtained in terms of LMIs. The main feature of the scheme is that
the released sampled data is not only determined by the current state and the error
between the current and the latest transmitted state, but also by the current state
of the network dynamics. Moreover, an information-dispatching middleware was
constructed which implemented a novel ET scheme.
The exponential practical stabilization of event-driven LTI systems with
bounded disturbances and bit-rates is considered in [22]. The authors also consider
the practical limitations of real-time NCSs namely, quantization and encoding. It
was pointed out that the characterization of necessary or suﬃcient conditions on
the average bit-rates is necessary to measure the performance improvement of ET
systems over the periodic ones. Speciﬁcally, a necessary condition on the required
average bit-rate was identiﬁed for the exponential convergence of state trajectories
with prescribed rate of convergence. Also, controller design was presented which
guarantees exponential convergence and performance, by adjusting the commu-
nication rate in accordance with the state information. The presented approach
guarantees bounded bit-rates.
Remark 4 The following topics deserve further investigations:
1. Characterization of data rates under disturbances,
2. Suppression of the synchronization requirement between encoder and decoder
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to maintain a synchronized quantization domain,
3. Extension of the results to stochastic time-varying communication channels,
and
4. Understanding of the trade-oﬀs between system performance and timeliness
and size of transmissions.
Discussion
For S-GAS, the approach in [16] is general because it encompasses several ex-
isting ET policies and new strategies which further reduce the resources needed
for control of nonlinear systems. In contrast, the authors in [17] provided GAS
guarantee, but for linear systems only. Moreover, two limitations of this scheme
are,
1. Requirement of a delicate hardware for the event detector to monitor control
signal and test the condition continuously, and
2. The parameter of event detector was chosen with an assumption that the
controller guarantees GAS without considering transmission delays.
The results of [20] for GAS of a class of nonlinear systems are based on the
assumption of existence of a smooth control Lyapunov function (CLF). However,
this assumption may limit the applicability of the results to a number of scenarios.
For exponential stability, the methodology used in [19] can be extended to
the case of parameter uncertainties. The approach presented in [22] considered
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exponential stability from an information-theoretic perspective, in contrast to ISS
point of view.
The methodology of [21] considered network dynamics along with the control
performance. In addition, the middleware allowed masking of the complex details
of communication network, and easing the control design.
2.2.2 Scheduling and event design
The idea of “control under communication constraints” was applied to the problem
of scheduling stabilizing control tasks on embedded processors by [18]. In the
context of real-time scheduling, CPU’s load is reduced by reducing the number
of control tasks being executed, which depends on the state dependent feedback
mechanism. The real-time scheduler could be regarded as a feedback controller,
which decides on the task execution priority at a given instant, while guaranteeing
S-GAS of the plant by control related tasks, and on-time execution of control
unrelated tasks. Investigation of a simple event-based scheduler showed that the
performance and lower bounds on the task release times are guaranteed.
An ET scheme was presented in [23] which ensures exponential stability of the
closed-loop system, and exploits the fact that the monotonic decrease of storage
function is not necessary for stability of switched systems. An exponential function
is properly chosen; during the operation, when the storage function intersects
with the chosen exponential function, the state is sampled. The inter-sampling
periods were reported to be large as compared with the previous works. The ISS
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guarantee of CT system with respect to the measurement errors ensures that the
inter-sampling periods and deadlines are bounded strictly away from zero.
A novel choice of the event function that only requires the computation of
control and is independent of Lyapunov function, to ensure stability and non-zero
inter-execution time for control-aﬃne nonlinear systems was proposed in [24].
Furthermore, the strategy was used to stabilize an inverted pendulum by [25]
which experimentally demonstrated a reduction of about 50% in the number of
samples as compared with the periodic scheme.
Discussion
The event-design schemes in [18] and [23] were presented in the context of
embedded-systems. The framework given by [18] is applicable to both linear and
nonlinear systems with conservative results for the later, while the methodology
of [23] was presented for nonlinear systems. The problems with ETC of nonlinear
systems are the heavy computational demand of event function as compared with
the control computation, and the use of Lyapunov function which is not necessar-
ily available. For a class of nonlinear systems, [24] gave solution to both problems.
However, the control-based event functions did not consider delays.
2.2.3 Co-design
Simultaneous design of control and communication is referred to as co-design in
the context of NCSs. There are two methodologies in the literature to achieve co-
design of ETNC: Lyapunov approach ([26, 27]), and cost function minimization
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which penalizes the inter-event times besides state and control variable ([28]–
[29]). Also, [30] discusses Lyapunov based co-design with state and input signal
quantization and is mentioned in Section 2.2.7.
ET H∞ control for the NCSs with uncertainties and transmission delays was
considered in [26]. A delay system model was used which modeled delays and
the event-driven system. Then, based on the model and Lyapunov functional
method, and by using LMIs, the criteria for stability with an H∞ norm bound
and co-design, was given.
The scheme proposed in [27] maintains the desired H∞ performance against
disturbances, and takes into account the delays and packet loss. The main novelty
was that the algorithm gives a one-step approach to co-design, as opposed to
the previous methodologies which ﬁrst design the controller with perfect signal
transmission assumption, and then consider ET scheme.
Event-driven strategy, implementing one-step ﬁnite horizon boundary while
considering network induced delays, was considered by [28]. At each task ex-
ecution the appropriated controller gain, and the next task execution time are
computed in order to achieve co-design. The computation of both parameters
is constrained by the periodic LQR control cost under same network utilization.
Simulation results showed better control performance than periodic scheme and
robustness against time delays.
Remark 5 Possible extension of the scheme is to investigate the optimization of a
ﬁnite-horizon cost function for more than one step.
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A theoretical framework to analyze the trade-oﬀ between control performance
and communication cost for transmission over a lossy network was presented in
[31], where a controller-actuator network was considered. A multi-dimensional
Markov chain model was used to represent packet retransmissions in case of packet
loss. By combining this communication model with an analytical model of the
closed-loop performance, a systematic way was provided to analyze the trade-oﬀ
by appropriately selecting an event-threshold.
Co-design problem in a linear stochastic CT setting was considered in [32] by
formulating the problem as the minimization of cost function which also penalizes
the transmissions between sensor and controller,
J = E
[ ∫ T
0
x′tQxt + u
′
tRutdt+ x
′
TQTxT + λkT
]
, (2.7)
where Q, QT and R are standard matrices deﬁned for optimal control problems,
and the weighting factor λ > 0 penalizes E[kT ] which is the average number of
transmissions in a ﬁnite interval of time [0, T ]. The key innovation of this paper
was to show that the underlying optimization problem is similar to two sub-
problems, LQG regulator and optimal stopping time problems, hence enabling
the use of standard techniques for optimal stochastic control to yield optimal
ET policy. The optimization problem was reformulated in a way such that the
separation principle is still valid. Numerical examples showed the eﬀectiveness of
the proposed scheme as compared to optimal time-triggered controllers.
Remark 6 Following topics deserve further investigations:
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1. The case of inﬁnite horizon with discounted cost, and
2. Extension to partial observations at the sensor-side, non-ideal communica-
tions and multi-terminal settings.
Now we present the results of [32] brieﬂy. Consider the system given by,
dxt = Axtdt+But + dwt, (2.8)
where A ∈ Rn×n, B ∈ Rn×d. The initial state x0 is given a priori at scheduler
and controller. The vector-valued Brownian motion process in Rn with zero mean
and normalized variance is represented by wt. Let k be the counting process with
k0 = 0, the value of which is incremented by one with every state transmission.
The goal is to ﬁnd the control policy ut, and counting process k that minimize
(2.7). The structure of optimal time-variant control law is given by,
ut = γ
∗(xτk , τk, t) = −LtE[xt|It], τk ≤ t < τk+1, (2.9)
where E[xt|It] denotes the expected value of the state given It = {xτk , τk}, the
available information at the controller at time t. τk represent the stopping or
transmission times and τ0 = 0. If τk is not deﬁned, its upper bound is replaced
by T , i.e., the time horizon. Lt is deﬁned as,
Lt = −R−1BTSt,
−dSt
dt
= ATSt + StA+Q− StBR−1BTSt, t ∈ [0, T ],
(2.10)
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with initial condition ST = QT . The estimation error is given as Δt = xt−E[xt|It]
and at τk this error is zero, i.e., Δτk = 0. The complete design procedure is
summarized in the following theorem.
Theorem 2.2 The optimal ET controller minimizing (2.7) is given by,
1. control policy (2.9) with LT deﬁned in (2.10),
2. estimator,
E[xt|It] = e(A−BLt)(t−τk)xτk , and (2.11)
3. scheduling policy k∗ which minimizes,
JE(k) = minkE
[∫ T
0
ΔTt L
T
t RLtΔt + λkT
]
, (2.12)
where Δt is a jump-diﬀusion process given as,
dΔt = AΔtdt+ dwt,
Δτk = 0,
(2.13)
with initial condition Δ0 = 0.
The work presented in [32] was extended by [33] for the systems with large
number of states. A novel approximation method was thus developed, whereby
the number of state variables of the process was reduced to the number of control
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inputs, as the processes often consist of only few inputs compared with the num-
ber of state variables. It was shown that the proposed approximate ET preserves
the asymptotic behavior of the closed-loop system, while reducing the compu-
tational complexity signiﬁcantly. Moreover, a condition for the reduced ET law
and the optimal solution to be equal, was given and a measure to evaluate the
approximation accuracy was proposed, which reﬂects the performance decrease
very accurately. Numerical simulations showed the eﬀectiveness of the proposed
model reduction method compared to the optimal solution.
Remark 7 Following topics can be considered for further research:
1. To study advanced order reduction schemes that increase the approximation
accuracy,
2. Consideration of real-time network imperfections, and
3. To Investigate the bounds on performance decrease of the approximate
scheme.
The co-design problem for multiple control systems closed over a common net-
work was considered by [34]. Individual subsystems were modeled as DT stochas-
tic linear systems with a quadratic control cost. The adaptation ability of event-
based systems was exploited to develop a distributed algorithm, whereby each
subsystem adjusts its ET mechanism to optimally meet the global communica-
tion network constraint, which was given by limiting the total average transmis-
sion rate of all subsystems. Numerical examples showed the eﬀectiveness of the
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algorithm.
Remark 8 A few topics which deserve further investigations are:
1. Convergence analysis of the overall adaptive system based on stochastic ap-
proximation, and
2. Consideration of hard communication constraints rather than an average
rate constraint with a limited number of transmission slots.
The certainty equivalence controller was reported to be optimal for an ET
control system with resource constraints in [35]. The system model was an exten-
sion of the stochastic linear quadratic system framework. Three diﬀerent types of
resource constraints were considered: ﬁrst one penalized every controller update
with additional cost, second considered a limitation on the number of resource
acquisitions, and third imposed a constraint on the average number of resource
acquisitions. The obtained result is also valid in the presence of noisy measure-
ments and for communication with delays and dropouts if an instantaneous error-
free acknowledgment channel exists.
Two suboptimal design strategies for ETC of linear DT stochastic systems in
the presence of time-delays and packet-dropouts were presented in [29]. These
strategies were based on certain design assumptions which made the separate
design of controller and ET possible; due to these assumptions the strategies
were regarded as suboptimal. Drift criteria, which is used to analyze asymptotic
properties of Markov chains, was used for closed-loop stability analysis, which
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showed that suﬃcient conditions exist to guarantee bounded moment stability for
both design strategies.
Remark 9 To analyze these algorithms for multiple control loops sharing a com-
mon communication network, where time-delays are varying and packet-dropouts
have complex statistical models, can be considered for future research.
To decouple communication from control, [36] limited the usage of communi-
cation channel in terms of maximum allowable transmission rate, which depended
upon the maximum number of transmission slots oﬀered by the channel. The
authors used the solution of stochastic optimal control problem in order to deter-
mine the optimal transmission rate for each system while optimizing the control
cost.
Remark 10 Some avenues for further exploration are:
1. To prove the chaoticity in equilibrium assumption for the underlying system,
2. Realization of the centralized schedulers without gathering the state informa-
tion of all heterogeneous multidimensional subsystems,
3. Investigation on the online adjustment of the event-trigger according to the
network traﬃc that also leads to a decentralization of the global resource
allocation problem, and
4. Studying more complicated models for the communication network.
27
Discussion
The proposed schemes in [26] and [27] use robust control with the former being
superior in terms of average release times compared with some other ET schemes
in the literature, and later giving one-step approach for co-design. The co-design
scheme given in [28] is robust against time-delays.
The curse of dimensionality problem in dynamic programming framework for
ETC was addressed in [33] by presenting the model order reduction methodology.
In [35] it was indicated that the results cannot be extended to the case of ZOH
control waveforms. In [29] numerical simulations indicated that the suboptimal
procedures outperform time-triggered control systems, while marginally deviating
from a lower bound on the system performance.
Decoupling of control from communication is a major issue in co-design
methodology which was addressed by [36]. The framework thus provided de-
termines the Pareto frontier for each subsystem oﬄine, without the consideration
of communication network parameters. Also, due to the consideration of a slotted
protocol the approach can also be applied over a real-time slotted communica-
tion network. However, the authors did not consider rejection of the packets by
the network controller, containing state information. As the methodology consid-
ered multiple control systems, [36] is also discussed in the context of ET-based
decentralized systems in Section 2.2.8.
Pareto optimality is a concept deﬁned in welfare economics, which is a state
of allocation of available resources among individuals whereby it is impossible to
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make any one individual better oﬀ without making at least one individual worse
oﬀ. Pareto frontier is the set of allocations that are all Pareto optimal. In the
context of co-design of control and communication strategy, the individuals are
control cost and sampling-interval and the objective is to improve either control
performance or communication bandwidth usage.
2.2.4 State Feedback-based ETC
A review of recent progress in utilization of ET scheme for state-feedback control
was given in [37]. A state-feedback ETC scheme for which the performance of
the closed-loop system approximates the behavior of a continuous state-feedback
system with a focus on robustness against disturbance was proposed by [38]. The
event based control policy was designed in such a way that the state of the closed-
loop system remains in a bounded set around the state of the corresponding
continuous time system. The extent of this bounded set, called the approximation
precision, can be varied by changing the threshold of the event generator. More-
over, between two consecutive event times the unknown disturbance is estimated
and a new event is only generated if the eﬀect of the estimation error exceeds
a given sensitivity bound. Hence, if the disturbance is small enough, no further
event is generated.
This work was extended by [39] for situations in which the communication
network induces time-delay in the control loop. It was shown that for bounded
delays and appropriate pre-processing of the delayed information, the event-based
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control loop is stable such that its state remains in a bounded set around the state
of CT state-feedback loop without delays. Moreover, conditions were given which
can be used to determine the maximum delay for which a stable behavior of the
event-based control loop is guaranteed.
The main result of [39] is given in the following. The LTI plant is given as,
x˙(t) = Ax(t) +Bu(t) + Ed(t), x(0) = x0, (2.14)
where the state x ∈ Rn and the time t are assumed to be measurable, u(t) ∈ Rm
denotes the input and disturbance d(t) ∈ Rl is bounded according to ||d(t)|| ≤
dmax. The bounded communication delay is represented by τk ≤ τ ∈ R+, which
is assumed to be less than the interval between two consecutive events. The CT
closed-loop reference system is given as,
x˙CT (t) = AxCT (t) + Ed(t), xCT (0) = x0, (2.15)
with A = A−BK, where the controller K is assumed to stabilize the plant. The
event-generator consists of a copy of the model (2.15), which it executes between
two consecutive events,
x˙e(t) = Axe(t), xe(t
+
k ) = xk, tk ≤ t < tk+1, (2.16)
where xe(t) represents the state of the event generator. The instant t
+
k represents
the time after update of the model state xe with the measured state xk.
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An event is generated when the diﬀerence between the states of plant event
generator reaches a threshold, i.e.,
||x(tk)− xe(t−k )|| = e, (2.17)
where xe(t
−
k ) and t
−
k denote the state and instant before the update of the model,
respectively.
Similar to the event-generator, the control input generator also uses a copy of
(2.15) to compute the control input in the time interval t ∈ [tk + τk, tk+1 + τk+1),
x˙s(t) = Axs(t), xs(tk + τ
+
k ) = x
+
sk,
u(t) = −Kxs(t),
(2.18)
where, xs(t) denotes the state of the control input generator. The control genera-
tor has xk and τk at the time tk + τk, which implies that the relation xs(t) = xe(t)
holds for tk + τk ≤ t < tk+1, if x+sk is taken as,
x+sk = e
Aτkxk. (2.19)
Let xΔ(t) = x(t)− xs(t) be the diﬀerence state, then
||xΔ(t)|| ≤ xΔmax = ce+ dxddmax, t ≥ 0, (2.20)
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with
c = minτ∈[0,τ ]||eAτ ||; dxd =
∫ τ
0
||eAαE||dα.
The following theorem gives the main result,
Theorem 2.3 Consider the event-based control system given by, (2.14), (2.16),
(2.17) and (2.18) with communication delay and state update given by (2.19).
Assume that the maximum time delay due to the communication network is upper-
bounded by τ ≤ τ ∗, where τ ∗ is given by,
τ ∗ = arg minτ∈[0,τ˜ ]
{∫ τ
0
||eAαE||dα.dmax
1− ||eAτ − eAτ || = e
}
,
τ˜ = arg minτ≥0{||eAτ − eAτ || = 1}.
(2.21)
Then the diﬀerence e(t) = x(t)− xCT (t) is upper bounded by,
||e(t)|| ≤ emaxd, (2.22)
with
emaxd = xΔmax .
∫ ∞
0
||eAαBK||dα, (2.23)
where xΔmax is deﬁned in (2.20).
Another extension of [38] was reported in [40] which improves the behavior
of event-based control loop with respect to reference tracking and disturbance
attenuation. It was shown that for a plant aﬀected by a bounded, constant or
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time-varying disturbance, the scheme guarantees set-point tracking or holds the
output in a bounded region around a prescribed reference signal, respectively. The
experimental results demonstrated a considerable reduction in communication.
Discussion
The limiting assumptions of [38] are consideration of stable plant without uncer-
tainties, delay-free communication channel, and no restriction on the computa-
tional complexity. Although [39] addressed and solved the issue of delayed infor-
mation, and [40] considered reference tracking and disturbance attenuation, the
overall approach is still not able to completely compensate for model uncertainties.
2.2.5 Output Feedback-based ETC and Event-based esti-
mation
In many control systems all states of the plant are not available for measurement
which motivates the study of ET systems with output feedback, and event-based
estimation. In former, the plant output is either used to estimate the state on
sensor side and then this estimate is transmitted to the controller, or the output is
transmitted directly to the controller. In event-based estimation, sensor transmits
the output to a remote-observer based on the occurrence of an event.
Output feedback control
First result presenting dynamical output based ET control is due to [41]. However,
an exhaustive analysis of the minimum inter-event time was not provided, which
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was addressed by [42], besides studying stability and L∞ performance. Minimum
inter-event time is guaranteed by choosing a triggering mechanism that depends
on the diﬀerence between the output of plant or controller, and its previously-
sampled value plus a threshold. Furthermore, by modeling the ET system as
impulsive system, closed-loop stability is guaranteed in terms of LMIs with larger
minimum inter-event times than the existing results. The authors extended the
same work for decentralized setting in [43] (see Section 2.2.8).
A computationally-tractable approach for determining suboptimal event-
triggers in ﬁnite-horizon output-feedback problem for multidimensional DT linear
systems, was presented in [44]. The proposed approximate solution, which uses
families of quadratic forms to characterize the value functions in the optimal dy-
namic program, has a computational complexity that is polynomial in state-space
dimension and horizon length. The numerical example showed that the proposed
sub-optimal triggering sets perform similar to the optimal ones.
The results for state feedback based ETC reported in [38] were extended to
output feedback control in [45] by including a Luenberger observer in the event
generator which continuously estimates the state. As opposed to [41] and [42],
all the states are transmitted instead of output when an event occurs. The ob-
servation error was shown to be bounded and the event condition, based on the
observed state, guaranteed stability in the presence of disturbances and mea-
surement noise. Additionally, minimum inter-event time was guaranteed to be
bounded from below.
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Remark 11 As indicated by the authors, the observer can be extended to a dis-
turbance estimator to give an estimate of the actual disturbance to both the event
generator and the control input generator, to reduce the information exchange.
Tracking of an external reference for MIMO sampled plants with non accessi-
ble state, and their internal stability conditions were presented in [46]. Internal
stability of the output feedback ET system was studied for the ﬁrst time and the
eﬀectiveness of the method was shown, both in terms of tracking performance and
reduced number of transmissions.
A dynamic output feedback based ETC scheme was introduced for stabilization
of Input Feedforward-Output Feedback Passive (IF-OFP) NCSs, by [47]. The
triggering condition derived based on the passivity theorem, not only allowed
to characterize a large class of output feedback controllers but also showed the
control system to be ﬁnite gain L2 stable in the presence of bounded external
disturbances. The interactions between the triggering condition, the achievable
L2 gain of the control system, and the inter-event time were studied in terms of the
passivity indices of the plant and the controller. The same results were obtained
with additional imperfections such as quantization of the transmitted signal and
presence of the external disturbance.
When the triggering events in both sensor and controller only use local in-
formation to decide when to transmit the data, and the transmission in one link
does not necessarily trigger the transmission in the other link, then the result-
ing ET scheme is referred to as weakly coupled. These type of triggering events
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in ET output feedback system with the control loop closed over a wireless net-
work were presented in [48]. This represented an extension of the previous work,
where the transmission from the controller subsystem was tightly coupled to the
receipt of ET sensor data. An upper bound on the overall cost attained by the
closed-loop system was given. Simulation results demonstrated that transmissions
between sensors and controller subsystems are not tightly synchronized and were
also consistent with derived upper bounds on the overall system cost.
The problem of dynamic output feedback controller (DOFC) design for CT LTI
systems was addressed in [49]. In order to implement an output-based discrete
ET condition, the methodology samples the output signal periodically instead
monitoring it continuously. The closed-loop was modeled as a linear system with
variable delays, and LMI based suﬃcient asymptotic-stability conditions were
given which were used to co-design DOFC and the ET parameters. The authors
assumed that the network does not have packet dropouts and disorders, however,
their analysis accounted for bounded time-delays.
Event-based estimation
Event-based estimation in which the receiver uses plant output, transmitted by
the sensor over the communication channel to estimate the state, was considered
in [50]. The objective was to achieve a trade-oﬀ between the estimation error and
the communication rate using a cost function with a weighted sum of these two
quantities. Previous results showed that an optimal scheduling policy exists for
such problems at the cost of high computational requirements when the system’s
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size increases. To mitigate this issue, approximate optimal policies were considered
and it was shown that a cost within a factor of six of the optimal cost is guaranteed.
To decouple triggering and control, [51] introduced an event-based state esti-
mator (EBSE) between the sensor and the controller. This EBSE provides the
controller with periodic state estimates while it receives the plant data only at
the event times, which translates into the state estimate update both at the event
times and at periodic update instants. Until the EBSE receives the plant’s out-
put, the estimation is done based on the knowledge that the output remains in
a bounded set that characterizes the event. These characteristics of the EBSE
allow its estimation error covariance matrix to be bounded. These bounds are
then translated into a polytope to be fed into a robust MPC algorithm which
optimizes the closed-loop trajectory dependent ISS gain. Hence, the more accu-
rate the received information by estimator, the better the trade-oﬀ between event
generation and closed-loop performance.
Remark 12 As highlighted by the authors, the formal proof of closed-loop properties
of the EBSE-MPC-plant interconnection or its variations is not yet available.
A distributed estimation problem was addressed by [52], whereby the sensor
decides when to transmit the locally estimated state to a remote observer. The
trigger condition was chosen to minimize the mean square estimation error at
the observer. The authors extended the earlier results for scalar linear systems to
vector linear systems with nonzero mean initial conditions, and measurement noise
through a computationally eﬃcient way of computing sub-optimal ET thresholds.
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Distributed ET estimation over WSN was reported in [53], with the objectives
to minimize sensor’s energy consumption and network congestion while guarantee-
ing estimator’s performance. Several sensor nodes transmit the parts of the state
to a central estimator based on the ET policy which depends only on the local
sensory information. The proposed scheme does not require sensors to broadcast
their measurements, which drops the need for sensor nodes to continually listen
to the wireless channel, thus saving a considerable amount of energy. Further-
more, congestion is avoided by allowing the sensors to receive information from
the central estimator, which informs a sensor not to transmit its state in case it
already has suﬃcient state information. The scheme was implemented to estimate
water level in a six-tank system using two wireless sensor nodes to demonstrate
the decrease in sensor transmissions and network congestion.
Remark 13 For future extensions of this work, it has been proposed to:
1. Evaluate the proposed mechanism in a real WSN to see the eﬀect of delaying
or avoiding transmissions in high-traﬃc conditions, and
2. Study the inclusions of a priori scheduling for estimator-sensor communi-
cation to guarantee state broadcast such that the probability of transmitting
immediately after listening is reduced.
Communication rate analysis for the estimation quality was presented in [54]
and [55]. Speciﬁcally in the former, a sensor data scheduler with an accurate
minimum mean squared error (MMSE) state estimator was proposed for linear
38
systems. The estimator was based on an approximation technique for nonlinear
ﬁltering, which gave a relationship between sensor-estimator communication rate
and estimation quality. It was shown that a slightly increased tolerance of the
estimation error gave a signiﬁcant reduction in the communication rate.
In [55], a remote estimator sends the predicted state to the scheduler (over a
wireless channel), which implements a level-based ET condition depending upon
the diﬀerence between the predicted state and the actual output. For the expected
value of communication rate, an exact measure was provided for scalar valued sen-
sor measurements, and upper and lower-bounds for vector valued measurements.
Remark 14 As an extension, one can consider other ET schemes such as time-
dependent conditions that are designed to guarantee the estimation performance,
and send-on-delta triggering conditions which do not require feedback communica-
tions.
Two stochastic ET sensor schedules for remote estimation namely, open-loop
and closed-loop were presented in [56]. The communication channel had ﬁnite
bandwidth, but no packet delays and dropouts. The presented methodology re-
sulted in an exact MMSE estimator for both cases, which is in a simple recursive
form and easy to analyze. It was shown that for the closed-loop case, upper and
lower bounds of the average communication rate existed, and there was no critical
value on the communication rate beyond which the estimator is unstable. For the
open-loop case, a closed-form expression of the average communication rate was
given. In addition to this, a parameter satisfying the desired trade-oﬀ between
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the communication rate and the estimation quality was obtained by formulating
an optimization problem, and a bounded expectation of the prediction estimation
error covariance was given.
Discussion
Most of the works cited here ([41, 46] and [48], and [50, 56]) consider a delay free
communication channel.
In the context of ET-based output feedback control, the shortcomings of the
previous works which were impractical computational complexities of optimal trig-
gering sets for multidimensional systems, and non-convex nature of the value
functions for inﬁnite horizon problems, were addressed in [44].
From an information-theoretic perspective, the methodology in [45] puts bur-
den on the communication channel by transmitting the whole state information
instead of the plant output only. In addition, the observer computations on the
sensor side are not practically favorable due to energy constraint of the sensor
nodes.
For decoupling of communication and control, which is one of the major issues
in NCSs design besides energy and bandwidth economy, [51] provides one way by
introducing an ET-based state estimator. [53] discusses the issue of the energy
economy over WSN.
In the context of ET-based state estimation, the main advantage of stochastic
scheduling [56] comes from the Gaussian property of the innovation process which
gives a simple linear ﬁltering problem, compared to the works involving compli-
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cated nonlinear and approximate estimation. The simulation study indicated a
reduction in the estimation error covariance compared with the oﬄine scheduling
under the same communication rate.
2.2.6 Periodic Event-Triggered Control (PETC)
In conventional ETC (termed as continuous ETC (CETC) in [14]), the ET condi-
tion is continuously monitored, which requires a dedicated analog circuitry, and
inﬁnitely fast sampling may occur. To tackle these problems, [14] proposed a
scheme whereby the transmissions and controller computations are event-based
while the ET condition is checked periodically, hence retaining the low resource
utilization property of conventional ETC while guaranteeing a minimum inter-
event time of at least one sampling period of the ET condition. The authors
named this scheme as periodic ETC (PETC). Initial analysis given in [13], was
extended in [14] by providing a general framework that can be used to perform
stability and performance analysis.
To analyze the stability and L2-gain properties of the resulting PETC systems,
two diﬀerent approaches were presented based on (i) discrete-time PWL systems,
and (ii) impulsive systems, in [14]. Besides, techniques to compute (tight) lower
bounds on the minimum inter-event times were also given. Numerical example
showed that PETC is able to reduce communication and computation resource
utilization signiﬁcantly.
The authors extended their work to output-based dynamic controllers, and
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decentralized ET conditions in [57]. Moreover, a third approach (other than PWL
and impulsive systems) namely, DT perturbed linear (PL) systems was presented,
and compared with the aforementioned approaches. The PWL system approach
provides least conservative LMI-based results in case of stability analysis only,
the PL system approach has the lowest computational complexity and provides
useful insights for emulation-based controller synthesis, while the impulsive system
approach provides a direct L2-gain analysis of the system.
In what follows, we give the stability results for PETC systems using PWL
systems approach. Let ξ(t) = [xT xˆT ]T ∈ Rnξ , where xˆ is the latest transmitted
state. When PETC is implemented on system (2.1), then control law takes the
form,
u(t) = Kxˆ(t), for t ∈ R+, (2.24)
where, K ∈ Rm×n. Let τ be the factor that keeps track of the time elapsed since
last sampling time and h > 0 be a properly chosen sampling interval, and deﬁne,
A :=
⎡
⎢⎢⎣Ac BcK
0 0
⎤
⎥⎥⎦ , B :=
⎡
⎢⎢⎣Ec
0
⎤
⎥⎥⎦ , J1 :=
⎡
⎢⎢⎣I 0
I 0
⎤
⎥⎥⎦ , J2 :=
⎡
⎢⎢⎣I 0
0 I
⎤
⎥⎥⎦ ,
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to give an impulsive system,
⎡
⎢⎢⎣ξ˙
τ˙
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣Aξ +Bw
1
⎤
⎥⎥⎦ , when τ ∈ [0, h],
⎡
⎢⎢⎣ξ
+
τ+
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣J1ξ
0
⎤
⎥⎥⎦ , when ξTQξ > 0, τ = h,
=
⎡
⎢⎢⎣J2ξ
0
⎤
⎥⎥⎦ , when ξTQξ ≤ 0, τ = h,
z = Cξ +Dw,
(2.25)
where, Q ∈ Rnξ×nξ is some symmetric matrix and z is the performance output
with appropriately chosen C and D.
Let tk = kh, k ∈ N be the periodic sampling times then whether or not the
new state measurements are transmitted to the controller is based on the ET
condition C given by,
C(ξ(tk)) = ξT (tk)Qξ(tk) > 0, (2.26)
rendering xˆ(t) as,
xˆ(t) = x(tk), when C(x(tk), xˆ(tk)) > 0,
= xˆ(tk), when C(x(tk), xˆ(tk)) ≤ 0.
(2.27)
To obtain a complete PETC system (2.1), (2.24), (2.26) and (2.27) are combined.
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We ﬁrst deﬁne PWL system formulation for PETC system (2.25) and then
present the stability result, as given in [57]. By discretizing (2.25), a bimodal
PWL system is obtained as,
ξk+1 = A1ξk, when ξ
T
k Qξk > 0,
= A2ξk, when ξ
T
k Qξk ≤ 0,
(2.28)
where
A1 := e
AhJ1 =
⎡
⎢⎢⎣A+BK 0
I 0
⎤
⎥⎥⎦ , A2 := eAhJ2 =
⎡
⎢⎢⎣A 0
I 0
⎤
⎥⎥⎦ ,
with
A := eAch, B :=
∫ h
0
eAcsBcds. (2.29)
Using PWL system (2.28) and a piecewise quadratic (PWQ) Lyapunov func-
tion of the form,
V (ξ) = ξTP1ξ, when ξ
T
k Qξk > 0,
= ξTP2ξ, when ξ
T
k Qξk ≤ 0,
(2.30)
and taking w = 0, following stability theorem is deﬁned:
Theorem 2.4 PETC system (2.25) is globally exponentially stable (GES) with
a decay rate ρ, if there exist matrices P1, P2, and scalars αij ≥ 0, βij ≥ 0 and
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κi ≥ 0, i, j ∈ {1, 2}, satisfying
e−2ρhPi − ATi PjAi + (−1)iαijQ+ (−1)jβijATi QAi ≥ 0, (2.31)
for all i, j ∈ {1, 2}, and
Pi + (−1)iκiQ > 0, (2.32)
for all i ∈ {1, 2}.
A dynamic programming formulation of the co-design problem for PETC ap-
proach was given by [58] for linear systems. ET controllers thus presented, guaran-
tee quadratic discounted cost performance better than or equal to that of periodic
control strategies using the same average transmission rate. Moreover, when com-
pared with the existing Lyapunov based strategies, it was shown that with a slight
compromise on the control performance, the number of transmissions was reduced.
Remark 15 Possible future directions for research are:
1. To consider an average cost instead of the discounted cost, and
2. To consider non-Gaussian stochastic models for the disturbances acting on
the plant.
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2.2.7 Quantized Systems
Besides using aperiodic triggering techniques to reduce the amount of traﬃc over
the network, another way is to use quantized state (for sensor-controller (SC) net-
work) and/or input (for controller-actuator (CA) network) variables. However,
quantization has an adverse eﬀect due to the inaccuracy in state representation
because of the decreased number of bits used to represent the state/input infor-
mation. [59]–[60] deal with these eﬀects.
The problems of state feedback as well as output feedback control of NCSs in
the presence of network imperfections such as delays, dropouts, and quantization
were addressed in [59]. The methodology compensates for the eﬀect of random
packet dropouts. Suﬃcient conditions were also given for the asymptotic stability
of the overall system. A similar work was presented by the authors in [61] which
considered periodic SC, and an event-based CA network. The focus was on delays
in the communication channel in both the feedback (SC), and the forward (CA)
loops. The methodology introduced a predictive-control methodology to deal with
packet delays, dropouts and disorders, whereby the control sequence is predicted
with a prediction horizon which depends on the bounds of the delays, and sent to
the actuation side.
Optimization-based approach to compute globally-stabilizing controllers for
nonlinear systems with quantized and ET state information subject to random
transmission delays and losses, was considered in [62]. The method was based on
existing set oriented discretization of the optimality principle, and was extended
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to the case where an additional external stochastic parameter is present in the
system.
The problem of ET co-design of CT linear networked systems with delays,
and both state and control input quantization were studied in [30]. A new delay
model was used to represent the overall system to take into account ET mecha-
nism, delays, and quantization in a uniﬁed framework. Suﬃcient conditions for
asymptotic stability were given in terms of LMIs using Lyapunov-Krasovskii func-
tional approach. Moreover, in order to achieve a better trade-oﬀ between control
performance and network conditions, an explicit expression for the feedback gain
was given with integration of signal quantization levels, delays and trigger param-
eters.
Remark 16 The authors considered inﬁnite number of quantization levels, hence to
merge ﬁnite number of quantization levels and ET scheme in a uniﬁed framework
can be considered as possible extension.
According to [63], a more realistic measure of channel usage for ET scheme, as
compared with the inter-transmission interval, is the stabilizing bit-rate, which is
deﬁned as the number of bits per sampled state divided by the acceptable delay
in message delivery. The bit-rates required to asymptotically stabilize nonlinear
ET systems were examined, with quantization eﬀects, and maximum acceptable
delays. These imperfections might render the bit rates required by the ET scheme
to be greater than those required by periodic scheme. Scaling relationships be-
tween maximum delay, inter-sampling interval, and quantization error were used
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to bound the stabilizing bit-rates. Conditions were presented under which the
stabilizing bit-rate asymptotically goes to a constant value, and in some cases to
zero as the system approaches equilibrium.
Remark 17 Considering the available literature, to study the scheduling problem
when there are several controllers sharing the same communication network can
be deemed as possible area for future research.
A bound on an ET system’s stabilizing “instantaneous” bit-rate was driven
by [60], when the sampled signal was dynamically quantized in wireless NCS.
This instantaneous bit-rate is a time-varying function whose average value can
be made small by requiring that the instantaneous bit-rate gets smaller as the
system state approaches the origin, which is the eﬃcient attentiveness property
exhibited by ET systems. Suﬃcient conditions guaranteeing the instantaneous
bit-rate’s eﬃcient attentiveness were provided. The numerical example indicated
that there is a tradeoﬀ between inter-sampling interval and instantaneous bit-rate.
Discussion
The main limitation of [59] was the authors did not consider aperiodic communi-
cation. Moreover, in [61],
• an explicit analysis or expression, which indicates event-driven CA channel,
was not given.
• the bounds on forward and feedback delays, which are directly related to
the prediction horizon of control sequence, were not determined.
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• the control performance depends on the control sequence prediction accu-
racy.
The shortcoming pointed out in [30] was the use of inﬁnite quantization levels,
which is to say that the digital system can represent an analog value with inﬁnite
accuracy.
2.2.8 ETC of Decentralized and Distributed systems
Ever increasing consumer demands have pushed today’s industry to implement
cyber-physical systems, whereby large scale dynamical systems consisting of a
number of coupled subsystems use a communication network for control and mon-
itoring purpose. Examples are process industry and electric power supply com-
panies, to name a few. Control of these systems in a centralized fashion imposes
stringent demands on the communication medium and modeling of subsystem
coupling, necessitating the use of decentralized ([64]–[65] and [36]) or distributed
([66]–[67]) networked control strategies using aperiodic communication schemes.
Former methodology is applicable when the subsystems have weak or no coupling,
and later is implemented otherwise. In what follows, we present a survey on both
implementing ET scheme.
Decentralized systems
Decentralized ET implementation of centralized nonlinear controllers over Wire-
less Sensor Actuator Networks (WSAN) was presented in [64], without assuming
49
weak-coupling between the systems. The main motivation for decentralized im-
plementation comes from the fact that the sensor nodes are physically distributed
in WSANs which implies that all measured quantities are not accessible, trans-
lating into the usage of observer-based techniques; this is impractical due to low
computational capabilities of sensor nodes. Moreover, the consensus-based tech-
niques demand a large amount of communication. The proposed computationally-
eﬃcient methodology relied only on the local information and oﬀered large con-
troller inter-computation times while guaranteeing performance. As mentioned
by the authors, the techniques can be implemented over WirelessHART standard.
Dynamic output-based ET controllers were proposed by [43] in a decentralized
setting, following the work in [42]. Due to the physical distribution of sensors and
actuators (grouped into nodes), and controllers, the continuous transmission of
state and control variables for ET conditions is not possible. This problem is
solved by a decentralized ET mechanism whereby the events are based only on
the local information. In order to guarantee a positive minimum inter-event time,
the event occurs when the diﬀerence between the current value of a node and
its previously transmitted value becomes larger than the current value plus an
additional threshold. Moreover, the ET system was modeled as an impulsive
system. Closed-loop stability and L∞ performance were guaranteed along with
larger inter-event times than the previously existing results.
Besides reducing the amount of transmissions from the sensor nodes, another
problem is to reduce the time in which these nodes have to listen to the broad-
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cast of other sensor nodes, thereby saving a great amount of power. The work
presented in [68] was motivated by this requirement and asynchronous decentral-
ized ET control was presented with a central controller node, and a set of non
co-located sensor nodes which do not need to coordinate with each other. It
does not require synchronization of sensor measurements in time, hence they can
transmit aperiodically, with the triggering condition depending only on the local
conditions. Additionally, the proposed scheme reduces the payload of (most of)
the packets to one bit, which translates into reduction in SC communication.
Remark 18 As indicated in the discussion, the following directions can be pursued
in future research:
1. To design computational methods to relax the conservative bounds,
2. To optimize controller design and implementation for data-rate transmis-
sions,
3. To study and design protocols for wireless communications exploiting the
beneﬁts of the proposed techniques,
4. To study theoretically in more detail, the practical eﬀects such as delays and
disturbances. In particular, performance guarantees including the response
to disturbances, and
5. To study controller designs for useful classes of non-linear systems.
The same idea of asynchronous decentralized ET transmission was adopted by
[69]. The proposed methodology allows asynchronous transmission of the state
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information from geographically distributed sensor nodes, thus relaxing the con-
sistency requirement at the controller. Correspondingly, the controller output is
also computed and actuated in an asynchronous manner. Asymptotic stability of
the overall NCS is guaranteed if the weighted sum of all minimal transmission pe-
riods and all types of delays is bounded, which translates into a tradeoﬀ between
the system performance, and overall communication and computational resources.
Additionally, strictly positive minimal transmission periods were provided.
Decentralized version of model-based ET (MB-ET, see Section 2.2.10) scheme
was presented in [65], whereby the events and controllers are designed based only
on the local information in a decentralized manner. Network traﬃc is signiﬁcantly
reduced by using models of other subsystems at each controller node, and by re-
quiring that every subsystem transmits its state information to others on the basis
of diﬀerence between real and estimated variables. Instead, if a subsystem requests
updates from all other nodes, it may result in congestion, as all other subsystems
will send their information at the same time. Moreover, traditional ZOH imple-
mentation of ET schemes was generalized, and stability thresholds that are robust
to model uncertainties were provided. Interestingly, a considerable reduction in
communication was reported as the number of subsystems is increased.
Multiple heterogeneous control systems sharing a common communication
medium to close the feedback loop were considered in [36]. Using an approxi-
mate formulation for the communication medium enables to divide the overall
optimization problem into two levels: 1) a local average-cost problem for every
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subsystem solved using dynamic programming, and 2) a global resource allocation
problem for optimal transmission rates, which is a convex optimization problem.
It was shown that the overall system is stochastically stable and that the system
is asymptotically optimal as the number of subsystems is increased. The numeri-
cal examples showed an increased level of ﬂexibility, robustness, and a signiﬁcant
improvement in the control performance.
Remark 19 Considering available literature, following are the open problems for
further research:
1. To investigate online adjustment of the event-trigger according to the net-
work traﬃc that also leads to a decentralization of the global resource allo-
cation problem, and
2. To study complicated models for the communication network.
The stochastic stability results due to [36] are presented as follows. Consider
a networked control system with N control loops closed over a common commu-
nication medium. The process P i, where i ∈ {1, · · · , N} is described by,
xik+1 = A
ixik +B
iuik + w
i
k, (2.33)
with state xik ∈ Rni , input uik ∈ Rdi and i.i.d noise process wik ∈ Rni. The
initial state xi0 is a random variable with symmetric distribution around its mean
and ﬁnite second order moment. The statistics of the random variables and the
system parameters within a subsystem are known to the controller and sensor
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station. The number of transmission slots are limited to Nslot because of the
limited bandwidth, translating into the design of priority based ET mechanism
on sensor nodes, whereby the node decides on the importance of sending the data.
The optimal control law is given as,
uik = γ
i,∗
k (Z
i
k) = −LiE[xik|Z ik],
Li = (Bi,TP iBi +Qiu)
−1Bi,TP iAi,
P i = Ai,T (P i − P iBi(Bi,TP iBi +Qiu)Bi,TP i)Ai +Qix,
(2.34)
with Z ik representing the observations at the controller side.
The conditions that guarantee stochastic stability of the aggregate system are
given in the following theorem:
Theorem 2.5 Let the control law be given by (2.34) and let the scheduling policy
be πik(δ
i
k = 1|eik) = 1 for ||eik||2 > M i for some arbitrary M i. If
Nslot
N
> 1− 1||Ai||22
, (2.35)
is satisﬁed for all subsystems, then the Markov chain representing the aggregate
system is stochastically stable.
Distributed Systems
Preliminary results on ET broadcasting of state information in distributed control
systems over wireless networks were presented in [66]. The network was assumed
to consist of only LTI systems with full state information. Asymptotic stability
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is assured for entire system using an ET rule based on Lyapunov analysis, which
uses only subsystem’s local state error. Additionally, the ET level is tuned using
the information from neighboring subsystems, which provides robustness against
the subsystem’s external disturbance environment. The time to next broadcast
was also shown to be bounded.
The work in [66] was extended by [70] for nonlinear CT systems, while con-
sidering delays and packet dropouts. The main contribution was to completely
decentralize the ET scheme implying that,
• subsystem broadcasts its information using only local data,
• only individual subsystem’s and its immediate neighbors’ information is re-
quired to determine the triggering threshold,
• the deadline for subsystem’s broadcast can be anticipated based only on
local information, and
• subsystem can locally identify the maximum allowable number of data
dropouts.
The overall system under the proposed scheme is guaranteed to be GUUB if the
transmission delays are lower bounded by a strictly positive constant, for a limited
number of successive data dropouts assumption for each subsystem.
The work in [66] and [70] served as preliminary for [71], which gave an analysis
that is applicable for both nonlinear and linear subsystems. In former, the event
design was transformed into a local ISS design problem, while for later, the design
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reduced to a local LMI feasibility problem. NCS was shown to be ﬁnite-gain Lp
stable for zero-delay, and bounded successive data dropouts assumptions. For non-
zero transmission delay (less than the corresponding deadline), and if the external
disturbance vanishes, the NCS is asymptotically stable. Simulations revealed
that the average broadcast period and the computational time required to select
thresholds have a good scalability with respect to the system size.
As compared with [70] and [71], results for ET distributed setting applicable
to a very large class of systems were presented in [72]. The ET scheme, which de-
pends only on the local information, introduces some disturbances in the system.
This translates into a modiﬁcation of general small-gain theorem because the ISS
small-gain results are not applicable. It was assumed that the interconnection
terms satisfy a generalized small-gain condition, and the graph modeling of the
system is strongly connected. Furthermore, the inﬁnite sampling phenomenon was
mitigated using either input-to-state practical stability (ISpS), or Lyapunov func-
tion approach. This novel methodology was termed as parsimonious triggering,
as it reduces the number of necessary events.
Remark 20 To avoid collision, whereby events occur simultaneously at multiple
subsystems, and to derive explicit bounds of inter-event times can be considered
as future extensions of this work.
The authors in [73] followed the work of [66] with the main contribution of
using a model-based approach in which each subsystem contains a model of its
neighboring nodes, thus reducing the amount of broadcasted events. Additionally,
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an analysis was presented for the eﬀect of interaction over the region of conver-
gence around the equilibrium, and the state independent strictly positive lower
bound of the broadcasting period. This work was further extended by [74] to con-
sider the eﬀects of network induced delays and packet losses. In particular, two
diﬀerent communication protocols were proposed which guarantee stable behavior
in the presence of network imperfections. The analysis thus presented provides
with bounds on the delays, and the number of successive dropouts which ensure
stability and performance, while giving lower bounds on the inter-event times.
The results reported in [73] were improved by [67] to consider imperfect de-
coupling. A novel ET mechanism was proposed which considers time-dependent
trigger functions to guarantee asymptotic stability, and existence of a strictly pos-
itive lower bound for the inter-event time. Moreover, the model uncertainties were
taken into account in the inter-event time analysis.
Remark 21 The authors highlighted to consider the following as future extensions
of their work:
1. Application of the proposed methodology to DT systems, and
2. Consideration of exogenous disturbances.
A widely used distributed algorithm that solves network utility maximization
(NUM) called dual decomposition algorithm, was compared with ET distributed
algorithms by [75, 76, 77]. State-dependent ET thresholds under which the dis-
tributed NUM algorithm, based on barrier methods, converges to the optimal so-
lution of the NUM problem, were established by [75]. Simulation results suggested
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that the proposed algorithm reduces the number of message exchanges by up to
two orders of magnitude when compared with dual decomposition algorithms,
and is independent of the maximum path length or maximum neighborhood size
(measures of network size). Exactly the same results were reported in [76] us-
ing distributed NUM algorithm based on the augmented Lagrangian methods. A
general class of optimization problems was given in [77], where an ET distributed
algorithm was used for sensor networks. As an example, the authors used data
gathering problem and showed that the proposed algorithm reduced the number
of message exchanges by an order of two as compared with dual decomposition
algorithm. Additionally, the methodology was independent of the network size.
The problem of designing an appropriate distributed ET rule to achieve asymp-
totic synchronization of a dynamical network with linear subsystems while avoid-
ing Zeno-behavior (inﬁnitely-fast sampling of the plant state) was addressed by
[78]. The complexity of the problem lies in the limited information constraint,
whereby a subsystem has access only to its neighbor’s information available at
discrete instants. To overcome this problem, estimators were introduced in each
subsystem which provided an estimate of the neighboring nodes’ information using
the limited information. The network was shown to achieve asymptotic synchro-
nization without Zeno-behavior for all time.
Remark 22 The methodology did not consider network imperfections such as quan-
tization, delay, and dropouts, providing an interesting avenue to explore.
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Discussion
The methodology of [68] is opposed to [64], as it uses asynchronous decentralized
ET control with a central controller node, and a set of non co-located sensor nodes
which do not need to coordinate with each other, thus eliminating the need to
share the information. Moreover, the weak-coupling assumptions and restrictive-
dynamics conditions are not imposed unlike in [43], which considers linear systems.
The work presented in [36] is also discussed in Section 2.2.3.
In the context of distributed systems, the main shortcoming of [71] is the
occurrence of inﬁnitely fast data transmission when the system reaches the origin
because a lower bound for inter-broadcast times is not guaranteed.
The methodology presented in [75, 76, 77] does not consider network artifacts.
2.2.9 Adaptive Control
L1 adaptive control technique guarantees closed-loop system’s stability with a very
high degree of robustness. An implementation of such a controller over real-time
networks using event-based scheme was studied by [79] where L1 controller was
used in the feedback loop. Lower-bound on the transmission periods was provided.
It was shown that states and input of the system can be made arbitrarily close
to that of a stable reference system by using high adaptation and transmission
rates. The framework and results can also be used to get the performance mea-
sure of the system with transmission delays and quantization eﬀects. Real-time
implementation of output-feedback L1 adaptive controller was reported in [80].
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Stability conditions in terms of event threshold and allowable transmission delays
were also provided.
Adaptive state feedback ETC of SISO aﬃne nonlinear DT systems was pre-
sented in [81]. The knowledge of nonlinear system dynamics was partially relaxed
by using a NN-based adaptive estimator which estimated the parameters as well
as the states. The weights of NN were adjusted at aperiodic instants using ET
scheme. Similar work was reported in [82] for uncertain DT linear systems iden-
tiﬁed as autoregressive Markov (ARMarkov) representation, for which an update
law was derived to estimate the parameters at ET instants. After the convergence
of parameter estimation error and output to zero, no more triggering is required.
2.2.10 Model-based ETC
Model-based NCS (MB-NCS) and ETC were combined by [83], model-based event-
triggered (MB-ET) control, which gave increased inter-update times as compared
with the individual control strategies. In the proposed framework, a nominal
model of the plant is stored in the controller node which generates state estimates
of the system during update intervals, hence giving better results as compared
with the traditional ZOH version of state, and providing stability thresholds that
are robust to model uncertainties. This work also considers quantization and
time-varying network delays. The error events, designed based on the quantized
measured variables, ensure asymptotic stability as opposed to the similar results
which considered non-quantized measurements.
60
Remark 23 Future direction pointed out by the authors is to consider output feed-
back using the proposed framework.
PETC (see section 2.2.6) was combined with MB strategy for linear systems by
[84] to give MB-PETC. Advanced ET mechanisms (ETMs) were introduced which
reduce the communication load in both SC and CA channels, and outperform the
existing ETMs. Closed-loop performance arbitrarily close to that of MB periodic
time-triggered control (PTTC) setting was achieved. Also, a decentralized MB-
PETC was provided suitable for large-scale systems. This work was extended
by [85] by adding an approximate disturbance model which can further enhance
communication savings in the presence of disturbances.
2.2.11 Event-based Model Predictive Control (MPC)
In order to save energy in a wireless network node, [86] applied ET control scheme
by introducing the “predictive event”, deﬁned as the crossing of the future pre-
dicted system response from the stable region. This event is used to determine
the sleep time of the wireless nodes before a future event occurs.
Event-based nonlinear MPC (NMPC) approach for nonlinear CT systems un-
der state and input constraints was presented by [87], with an application level
solution to tackle bounded delays and information losses in ET SC and CA chan-
nels.
Remark 24 As an extension to this work, one can consider active scheduling of
the measurements to minimize the transmissions, and detailed study of asymptotic
61
stability and robustness.
ET strategy for DT systems was proposed and analyzed in [88], where the
plant was assumed ISS with respect to measurement errors, and the triggering
condition was based on the norm of this error; the framework was used in MPC.
The authors considered ET strategies for uncertain CT and DT nonlinear systems
with additive disturbances under robust Nonlinear MPC (NMPC) in [89]. The
updates of control law depended on the error between the actual and predicted
trajectory of the system.
To deal with the systems with faster dynamics, the problem of robust net-
worked static output feedback MPC design that stabilizes a class of linear uncer-
tain systems was addressed in [90]. The methodology guaranteed cost, and gave
a parameter-dependent quadratic stability (PDQS) which is based on Lyapunov-
Krasovskii functional. The upper-bound on the delay was assumed to be bigger
than the sampling time. Control design was based on suﬃcient robust stability
condition formulated as a solution of bilinear matrix inequality BMI, which can
be solved oﬀ-line.
A computationally eﬃcient ET MPC scheme for CT nonlinear systems subject
to bounded disturbances was given in [91]. First, an ET condition that depends
on the error between the system state and its optimal prediction was designed,
followed by the design of ET MPC algorithm that was built upon the triggering
mechanism and the dual-mode approach. Feasibility and stability analysis were
carried out in detail and suﬃcient conditions were thus presented. Speciﬁcally,
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it was shown that the proper selection of prediction horizon, and boundedness of
the disturbance can guarantee feasibility of the ET MPC algorithm. Regarding
stability, which is related to the prediction horizon, the disturbance bound, and
the triggering level, it was shown that the state trajectory converges to a robust
invariant set.
Discussion
The event-based MPC oﬀers energy economy [86] which is vital in WSNs, where
the sensor nodes are battery powered. Another result based on ET MPC was
presented in [51] and is discussed in Section 2.2.5.
2.2.12 Event-based PID controller and actuator satura-
tion
The eﬀects of actuator saturation on the behavior of the ETC loop in terms of
stability and communication were investigated by [92] using simulations. A static
anti-windup mechanism was introduced to remedy the adverse eﬀects on event-
based control. Moreover, by means of LMIs, stability regions were given, and a
lower bound on the inter-event time was shown to exist. These results were also
extended by considering a case where full-state information might not be available
to the controller. The results were illustrated by simulations and experiments.
Remark 25 It was pointed out by the authors that alternate methods for deriving
the stability regions can be pursued.
63
The design of an event-based PI control scheme for stable ﬁrst-order pro-
cesses was considered in [93] which aimed to diminish the oscillations around the
set-point, and sticking eﬀect. The conventional PI controller was replaced with
PIDPLUS, a version of PI controller for NCSs which also deals with packet losses
and time delays. Additionally, stability and performance analysis of the closed-
loop system were provided. Simulations showed that the scheme ensures set-point
tracking, disturbance rejection, and robustness against process delay while signif-
icantly reducing the number of transmissions.
Remark 26 Some potential future directions pointed out by the authors are:
1. Consideration of multi dimensional systems,
2. Investigation of the derivative part of PIDPLUS, and
3. To further improve the trade-oﬀ between performance and event frequency.
Discussion
Although the proposed scheme in [93] is robust against the process delays, the
stability analysis was not applicable to this case; this translates into an extension
of the stability analysis to consider such delays.
2.2.13 Miscellaneous Results
Event-based control in multiple-loop contention-based shared medium was dis-
cussed by [94]. Speciﬁcally, they studied performance degradation of event-based
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scheme in the presence of packet loss, and presented an explicit expression relat-
ing control criterion with triggering levels and packet loss probability. In multiple
loops, the result can be used as a guideline for assigning level thresholds that
ensure optimal usage of the communication resources.
Eﬃcient attentiveness property is exhibited by an event-based system when
the length of inter-sampling interval increases monotonically as the sampled state
approaches equilibrium. The authors in [95] established conditions on ET under
which this property can be guaranteed, in a computationally eﬃcient manner,
that the system possesses this property.
The suitability of resilient control for ET scheme was investigated in [96],
and the authors suggested that such a control is achievable for at least transient
faults. Resilient control system is the one which maintains state awareness while
ensuring acceptable performance in response to disturbances. Required bit-rates
were examined, and suﬃcient resilient bit-rates for nonlinear scalar systems with
aﬃne controls and disturbances were given. It was observed that the rates are
independent of the initial states.
[97] presented the methodology to deal with bounded time delays in the NCSs.
In order to gain apriori knowledge of the delays from a dynamic real-time behav-
ior, dynamic priority exchange scheduling for bounding time-delays was used. The
scheme also deals with faults which introduce a structural change in the dynamic
model, and dynamic response due to real-time scheduling. The main contribu-
tion was to model the faults and delays, as perturbations considering nonlinear
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behavior through a fuzzy TKS approach in a co-design strategy.
The work of [98] deals with the problem of the ET fuzzyH∞ control of a nonlin-
ear NCS by using the deviation bounds of asynchronous normalized membership
functions.
2.3 Self-Triggered Network Control
In ST mechanism the feedback law computation is followed by determination of
the next time instant to sample the state. This time instant is calculated on the
basis of latest sampled state and plant dynamics; during these time instants, the
system operates as open loop. This scheme mitigates the problems faced in the
ET mechanism by eliminating the need to continually check plant’s state against
an event condition, and it can be regarded as a software based emulation of ET
technique. In what follows, we present a survey of the results reported for ST
scheme.
2.3.1 Stability
As mentioned above, the system operates in open-loop until the next update time,
making stability and robustness primary issues. We present the literature which
discusses the stability of ST schemes in terms of Input-to-State Stability (ISS)
([99, 100]) and L2 stability ([101, 102]).
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ISS
For ISS of a general NCS [99] stated that for a class of Lyapunov U-GAS protocol if
the closed-loop controller, designed without considering the network, guarantees
ISS of the system with respect to disturbances then the same controller would
guarantee semi-global practical ISS for the NCS implemented using Lyapunov
U-GAS protocol.
The ISS for ST implementation was studied by [100] and it was shown to be
exponentially uniformly ISS (U-ISS) with respect to the additive disturbances.
Their main results are given in what follows. Consider an LTI system,
ξ˙(t) = Aξ(t) +BKξ(tk) + δ(t), ∀t ∈ [tk, tk + Ω(ξ(tk))), (2.36)
where ξ ∈ Rm, K is the controller gain rendering the closed-loop system expo-
nentially stable, and δ(t) is the additive disturbance, with ST implementation
Ω : Rm → R+, Ω(ξ(tk)) = τk, determined by the policy,
Ω(ξ(tk)) := max{tk + tmin, tk + n˜kΔ},
n˜k := max{s ≤ Nmax|h˜(n, ξ(tk)) ≤ 0, ∀n ∈ [0, s]},
h˜(n, xk) := |
√
PR(n)xk| − V (xk)e−λ(nΔ),
(2.37)
where tmin is the minimum time between updates, Δ is the time interval to check
triggering condition, Nmax is the ratio of maximum inter-update time tmax, and λ
is the decay rate of the Lyapunov function V (x) with a positive deﬁnite symmetric
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matrix P and R(n) is given as,
R(n) := And +
n−1∑
i=0
AidBdK; Ad := e
AΔ, Bd :=
∫ Δ
0
eA(Δ−τ)Bdτ.
The parameters λ, Δ and Nmax depend on the choice of designer, and tmin depends
on the value of λ.
Theorem 2.6 The system given by (2.36) with ST policy (2.37) is exponentially
ISS.
Remark 27
The authors indicated to apply similar ideas to non-linear systems (via approxi-
mate models) as future research.
L2 stability
Early co-design methodologies viewed the selection of inter-event time as an opti-
mization problem. However, the cost functions (penalizing control performance)
are rarely monotonic with respect to the inter-event time, which makes hard to
ﬁnd the optimal sampling time. Another approach based on Lyapunov techniques
was used by [101], whereby the sampling periods were selected to ensure stabil-
ity and performance in the presence of disturbance by adjusting the induced L2
gain. A ST real-time system implementing full information H∞ controller along
with a task scheduler was presented. Sampling times were utilized by scheduler
to determine the actual release times.
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We now present the performance results of a ST feedback control system due to
[101]. Consider a real-time system with N plants controlled by a single processor
with N tasks, where a task refers to three functions combined, namely: state
sampling, control law computation, and control application using ZOH. The i-th
plant is given as,
x˙i(t) = Aixi(t) +B1iui(t) +B2iwi(t), xi(0) = xi0, (2.38)
where i ∈ {1, · · · , N}, wi(t) is a bounded disturbance, and ui(t) is the control
input computed by i-th task. Each task is associated with release times, {ri[j]}∞j=1,
with ri[j] being the time when j-th job of i-th task is ready to be executed. The
period for j-th job is given by,
Ti[j] = ri[j + 1]− ri[j].
The control law ui(t) is of the form,
ui(t) = −kTx(ri[j]). (2.39)
Following theorem gives the main result.
Theorem 2.7 Let G denote the sampled-data control system given by (2.38) and
(2.39) with the control gain kT = −BT1 P , where P is a positive symmetric matrix
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that satisﬁes following ARE for some γ > 0,
ATP + PA+ I − P
(
B1B
T
1 −
1
γ2
B2B
T
2
)
P = 0. (2.40)
Let xr denote system’s state at release time r[j]. If the state x(t) satisﬁes
⎡
⎢⎢⎣x(t)
xr
⎤
⎥⎥⎦
T ⎡⎢⎢⎣−I + PB1B
T
1 P −PB1BT1 P
−PB1BT1 P 0
⎤
⎥⎥⎦
⎡
⎢⎢⎣x(t)
xr
⎤
⎥⎥⎦ ≤ −||x(t)||2, (2.41)
for all t ∈ [r[j], r[j + 1]) and j = 1, · · · ,∞, then the induced L2 gain of G is less
than γ.
Authors in [101] extended their work in [103] by deriving the bounds on a
task’s sampling period and deadline, to quantify how robust control system’s per-
formance will be to the variations in these parameters. They developed inequality
constraints on control task’s period and deadline, whose satisfaction ensured that
the system’s induced L2 gain lies below a speciﬁed performance threshold. The
results apply to LTI systems driven by bounded external disturbances.
Remark 28 The authors pointed out that the implementation of STC over WSAN
can be pursued as an interesting future direction because of the inability of such
networks to provide deterministic guarantees on message delivery.
The assumption on bounds of external disturbances in [103] was relaxed by
[102], and it was shown that the sampling periods are always greater than a
positive constant and larger than those generated in [103]. Moreover, the scheme
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is robust against external disturbances.
Discussion
The ISS results given here ([99, 100]) do not consider real-time network issues
such as packet loss and delay, which makes the stability results conservative for
real-time applications.
Preliminary results for L2 stability in [101] show great robustness to scheduling
delays induced by the real-time schedulers.
2.3.2 Self-triggered control of linear systems
ST implementation of linear state-feedback controllers was developed by [104] for
LTI systems. In order to ﬁnd the next update time, the scheme integrates system’s
dynamics using a discretization method. It was shown that the proposed scheme
guarantees exponential stability while reducing the number of controller execu-
tions. Additionally, a trade-oﬀ between complexity and the resulting performance
was analyzed.
A new method to calculate the lower bounds on ST update times with low
computational requirements for diagonalizable LTI systems was presented in [105].
The authors used semi-deﬁnite programming-based technique to give less conser-
vative triggering conditions as compared with the existing ones, and larger update
times.
Another approach to design STC for linear systems was presented in [106] by
exploiting the properties of universal formula for event-based control of nonlinear
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systems. The proposed methodology was shown to give better results than the
existing ST approaches.
Remark 29 The authors indicated to extend the work to nonlinear systems and to
test it on a real-time application.
Previous results on the state feedback stabilization were extended by [107]
to the case of dynamic output feedback using DT observer. Global asymptotic
stability is guaranteed for some observability condition. This work was extended
to the case of bounded exogenous disturbances by [108]. A cascade structure of
ISS observer (with respect to disturbances), and ISS ST controller was used to
render the closed-loop system robust against disturbances. Another extension
was reported in [109] by proving that the LTI systems, where several plants are
connected in an acyclic manner, are also robust against disturbances when using
the same cascade structure of ISS observer and ST controller.
Remark 30 The authors highlighted following future extensions of their work:
1. Consideration of other scheduling methods in the observer based approach,
and
2. Consideration of more general plant interconnections.
We now present stability results due to [107]. The LTI system is given as,
x˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t),
(2.42)
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where, x ∈ Rn with initial state x0, the input u ∈ Rm and plant output y ∈ Rp.
The plant is assumed to be controllable and observable. The event-scheduler
simulates a copy of plant dynamics (2.42) with control input u(t) = Kxk, given
as,
ξ˙x(t) = Aξx(t) +BKx, ξx(0) = x, (2.43)
where, ξ ∈ Rn. The ST scheme uses Lyapunov function approach to compute the
triggering time. Let V (x) =
√
xTPx with positive deﬁnite symmetric P , be the
Lyapunov function for (2.42), then its decay rate λ is selected by the designer
such that,
V (x) ≤ V (x0)e−λτ . (2.44)
Let the function h(τ, x) be deﬁned as,
h(τ, x) = V (ξx(τ))− V (x)e−λτ . (2.45)
This function is used to get sampling times as,
τgridded(x) = Δmax{1 ≤ d2 ≤ M : h(d1Δ, x) ≤ 0, ∀1 ≤ d1 ≤ d2 ≤ M}, (2.46)
where 0 ≤ Δ ≤ τmin, with τmin being the lower bound on triggering time, and
M ∈ N are design parameters. In order to estimate full state, observer is used.
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The control is computed as,
u(t) = Kxˆk, t ∈ [tk, tk+1),
tk+1 = tk + τgridded(xˆk).
(2.47)
Let x˜k = xk − xˆk for k ≥ 0 be the observation error then the following theorem
gives the stability results.
Theorem 2.8 ST controller (2.47) renders plant (2.42) exponentially ISS with
respect to observation errors, i.e., there exist positive constants σ and γ such that,
||x(t)|| ≤ σe−λ(t−t0)||x0||+ γmaxj∈{0,1,··· ,k}||x˜j||, (2.48)
for all t ≥ t0, where k = max{p ≥ 0 : tp ≤ t}.
Discussion
The methodology of [104] can be extended to the case of dynamic controllers,
and to handle non-zero delay between sensor and actuator update. However, the
drawback of this scheme comes from the choice of discretization step which has
an impact on the complexity.
2.3.3 Self-triggered control of nonlinear systems
The ﬁrst result for STC of nonlinear systems was presented by [110] for two classes
of nonlinear systems, namely: state-dependent homogeneous, and polynomial sys-
tems. Conditions deﬁning next task execution times were shown to depend upon
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the dynamics of plant, desired performance, and the current state. Additionally,
the authors provided an analysis to quantify the trade-oﬀ between performance re-
quirement and communication resource usage. The proposed scheme was applied
to the models of jet engine compressor and rigid body; the simulations showed
that the inter-execution times due to ST scheme are an order of a magnitude larger
than the periodic implementation, while giving the same performance. Also, the
scheme is robust against disturbance and sensor noise.
This approach exploited the geometry of systems to scale the execution times
along the surface in state-space, termed as manifold. As a result, a two-step
approach was used to get the execution times, whereby the ﬁrst step gives a rough
estimate of the lower bound of inter-execution time, which is valid on a ball around
the origin, and second step exactly scales this time to whole operating region to
describe its evolution. In order to mitigate the conservatism introduced due to
in-exact lower bound, the authors gave a detailed discussion in [111] on using
isochronous manifolds (which are surfaces in state-space with states for which the
execution times remain constant) that replace the ball used in the ﬁrst step, to
give an exact lower bound. This amalgam of both ST techniques was shown to
outperform the existing ST methodologies. Moreover, the main results can be
applied to any smooth control system by homogenizing it using the presented
technique.
A limitation of [110] and [111] came from the approximation of isochronous
manifolds, since it is impossible to obtain them in closed-form, in general. Also,
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the method to compute the manifold is not always applicable. In addition to
this, the authors did not consider the eﬀects of external disturbances and time
delays. In order to tackle these issues, [112] proposed a simple ST sampler for
perturbed nonlinear systems, subject to bounded external disturbance and small
time delays, which ensured UUB of the trajectories. Moreover, in order to reduce
the conservativeness, techniques based on disturbance observers were proposed.
The methodology was validated through simulations.
The stability results for ST sampler due to [112] are brieﬂy presented here.
Consider a perturbed system given by,
x˙ = f(x, u, d), (2.49)
where x ∈ Dx ⊆ Rn is the state, input is given as u ∈ Du ⊆ Rp, and disturbance
d ∈ Dd ⊆ Rd is bounded as ||d|| ≤ d. Assume that there exists a diﬀeren-
tiable state feedback law u(t) = κ(x) with κ : Dx → Du, such that origin of the
unperturbed system, x˙ = f(x, κ(x), 0) is a unique locally asymptotically stable
equilibrium point in Dx. Furthermore, assume that the function f(x, κ(x), d) is
continuous over Dx×Du×Dd with Lipschitz continuous derivatives. Let the Lips-
chitz constants for f and κ with respect to u and x be Lf,u and Lκ,x, respectively.
Consider now the sampled data version of system (2.49),
x˙ = f(x, κ(xk), d), (2.50)
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where, u(t) = κ(xk) for t ∈ [tk, tk+1). Let g(t) be deﬁned as,
g(t) := f(x, κ(xk), d)− f(x, κ(x), d), (2.51)
and this function is bounded by some δ > 0 such that, g(t) ≤ δ. A ST sampler to
ensure GUUB of the system (2.50) is given by the following theorem:
Theorem 2.9 For sampled data system (2.50) along with the assumptions stated
above, ST sampler,
tk+1 = tk +
1
2L
ln
(
1 +
2δ
||f(x∗, κ(xk), d∗)||
)
, (2.52)
ensures GUUB of the closed-loop system, with L = Lf,uLκ,x and (x
∗, d∗) :=
argmax(y1,y2)∈Rn×Dd||f(y1, κ(xk), y2)||.
Small-gain approach was used in [113] to develop STC, whereby the violation
of small-gain condition marks a sampling event and computation of fresh control
law, yielding a stable nonlinear system. Additionally, the approach does not re-
quire construction of a Lyapunov function. The proposed scheme was successfully
applied to a trajectory tracking problem.
Remark 31 As an extension of their work, the authors highlighted the use of MB
estimation of control and output signals instead of the conventional ZOH approx-
imation to further increase the inter-sample time.
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Discussion
The results presented in [110] take the time quantization aspect of real-time im-
plementation into account and can be extended to time-delay case.
2.3.4 Minimum attention and anytime attention control
Two attention-aware control schemes in the domain of NCSs are Minimum Atten-
tion, and Anytime Attention control. The former refers to the scenario whereby
the control loop is closed only when necessary while satisfying certain performance
requirements, for the later, the system is allowed to run in open-loop for a pre-
scheduled amount of time until the next control input is computed while fulﬁlling
some performance requirements. Previous works on these control schemes had
their limitations, e.g., minimum attention control introduced by [114] is computa-
tionally intensive even for linear systems. The problem addressed in [115], similar
to anytime attention problem, considers the availability of smart actuators which
are rarely available.
These limitations were tackled by [116], and preliminary results were presented
for nonlinear systems under ST implementation. A variety of minimum attention
control laws were given which are computationally eﬃcient at the expense of
performance (oﬀered suboptimal solutions). However, the strategy has a drawback
as the input might drive the system into a state where more executions are needed
to stabilize the system making the method computationally intensive [95]. For
anytime attention control problem, a set of inputs was computed that let the
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system run in open loop for a given time duration.
This problem was addressed by [117] using the∞-norm-based extended control
Lyapunov function (CLF), which allowed the minimum attention control problem
to be formulated as a linear program solved eﬃciently online. Additionally, they
considered only a ﬁnite number of possible inter-execution times.
Discussion
A comparison was presented between minimum attention control problem and
STC by [117]. The diﬀerence lies in the fact that, the ST strategy is emulation-
based which requires a two-step approach to design the controller i.e., ﬁrstly a
feedback controller is designed assuming ideal communication and then the trig-
gering mechanism is designed. This approach seldom gives an optimal solution.
As compared with this, minimum attention control considers the control and trig-
gering mechanism design simultaneously, and is more likely to yield a close-to
optimal design. It was shown that minimum attention control outperformed the
ST control scheme.
2.3.5 Miscellaneous results
The results for ETNC for DT systems were also extended to ST scheme by [88]. A
simulation study was done in [118] on ﬁrst order processes under STC framework.
The proposed methodology uses a PI controller and disturbance observer, and
considers process time-delays larger than the inter-sampling times.
For the ﬁrst time, ST scheme for nonlinear stochastic systems with additive
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noise was considered by [119]. Strictly positive inter-execution times were observed
that guarantee p-moment stability of the process.
Remark 32 As possible future extensions of this work, the authors pointed out to:
1. Obtain a less conservative sampling rule by following the analysis for deter-
ministic systems to further increase the inter-execution times,
2. Study the robustness against task delay, and
3. To apply the methodology to situations with limited control updates or state
sampling.
Design of ST controller with the switched system approach was presented in
[120] to further improve the H2 and H∞ performance. The problem was solved
by ﬁrst considering a linear quadratic problem for periodic sampling case, then
using it for the development of H2 and H∞ performance indices. The proposed
methodology was validated on numerical examples.
2.4 Conclusion
During the last decade, the literature on ET and ST control strategies has ex-
panded to develop systems theory on the subject due to a signiﬁcant cost saving
that these schemes oﬀer as compared to the conventional periodic triggering con-
trol methodology. In this survey, we tried to cover most of the relevant theoretical
aspects to give a big picture of the progress, in an eﬀort to help organize the scat-
tered results and also ease the search of potential research avenues.
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Most of the works cited here, particularly in the context of ET-based output
feedback control ([41]–[46] and [48]), and estimation ([50]–[56]) consider a delay
free communication channel, translating into the consideration of real-time net-
work conditions as a possible area for future research. In addition, the area in
which the subject needs further eﬀorts is the development of comprehensive co-
design methodologies while considering practical aspects of actual implementation
scenarios. In the same spirit, the work presented in this thesis addresses the issue
of implementation of aperiodic triggering techniques over IEEE 802.15.4 protocol.
Ref. Issues Considered
[17] Bounded time-varying delays in CA channel. Incorporates the delay in
system deﬁnition and co-design framework.
[19] Time-delay in SC and CA channels. Maximizes the inter-transmission
times which reduces the eﬀect of the delays.
[21] Uses a congestion avoidance module, which schedules the signals, to
lessen the eﬀect of network induced delay.
Scheduling and Event Design
[18] Delays in embedded systems, i.e., the time it takes to read the state,
compute the control law, and apply it on the actuators.
[23] Delays in embedded systems.
Co-design of ET Systems
[26] Transmission delays. Uses a delay system model which models delays
and the event-driven system.
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[27] Co-design algorithm gives the maximum allowable communication delay
bound (MADB) and the maximum allowable number of successive packet
losses (MANSPL).
[28] Robust against time delays.
[31] The model considers retransmission of unsuccessful trials, and it inter-
prets them as a delay associated with these retransmissions.
[35] Result is valid in the presence of delays and dropouts if instantaneous
error-free acknowledgment channel exists.
[29] A TCP-like communication system is assumed, i.e. the communication
system is equipped with an acknowledgement channel that informs the
event-trigger, whether a transmission has been successful. The acknowl-
edgement channel is error-free.
State Feedback based ETC
[39] Bounded delays. Considers appropriate pre-processing of the delayed
information.
Output Feedback based ETC and Event based Estimation
[47] Time-delay in SC and CA channels. Achieves ﬁnite-gain L2 stability in
the presence of arbitrary constant or time-varying delays, with bounded
jitters.
[49] The analysis accounts for bounded time-delays.
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[55] The analysis can be extended to include packet delays, dropouts and
disorder.
ET Quantized Systems
[61] ET-based CA network. Uses predictive-control methodology to deal with
packet delays, dropouts and disorders
[62] Random transmission delays.
[30] Considers delay model to take into account ET mechanism, delays, and
quantization in a uniﬁed framework.
[63] Analyzes asymptotically stabilizing bit-rates for maximum acceptable
delays.
[60] Provides the acceptable delay, preserving ISS.
ETC of Decentralized and Distributed Systems
[64] Brieﬂy considers bounded delays.
[68] Reduces the transmission payload which indirectly reduces delays.
[69] Povides global tradeoﬀ condition between all transmission periods and
all kinds of allowable delays that ensures asymptotic stability.
[65] Reduces network traﬃc which decreases the size of time delays, and
packet loss probability.
[70] Predicts maximal allowable transmission delay of a subsystems broadcast
based on the local information.
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[71] Proves that for non-zero transmission delays less than the corresponding
deadline, the NCS is asymptotically stable.
[74] Proposes two communication protocols which guarantee stable behavior
in the presence of network imperfections.
[83] Considers time-varying network delays.
Event-based Model Predictive Control (MPC)
[87] Bounded delays in SC and CA channels. Gives an application level so-
lution.
[90] Assumes that the upper-bound on the delay is bigger than the sampling
time.
Event-based PID Controller and Actuator Saturation
[93] Uses PIDPLUS, a NCS version of PI controller that deals with packet
losses and time delays.
Miscellaneous Results for ET Systems
[97] Bounded-time delays. Gains apriori knowledge of the delays by using
dynamic priority exchange scheduling.
Stability of ST Systems
[101] Robust against scheduling delays induced by the real-time schedulers.
STC of Nonlinear Systems
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[112] Small time-delays. Proposes a simple ST sampler for perturbed nonlinear
systems.
Miscellaneous Results for ST Systems
[118] Considers process time-delays larger than the inter-sampling times.
Table 2.1: List of papers which consider time-delays in
aperiodicaly triggered NCSs.
85
CHAPTER 3
EVENT-BASED CONTROL
OVER IEEE 802.15.4
NETWORK
3.1 Introduction
The availability of low-cost wireless networked platforms with sensing and actu-
ation capabilities has escalated the use of networked feedback loops and plant
monitoring for industrial applications since the last decade. The reason for this
high demand can be attributed to the advantages of wireless networks over the
traditional point-to-point communication, such as the ease of maintenance and
the provision of distributed control. In a WNCS, some of the challenges which
require special design considerations are network imperfections, low bandwidth,
and the optimization of control cost, communication capabilities and computa-
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tional resources. In order to mitigate these problems, several strategies can be
followed, such as designing controllers which are robust to network imperfections,
installing high-bandwidth network, using intelligent techniques for balancing the
communication load especially when the network is shared [3], or implementing
aperiodic transmission schemes such as event-triggered (ET) control, whereby an
event implies the crossing by the plant state, of a predeﬁned threshold. The stan-
dard implementations of feedback control over a network or embedded platform
use periodic scheme for which a mature systems theory exists, however, it causes
an enormous waste of communication bandwidth, especially when there is no need
for a corrective feedback signal. In contrast, the ET transmission of state infor-
mation to the controller saves considerable amount of communication resources
[4, 5, 6]. In the context of aperiodic state transmission, the terminology co-design
is used for simultaneous design and/or optimization of control and event condi-
tion, however, in the forthcoming chapters the simultaneous optimization of both
these designs will be referred to as co-optimization.
The economic and environmental constraints on WNCSs necessitate eﬃcient
use of the available resources. This requires simultaneous optimization from con-
trol, computational, and information-theoretic perspectives, while incorporating
the constraints of network artifacts, and low power consumption. Satisfying all
these requirements at the same time is very diﬃcult, if not impossible. For in-
stance, co-optimization of control and communication costs results in opposing re-
quirements because allowing minimal bandwidth usage results in degraded control
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performance and vice versa. Hence, the designer should set appropriate priorities
and trade-oﬀs according to the performance requirement of the WNCS.
The objective in this chapter is to co-optimize control cost, communication
bandwidth, and computational resources, with the main emphasis on control
performance. The WNCS considered, comprises of multiple plants with feed-
back loops closed over a shared wireless communication network based on IEEE
802.15.4 protocol which introduces bounded-but-random delays in state trans-
missions. Co-optimization is achieved by using linear-quadratic (LQ) controller
with ET state transmissions; the event condition is based on a comparison be-
tween the cost of the ET system against the cost of a nominal/refrence periodic
system. Delays are tackled by introducing modiﬁcations to the LQ controller us-
ing asynchronous sampled-data system (ASDS) approach [121]. Additionally, the
scheme is shown to be fairly robust against packet drops. A brief account of some
highlighted works in the related ﬁeld is given as follows.
The co-optimization of electric power network performance and information
ﬂow over the communication network was considered in [122]. While considering
network imperfections, [123] presented a framework for the joint optimization
of control, device energies, and communication bandwidth. For the scenario of
multiple control loops sharing single communication network to transmit the state
information, the problem of distributing network bandwidth while optimizing the
total control performance was tackled in [124]. The authors also considered packet
delays and dropouts, and demonstrated that an improved LQ performance can be
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obtained if the network quality of service is predicted.
To decouple communication from control, [125] limited the use of communi-
cation channel in terms of maximum allowable transmission rate which depended
upon the maximum number of transmission slots oﬀered by the channel. The
authors used ET scheme and the solution of stochastic optimal control problem
in order to determine optimal transmission rate for each system while optimizing
the control cost.
In the context of network artifacts, [126] presented two communication proto-
cols for a distributed ET scheme to cope with delays and packet dropouts; both
protocols showed good performance against network imperfections. Asymptotic
stability, and lower-bound for the inter-event times were achieved for the sys-
tem using time-dependent triggering functions. Another work demonstrating the
observer-based stabilization of NCSs having random delays in sensor-controller
and controller-actuator channels, was presented in [127]. A model-based predic-
tive methodology was introduced in [128] to compensate for the time delays and
dropouts. The main characteristics of the scheme were that the NCS can work
under random delay and packet loss with realistic structural assumptions, and a
mechanism to reduce the eﬀects of these network imperfections on the deviation
of plant state estimates from actual plant states.
IEEE 802.15.4 wireless protocol, which forms the basis for industrial stan-
dards like WirelessHART and ISA100, has been the center of attention since its
availability as the low data-rate and energy-eﬃcient protocol [9]–[10]. Some of
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the prominent studies that fall in the domain of network modeling, optimization,
and stability analysis of the network for control of multiple loops sharing common
wireless network to close the feedback loops can be found in [129]–[130]. To reduce
the transmission energy in wireless network-based control systems, [131] presented
the optimization problem as a trade-oﬀ between the control performance and wire-
less nodes’ power consumption. However, the authors did not consider aperiodic
state information transmission. [132] focused on ET, ST, and hybrid techniques
to minimize energy consumption in sensor/actuator networks. [8] altered IEEE
802.15.4 protocol for ﬂexible implementation of ET, ST, and hybrid communica-
tion mechanisms. Speciﬁcally, the authors introduced the provision of increasing
the number of guaranteed time-slots beyond seven, which is the limit deﬁned in
the regular IEEE protocol. The experimental results showed signiﬁcant reduction
in energy consumption as compared with the periodic implementation.
The chapter is organized as follows. Section 3.2 deﬁnes the problem with an
overview. Section 3.3 presents the asynchronous LQG controller and the event
condition design is given in Section 3.4. Network-related discussion is given in
Section 3.5. Simulation results are reported in Section 3.6 and Section 6.7 con-
cludes the chapter. For better readability, proof of forthcoming theorem is given
in the appendix.
Notations: Set of real numbers is denoted as R. Strictly positive real numbers
and integers are represented by R+ and N, respectively, while the set of positive
integers including zero is denoted as Z{0,+}. The expected values are represented
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as E[ . ].
3.2 Problem definition and overview
In the scenario discussed here, N independent continuous-time (CT) LTI systems,
represented as
x˙s(t) = Asxs(t) +Bs1u
s(t) +Bs2w
s(t), xs(0) = xs0,
ys(t) = Csxs(t) + vs(t),
(3.1)
are considered, where s ∈ {1, · · · , N}, xs(t) ∈ Rn is system’s state vector, us(t) ∈
Rm is the control input, ys ∈ Rq is the vector of system outputs, ws(t) ∈ Rl and
vs(t) ∈ Rq are zero-mean white Gaussian process and measurement noise with
covariance W s and V s, respectively, and the quadruple (As, Bs1, B
s
2, C
s), where
As ∈ R(n×n), Bs1 ∈ R(n×m), Bs2 ∈ R(n×l) and Cs ∈ R(q×n), represent the system
model. The superscript s will be dropped in the subsequent discussion for ease.
The feedback loops of these systems are closed over a shared wireless commu-
nication medium as shown in Fig. 3.1. The ET-LQG controllers are wired with
the network manager (NM), and sensor nodes acquire all the states and transmit
to respective controllers wirelessly using ET sampling. In particular, the state of
(3.1) is periodically monitored after every α ∈ R+ units of time to compare its
cost against that of a periodically-triggered system, i.e., reference. The reference
system is the implementation of (3.1) over a dedicated and perfect communication
channel with α-periodic triggering; the cost evolution of this system is simulated
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oﬄine and stored in the ET setup.
Figure 3.1: Wireless networked control system with N control loops. Solid line:
wired connection; dashed line: wireless link.
An event occurs and the state is transmitted to the controller at δi, where
i ∈ Z{0,+}, when the aperiodic system’s cost exceeds a threshold which depends
on the reference cost. This transmission reaches the controller at ρj , where j ∈
Z{0,+}, after encountering a bounded random time-delay induced by the network,
σn,i ≤ σn ∈ R+ ∀i. The controller takes σc ∈ R+ units of time to estimate the
state and compute the controller output u which will be applied at ηk, where
k ∈ Z{0,+} and ηk = ρj +σc. The diﬀerence between consecutive events is denoted
as Δi  δi−δi−1 and that between corresponding consecutive controller updates is
represented by Θk  ηk−ηk−1. Note that i = j = k translates into i-th event, and
the corresponding j-th reception and k-th control update. The timing diagram in
Fig. 3.2 illustrates these ideas.
The event intervals are both upper and lower-bounded, i.e., α ≤ Δi ≤ Γα,
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Figure 3.2: Timing diagram illustrating sampling times for ET systems with ran-
dom transmission delays.
where 1 < Γ ∈ Z+. The upper-bound is introduced to ensure bounded latency,
and the choice of α depends on the wireless protocol’s parameters and systems’
dynamics, as will be detailed in the forthcoming discussion. For the worst-case
sampling period Γα, Δ  Γα and Θ ≈ Γα due to random delay.
Assumption 1 It is assumed that,
1. δ0, ρ0, η0 = 0,
2. all the states of the plant are available for measurement,
3. the computational delay σc is constant,
4. the received states are time-stamped, i.e., δi is received along with i-th trans-
mission of the state,
5. the delay σn,i + σc is less than Δi, which implies that δi < ηk, ∀i = k, and
6. Θk/Δi is irrational for all i, k .
Remark 33 The last assumption is realistic due to the random nature of network-
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induced delay; this implies that there is a high probability that the ratio
Θk
Δi
= 1 +
σn,i − σn,i−1
Δi
,
as irrational.
The wireless network uses a slotted communication mechanism which is based
on the beacon-enabled mode of IEEE 802.15.4 protocol. The beacon interval (BI)
is ﬁxed at α, and each sensor node is assigned a ﬁxed time-slot in the contention-
free period (CFP) of the superframe (SF). The contention access period (CAP) is
left unused and an optional inactive period is allowed; the structure of BI is shown
in Fig. 3.3. Due to BI = α and ﬁxed slots, the time to check the ET condition
for each system will fall in its respective time-slot. Consequently, δi for a system
will correspond to its assigned slot in case of the occurrence of an event.
Figure 3.3: Superframe structure of IEEE 802.15.4 protocol.
The problem is to optimally control the participating systems, represented
by (3.1) in the presence of network and computational delays, σn,i and σc, while
saving the communication bandwidth of IEEE 802.15.4 network using ET scheme.
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3.3 ET LQG controller
Due to the sampling scheme described above, (3.1) can be viewed as a dual-rate
ASDS because the sampling interval at the sensor node is diﬀerent from that of
the control update, i.e., Δi = Θk ∀i = k, hence with Assumption 1(2)
x˙(t) = Ax(t) +B1u(t) +B2w(t), x(0) = x0,
y(δi) = x(δi) + v(δi),
u(t) = uηk = f(xˆ(δi)), ∀t ∈ [ηk, ηk+1),
(3.2)
where f(.) : Rn → Rm is a causal mapping which optimizes a certain cost function.
The solution to the optimal control problem of ASDS was given in [121], where
the sampling (at the sensors) and hold (at the controllers) times were dispropor-
tionate, i.e., δi = ηk. It was shown that the control that minimizes certain cost
function depends on the state estimated for ηk using the state information at
δi. It was assumed that the sampling, and consequently the hold rates are ﬁxed,
however, in the case under consideration, the sampling time is aperiodic which
renders the time of control application aperiodic. The sampling and hold times
are translated into event and control update instants, respectively.
Assumption 2 It is assumed for all i, k that,
1. the discrete-time (DT) systems (C,AΔi) are detectable,
2. the DT systems (AΘk , BΘk) are stabilizable,
3. system (3.2) is stabilizable and detectable,
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where Aa = e
A(a) and Ba =
∫ a
0
AsB1ds are the discretized system matrices for
any time-interval a. In the context of ET, these assumptions imply that non-
pathological sampling will not occur when the sampling interval varies between
the enforced upper- and lower-bounds.
Let xˆτ , xτ , and uτ represent the estimated state, sampled-state, and control
input at time τ , respectively, and Qτ ∈ Rn×n > 0 and Rτ ∈ Rm×m > 0 denote
the state and input weighting matrices at τ , then the controller which minimizes
following discrete cost function
JΘ =
K−1∑
k=0
1
Kηk
E
[
xTηkQηkxηk + u
T
ηk
Rηkuηk
]
, (3.3)
is given as
uηk = −(Rηk +BTΘkPkBΘk)−1(BTΘkPkAΘk)xˆηk ,
= −Kηk xˆηk ,
(3.4)
where, the state estimate xˆηk is given as
xˆηk = Aηk−δixˆδi +Bηk−δiuηk−1, ∀k = i,
xˆη0 = x0.
(3.5)
Qηk and Rηk are given as
Qηk =
∫ ηk
ηk−1
[ATs−ηk−1As−ηk−1 ]ds; Rηk =
∫ ηk
ηk−1
[BTs−ηk−1Bs−ηk−1 ]ds, (3.6)
and {Pk} is given by the unique positive semi-deﬁnite solution of DT Riccati
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equation
Pk = A
T
Θk
[Pk+1 − Pk+1BΘk(Rηk +BTΘkPk+1BΘk)−1BTΘkPk+1]AΘk +Qηk ,
PK = 0.
(3.7)
According to (3.5), the estimated state for time instant ηk depends upon the state
estimate for δi, which is given as
xˆδi = xˆδ−i + Si[I + Si]
−1(yδi − xˆδ−i ), (3.8)
where
xˆδ−i
= Aδi−ηk−1 xˆηk−1 +Bδi−ηk−1uηk−1 ,
xˆδ−0 = x0,
(3.9)
and {Si} is the solution of following Riccati equation
Si = AΔiSi−1A
T
Δi
− AΔiSi−1[I + Si−1]−1Si−1ATΔi +Wδi ,
S0 = 0,
(3.10)
with Wδi =
∫ δi
δi−1
Aδi−tB2B
T
2 A
T
δi−tdt.
However, the time-varying controller (3.4) is computationally intensive which
translates into larger σc, and the solution of (3.7) requires the knowledge of Pk+1
which can not be determined oﬄine due to aperiodic triggering. To deal with
these problems, worst-case system is deﬁned (from control perspective) as the one
with control update interval Θ ∀k, and optimization done over inﬁnite horizon
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which render (3.3) as
JΘ = limK→∞
K−1∑
k=0
1
Kηk
E
[
xTηkQΘxηk + u
T
ηk
RΘuηk
]
. (3.11)
This assumption allows the designer to compute a constant control gain
KΘ = (RΘ +B
T
Θ
PBΘ)
−1(BT
Θ
PAΘ), (3.12)
oﬄine, such that
u(t) = −KΘxˆ(ηk), ∀t ∈ [ηk, ηk+1), (3.13)
with the ARE being:
P = AT
Θ
[P − PBΘ(RΘ +BTΘPBΘ)−1BTΘP ]AΘ +QΘ. (3.14)
In order to maintain the estimation accuracy, the estimation is done using
(3.5), (3.8), (3.9), and (3.10). To further reduce the computational time, the
integral in (3.10) is computed oﬄine for the interval α, i.e., Wα. Then during
the real-time estimation, it is multiplied with the number of α-spaced intervals in
Δi to get Wδi ; this is true because the integrand of (3.10) is constant. In what
follows, it is shown that the actual cost of the aperiodic system is lower than (or
at most equal to) the cost paid for the worst-case system.
Theorem 3.1 If the system (3.2) implements controller (3.13) with the Assump-
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tions 1 and 2, then the value of the cost
JΘ =
K−1∑
k=0
1
Kηk
E
[
xTηkQΘxηk + u
T
ηk
RΘuηk
]
, (3.15)
for the ET system is less than (or at most equal to) the cost paid for the system
with worst-case sampling period Θ, i.e.,
JΘ ≤ J  1
KΘ
E
K−1∑
k=0
[
xTηkQΘxηk + u
T
ηk
RΘuηk
]
. (3.16)
Proof of Theorem 3.1: For any interval Δi and corresponding Θk,
JΘk =
1
Θk
E
[ ∫ ηk
ηk−1
(
xT (t)QΘx(t) + u
T
ηk−1RΘuηk−1
)
dt
]
,
=
1
Θk
E
[ ∫ ηk
ηk−1
(
xT (t)QΘx(t) + xˆ
T
ηk−1K
T
Θ
RΘKΘxˆηk−1
)
dt
]
,
(3.17)
where uηk−1 = −KΘxˆηk−1 for all t ∈ [ηk−1, ηk). The constant control input renders
the second term of the integral as constant, which results in,
JΘk =
1
Θk
E
[ ∫ ηk
ηk−1
xT (t)QΘx(t)dt
]
︸ ︷︷ ︸
I1,k
+xˆTηk−1K
T
Θ
RΘKΘxˆηk−1 .
(3.18)
Similarly, for the system with worst-case sampling time, the cost paid for any
interval Θ will be,
JΘ =
1
Θ
E
[ ∫ ηk−1+Θ
ηk−1
xT (t)QΘx(t)dt
]
︸ ︷︷ ︸
I2,k
+xˆTηk−1K
T
Θ
RΘKΘxˆηk−1 .
(3.19)
99
It can be seen that I1,k ≤ I2,k due to the fact that Θk ≤ Θ. Now comparing
(3.18) and (3.19) and taking sum over complete time horizon, we get
K−1∑
k=0
I1,k ≤
K−1∑
k=0
I2,k, (3.20)
and due to the fact that I1,k ≤ I2,k, the LHS of (3.20) will be at most equal to
the RHS. This completes the proof.
3.4 Event condition
As mentioned earlier, the plant’s state is periodically monitored. At every periodic
instant, the cost JΘ(pα), where p ∈ {0, 1, 2, · · · }, of ET system is compared against
the optimal cost of reference system
x((p + 1)α) = Ax(pα) +B1u(pα),
y(pα) = x(pα) + v(pα),
u(pα) = −(Rα +BTαPBα)−1(BTαPAα)xˆ(pα),
= −Kαxˆ(pα),
(3.21)
which is given as
J∗d (pα) = E[x
T
pαPαxpα], (3.22)
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where Pα is the solution of the following DT ARE
Pα = A
T
α [Pα − PαBα(Rα +BTαPαBα)−1BTαPα]Aα +Qα, (3.23)
and the measurement noise v(pα) is zero-mean white Gaussian noise sequence
with the variance V ∀p. The cost evolution J∗d (pα) is simulated oﬄine and stored
in the ET setup. When JΘ(pα) crosses J
∗
d (pα)-dependent threshold, then the state
is transmitted to the controller at δi, i.e.,
δi = {t|δi − δi−1 ≤ Δ ∧ JΘ(pα) ≥ γJ∗d (pα) + }, (3.24)
where δ−1 = δ0 = 0, and γ ≥ 1 determines the amount of control cost that
the designer is ready to trade for the reduction in the communication cost, and
 ∈ R+. The simulation studies for various models show that the value of  should
be chosen 10− 20% less than the variance of process disturbance W . It should be
noted that large values of  have adverse eﬀect on the average cost and bandwidth
usage due to the fact that when the cost approaches below  the system starts
transmitting at Δ, which translates itself into an increase in cost. This in turn
requires more transmissions to reduce the cost.
3.5 IEEE 802.15.4 Network
The superframe structure of IEEE 802.15.4 protocol allows a maximum of seven
guaranteed time slots (GTSs) in CFP for time critical applications. Hence, in the
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proposed ET setup of multiple control loops, a maximum of seven systems are
allowed to participate. The BI is ﬁxed to α and each system is assigned a ﬁxed
GTS in the CFP. Hence, the time to check the ET condition and transmission (in
case of the occurrence of an event) for each system will fall in its assigned GTS.
The contention access period (CAP) is left unused and it can be reserved for other
applications over the network.
The choice of α depends on two factors, i) minimum BI allowed by the protocol,
i.e., minBeaconInterval or minBI for short, and ii) the dominant pole of the
fastest control loop in the system λmin. Speciﬁcally
minBI ≤ α ≤ 1
λmin
, (3.25)
The protocol parameter minBI is given as
minBI = aBaseSFDuration× 2min macBO, (3.26)
where aBaseSFDuration  SFD ≡ No. of symbols/Symbol rate and
min macBO = 0 (SF: Superframe; BO: Beacon Order). The symbol rate and
number of symbols can be obtained from [9] for the PHY layer used for a partic-
ular application.
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3.6 Simulation results and discussion
Matlab-based network simulaion tool TrueTime [133] is used. Three (N = 3)
identical inverted pendulum over a moving cart systems represented by (3.2) are
considered, with state vector x = [y y˙ θ θ˙]T , where y and θ denote the cart’s
position and bob’s angle, respectively. The system matrices are given as
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0
0 0 −mbg
Mc
0
0 0 0 1
0 0 g
l
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;B1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
Mc
0
− 1
Mcl
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;B2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1
1
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3.27)
The description and values of all the parameters are given in Table 3.1.
Table 3.1: System parameters.
Parameter Description Value
mb Bob’s mass 1
Mc Cart’s mass 10
l Length of the pendulum 3
g Gravitational acceleration 9.8
x1o Initial condition of Sys. 1 [0.98 0 0.2 0]
T
x2o Initial condition of Sys. 2 [0.4 0 0.1 0]
T
x3o Initial condition of Sys. 3 [1 0 0.6 0]
T
V Measurement noise variance 0.1× 10−3
W Process noise variance 1× 10−3
γ See eq. (3.24) 15
 See eq. (3.24) 0.8× 10−3
Γ Upper-bound for bounded latency 8
σc Computational delay 0.3× 10−3sec
σn Upper-bound on network induced delay 10× 10−3sec
Choice of α: From (3.25), the value of α is upper-bounded by 1/λmin. For the
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systems deﬁned above, λmin = 1.8257 which gives the upper-bound ≈ 0.55sec.
Currently, TrueTime oﬀers ZigBee platform for IEEE 802.15.4 protocol-based
simulations and assumes BPSK modulation. Following this information, the
protocol-speciﬁc parameters taken from [9] are presented in Table 3.2, as the
lower-bound minBI (3.26) depends on them. According to these parameters,
SFD = 24msec which gives minBI = α = 24msec.
Table 3.2: Parameters of ZigBee protocol.
Parameter Value
Modulation BPSK
Frequency band 915 MHz
Bit-rate 40 kbits/sec
No. of symbols in a frame 960
Symbol rate 40 ksymbols/sec
Output power of radios 0 - 20 dBm (1 - 100 mW)
The state trajectories of ET systems are compared with that of α-periodic
systems implemented over ZigBee network with the same delay characteristics.
The results are shown in Fig. 3.4, which reveal satisfactory performance of all the
systems.
The occurrence of events and network schedule for aperiodic and periodic
implementations are shown in ﬁgs. 3.5 and 3.6, respectively. The event-rate, i.e.,
the number of events per second for systems 1, 2, and 3 is 27.77, 28.17, and 27.72,
respectively, which translates into %-age decrease in event-rate of 33.5%, 32.4%,
and 33.5%, against 41.67 events/sec for α-periodic systems. Furthermore, low
usage of the network bandwidth can be seen from Fig. 3.6 for ET implementation,
as the GTSs in which events do not occur remain unused. The average costs of
104
0 10 20 30 40 50 60
0
5
 
 
0 10 20 30 40 50 60
0
1
2
St
at
e N
or
m
0 10 20 30 40 50 60
0
5
10
Time (sec)
 
 
Event−triggered
Periodic
Figure 3.4: State norms of System 1 (Top), System 2 (Middle), and System 3
(Bottom).
ET systems 1, 2, and 3 are 0.1643, 0.0369, and 0.7618, respectively; for periodic
implementation the average costs are 0.1352, 0.0295, and 0.636 which reveal %-
age increase of 21.5%, 25.1%, and 19.8% with ET implementations over α-periodic
triggering.
Figure 3.5: Sampling times of System 1 (Top), 2 (Middle), and 3 (Bottom).
Fig. 3.7 shows the estimation error for three systems; the MSEs are 0.692 ×
10−3, 0.182× 10−3, and 0.426× 10−3 for systems 1,2, and 3, respectively.
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Figure 3.6: Network usage of aperiodic (Top) and periodic (Bottom) implemen-
tation. Used slot: 1, free slot: 0.
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Figure 3.7: Estimation error |x(t)| − |xˆ(t)| of System 1 (Top), 2 (Middle), and 3
(Bottom).
3.6.1 Robustness against packet-dropouts:
Although the methodology is not designed to be robust against dropouts, as a
test case the implementation is investigated by running the simulation with 5%
dropout probability. The resulting performance errors are given in Fig. 3.8 with
MSEs for systems 1, 2, and 3 as 2.5× 10−3, 2.4× 10−3, and 3.6× 10−3. Similarly,
the estimation errors are presented in Fig. 3.9 and the MSEs for three systems
are 2.3 × 10−3, 2.2 × 10−3, and 3.6 × 10−3. Furthermore, the resulting average
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costs are 0.1661, 0.037, and 0.7620 for systems 1, 2, and 3, which reveal negligible
increase in cost against the case when the dropout probability is zero. Also, similar
results are observed for the event-rates of three systems. However, higher values
of dropout probabilities result in system instability.
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Figure 3.8: Error between state trajectories with and without packet-drop,
|xdrop(t)| − |x(t)| of System 1 (Top), 2 (Middle), and 3 (Bottom).
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Figure 3.9: Estimation error between state trajectories with and without packet-
drop, |xˆdrop(t)| − |xˆ(t)| of System 1 (Top), 2 (Middle), and 3 (Bottom).
The reason for this slight robustness can be understood from Fig. 3.10. When
the packet arrives at ρj due to i + 1-th transmission, the controller considers it
as j-th reception, as if there was no transmission at δi. Moreover, the controller
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estimates the state using the information at ηk−1.
Figure 3.10: Timing diagram illustrating packet-dropouts.
3.7 Conclusion
Multiple ET feedback loops were considered which share ZigBee network for
sensor-controller communication. In order to take care of the asynchronous nature
of transmissions, and network-induced and computational delays, asynchronous
LQG controller was used. The proposed event-condition allows transmissions only
when the cost of the ET system is above or equal to the threshold dependent upon
the cost of reference periodic system. The scheme was simulated in TrueTime and
the results showed a signiﬁcant decrease in the number of events with acceptable
control cost. Although the scheme was not designed to handle packet-dropouts, a
test case with 5% dropout probability revealed its slight robustness.
The ET scheme is not suitable for applications employing wireless sensor net-
works due to the limited battery power of the nodes. Furthermore, it may require
a separate hardware circuitry appended with the sensor node. Also, in the speciﬁc
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case discussed in this chapter, the ET methodology does not give a low sampling
frequency when the systems are regulated. All these facts motivated us to use ST
strategy as described in forthcoming chapters.
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CHAPTER 4
SELF-TRIGGERED (ST)
CONTROL OVER IEEE 802.15.4
NETWORK
4.1 Introduction
Previous chapter reported the results of application of ET mechanism over a
shared communication channel based on IEEE 802.15.4 protocol. However, for
event-triggered sampling, energy consumption at the sensing node is high due to
continuous (or periodic) monitoring of the plant state, which is not well-suited for
battery powered sensor nodes in a wireless sensor network (WSN). Furthermore,
the practical implementation requires a dedicated hardware to check the event
condition. ST mechanism introduced in [7], provides a remedy to these problems
by predicting the next update time on the basis of previously sampled state and
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plant dynamics. As an attractive aperiodic scheme, ST methodology has been the
focus of many works with prominent studies being [1] for the development of ST
LQR controller, [134] and [135] which presented the solution of ST H2 and H∞
optimal control problems, [103] and [102] which showed ﬁnite-gain L2 stability of
linear systems aﬀected by bounded disturbances, and [136] for ST model predictive
control.
In the same spirit and due to the studies mentioned in Chapter 1, this chap-
ter presents the application of ST methodology for multiple systems sharing a
common IEEE 802.15.4 network with following main contributions:
1. Two-level design method for WNCS, which comprises of multiple plants with
feedback loops closed over a shared wireless communication network based
on IEEE 802.15.4 protocol which introduces random-but-bounded delays in
state transmissions,
2. Asynchronous LQG controller to optimize the control cost while dealing
with the aperiodic nature of transmissions, and network and computational
delays,
3. Novel ST scheme, and
4. Modiﬁcations in IEEE 802.15.4 protocol for ST control.
Organization: In Section 4.2 the reader will ﬁnd problem deﬁnition and a
concise description of the two-level design. Section 4.3 presents the modiﬁed LQG
controller and proposed novel ST scheme. Section 4.4 details the modiﬁed wireless
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protocol. Section 4.5 gives the simulation results and discussion, and Section 4.6
concludes the chapter.
Notations: In this chapter, sets of real numbers and integers are denoted by
R and Z, respectively. Set of strictly positive real numbers are represented by R+
and those including zero are denoted as R{0,+}. The set of positive deﬁnite and
semi-deﬁnite integers are represented as Z+ and Z{0,+}, respectively. The expected
values are represented as E[ . ].
4.2 Problem Definition and Overview
A class of N independent LQ ST control systems is considered, each associated
with a continuous-time (CT) LTI plant given by
x˙s(t) = Asxs(t) +Bs1u
s(t) +Bs2w
s(t), xs(0) = xs0,
ys(t) = Csxs(t) + vs(t), s ∈ {1, 2, · · · , N},
(4.1)
where xs(t) ∈ Rn is system’s state vector, us(t) ∈ Rm is the control input, ys ∈ Rq
is the vector of system outputs, ws(t) ∈ Rl and vs(t) ∈ Rq are zero-mean white
Gaussian process and measurement noise with covarianceW s and V s, respectively,
and the matrices As ∈ R(n×n), Bs1 ∈ R(n×m), Bs2 ∈ R(n×l) and Cs ∈ R(q×n) represent
the system model. The superscript s will be dropped in the subsequent discussion
for ease.
The feedback loops of these systems are closed over the same wireless com-
munication medium as shown in Fig. 4.1. The controllers are wired with the
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Figure 4.1: Wireless networked control system with N control loops. Solid line:
wired connection; dashed line: wireless link.
network manager (NM), and sensor nodes acquire all the states and transmit to
the NM wirelessly. This type of setting, which follows star topology for sensor-
controller network and wired connections for controller-actuator link, is common
in industrial applications such as process control [10]. Each system S implements
an asynchronous version of LQG controller based on the results of [121], to ensure
control cost optimization in the presence of computational and communication
delays, and aperiodic nature of the transmissions. The ST sampler is based on a
novel design which uses the cost versus sampling frequency relationship given by
[137]. To take the beneﬁt of the proactive nature of ST scheme, IEEE 802.15.4
protocol is modiﬁed such that the controllers requesting state information are
assigned time slots according to their predicted triggering times instead of ﬁxed
slots assigned in the original protocol. The NM gets state information from sensor
nodes in their assigned time slots and passes this information to respective con-
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trollers. Due to limited bandwidth of the communication network, the number of
time slots is restricted to Nmax in each beacon interval [9].
To decouple the controller design from ST mechanism synthesis, the sampling
time is bounded between α ∈ R+ and Γα, where 1 ≤ Γ ∈ Z ensures bounded
latency. With the introduction of these bounds the overall design is split into
two levels, the controller module and NM, and their design is decoupled. This
allows independent design of asynchronous LQG controller, ST sampler, and the
algorithm for NM because each of these modules will have prior knowledge of
the sampling interval bounds. The value of α depends on the communication
network’s physical layer and the dynamics of the participating plants; the details
of the procedure to choose α will be given in Section 4.4.
The problem is to implement LQG on the participating systems to optimize
the control cost, represented by (4.1), in the presence of network and computational
delays, while saving the battery power of the sensor nodes and communication
bandwidth in IEEE 802.15.4 network using ST scheme.
4.3 First Level: Controller Module
As mentioned earlier, due to the bounds imposed on the triggering interval the
overall design is split into two levels. The level-1 controller module (as shown
in Fig. 4.1) is responsible for supplying the control input to the plant, and next
sampling time to the level-2 controller, i.e., NM. Every participating system has
its own level-1 module. This module is composed of two routines, the ﬁrst has the
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asynchronous LQG controller, and the second consists of the ST sampler. It de-
pends on the designer to implement the level-1 controller on single microprocessor
or on two independent computing platforms (one for each routine), in which case
the computation time will decrease but at an increased implementation cost (i.e.,
parallel processing). In this work, it is assumed that both these routines are im-
plemented by single machine to save the implementation cost. Furthermore, some
steps are taken to save the computational cost (and time) of control computation,
as will be seen in the forthcoming subsection.
4.3.1 Asynchronous LQG controller
Refer to Fig. 4.2 for the sampling scheme described as follows. For any control
loop s ∈ {1, 2, · · · , N}, let the sampling time provided to the sensor node by
the ST sampler be δi ∈ R+, where i ∈ Z{0,+}. The state is transmitted at δi
which reaches the controller at ρj ∈ R+, where j ∈ Z{0,+}, after encountering a
random-but-bounded time-delay induced by the network, σn,i ≤ σn ∈ R+ ∀i.
Remark 34 The simple network topology and time-slots allotted to the control loops
according to their predicted triggering times, justify the assumption of a bounded
network-induced time-delay. Also, see [10] which uses similar assumption.
Remark 35 This work only considers star topology for simplicity.
The controller takes σc ∈ R+ units of time to estimate the state and compute the
controller output u which will be applied at ηk ∈ R+, where k ∈ Z{0,+}, and ηk =
ρj+σc. The diﬀerence between consecutive events is denoted as Δi  δi−δi−1 and
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Figure 4.2: Timing diagram illustrating sampling (δ), reception (ρ), and control
application (η) times with transmission and computation delays.
that between corresponding consecutive controller updates is represented by Θk 
ηk − ηk−1. Note that i = j = k translates into i-th event, and the corresponding
j-th reception and k-th control update. Following these notations, Δ,Θ  α and
Δ,Θ  Γα.
Assumption 3 It is assumed that,
1. δ0, ρ0, η0 = 0, i.e., the initial time for state-sampling and reception, and
control-update are all equal to zero,
2. all the states of the plant are available for measurement,
3. the computational delay σc is constant,
4. the received states are time-stamped, i.e., δi is received along with i-th trans-
mission of the state,
5. the delay σn,i + σc is less than Δi, which implies that δi < ηk, ∀i = k, and
6. Θk/Δi is irrational for all i, k .
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Remark 36 In author’s opinion, σn,i + σc < Δi is realistic because ﬁrstly, the low
data-rate wireless network is suitable for low-speed control applications which do
not require very fast sampling; secondly, the controller module and NM have high
speed computational power. Both these facts imply δi < ηk, ∀i = k.
Similar to the case of ET scheme described in the previous chapter, (4.1) can
be viewed as a dual-rate asynchronous sampled-data system (ASDS) because the
sampling interval at the sensor node is diﬀerent from that of the control update,
i.e., Δi = Θk ∀i = k. Hence with Assumption 3(2),
x˙(t) = Ax(t) +B1u(t) +B2w(t), x(0) = x0,
y(δi) = x(δi) + v(δi),
u(t) = uηk = f(xˆ(δi)), ∀t ∈ [ηk, ηk+1),
(4.2)
where f(.) : Rn → Rm is a causal mapping which optimizes certain cost function.
The solution to the optimal control problem of ASDSs was given in [121],
where the sampling (at the sensors) and hold (at the controllers) times were dis-
proportionate, i.e., δi = ηk. It was shown that the control that minimizes certain
cost function depends on the state estimated for ηk using the state information at
δi. It was assumed that the sampling, and consequently the hold rates are ﬁxed,
however, in the case under consideration, the sampling time is aperiodic which
renders the time of control application aperiodic. The sampling and hold times
are translated into event and control update instants, respectively.
Assumption 4 It is assumed ∀ i, k that,
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1. for the discrete-time (DT) systems, the pairs (C,AΔi) are detectable,
2. for the DT systems, the pairs (AΘk , BΘk) are stablizable,
3. system (4.2) is stablizable and detectable,
where Aa = e
A(a) and Ba =
∫ a
0
AsB1ds are the discretized system matrices for any
time-interval a.
Let xˆτ , xτ , and uτ represent the estimated state, sampled-state, and control
input at time τ , respectively, and Qτ ∈ Rn×n > 0 and Rτ ∈ Rm×m > 0 denote
the state and input weighting matrices at τ , then the controller which minimizes
following discrete cost function
JΘ =
K−1∑
k=0
1
Kηk
E
[
xTηkQηkxηk + u
T
ηk
Rηkuηk
]
, (4.3)
is given as
uηk = −(Rηk +BT1,ΘkPkB1,Θk)−1(BT1,ΘkPkAΘk)xˆηk ,
= −Kηk xˆηk ,
(4.4)
where, the state estimate xˆηk is given as
xˆηk = Aηk−δi xˆδi +B1,ηk−δiuηk−1 , ∀k = i; xˆη0 = x0. (4.5)
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Qηk and Rηk are given as
Qηk =
∫ ηk
ηk−1
[ATs−ηk−1As−ηk−1 ]ds,
Rηk =
∫ ηk
ηk−1
[BT1,s−ηk−1B1,s−ηk−1 ]ds,
(4.6)
and {Pk} is given by the unique positive semi-deﬁnite solution of DT Riccati
equation
Pk = A
T
Θk
[Pk+1 − Pk+1B1,Θk(Rηk +BT1,ΘkPk+1B1,Θk)−1BT1,ΘkPk+1]AΘk +Qηk ,
PK = 0.
(4.7)
According to (4.5), the estimated state for time instant ηk depends upon the state
estimate for δi, which is given as
xˆδi = xˆδ−i
+ Si[I + Si]
−1(yδi − xˆδ−i ), (4.8)
where
xˆδ−i = Aδi−ηk−1 xˆηk−1 +B1,δi−ηk−1uηk−1; xˆδ−0 = x0,
(4.9)
and {Si} is the solution of following Riccati equation
Si = AΔiSi−1A
T
Δi
− AΔiSi−1[I + Si−1]−1Si−1ATΔi +Wδi ,
S0 = 0,
(4.10)
with Wδi =
∫ δi
δi−1
Aδi−tB2B
T
2 A
T
δi−tdt.
119
However, the time-varying controller (4.4) is computationally intensive which
translates into larger σc, and the solution of (4.7) requires the knowledge of Pk+1
which can not be determined oﬄine due to aperiodic triggering. These problems
require a time-invariant controller, and the best choice for a constant control gain
is to design it using the worst-case sampling time deﬁned from control perspective,
i.e., Θ ∀k, and optimization done over inﬁnite horizon which render (4.3) as
JΘ = limK→∞
K−1∑
k=0
1
Kηk
E
[
xTηkQΘxηk + u
T
ηk
RΘuηk
]
. (4.11)
This assumption allows the designer to compute a constant control gain
KΘ = (RΘ +B
T
1,Θ
PB1,Θ)
−1(BT
1,Θ
PAΘ), (4.12)
oﬄine, such that
u(t) = −KΘxˆ(ηk), ∀t ∈ [ηk, ηk+1), (4.13)
with the ARE
P = AT
Θ
[P − PB1,Θ(RΘ +BT1,ΘPB1,Θ)−1BT1,ΘP ]AΘ +QΘ. (4.14)
Remark 37 This choice of controller will ensure cost optimization for all the sam-
pling periods that fall in [α,Γα].
In order to maintain the estimation accuracy, the estimation is done using (4.5),
(4.8), (4.9), and (4.10). To further reduce the computational time, the integral
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in (4.10) is computed oﬄine for interval α, i.e., Wα. Then, during the real-time
estimation, it is multiplied with the number of α-spaced intervals in Δi to get
Wδi .
4.3.2 ST Sampler
The novel ST sampling method presented here is based on the fact that an
exponential relationship exists between the diﬀerence of costs of DT and CT
systems, and the sampling frequency f [137]. Let the diﬀerence be denoted as
ΔJ∗(f)  J∗DT (f)− J∗, where J∗DT (f) represents the optimal cost of the DT sys-
tem sampled periodically at f , and J∗ gives the optimal cost of the CT system.
The relationship is thus given by
ΔJ∗(f) = ae−bf , (4.15)
where a, b ∈ R+ are system-dependent constants which can be determined by
simulating the plant at several sampling frequencies in the desired range. Recently,
this relationship is used in [138] to optimize the control costs and transmission
frequencies of multiple systems sharing the same wireless network. However, their
methodology determines the optimal rates oﬄine, which remain constant through
the operating time of the systems, i.e., periodic triggering.
The objective of this work is to design an ST sampler which can predict the
cost-dependent sampling frequency online. The idea is to keep the control cost
of the ST system as close to the reference (α-periodic) system as possible, while
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ensuring communication-bandwidth economy, especially when the ST system is
regulated. The reference system is the sampled-data implementation of the plant
sampled periodically at every α units of time, with a perfect feedback communi-
cation channel. In particular, the reference system is given as
x˙(t) = Ax(t) +B1u(t) +B2w(t), x(0) = x0,
y(t) = Cx(t) + v(t),
u(t) = −Kαx(pα) ∀t ∈ [pα, (p+ 1)α),
(4.16)
where p ∈ Z{0,+}, and it is assumed that the variance of the noise terms W and
V are known.
Remark 38 Note that instead of taking the CT feedback implementation of the
plant as a reference, α-periodic sampled-data system is considered. This is due
to the over stringent demand on the control cost if the ST system’s cost is com-
pared with the CT implementation, which will translate into very high sampling
frequency.
Remark 39 When the cost diﬀerence is taken against the reference system, it fol-
lows the same relation as (4.15).
In order to design the ST sampler, the sampling frequency range is deﬁned
by the bounds introduced on the sampling time, i.e., α ≤ Δi ≤ Γα ∀i. The
minimum sampling frequency fm  1Γα and maximum is given as fM 
1
α
. For
several sampling frequencies in the range [fm, fM ], the respective controllers are
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computed and control cost diﬀerence at each of these frequencies is computed as
ΔJ∗(f) = xT0 (Pf − PfM )x0, (4.17)
where Pf is the Riccati matrix for any sampling frequency in the selected range,
and x0 is the initial state of the plant which is assumed to be known. During the
operation of ST system, the cost-to-go from δi ∀ i is obtained as JST |δi  xTδiPfmxδi
due to the static controller which corresponds to the worst-case sampling interval
Δ, and the cost diﬀerence is computed as
ΔJST |δi  JST |δi − J∗fM |δi = xTδiPfmxδi − xTδi |αPfMxδi |α, (4.18)
where xδi and xδi |α represent the state of the ST and reference systems at δi,
respectively. The cost evolution of the reference system is simulated oﬄine and
stored in the ST setup.
Note that the variation in the cost diﬀerence (4.17) is due to the change in
the sampling frequency which in turn changes the matrix Pf . However, in (4.18)
the variation will only result from the change in xδi due to the static control gain.
This problem requires to translate ΔJST |δi into (4.17). In order to achieve this,
the cost diﬀerence (4.17) is normalized with respect to xT0 (Pfm − PfM )x0. After
normalization, the ΔJ∗(f) vs f graph is scaled from 0 to 1 for [fm, fM ] and an
exponential relationship is obtained using curve ﬁtting which gives the values of
the parameters a and b, as shown in Fig. 4.3 where Cf represents the ﬁtted curve.
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During the course of operation, the cost diﬀerence of ST system (4.18) is also
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Figure 4.3: ST sampler synthesis.
normalized with xT0 (Pfm − PfM )x0 at δi ∀i.
The desired behavior of the ST sampler should be to choose a high sampling
frequency when the cost of the ST system is far from that of the reference system
and vice versa. Solving a relationship similar to (4.15) for frequency, cannot fulﬁll
this requirement. Therefore, there has to be a mechanism whereby the ST sampler
reacts to the change in ΔJST at every δi such as to imitate the desired behavior.
To achieve this, following requirements are listed:
• At maximum cost diﬀerence of the ST system, the sampling frequency should
be maximum,
• When the diﬀerence is close to zero, the sampling frequency should be close
to minimum,
• For a sharp increase (decrease) in the cost diﬀerence, the sampling frequency
should be immediately increased (decreased), and
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• When choosing the minimum sampling frequency (corresponding to Δ), the
sampler should take care of the network-induced delay.
Following these requirements, another curve C′ is introduced on ΔJ vs. f graph,
as shown in Fig. 4.3, which is an exponentially rising function of the form
C′  hepf , (4.19)
deﬁned over f ∈ [fm, fM ] with the parameters h, p ∈ R+ which are determined
with the knowledge of two points resulting from the requirements stated above.
The ﬁrst point has the coordinates (fm, ) and the second is located at (fM ,ΔJ
′),
where  ∈ R+ << 1 to avoid numerical problems, and ΔJ ′ is the cost diﬀerence
on C′ at frequency f ′ = 1
Δ−σn to tackle the network induced delay. With these
two points, equation (4.19) is solved which yields h and p.
The mechanism by which the ST sampler will compute the next triggering
time is composed of the following steps:
1. Given the sampled state of the plant xδi , the normalized cost diﬀerence is
computed as
ΔJST |δi,N =
ΔJST |δi
xT0 (Pfm − PfM )x0
. (4.20)
2. Given ΔJST |δi,N , (4.15) is solved for frequency, i.e.,
f1 = −1
b
ln
(
ΔJST |δi,N
a
)
. (4.21)
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See point A in Fig. 4.3.
3. With f1, (4.19) is solved for ΔJ
′
N , i.e.,
ΔJ ′N = he
pf1. (4.22)
See point B in Fig. 4.3.
4. With ΔJ ′N , (4.15) is again solved to compute the sampling frequency as
fs = −1
b
ln
(
ΔJ ′N
a
)
. (4.23)
See point C in Fig. 4.3.
5. The next triggering time δi+1 is computed as
δi+1 = δi +
1
fs
. (4.24)
These steps are repeated every time the state is received.
The working of the ST sampler and satisfaction of the above requirements can
be understood with an example. For instance, the cost diﬀerence is close to 1,
then by following above steps, it can be observed that the sampling frequency fs
will be close to fM . Because the slope of C′ is almost zero for all the values of cost
diﬀerences close to 1, any sharp change in the cost diﬀerence will result in the
selection of a high sampling frequency. Similarly, when the cost diﬀerence is close
to zero, fs will lie in the region close to fm. For the extreme case of ΔJST ≈ 0,
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fs =
1
Δ−σn ; this sampling frequency will take care of the network-induced delays
(see Fig. 4.3).
Remark 40 Normalization of ΔJ vs. f curve with respect to xT0 (Pfm − PfM )x0
allows the designer to use same relationship (values of a, b, p, and h) for a system
regardless of its initial state. This is also demonstrated in the simulation results.
4.4 Second Level: Network Manager
The slotted mode of IEEE 802.15.4 wireless networking protocol with modiﬁed
NM and superframe (SF) structures is considered. Details of the said protocol are
left due to limited space and can be found in [9]. The motivation for modiﬁcations
comes mainly from the use of ST strategy, which does not require the controllers
to contend for transmission slot due to the predicted triggering times, hence elim-
inating the need for Contention Access Period (CAP). The predicted triggering
times allow the scheduler to pre-schedule the transmission slots for the next SF.
In addition, as it will be seen in the forthcoming text and simulation results, sig-
niﬁcant energy savings can be achieved at the battery-powered sensor nodes at
the expense of slightly increased computational load at the mains powered NM.
4.4.1 Superframe (SF)
In the modiﬁed SF structure, as shown in Fig. 4.4, the CAP is eliminated and the
active and inactive portions are distributed. This allows the systems to get their
states at any time during the beacon interval (BI), unlike “ﬁxed” time slots in
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Figure 4.4: Modiﬁed SF structure. The duration is denoted as BIsf+1. Active
period includes a beacon packet and three slots for transmission; remaining time
constitutes the inactive period. Each slot is of duration Δs.
the Contention Free Period (CFP). Due to bandwidth constraint, a SF can allow
at most Nmax transmissions each of duration Δs (slot-duration). The timing
constraints imposed by the physical layer of the protocol and plant dynamics are
• minBI ≤ α ≤ 1
5λmin
,
• minBI ≤ BI ≤ maxBI,
• Γα ≤ maxBI,
where λmin denotes the dominant pole of the fastest plant among the participating
systems, following the rule-of-thumb the upper-bound of α is chosen as inverse
of ﬁve times λmin, and minBI and maxBI represent the minimum and maximum
values of BI corresponding to the constraint 0 ≤ BeconOrder (macBO) ≤ 14
imposed by the original protocol [9] as
BI = aBaseSFDuration× 2macBO, (4.25)
with aBaseSFDuration  SFD ≡ No. of symbols
Symbol rate
.
128
Given the predicted triggering time by the sampler of each system, the length
of next SF is computed as BIsf+1 = δf − Tsf −Δs +NmaxΔs + IaP , where δf is
the ﬁrst system which will transmit in the next SF, and IaP denotes the inactive
period which will allow the scheduler ample time to construct the next SF and
economize energy. In order to ensure schedulability of the ﬁrst system of next SF
in worst-case scenario, whereby that system’s predicted triggering time might be
α, the duration NmaxΔs + IaP ≤ α−Δs. This results in
BIsf+1 = δf − Tsf − 2Δs + α. (4.26)
4.4.2 Network Manager
The NM has wired connection with the ST controllers and communicates over a
wireless link with the sensor nodes. The proposed NM structure appends a sched-
uler module with the Personal Area Network (PAN) coordinator as shown in Fig.
4.5. The coordinator broadcasts beacon packets that contain the assigned trans-
Figure 4.5: Modiﬁed structure of the Network Manager. Solid line: wired connec-
tions; dotted line: wireless link.
mission time/slot for each sensor node and the beacon interval. This enables each
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sensor node to sleep until its transmission time, transmit the state information in
the assigned slot, and sleep again until the next beacon broadcast. After sampling
the states of their systems in the assigned slots, the sensor nodes transmit this
information over the wireless network to the coordinator, which delivers this in-
formation to respective controllers. Each controller computes δi+1, and sends this
information to the scheduler over the wired connection. The scheduler keeps stor-
ing this information in a buﬀer until it receives it from all the controllers scheduled
for that particular beacon interval, and then starts the scheduling algorithm. The
NM performs following tasks:
• Ensures that no two transmissions overlap in the next SF.
• Keeps track of the slow systems and places their transmission slots in the
appropriate SF; this is possible due to the algorithms deﬁned in forthcoming
text. This way, the need to sample every system in each SF is eliminated.
• Provides the coordinator with a transmission schedule.
Remark 41 The overlap is avoided such that the assigned time for the slots remains
between α and Γα, and does not exceed the required triggering time.
After getting the scheduling information, the coordinator forms a beacon packet
and broadcasts it.
Assumption 5 It is assumed that,
• all the controllers have knowledge of the initial state, x(0), of respective
systems,
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• the scheduler takes ς ≤ ς ∈ R+ units of time for all computations during a
SF,
• a sensor node requires only Δs to transmit the state information (x(δi)) and
time-stamp (δi),
• the duration of beacon transmission is Δs,
• Δs includes inter-frame spacing (IFS) (see [9]).
Initially, all the controllers use x(0) to compute the next triggering times.
This information is used by the scheduler to schedule the ﬁrst SF and compute
its duration following (4.26) as
BI1 = δf − T0 − 2Δs + α, (4.27)
where δf denotes the ﬁrst system which will transmit in the ﬁrst SF. The coordi-
nator generates ﬁrst beacon packet at T0 = 0, which contains triggering times for
all the nodes and the beacon interval BI1. For any SF, the scheduler computes
BIsf+1 using (4.26) and also,
a  δl,sf+1 − Tsf +Δs, (4.28)
where δl,sf+1 denotes the last system which will transmit in the next SF. The
scheduler then compares a and BIsf+1; if a ≤ BIsf+1 then all the nodes are
allowed to transmit in the next SF, otherwise only the nodes for which the next
131
triggering time falls in the next SF duration are allowed to transmit, and the
remaining nodes’ slots are placed in the appropriate future SF. This way, there is
no need to sample every sensor node in each SF, thus saving energy. The algorithm
is given as follows:
Algorithm 1
Initialization
1. sf = 0 and i = 0.
End Initialization
2. At δsi in sf-th SF, scheduler gets δ
s
i+1 for those systems which
transmit in BIsf;
3. Wait until δl,sf;
4. Compute (4.26) and (4.28);
If a ≤ BIsf+1 then
5. All the nodes are allowed transmission in BIsf+1;
6. Increment sf and i by one;
7. GOTO 2;
else
8. The nodes with δi+1 ∈ [Tsf+Δs, Tsf+1) are allowed transmission in
BIsf+1;
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Table 4.1: Parameters for simulation.
Par. Description Value
λmin Dominant pole 1.8257
Nmax Maximum number of slots in a superframe 4
N Number of participating systems 3
BW Frequency band of IEEE network 915 MHz
BR Bit-rate 40 kbits/sec
SS No. of symbols in one slot 60
SR Symbol rate 40 ksymbols/sec
a Parameter of Cf 2.152
b — 0.1587
p Parameter of C′ 0.2497
h — 0.27× 10−6
 First point on C′ 0.1× 10−3
9. Increment sf;
10. Increment i for those systems which transmit in BIsf+1;
11. GOTO 2;
end
4.5 Simulation Results and Discussion
Simulation results of the application of the above deﬁned scheme are now pre-
sented for three identical inverted-pendulum-over-cart systems; the states, system
matrices and simulation parameters can be obtained from the previous chapter.
The description and values of the remaining parameters are given in Table 4.1.
To simulate the three systems over IEEE 802.15.4 network with modiﬁcations,
MATLAB based simulation tool TrueTime [133] is used. The systems are placed
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at a distance of 30m from the NM node which is assumed to be at the origin.
The modiﬁcations are introduced with a separate TrueTime kernel block which
runs the code for Algorithm 2, and implements the modules of scheduler and
coordinator. The network related parameters are also given in Table 4.1.
Remark 42 Although identical systems are chosen due to space constraints, the ST
scheme presented in this chapter with modiﬁed protocol is valid for heterogeneous
systems.
From (4.25), the minimum and maximum BI are computed using the values listed
in the table, which give minBI = 1.5 × 10−3sec and maxBI = 24.576sec. With
these values and λmin, the value of α is chosen as 24 × 10−3sec because it is less
than 1
5λmin
. With the bounds deﬁned for the sampling interval as α ≤ Δ ≤ Γα,
the frequency range is given as fm = 5.2Hz and fM = 41.7Hz. Fig. 4.3 shows the
results of curve ﬁtting Cf and synthesis of C′; the parameters are given in Table
4.1.
The implementation results of the proposed scheme are compared against α-
periodic triggering for the same three systems over a conventional IEEE 802.15.4
network with the same delay characteristics, where the value of α is 24× 10−3sec.
The results are given in ﬁgs. 4.6 to 4.8. All the systems are stabilized within 5 sec-
onds and it can be observed from Fig. 4.6 that the states follow same trajectories
as the periodic implementation, especially in the transient phase. This similarity
can be explained on the basis of the adaptive nature of ST methodology, which
results in a sampling time of α seconds in the transient phase of the response, as
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demonstrated in Fig. 4.7.
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Figure 4.6: State norm, solid: ||xST (t)||, dashed: ||x|α(t)||. Top: System 1, middle:
System 2, bottom: System 3.
Fig. 4.7 shows that the ST scheme adjusts the sampling frequency according
to the system’s cost, and as soon as the states are regulated the frequency is
reduced. This validates the working of the proposed ST sampler. Moreover, the
adaptive length of BIs (or SFs) can be observed in Fig. 4.7 (bottom), thus saving
the communication bandwidth and battery power. The event-rates which give
the number of events per second for systems 1, 2, and 3 are 9.22, 16.54, and 8.1,
respectively, for the proposed scheme. This demonstrates a percentage decrease of
77.87%, 60.31%, and 80.6% in the event-rates of systems 1, 2, and 3, respectively,
as compared with the periodic implementation. The reason for the diﬀerence in
event-rates for three identical systems is due to the diﬀerence in their initial states
and the instantaneous values of noise.
The average costs of systems 1, 2, and 3 are 0.0831, 0.0224, and 0.3809, re-
spectively, which demonstrate a mere increase of approximately 10% against their
periodic counterparts. Also, the estimation results can be observed in Fig. 4.8
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Figure 4.7: Event times of systems 1 (ﬁrst), 2 (second), and 3 (third). Length of
beacon intervals (BIs) (fourth).
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which shows the estimation error. The MSEs for systems 1, 2, and 3 are respec-
tively 2.1× 10−3, 0.4× 10−3, and 4.9× 10−3.
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Figure 4.8: Estimation error ||xST (t)|| − ||xˆST (t)||.
4.6 Conclusion
A two-level design approach was presented for multiple ST-based LQ systems
sharing IEEE 802.15.4 network with modiﬁed protocol. The main motivation of
this work was to optimize control, communication, and computation costs while
tackling the network induced and computational delays, and decoupling the design
of controller from that of the ST sampler and NM. To this end, the transmission
time was upper- and lower-bounded to solve the decoupling problem, asynchronous
LQG controller was implemented to deal with the delays and aperiodic nature of
transmissions, a novel ST scheme was designed along with the modiﬁcations in
IEEE 802.15.4 protocol to ensure bandwidth economy, and enhance energy savings
oﬀered by the conventional IEEE protocol. Simulation results of the proposed
scheme were compared with the periodic implementation which demonstrated
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upto 80% reduction in the bandwidth usage at a slight increase in the control cost
for the particular case of the system considered.
A detailed comparison of this scheme is presented against ST LQR controller
reported in the literature [1]. Furthermore, in this chapter and the subsequent
ones, we do not consider packet-drops.
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CHAPTER 5
AN EVALUATION OF
SELF-TRIGGERING
METHODS
5.1 Introduction
A comparison of the recently proposed STLQR technique [1] is presented against
the novel scheme reported in the previous chapter, on the basis of the amount
of control cost incurred, communication bandwidth usage, and computational
requirements. To present a fair comparison, the time-delays are not considered
because in [1] a perfect communication channel is assumed.
Organization: Section 5.2 deﬁnes the problem, and the reader will ﬁnd a brief
description of the methodology presented by [1] in Section 5.3. A comparison of
both schemes is given in 5.4. Finally, Section 5.5 concludes the chapter.
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Notations: Sets of real numbers and integers are denoted by R and Z, re-
spectively. A set of strictly-positive real numbers is represented by R+ and that
including zero is denoted as R{0,+}. The sets of positive-deﬁnite and semi-deﬁnite
integers are represented as Z+ and Z{0,+}, respectively. The expected value is
represented as IE[ . ].
5.2 Problem Definition
A class of LQ ST control systems is considered, associated with a continuous-time
(CT) LTI plant given as
x˙(t) = Ax(t) +B1u(t) +B2w(t), x(0) = x0,
y(t) = x(t),
(5.1)
where x(t) ∈ Rn is the state, u(t) ∈ Rm is the control input, y ∈ Rq represents
outputs, and w(t) ∈ Rl is zero-mean white Gaussian process noise with covariance
W . The feedback loop is closed over a bandwidth-limited communication channel
which is assumed to be free of time-delays and packet-drops.
The objective is to control system 5.1 such that the control cost, communica-
tion bandwidth and computational load are optimized. Following this, the con-
troller is based on LQ design and the states are transmitted using ST sampling,
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due to which (6.22) becomes sampled-data system, given by
x˙(t) = Ax(t) +B1u(t) +B2w(t), x(0) = x0,
y(δi) = x(δi),
u(t) = f(x(δi)), ∀t ∈ [δi, δi+1),
(5.2)
where δi ∈ R{0,+} represents the sampling time with i ∈ Z{0,+} and f(.) : Rn → Rm
is a causal mapping which optimizes certain cost function.
5.3 ST Linear Quadratic Regulator [1]
A recently proposed ST LQ regulation technique [1] is reproduced brieﬂy. The
co-design problem is solved for (6.24) with the idea of maximizing the sampling
interval while guaranteeing performance based on discounted LQ cost,
J =
∞∑
t=0
IE[γt(xtQxt + u
T
t Ru
T
t + 2x
T
t Hut)|x0], (5.3)
where 0 < γ < 1 represents the discount factor and Q, R, and H represent the
standard weighting matrices. Particularly, the codesign problem is stated as
tl+1 = tl +M(xtl),
ut = u¯l ∈ UM (xtl), t ∈ Z{0,+}
(5.4)
where tl ∈ R{0,+} represents the sampling time at sample number l ∈ Z{0,+}.
M : Rn → {1, · · · , M¯} is the sampling interval with M¯ ∈ Z+ arbitrarily large for
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bounded latency, and U : Rn → Rm is a set-valued map representing the set of
possible control values.
To present M and U in (5.4), UM(x) is deﬁned, for x ∈ Rn, as the set of control
values that can be held constant for M steps while satisfying
IE
[( tl+1−1∑
t−tl
γt−tl(xTj Qxj + u¯
T
j Ru¯j + 2x
T
j Hu¯j)
)
+ γtl+1−tlVβ1,β2(xtl+1)|xtl
]
≤ Vβ1,β2(xtl),
(5.5)
at transmission time tl, where Vβ1,β2(x) is the reference performance function and
is given as
Vβ1,β2(x) := β1x
TPx+ β2
α
1− αtr(PB2B
T
2 ), (5.6)
with P as the solution of following discrete algebraic Riccati equation (DARE)
P = Q+ γATPA− (γATPB1 +H)(R+ γBT1 PB1)−1(γBT1 PA+HT ). (5.7)
This leads to
UM(x) :=
{
u¯ ∈ Rn|IE
[(M−1∑
j=0
γj(x¯Tj Qx¯j + u¯
T
j Ru¯j + 2x¯
T
j Hu¯j)
)
+ γMVβ1,β2(x¯M)|x
]
≤ Vβ1,β2(x)
}
,
(5.8)
where x¯j , j ∈ {1, 2, · · · ,M}, is the solution of the discretized version of x˙ =
Ax(t) +B1u(t) +B2w(t) with x¯0 = x and ut = u¯, t ∈ Z, i.e.,
x¯j = A¯jx+ B¯1,j u¯+ B¯
M
2,jwM , (5.9)
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where, A¯j := A
j , B¯1,j :=
∑j−1
i=0 A
iB1 and B¯
M
2,j ∈ Rn×Ml is given as
B¯M2,j := [A
j−1B2 · · · AB2 B2 0 · · · 0] (5.10)
and wM := [w
T
0 , w
T
1 , · · · , wM−1T ]T .
From above discussion it can be seen that UM(x) = ∅ if and only if
min
u¯∈Rn
IE
[(M−1∑
j=0
γj(x¯Tj Qx¯j + u¯
T
j Ru¯j + 2x¯
T
j Hu¯j)
)
+ γMVβ1,β2(x¯M)|x
]
≤ Vβ1,β2(x).
(5.11)
Using (5.6) and (5.9), the above equation becomes
min
u¯∈Rn
IE
[
x¯TFM x¯+ x¯
TGM u¯+
1
2
u¯TUM u¯+ cM
]
≤ Vβ1,β2(x), (5.12)
where
FM = γ
Mβ1A¯
T
MPA¯M +
M−1∑
j=0
γjA¯Tj QA¯j ,
GM = 2
[
γMβ1A¯
T
MPB¯M +
M−1∑
j=1
γj(A¯Tj QB¯j + A¯
T
j H)
]
,
UM = 2
[
γMβ1B¯
T
MPB¯M +
M−1∑
j=0
γj(B¯Tj QB¯j + B¯
T
j H +H
T B¯j +R)
]
,
cM = dM + β2α
M α
1− αtr(PB2B
T
2 ),
dM = γ
Mβ1tr(PB¯
M
2,M(B¯
M
2,M)
T ) +
M−1∑
j=1
γjtr(QB¯M2,j(B¯
M
2,j)
T ).
(5.13)
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The optimal control input
u¯∗ := argmin
u¯∈UM (x)
xTFMx+ x
TGM u¯+
1
2
u¯TUM u¯+ cM
is obtained by solving
∂
∂u¯
(
xTFMx+ x
TGM u¯+
1
2
u¯TUM u¯+ cM
)
= 0,
which leads to xTGM + u¯
TUM = 0, and thus
u¯∗ = −U−1M GTMx =: KMx, (5.14)
and
M(x) = max{M ∈ {1, 2, · · · , M¯}|xTP ∗Mx+ c¯M ≤ β1xTPx}, (5.15)
where P ∗M = FM − 12GMU−1M GTM and c¯M = dM − β2
∑M
j=1 γ
jtr(PB2B
T
2 ).
Hence the codesign problem, given by (5.4) is solved with the control input
(5.14) for the sampling time computed as (5.15).
5.4 Comparison
In this section, the proposed methodology is compared with [1] from three perspec-
tives: 1) Controller design, 2) ST sampling, and 3) Computational requirements,
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and simulation results are presented for three case studies.
5.4.1 Controller design
The controller presented in [1] does not incorporate time-delays, which makes
the scheme unsuitable for implementation over real-time networks. In contrast,
the proposed approach can tackle computational and communication delays by
estimating the state for the time when control input will be actually applied,
given the state at the transmission time. Furthermore, the choice of static control
simpliﬁes the design.
Regarding the control cost, both approaches use similar idea of keeping the
cost close that of the to periodic system. Particularly, in [1] the cost of ST system
is compared to the scaled (by β1) cost of the reference system (5.15), and in the
proposed scheme, the sampler increases frequency if the cost diﬀerence between
ST and reference systems increases.
5.4.2 ST sampling
The novel sampler reacts to the change in cost of the ST system such that, the
further the cost of ST system goes from that of the reference system, the higher
the sampling frequency becomes, and vice versa. Consequently, the sampling
intervals in the transient period are shorter than those in the regulated period.
On the other hand, the sampler in [1] based on condition (5.15), results in higher
average sampling interval in the transient period than that during regulation. In
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general, this leads to higher communication cost than the proposed scheme.
5.4.3 Computational requirements
For the case without time-delays, i.e., unrealistic case, computational time for the
proposed scheme is 5 times less than that for [1] due to the static gain. However,
when delays are considered (realistic case), the computational time increases by
four times as the asynchronous controller estimates the state for ηk.
When comparing the sampling methodology, computational time of proposed
sampler is less than that in [1]. However, the memory requirements are higher
because of the storage of cost evolution of the reference system.
5.4.4 Case Studies
Simulation study of the above-deﬁned approaches is presented for mass-spring,
water-level control and inverted-pendulum over cart systems, which oﬀer both
slow and fast dynamics. For a fair comparison, a perfect communication channel
is assumed, and same values of weighting matrices are taken for both approaches.
The clock speed and precision of the computational platform are 3300 MHz and
30 ns, respectively. The results are analyzed on the basis of control cost, commu-
nication bandwidth usage in terms of event-rate (number of events per second),
and computational time.
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Mass-spring system
The system, described in [1], consists of two masses (m1 = m2 = 1) connected by
spring and damper. It is represented by (6.22) with x = [y1 y2 y˙1 y˙2]
T and
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 0 1
−ks ks −d d
ks −ks d −d
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;B1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;B2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0.02
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (5.16)
where ks = 5 and d = 1 are the spring and damper coeﬃcients. The initial state
x0 = [0.49 − 0.4 0.74 − 0.25]T and W = 1. The value of α is chosen on the basis
of the rule-of-thumb as 1
5λdom
, where λdom represents the dominant pole; for this
system α = 63.2 ms and the upper-bound Γ = 5. For the proposed approach, the
results of ST sampler synthesis are given in Fig. 5.1.
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Figure 5.1: ST sampler synthesis for mass-spring system.
For [1] β1 = 1.1, β2 = 1.5, γ = 0.99, Q = I
(4) and R = 1, which are discretized
for sampled-data implementation using (4.6), with period α for reference system
and [1], and Γα for the proposed method. Fig. 5.2 shows the state response
and it can be seen that the proposed methodology results in lesser settling time
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than that for [1]. The control costs for [1] and proposed scheme are 5.48 and 5.29,
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Figure 5.2: State norm.
respectively. Fig. 5.3 presents the sampling times for both methodologies, and the
performance of novel approach can be clearly observed. During the period when
the states are completely regulated, the sampling time increases, which results in
a lesser number of events, translating into a communication bandwidth economy.
Speciﬁcally, the event rate for [1] is 15.8 which is greater than 8.58 for the proposed
scheme.
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Figure 5.3: Sampling times for mass-spring system. Top: [1]; bottom: novel ST
scheme.
With regards to the computational time, the new approach requires 0.016 ms
whereas [1] takes 0.02 ms. Conclusively, the proposed methodology results in a
better performance than the one in [1] with 3.5%, 44%, and 20% reduction in
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control cost, event-rate, and computational time, respectively.
Four-tank system
The process, given in [139], contains four tanks and two pumps, and the objective
is to control the water level in tanks 1 and 2. The pump ﬂows are divided by
valves and their position determines the location of system’s zeros, making the
system the minimum or non-minimum phase. In this analysis, only minimum
phase case is considered, and that all the states are measurable. Table 6.1 gives
the parameters and description.
Table 5.1: Parameters of the four-tank system.
Par. Description Value
hss Steady state water level 15 cm
a Cross-section area of the tanks 15.52 cm
o Cross-section area of the outlet 0.178 cm
g Acceleration due to gravity 981 cm/s2
kp Pump ﬂow constant 3.3 cm
3/sV
θ Valve ﬂow ratio 0.75
The states of the linearized system (6.22) are xi := hi − hss for i ∈ {1, 2, 3, 4},
inputs u := vj −vj,ss where vj represents the voltage input of j-th pump with vj,ss
as its steady state value and j ∈ {1, 2}, and
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1 0 a2 0
0 a1 0 a2
0 0 a1 0
0 0 0 a1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;B1
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
b1 0
0 b1
0 b2
b2 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;B2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2
2
0.4
0.6
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (5.17)
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where a1 = − 1T and a2 = 1T with T = o
√
2g
a
1
2
√
hss
, and b1 =
θkp
a
and b2 =
1−θkp
a
.
The initial state x0 = [10 5 − 7 − 10]T and W = 1. The sampling period α is
chosen as 13.1 ms and Γ = 5, which give the ST sampler similar to Fig. 5.1 with
fm = 15.27 Hz and fM = 76.34 Hz.
The values of β1 = 1.5, β2 = 1.1, Q = I
(4) and R = 25I(2). The norm of
sate trajectories is shown in Fig. 5.4 (a), and both methodologies result in similar
performance. The control cost for [1] is 167.48 and that for the new approach is
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Figure 5.4: (a) State norm. Top: [1]; bottom: novel ST scheme. (b) Inputs. Top:
[1]; bottom: novel ST scheme.
111.15; the reason for this diﬀerence is slightly greater amount of control eﬀort
exerted by the controller of [1] in the transient period as demonstrated by Fig.
5.4 (b). Fig. 5.5 demonstrates the behavior of samplers, and rates for [1] and the
proposed scheme are 65 and 52.8, respectively.
Conclusively, the proposed method gives 33.6% and 18.76 % decrease in control
and communication costs as compared with [1], respectively. The computational
times are similar to that of the mass-spring system.
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Figure 5.5: Sampling times for the four-tank system. Top: [1]; bottom: novel ST
scheme.
Pendulum-cart system
The system is described in [103] with states x = [y y˙ φ φ˙]T , where y and φ denote
cart’s position and bob’s angle. Bobs mass mb = 1, the carts mass Mc = 10,
length of the pendulum l = 3, gravitational acceleration g = 10, and W = 1;
system represented by (6.22) is given as
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0
0 0 −mbg
Mc
0
0 0 0 1
0 0 g
l
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;B1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
Mc
0
− 1
Mcl
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;B2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.02
0.02
0.02
0.02
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (5.18)
The values of x0 = [0.9 0 0.4 0]
T , α = 109.5 ms, Γ = 8, β1 = β2 = 1.1, Q = 100I
(4),
R = 1, and γ = 0.99. The results of ST sampler synthesis are similar to Fig. 5.1
with fm = 1.14 Hz and fM = 9.13 Hz.
For [1], the controller was unable to stabilize the system even for diﬀerent
values of β1,2 and weighting matrices. In contrast, the proposed scheme gave a
stable system with events and state norm shown in Fig. 5.6. The reason for
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stability of the system is the high sampling frequency in transient phase resulting
from the proposed ST sampler; this is not true for the controller presented in [1].
The sensitivity of the proposed sampler can be observed as the sampling interval
decreases even for a slight increase in the ST system’s cost against the reference
system. The event-rate, control cost, and computation time are 4.26, 9.12×104,
and 0.012 ms, respectively.
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Figure 5.6: Top: sampling times; bottom: state norm.
5.5 Conclusion
A novel ST LQR scheme was presented which addresses the shortcomings in the
existing literature, and a comparative study against [1] was presented with sim-
ulation results for three case studies. It can be concluded that the proposed
approach is suitable for the case where control, communication, and computa-
tional resources are critical, and if the communication channel introduces delays
then this scheme is the only choice. The simulation results showed superior con-
trol performance as compared with [1], which failed to stabilize the system in one
of the cases. With regards to the sampling methodology, the proposed sampler
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results in signiﬁcant communication-bandwidth economy than [1]. This is due to
the fact that the sampler tries to achieve the same performance as the reference
periodic system at much lower sampling frequency, particularly when the system
is regulated.
In terms of the computational requirements, the proposed methodology takes
less time as compared with [1]. Although the memory requirements are higher due
to the storage of reference system’s cost evolution, this requirement is less stringent
than higher computational time which may aﬀect the real-time capability of the
proposed scheme. Nevertheless, for limited memory applications, a copy of the
reference system may run in real-time to compare its cost against that of the ST
system.
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CHAPTER 6
H∞-BASED SELF-TRIGGERED
CONTROL OVER IEEE 802.15.4
NETWORK
6.1 Introduction
In view of the studies mentioned in the previous chapters and the existing results,
to the best of our knowledge, the present literature lacks in:
• Taking advantage of the proactive nature of ST methodology which provides
the triggering time in advance.
• The provision of including more control loops than the maximum number
of transmission slots.
• A decoupled design of communication and control in multiple control loop
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setting, which saves computational resources besides energy eﬃciency.
These form the main motivation for this work which has the following contri-
butions and signiﬁcance:
• Two-level design method for NCS in which control and communication de-
signs are decoupled. The ﬁrst level is based on ST H∞ controller and the
second level comprises the network manager (NM),
• Modiﬁcations in the IEEE 802.15.4 protocol to beneﬁt from ST control.
Speciﬁcally, the predicted triggering time is used to schedule the next bea-
con interval thus saving considerable amount of energy at the sensor node,
which enhances energy eﬃciency of the applications based on IEEE 802.15.4
protocol. Additionally, this characteristic can avoid contention and conges-
tion in the network,
• Priority-Based Scheduling (PBS) algorithm is integrated in the modiﬁed pro-
tocol to accommodate more systems than the maximum number of available
transmission slots,
• The proposed design does not require a two-step ahead triggering time pre-
dictor and a disturbance observer, as opposed to [10], thus saving computa-
tional cost.
The chapter is organized as follows: Section 6.2 deﬁnes the problem and gives
an overview of the design. Section 6.3 reproduces the work presented in [103]
and compares ET and ST methodologies. Sections 6.4 and 6.5 present ﬁrst and
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second level controllers, respectively. Simulation results are given in Section 6.6,
and Section 6.7 concludes the chapter.
Sets of real numbers and integers are denoted by R and Z, respectively. Set
of strictly positive real numbers are represented by R+ and those including zero
are denoted as R{0,+}. The set of positive deﬁnite and semi-deﬁnite integers are
represented as Z+ and Z{0,+}, respectively. The second norm is given as ||.||2.
6.2 Problem Definition and Overview
A class of N independent H∞-based ST control systems is considered. The feed-
back loops of these systems are closed over the same wireless communication
medium as shown in Fig. 6.1. The controllers are wired with the network man-
Figure 6.1: NCS with two-level control. Solid lines: wired connection; dashed
lines: wireless link.
ager (NM), and the sensor nodes acquire all the states and transmit them to the
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NM wirelessly. This type of setting, which follows the star topology for sensor-
controller network and wired connections for controller-actuator link, is common
in industrial applications such as process control [10]. Each system Sj , where
j ∈ {1, · · · , N}, implements a ST H∞ controller to ensure ﬁnite-gain L2 stabil-
ity. In particular, the results of [102] are extended to incorporate the constraints
introduced on triggering time, as explained in Section 6.4. The wireless network
uses a slotted communication mechanism which is based on the modiﬁcations pro-
posed for IEEE 802.15.4 protocol. The controllers requesting state information
are assigned ﬁxed time slots according to their predicted triggering times. NM
gets state information from sensor nodes in their respective time slots, and passes
this information to respective controllers.
Due to the limited bandwidth of the communication network, the number
of time slots is restricted to Nmax in each beacon interval [9]. The aim is to
guarantee ﬁnite-gain L2 stability using H∞ controllers for all the control loops,
while reducing the communication cost. However, due to correlation introduced
between the states of the systems because of a bandwidth-limited communication
medium, this problem is diﬃcult to solve. In order to decouple communication
from control and avoid Zeno behavior, the transmission interval of each system
is lower-bounded by minimum inter-sampling period (or maximum transmission
rate) τ ∈ R+. This splits the problem into two levels.
At the ﬁrst level, ST controller module for each system guarantees L2 stabil-
ity using full-information H∞ controller, besides computing next sampling time.
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These controllers send their System’s Overall State Indicator (SOSI) and next
sampling times to the second level controller through the wired connection, as
soon as they ﬁnish the computations. At the second level the NM, which is based
on the proposed modiﬁcations in IEEE 802.15.4 protocol, implements PBS algo-
rithm which uses this information of each plant to schedule their transmissions.
Moreover, unlike [10] the SOSI in proposed PBS mechanism does not require a
disturbance observer and two-steps ahead triggering-time predictor, which imply
less computational load.
Here two cases are considered; ﬁrst, when the number of control loops is at-
most Nmax, and second, when this number exceeds Nmax. For this work, N ≤
Nmax+1 is considered as the bound on the number of systems for second case. In
the ﬁrst case, all the systems are allowed to transmit, i.e., no transmission request
is denied while optimizing the bandwidth usage. In the second case, PBS accepts
transmission requests of only those systems which encounter more performance
degradation (revealed by SOSI) as compared with the other systems, for which
the transmission slot is postponed. In this way, the proposed methodology can
accommodate more systems than the number of available transmission slots, as
opposed to [10].
6.3 Comparison
In this section we compare ET and ST control by re-simulating the work presented
in [103], which compared their proposed ST and ET schemes. Due to space
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constraint, we brieﬂy describe the methodologies. The LTI system considered is
given as,
x˙(t) = Ax(t) +B1u(t) +B2w(t), x(0) = x0, (6.1)
where x0 ∈ Rn is non-zero initial state, u : [0,∞) → Rm is control input and
w : [0,∞) → Rl is exogenous disturbance in L2 space. The controller used for
both ET and ST schemes is full-information H∞ controller which is designed
assuming a symmetric positive semi-deﬁnite matrix P satisfying the following
ARE,
0 = PA+ ATP −Q +R, (6.2)
where,
Q = PB1B
T
1 P ; R = I +
1
γ2
PB2B
T
2 P, (6.3)
for some real γ > 0. This renders the closed-loop system,
x˙(t) = Ax(t) +B1u(t),
u(t) = −BT1 Px(t),
(6.4)
asymptotically stable. It can be denoted as Acl = A + B1K with K = −BT1 P .
The closed-loop system is ﬁnite-gain L2 stable from the disturbance w to (xT , uT )T
with an induced gain less than γ.
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A sampled data implementation of the closed-loop,
x˙(t) = Ax(t) +B1u(t) +B2w(t),
u(t) = −BT1 Px(t),
(6.5)
is considered, whereby the control computation is done by a computer task. Each
task is characterized by release times rk and ﬁnish times fk with k = 0, · · · ,∞,
illustrated in the timing diagram in Fig. 2.2. The control signal is kept constant
by ZOH until the next ﬁnishing time and the state trajectories are continuous,
giving the sampled data system as,
x˙(t) = Ax(t) +B1u(t) +B2w(t),
u(t) = −BT1 Px(rk),
(6.6)
for t ∈ [fk, fk+1).
Let ek(t) = x(t)−x(rk) be the error representing the diﬀerence between current
and last release time state x(r0) = x0, and Q be the real matrix satisfying (6.3).
For any β ∈ [0, 1), let
M = (1− β2)I +Q; N = 1
2
(1− β2)I +Q. (6.7)
Now, let
zk(t) =
√
(1− β2)I +Qek(t) =
√
Mek(t), (6.8)
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and
ρ(x) =
√
xTNx, (6.9)
then the ET scheme is given by the following theorem.
Theorem 6.1 Consider sampled data system (6.6) satisfying the assumption
that, for a real constant W > 0, ||w(t)||2 ≤ W ||x(t)||2 for all t ≥ 0. Assume
that M has full rank and for some δ ∈ [0, 1) the release time sequence {rk}∞k=0
satisﬁes,
||z(rk+1)||2 = δρ(x(rk)), (6.10)
where fk = rk ∀ k = 0, · · · ,∞. Then sampled data system is ﬁnite-gain L2 stable
from w to x with an induced gain less than γ/β.
Let,
α = ||
√
MA
√
M
−1||+W ||
√
MB2||||
√
M
−1||, (6.11)
and μ0 : R
n → R is a real-valued function given as,
μ0(x(rk)) = ||
√
MAclx(rk)||2 +W ||
√
MB2||||x(rk)||2. (6.12)
For some  ∈ (0, 1), let φ : Rn×Rn×R → R and μ1 : Rn×Rn → R be real valued
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functions deﬁned as,
μ1(x(rk), x(rk−1)) = W ||
√
MB2||||x(rk)||2 + ||
√
M(Ax(rk)−B1BT1 Px(rk−1))||2,
φ(x(rk), x(rk−1); t− rk) = μ1(x(rk), x(rk−1))
α
(
eα(t−rk) − 1) .
(6.13)
For 0 ≤ Dk = fk − rk and some η ∈ (, 1], let L2 : Rn × Rn × R × (0, 1] → R be
deﬁned as,
L2(x(rk), x(rk−1);Dk, η) =
1
α
ln
(
1 + α
ηρ(x(rk))− φ(x(rk), x(rk−1);Dk)
μ0(x(rk)) + αφ(x(rk), x(rk−1);Dk)
)
.
(6.14)
Furthermore, let ξ : Rn × (0, 1)× (0, 1) → R be a real valued function deﬁned as,
ξ(x(rk−1); , δ) =
1
α
ln
(
1 +
δρ(x(rk−1))
δρ(x(rk−1)) +
μ0(x(rk−1))
α
)
, (6.15)
then the proposed ST scheme is given by the following theorem.
Theorem 6.2 Consider sampled data system (6.6) satisfying the bounded distur-
bance assumption that, for a real constant W > 0, ||w(t)||2 ≤ W ||x(t)||2 ∀ t ≥ 0.
Assume that M has full rank, for some  ∈ (0, 1) and δ ∈ (, 1), we assume that
1. The initial release and ﬁnish times satisfy, r−1 = r0 = f0 = 0.
2. For any non-negative integer k, the release times are generated by,
rk+1 = fk + L2(x(rk), x(rk−1);Dk, δ), (6.16)
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where L2 is given in (6.14), and the ﬁnish times satisfy,
rk+1 ≤ fk+1 ≤ rk+1 + ξ(x(rk); , δ), (6.17)
with ξ deﬁned in (6.15).
Then the sampled data system is said to be ﬁnite-gain L2 stable from w to x with
an induced gain less than γ/β.
6.3.1 Simulation
The plant considered is an inverted pendulum on top of a moving cart with states
x = [y y˙ θ θ˙]T , where y and θ denote cart’s position and pendulum bob’s
angle, respectively. The system matrices are given as,
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0
0 0 −mg
M
0
0 0 0 1
0 0 g
l
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;B1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
M
0
− 1
Ml
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;B2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1
1
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (6.18)
where, m is bob’s mass, M denotes cart’s mass, l is the length of the pendulum,
and g is gravitational acceleration. The values taken for these parameters are
m = 1, M = 10, l = 3 and g = 10. The initial state for the system is x0 =
[0.98 0 0.2 0]T . The H∞ controller is designed using MATLAB with γ = 200
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to obtain the vector K as,
K =
[
−2 −12 −378 −210
]
. (6.19)
6.3.2 Results
The ET and ST schemes, given by Theorems 6.1 and 6.2, were implemented using
Simulink on the given system, with  = 0 and δ = 1, i.e., without delay. The state
errors resulting from both schemes are compared using the normalized state error
(NSE) given as,
E(t, x) =
|√V (x(t))−√V (xc(t))|√
V (xc(t))
, (6.20)
where, x(t) denotes the state of ET or ST controlled system, xc(t) is the CT system
state and V (x) represents the Lyapunov function for the system i.e., V (x) = xTPx.
Fig. 6.2 shows NSE for both schemes with w(t) = 0. It can be seen that the error
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Figure 6.2: Normalized state errors for event- and self-triggered control schemes
for w(t) = 0, δ = 1 and  = 0.
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for ST controlled system is slightly greater than that for ET scheme. Fig. 6.3
shows similar results for the case when the system was subject to a bounded
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Figure 6.3: Normalized state errors for event- and self-triggered control schemes
for w(t) as given in (6.21), δ = 1 and  = 0.
disturbance with W = 0.01, given as,
w(t) = sgn(sint), 0 ≤ t < 10,
= 0, otherwise.
(6.21)
Figs. 6.4 and 6.5 show the periods generated by ET and ST schemes, respectively,
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Figure 6.4: Sampling period versus time for event-triggered control scheme for
w(t) = 0, δ = 1 and  = 0.
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Figure 6.5: Sampling period versus time for self-triggered control scheme for
w(t) = 0, δ = 1 and  = 0.
for the case without disturbance. ET generated periods which range from 0.039 to
0.9410 seconds and ST gave periods ranging from 0.065 to 0.106 seconds. These
results conform with those reported in [103], i.e., the periods generated by ET
methodology are larger as compared with the ST scheme due to the conservative
nature of ST update times. Also, for the case with disturbance, ET scheme (Fig.
6.6) generated periods that are larger than ST scheme (Fig. 6.7); ET periods
ranged between 0.034 and 0.4910 seconds while that for ST were between 0.066
and 0.1 seconds. It can also be observed that the periods get smaller when there
is a disturbance aﬀecting the system, this ensures the required performance of the
overall system showing that both the schemes are robust against changes in the
disturbance.
Remark 43 The robustness against changes in the disturbance is mainly due to
the use of H∞ controller. The ET or ST schemes have been co-designed with the
controller, consequently the sampling occurs to satisfy the L2-gain inequality.
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Figure 6.6: Sampling period versus time for event-triggered control scheme for
w(t) as given in (6.21), δ = 1 and  = 0.
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Figure 6.7: Sampling period versus time for self-triggered control scheme for w(t)
as given in (6.21), δ = 1 and  = 0.
6.4 First Level: ST H∞ controller
The jth control system Sj , where j ∈ {1, · · · , N}, consists of a plant Pj , a con-
troller module Cj, and a sensor Sj . The plants have continuous-time linear dy-
namics described as [102],
x˙j(t) = Ajxj(t) +Bj1u
j(t) +Bj2w
j(t),
uj(t) = −Bj,T1 P jxj(t) = −Kjxj(t),
(6.22)
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where xj(t) ∈ Rn is jth system’s state vector, uj(t) ∈ Rm is the control input,
wj(t) ∈ Rl is the exogenous disturbance in L2 space, and the matrices Aj ∈ R(n×n),
Bj1 ∈ R(n×m) and Bj2 ∈ R(n×l) represent the system model.
The positive-deﬁnite symmetric matrix P j represents the solution of the fol-
lowing H∞ ARE,
P jAj + Aj,TP j − P jBj1Bj,T1 P j + I +
1
γj,2
P jBj2B
j,T
2 P
j = 0, (6.23)
for some γj > 0. For the ease of notation, superscript j is dropped in the forth-
coming analysis.
The controller module is a digital system which performs two sets of tasks.
In the ﬁrst set, it receives the sampled state and computes the control input. In
the second set, it computes the next sampling time and SOSI, and sends this
information to the NM. The timing diagram in Fig. 6.8 illustrates these steps.
Let k ∈ Z{0,+}, then at time instants δk ∈ R{0,+} the controller performs ﬁrst set
Figure 6.8: Timing diagram. Controller module performs two sets of computa-
tions; ﬁrst set: Δk,1, second set: Δk,2.
of computations which takes Δk,1 ∈ R+ units of time. As soon as the controller
module completes these calculations, it applies the control input on the plant at
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ρk ∈ R{0,+} and also starts the second set of computations; in this way, the time
taken for the second set does not eﬀect the control function. For Φk ∈ R+ units of
time, this control input is held constant until the next ﬁnishing time ρk+1. This
renders (6.22) as a sampled-data system,
x˙(t) = Ax(t) +B1u(t) +B2w(t),
u(t) = −BT1 Px(k) = −Kx(k), ∀t ∈ [ρk, ρk+1),
(6.24)
where x(k) denotes the state sampled at δk.
Definition 6.4.1 [102] Sampled-data system (6.24) is said to be ﬁnite-gain L2
stable from w to x with an induced gain less than γ > 0, if there exists non-
negative constant  such that
(∫ ∞
0
||x(t)||22dt
) 1
2
≤ γ
(∫ ∞
0
||w(t)||22dt
) 1
2
+ , (6.25)
for any w satisfying (
∫∞
0
||w(t)||22dt)1/2 < ∞.
The aperiodic inter-sampling time, denoted by τk, is both upper and lower-
bounded as,
τ ≤ τk = δk+1 − δk ≤ τ , ∀k ∈ Z+, (6.26)
where, τ ∈ R+ represents the upper-bound to ensure bounded latency, and τ
is the lower-bound to decouple control and communication. The choice of these
bounds is made according to the dynamics of the participating systems in the
NCS, while satisfying the communication constraints imposed by the protocol;
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this will be detailed in forthcoming text. Before the ST H∞ scheme is presented
which ensures ﬁnite-gain L2 stability, the following assumption is stated.
Assumption 6 The computational delays Δk,1 and Δk,2 (Fig. 6.8) are negli-
gible as compared with the inter-sampling time τk. This assumption is realistic
because ﬁrstly, the low data-rate wireless network is suitable for low-speed con-
trol applications which do not require very fast sampling. Secondly, the controller
module and NM have high-speed computational power. Both these facts imply that
Δk,1 +Δk,2 << τk, hence δk ≈ ρk for all k ∈ Z+.
Lemma 6.1 [102] For j-th sampled-data system given as (6.24) with Assumption
6, let V : Rn → R+ be a positive semi-deﬁnite function deﬁned by V (x) = xTPx
with P given in (6.23). For any real constant β ∈ (0, 1], the directional derivative
of V satisﬁes
V˙ ≤ −β2||x(t)||22 + γ2||w(t)||22 + (ekt )TMekt − xT (k)Nx(k), ∀t ∈ [δk, δk+1),
(6.27)
for all k ∈ Z+, where ekt = x(t) − x(k) represents the measurement error. The
matrices M and N are deﬁned as
M = (1− β2)I + PB1BT1 P,
N =
1
2
(1− β2)I + PB1BT1 P.
(6.28)
The proof of this lemma is given in [102] and left out of here for brevity.
From (6.27), ﬁnite-gain L2 stability is guaranteed as long as the following
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Figure 6.9: When the computed triggering time is less than the assigned one.
inequality is satisﬁed
(ekt )
TMekt ≤ xT (k)Nx(k), ∀t ∈ [δk, δk+1). (6.29)
Since it is assumed that the disturbance can be any signal in L2 space, it is
necessary to show that the error ||√Mekt ||2 remains bounded for all t ∈ [δk, δk+1).
Furthermore, there can be a case wherein the NM assigns δak+1 to a control loop if it
demands to sample the state at δck+1 such that δ
c
k+1 < δ
a
k+1, where the superscripts
c and a denote the computed and assigned triggering times, respectively. This
covers both the cases, i.e., (1) when the demanded time falls below τ i.e., if
δck+1− δk < τ , as shown in Fig. 6.9, and (2) when the NM assigns a diﬀerent time
slot when implementing PBS algorithm. These facts necessitate to show that the
error remains bounded during the interval t ∈ [δck+1, δak+1).
Following lemma shows that these bounds indeed exist. For the ease of anal-
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ysis, following notations are deﬁned,
μ(x) = ||
√
Nx||2,
μ0(x(k)) = ||
√
M Ax(k)||2,
α = ||
√
MA
√
M
−1||2,
(6.30)
where, A = A − B1BT1 P represents the closed-loop matrix. Here it is assumed
that,
Assumption 7 For a bounded constant τ ′ > 0,
0 < δak+1 − δck+1 ≤ τ ′,
i.e., the diﬀerence between computed and assigned triggering times is bounded for
all initial states and for all time, i.e., uniformly-bounded.
Lemma 6.2 Case 1: δak+1 = δ
c
k+1.
For the sampled-data system (6.24) with Assumption 6, let β ∈ (0, 1] be such
that the matrix M deﬁned in (6.28) has full rank. The following inequality must
hold for all t ∈ [δk, δk+1):
||
√
Mekt ||2 ≤
μ0(x(k))
α
(
eα(t−δk) − 1)+ ∫ t
δk
eα(t−s)||
√
MB2||2||w(s)||2ds. (6.31)
Case 2: δak+1 > δ
c
k+1.
For the sampled-data system (6.24) with Assumptions 6 and 7, let β ∈ (0, 1] be
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such that the matrix M deﬁned in (6.28) has full rank. The following inequality
must hold for all t ∈ [δck+1, δak+1):
||
√
Mekt ||2 ≤
μ0(x(k))
α
(
eα(t−δk) − 1)+ ∫ t
δck+1
eα(t−s)||
√
MB2||2||w(s)||2ds
+ eα(t−δ
c
k+1)
∫ δck+1
δk
eα(δ
c
k+1−s)||
√
MB2||2||w(s)||2ds.
(6.32)
Proof. Case 1: Let Ω =
{
t ∈ [δk, δk+1) : ||
√
Mekt ||2 = 0
}
, i.e., the time for
which error is zero. The time derivative of ||√Mekt ||2 for t ∈ [δk, δk+1)\Ω satisﬁes
d
dt
||
√
Mekt ||2 ≤ ||
√
Me˙kt ||2 = ||
√
Mx˙(t)||2 = ||
√
M
(
Aekt + (A−B1BT1 P )x(k) +B2w(t)
) ||2
(∵ x(t) = ekt + x(k))
= ||
√
MA
√
M
−1√
Mekt +
√
M Ax(k) +
√
MB2w(t)||2 ≤ α||
√
Mekt ||2 + μ0(x(k))
+ ||
√
MB2||2||w(t)||2.
(6.33)
Solving above diﬀerential inequality with ||√Mekk||2 = 0 for t = δk, we get
||
√
Mekt ||2 ≤
μ0(x(k))
α
(
eα(t−δk) − 1)+ ∫ t
δk
eα(t−s)||
√
MB2||2||w(s)||2ds,
which gives the error bound for t ∈ [δk, δk+1).
Case 2: Refer to Fig. 6.9. For duration t ∈ [δk, δak+1), the closed-loop system
is given as,
x˙(t) = Ax(k) +B2w(t). (6.34)
Divide t ∈ [δk, δak+1) into two parts, t1 ∈ [δk, δck+1) and t2 ∈ [δck+1, δak+1). Let
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Ω1 =
{
t1 ∈ [δk, δck+1) : ||
√
Mekt ||2 = 0
}
i.e., the time at which error goes to zero.
The error bound for t1 ∈ [δk, δck+1)\Ω1 satisﬁes the same inequality as (6.31). Let
Ω2 =
{
t2 ∈ [δck+1, δak+1) : ||
√
Mekt ||2 = 0
}
, then
d
dt
||
√
Mekt ||2 ≤ α||
√
Mekt ||2 + μ0(x(k)) + ||
√
MB2||2||w(t)||2.
Solving above diﬀerential inequality with
||
√
Mekk+1c||2 ≤
μ0(x(k))
α
(
eα(δ
c
k+1−δk) − 1)+ ∫ δck+1
δk
eα(δ
c
k+1−s)||
√
MB2||2||w(s)||2ds,
(6.35)
obtained from (6.31) at t = δck+1, we get
||
√
Mekt ||2 ≤
μ0(x(k))
α
(
eα(t−δk) − 1)+ ∫ t
δck+1
eα(t−s)||
√
MB2||2||w(s)||2ds
+ eα(t−δ
c
k+1)
∫ δck+1
δk
eα(δ
c
k+1−s)||
√
MB2||2||w(s)||2ds,
which gives the error bound for t ∈ [δck+1, δak+1).
With the error bounds given in Lemma 6.2, (6.31) and (6.32) are substituted in
(6.27) to obtain an upper-bound on V˙ in terms of the induced gain. It is natural to
expect that the gain will be upper- and lower-bounded due to the bounds deﬁned
in (6.26) for the ﬁrst case, and for the second case, an additional term will be
added due to the diﬀerence between computed and assigned triggering times.
Theorem 6.3 Case 1: δak+1 = δ
c
k+1
Consider the sampled-data system (6.24) with Assumption 6. Let
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• β ∈ (0, 1] be such that the matrix M deﬁned in (6.28) has full rank, and
• the bounded constants τ , τ , Γ, Γ ∈ R+.
If for any k ∈ Z+, the inequalities
δk < δk+1, (6.36)
τ ≤ τk ≤ τ , (6.37)
ζ(x(k), δk, δk+1) ≤
∫ δk+1
δk
xT (k)Nx(k)dt, (6.38)
hold where
ζ(x(k), δk, δk+1) =
2μ20
α3
[2α(δk+1 − δk)− 4eα(δk+1−δk) + e2α(δk+1−δk) + 3], (6.39)
then the sampled-data system (6.24) is said to be ﬁnite-gain L2 stable from w to
x with an induced gain bounded between Γ and Γ, where
Γ =
1
α
[
α2γ2 + 4||
√
MB2||22(eα τ − 1)2
] 1
2
,
Γ =
1
α
[
α2γ2 + 4||
√
MB2||22(eα τ − 1)2
] 1
2
.
(6.40)
Case 2: δak+1 > δ
c
k+1
Consider the sampled-data system (6.24) with Assumptions 6 and 7. Let
• β ∈ (0, 1] be such that the matrix M deﬁned in (6.28) has full rank, and
• the bounded constants ξk, τ , τ , Γ, Γ ∈ R+.
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If for any k ∈ Z+, the inequalities
δk < δk+1, (6.41)
τ ≤ τk ≤ τ , (6.42)
η(x(k), δck+1, δ
a
k+1) ≤
∫ δak+1
δck+1
xT (k)Nx(k)dt + ξk(δ
a
k+1 − δck+1), (6.43)
hold where
η(x(k), δck+1, δ
a
k+1) =
2μ20
α3
[2α(δak+1 − δck+1)
+ e−2αδk(eαδ
a
k+1 − eαδck+1)(eαδak+1 + eαδck+1 − 4eαδk)],
(6.44)
then the sampled-data system (6.24) is said to be ﬁnite-gain L2 stable from w to
x with the L2 gain inequality given by
∫ δak+1
δck+1
V˙ dt ≤ −β2
∫ δak+1
δck+1
||x(t)||22dt +Ψ2
∫ δak+1
δck+1
||w(t)||22dt+ ψ2 + ξkτ ′.
where the induced gain Ψ is
Ψ =
1
α
[
α2γ2 + 4||
√
MB2||22(eα τ
′ − 1)2 + ||
√
MB2||22(e2ατ
′ − 1)(e2α(τ−τ ′) − 1)
]1
2
,
(6.45)
and the additional term ψ is
ψ =
||√MB2||2
α
[
(e2ατ
′ − 1)(e2α(τ−τ ′) − 1)
∫ δck+1
δk
||w(s)||22ds
] 1
2
. (6.46)
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Proof. A similar methodology as in [102] is followed here:
Case 1: Form lemma 6.2 it is known that (6.31) holds for t ∈ [δk, δk+1).
Squaring both sides of (6.31), we get
||
√
Mekt ||22 ≤ 4
(
μ0(x(k))
α
(
eα(t−δk) − 1))2 + 4(∫ t
δk
eα(t−s)||
√
MB2||2||w(s)||2ds
)2
.
(6.47)
Substituting (6.47) in (6.27) (Lemma 6.1), we get
V˙ ≤ −β2||x(t)||22 + γ2||w(t)||22 − xT (k)Nx(k) + 4
(
μ0(x(k))
α
(
eα(t−δk) − 1))2
+ 4
(∫ t
δk
eα(t−s)||
√
MB2||2||w(s)||2ds
)2
,
(6.48)
for all t ∈ [δk, δk+1). For notational convenience, let
I(t) =
∫ t
δk
eα(t−s)||
√
MB2||2||w(s)||2ds. (6.49)
Integrating both sides of (6.48) for all t ∈ [δk, δk+1),
∫ δk+1
δk
V˙ dt ≤ −β2
∫ δk+1
δk
||x(t)||22dt + γ2
∫ δk+1
δk
||w(t)||22dt−
∫ δk+1
δk
xT (k)Nx(k)dt
+
∫ δk+1
δk
4I(t)2dt+
∫ δk+1
δk
4
(
μ0(x(k))
α
(
eα(t−δk) − 1))2 dt.
(6.50)
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Evaluating the last term, we get
∫ δk+1
δk
4
(
μ0(x(k))
α
(
eα(t−δk) − 1))2 dt
=
2μ20
α3
[2α(δk+1 − δk)− 4eα(δk+1−δk) + e2α(δk+1−δk) + 3] ≤
∫ δk+1
δk
xT (k)Nx(k)dt,
(6.51)
where the inequality is obtained from (6.38) which is enforced by the choice of
δk+1. Substituting (6.51) into (6.50),
∫ δk+1
δk
V˙ dt ≤ −β2
∫ δk+1
δk
||x(t)||22dt+ γ2
∫ δk+1
δk
||w(t)||22dt +
∫ δk+1
δk
4I(t)2dt.
(6.52)
Using Cauchy-Schwarz inequality
(∫ b
a
X(t)Y (t)dt
)2
≤
(∫ b
a
X2(t)dt
)(∫ b
a
Y 2(t)dt
)
, (6.53)
to bound the integral in the last term of (6.52), we get
∫ δk+1
δk
4I(t)2dt ≤ 4||
√
MB2||22
α2
(eα(δk+1−δk) − 1)2
∫ δk+1
δk
||w(s)||22ds. (6.54)
Applying the bounds given in (6.37), the upper and lower bounds on (6.52) are
obtained as
−β2
∫ δk+1
δk
||x(t)||22dt+
[
γ2 +
4||√MB2||22
α2
(eα τ − 1)2
]∫ δk+1
δk
||w(s)||22ds ≤
∫ δk+1
δk
V˙ dt ≤
−β2
∫ δk+1
δk
||x(t)||22dt+
[
γ2 +
4||√MB2||22
α2
(eα τ − 1)2
]∫ δk+1
δk
||w(s)||22ds.
(6.55)
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Summing the above inequality for all k ∈ Z+, we get
−β2
∫ ∞
0
||x(t)||22dt+ Γ2
∫ ∞
0
||w(s)||22ds ≤
∫ ∞
0
V˙ dt ≤
−β2
∫ ∞
0
||x(t)||22dt+ Γ2
∫ ∞
0
||w(s)||22ds,
(6.56)
where Γ and Γ are deﬁned in (6.40). Inequality (6.56) shows that sampled-data
system (6.24) is ﬁnite-gain L2 stable from w to x with an induced gain bounded
between Γ and Γ.
Case 2: Following the similar analysis as in case 1, squaring both sides of
(6.32), we get
||
√
Mekt ||22 ≤ 4
(
μ0(x(k))
α
(
eα(t−δk) − 1))2 + 4
(∫ t
δck+1
eα(t−s)||
√
MB2||2||w(s)||2ds
)2
+ 4
(
eα(t−δ
c
k+1)
∫ δck+1
δk
eα(δ
c
k+1−s)||
√
MB2||2||w(s)||2ds
)2
.
(6.57)
Substituting (6.57) in (6.27), we get
V˙ ≤ −β2||x(t)||22 + γ2||w(t)||22 − xT (k)Nx(k) + 4
(
μ0(x(k))
α
(
eα(t−δk) − 1))2
+ 4
(∫ t
δck+1
eα(t−s)||
√
MB2||2||w(s)||2ds
)2
+ 4e2α(t−δ
c
k+1)
(∫ δck+1
δk
eα(δ
c
k+1−s)||
√
MB2||2||w(s)||2ds
)2
,
(6.58)
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for all t ∈ [δck+1, δak+1). For notational convenience, let
I1(t) =
∫ t
δck+1
eα(t−s)||
√
MB2||2||w(s)||2ds; I2(t) =
∫ δck+1
δk
eα(δ
c
k+1−s)||
√
MB2||2||w(s)||2ds.
(6.59)
Integrating both sides of (6.58) for all t ∈ [δck+1, δak+1)
∫ δak+1
δck+1
V˙ dt ≤ −β2
∫ δak+1
δck+1
||x(t)||22dt+ γ2
∫ δak+1
δck+1
||w(t)||22dt−
∫ δak+1
δck+1
xT (k)Nx(k)dt
+
∫ δak+1
δck+1
4I1(t)2dt +
∫ δak+1
δck+1
4
(
μ0(x(k))
α
(
eα(t−δk) − 1))2 dt + ∫ δak+1
δck+1
4e2α(t−δ
c
k+1)I2(t)2dt.
(6.60)
Evaluating the ﬁfth term, we get
∫ δak+1
δck+1
4
(
μ0(x(k))
α
(
eα(t−δk) − 1))2 dt
=
2μ20
α3
[2α(δak+1 − δck+1) + e−2αδk(eαδ
a
k+1 − eαδck+1)(eαδak+1 + eαδck+1 − 4eαδk)].
(6.61)
Using Taylor series expansion eδ = 1+ δ+O, where O represents the higher order
terms (negligible for small values of δ), we can rewrite (6.61) as
∫ δak+1
δck+1
4
(
μ0(x(k))
α
(
eα(t−δk) − 1))2 dt
=
4μ20
α2
(δak+1 − δck+1) +
2μ20
α2
(1− 2αδk +O)(δak+1 − δck+1 +O)(eαδ
a
k+1 + eαδ
c
k+1 − 4eαδk)
=
4μ20
α2
(δak+1 − δck+1)
+
2μ20
α2
[(δak+1 − δck+1) +O − 2αδk(δak+1 − δck+1)− 2αδkO + (δak+1 − δck+1)O +O]
(eαδ
a
k+1 + eαδ
c
k+1 − 4eαδk)
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=
4μ20
α2
(δak+1 − δck+1)
+
2μ20
α2
(δak+1 − δck+1)[1 +O − 2αδk − 2αδkO +O](eαδ
a
k+1 + eαδ
c
k+1 − 4eαδk)
= (δak+1 − δck+1)
[
4μ20
α2
+
2μ20
α2
O
]
.
(6.62)
where, with a slight abuse of notation, we regard the result of all operations on the
higher order terms as O, and μ0(x(k)) is represented as μ0. Evaluating μ20(x(k))
using (6.30) gives,
μ20(x(k)) = x
T (k)A
T√
M
T√
MAx(k) ≤ xT (k)AT
√
M
T√
MAx(k)
(∵ A = A− B1BT1 P ⇒ A ≤ A)
≤ xT (k)
√
M
T√
M
−T
AT
√
M
T√
MA
√
M
−1√
Mx(k)
≤ α2xT (k)Mx(k) (∵ α2 =
√
M
−T
AT
√
M
T√
MA
√
M
−1
)
≤ 2α2xT (k)Nx(k) (∵M = 2N − PB1BT1 P ⇒ M ≤ 2N ; see(6.28))
≤ 2α2xT (k)Nx(k).
Substituting this into (6.62), gives
∫ δak+1
δck+1
4
(
μ0(x(k))
α
(
eα(t−δk) − 1))2 dt ≤ (δak+1 − δck+1)[xT (k)Nx(k) + ξk]
≤
∫ δak+1
δck+1
xT (k)Nx(k)dt + ξk(δ
a
k+1 − δck+1).
(6.63)
Remark 44 Note that the higher order terms O are lumped in the bounded constant
ξk.
Substituting (6.63) into (6.60) and applying the bound given in assumption 7, we
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get
∫ δak+1
δck+1
V˙ dt ≤ −β2
∫ δak+1
δck+1
||x(t)||22dt+ γ2
∫ δak+1
δck+1
||w(t)||22dt
+
∫ δak+1
δck+1
4I1(t)2dt+
∫ δak+1
δck+1
4e2α(t−δ
c
k+1)I2(t)2dt+ ξkτ ′.
(6.64)
Using (6.53) and applying bounds given in assumption 7 on the last two integrals,
we get
∫ δak+1
δck+1
V˙ dt ≤ −β2
∫ δak+1
δck+1
||x(t)||22dt+ ξkτ ′ +Ψ2
∫ δak+1
δck+1
||w(t)||22dt+ ψ2. (6.65)
where Ψ and ψ are deﬁned in (6.45) and (6.46), respectively. Since the terms ψ2
and ξkτ
′ are bounded, the inequality (6.65) is suﬃcient to show that the sampled-
data system (6.24) is ﬁnite-gain L2 stable from w to x with an induced gain less
than Ψ.
Remark 45 Additional term ψ is a result of the error accumulated during [δk, δ
c
k+1),
as depicted in the last term of (6.32). This additional term and ξkτ
′ are bounded
and just add to the upper-bound on V˙ in L2 gain inequality.
6.4.1 Triggering time computation
The computation is based on the idea to ﬁnd the time period τk, which satisﬁes
inequality (6.29), i.e.,
||
√
Mekk+1||2 = μ(x(k)). (6.66)
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Based on this idea, the theorem is now presented, which gives τk : R
n → R+
as a function of the state x(k), i.e., the ST scheme which guarantees ﬁnite-gain
L2 stability from w to x for sampled-data system (6.24).
Theorem 6.4 Consider sampled-data system (6.24) with Assumptions 6 and 7.
Let
• β ∈ (0, 1] be such that M (deﬁned in (6.28)) has full rank, and
• the bounded constants σ ∈ (0, 1], τ , τ ∈ R+.
If for any k ∈ Z+
• the initial condition is δ0 = 0, and
• (k + 1)th release time satisﬁes
δk+1 = δk +max
{
τ ,min{τ , στk(x(k))}
}
, (6.67)
where τk(x(k)) : R
n → R+ is deﬁned as
τk(x(k)) =
⎧⎪⎪⎨
⎪⎪⎩
1
α
ln
(
1 + αμ(x(k))
2μ0(x(k))
)
x(k) = 0
∞ x(k) = 0,
(6.68)
then system (6.24) is ﬁnite-gain L2 stable from w to x.
Proof. As mentioned in the proof of Theorem 6.3, the choice of triggering time
guarantees L2 stability. It will be shown now that ST scheme given by (6.67)
indeed satisﬁes (6.36)–(6.38).
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Since the triggering time is lower bounded by τ , inequality (6.36) is satisﬁed.
Furthermore, the upper and lower bounds enforced in (6.67) show that (6.37) is
also satisﬁed. For the third inequality i.e., (6.38), we will show that the expres-
sion for τk(x(k)) satisﬁes the L2 stability condition. Speciﬁcally, we evaluate the
expression 4
(
μ0(x(k))
α
(eα(t−δk) − 1)
)2
at t = δk+1, which is the deterministic part
of squared error bound (6.47). Taking square root and substituting t = δk+1 from
(6.67), we get
2
(
μ0(x(k))
α
(eα(δk+1−δk) − 1)
)
= μ(x(k)),
which shows that the choice of τk(x(k)) renders sampled data system (6.24) ﬁnite-
gain L2 stable for all t ∈ [δk, δk+1).
Remark 46 Adaptive σ multiplier can also be considered which depends on the
amount of disturbance in previously sampled states.
6.4.2 System’s Overall State Indicator (SOSI)
As mentioned earlier, the ﬁrst level controller is responsible for sending next trig-
gering time and SOSI to the second level controller (NM) for PBS. The factors
aﬀecting the selection of SOSI are:
• Denied transmission requests,
• Distance of trajectories from set-point or equilibrium ||x(k)−xe(k)||2, where
xe(k) is the equilibrium-point state at k, and
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• Magnitude of the disturbance, which can be estimated by a disturbance
observer/estimator.
Let Ajk, denoting the SOSI of jth system where j ∈ {1, · · · , N}, be given as
Ajk = mj × (||xj(k)− xje(k)||2), (6.69)
where mj is the appropriate weight used to set the priority of jth system. For
instance, the monitoring nodes in the network can be assigned low weights relative
to the sensing nodes (control loops). Also, the systems which are expected to face
disturbance or those which need more attention can be assigned higher weights.
This information, along with the next sampling time, is sent to the NM which
computes the relative SOSI (Rjk) of each control loop as
Rjk =
Ajk∑N
q=1Aqk
+ F jm, (6.70)
where, F jm denotes the ﬂag indicating previously missed transmission, given as
F jm =
⎧⎪⎪⎨
⎪⎪⎩
0 if transmission was allowed
1 if transmission was denied.
(6.71)
Note that the third factor, i.e., magnitude of the disturbance, is not included in
the calculation of Ajk, because it demands a disturbance observer which translates
into more computational cost. Instead by using the distance of state trajectories
from their set-points, disturbance can be accounted for because more disturbance
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results in larger diﬀerence between the actual state and its equilibrium value.
6.5 Second Level: Network Manager
The slotted mode of IEEE 802.15.4 wireless networking protocol with modiﬁed
NM and superframe structures is considered. Details of the said protocol are
left out due to limited space and can be found in [9]. The motivation for the
modiﬁcations comes mainly from the use of ST strategy, which does not require the
controllers to “contend” for transmission slot due to the predicted triggering times,
hence eliminating the need for Contention Access Period (CAP). This knowledge
allows the scheduler to pre-schedule the transmission slots for the next superframe.
In addition, as it will be seen in the forthcoming text and simulation results,
signiﬁcant energy savings can be achieved at the battery-powered sensor nodes at
the expense of slightly increased computational load at the mains powered NM.
6.5.1 Superframe
In the modiﬁed superframe structure, as shown in Fig. 6.10, the CAP is eliminated
and the active and inactive portions are distributed. This allows the systems to
get their states at any time during the beacon interval, unlike “ﬁxed” time slots
placed in the Contention Free Period (CFP). A superframe can allow at most
Nmax transmissions each of duration Δs.
The constraints that govern the choice of τ and τ are imposed by the physical
layer of the protocol and plant dynamics. Speciﬁcally,
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Figure 6.10: Modiﬁed superframe structure. The duration is denoted as BIi+1.
Active period includes a beacon packet and three slots for transmission; remaining
time constitutes the inactive period. Each slot is of duration Δs.
• minBI ≤ τ ≤ 1
5λmin
,
• minBI ≤ BI ≤ maxBI,
• τ ≤ maxBI,
where λmin denotes the dominant pole of the fastest plant among the participat-
ing systems, the upper-bound on α, i.e., 1
5λmin
is chosen using the rule-of-thumb,
and minBI and maxBI represent the minimum and maximum values of BI cor-
responding to the constraint 0 ≤ BeconOrder (macBO) ≤ 14 imposed by the
original protocol [9] as
BI = aBaseSFDuration× 2macBO, (6.72)
with aBaseSFDuration  SFD ≡ No. of symbols
Symbol rate
.
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6.5.2 Network Manager
The NM has wired connection with the ST controllers and communicates over a
wireless link with the sensor nodes. The proposed NM structure appends a sched-
uler module with the Personal Area Network (PAN) coordinator as shown in Fig.
6.11. The coordinator broadcasts beacon packets that contain the assigned trans-
Figure 6.11: Modiﬁed structure of the Network Manager. Solid line: wired con-
nections; dotted line: wireless link.
mission time/slot for each sensor node and the beacon interval. This enables each
sensor node to sleep until its transmission time is due, transmit the state informa-
tion in the assigned slot, and sleep again until the next beacon transmission. After
sampling the states of their systems in the assigned slots, the sensor nodes trans-
mit this information over the wireless network to the coordinator, which delivers
this information to respective controllers. Each controller computes δk+1 and Ak
(only necessary if N > Nmax to determine the priority of transmissions), and sends
this information to the scheduler over the wired connection. The scheduler keeps
storing this information in a buﬀer until it receives from all the controllers sched-
uled for that particular beacon interval, and then starts the scheduling algorithm.
The NM performs following tasks:
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• Ensures that no two transmissions overlap in the next superframe.
• If N > Nmax, then implements PBS algorithm.
• Keeps track of the slow systems and places their transmission slots in ap-
propriate superframe. This way, the need to sample every system in each
superframe is eliminated.
• Provides the coordinator with a transmission schedule.
Remark 47 To avoid overlap of transmissions in case two systems require the same
slot, the NM schedules the sampling times in consecutive slots. This does not have
a signiﬁcant eﬀect on stability, owing to a very small duration of the slot (typically
around 1 msec) as compared to the sampling time which is typically many times
larger than the slot duration.
After getting the scheduling information, the coordinator forms a beacon packet
and broadcasts it to the sensors.
Assumption 8 It is assumed that,
• all the controllers have knowledge of the initial state, x(0), of their respective
systems,
• the scheduler takes ς ≤ ς ∈ R+ units of time for all computations during a
superframe,
• a sensor node requires only one slot duration to transmit the whole state
information,
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• beacon packet requires only one slot duration, and
• Δs includes inter-frame spacing (IFS) (see [9]).
6.5.3 Modified Protocol
Given the predicted triggering time of each system, the length of the next SF is
computed as BIi+1 = δf,i+1 − Ti − Δs + NmaxΔs + IaP , where δf,i+1 is the ﬁrst
system which will transmit in the next SF, and IaP denotes the inactive period
which will allow the scheduler ample time to construct the next SF and economize
energy. In order to ensure schedulability of the ﬁrst system in the next SF in the
worst-case scenario, the duration NmaxΔs + IaP = τ −Δs. This results in
BIi+1 = δf,i+1 − Ti − 2Δs + τ  b. (6.73)
The proposed protocol has two parts, depending upon the number of attached
nodes. If the number of nodes is not more than the maximum number of available
slots, i.e., N ≤ Nmax, then the NM does not require PBS algorithm. Initially,
all the controllers use initial states to compute the next triggering times. This
information is used by the scheduler to schedule the ﬁrst superframe starting at
T0 = 0, and compute its duration following (6.73) as, BI1 = δf,1 − T0 − 2Δs + τ ,
where δf,1 denotes the ﬁrst system which will transmit in the ﬁrst superframe. The
coordinator broadcasts the ﬁrst beacon packet at T0, which contains triggering
times for all the nodes and the beacon interval BI1. For any superframe i, the
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scheduler computes
δl,i+1 − Ti +Δs  a, (6.74)
besides b, where δl,i+1 denotes the last system which will transmit in the next
superframe. The scheduler then compares a and b; if a ≤ b then all the nodes
are allowed to transmit in the next superframe, otherwise the nodes for which the
next triggering time falls in the next superframe duration are allowed to transmit,
and the remaining nodes’ slots are placed in the appropriate future superframe.
The algorithm is given as follows:
Algorithm 2 For N ≤ Nmax:
Initialization
1. i = 0 and k = 0.
End Initialization
2. At δjk in i-th superframe, scheduler gets δ
j
k+1 for those systems
which transmit in BIi;
3. Wait until δl,i;
4. Compute (6.73) and (6.74);
If a ≤ b then
5. All the nodes are allowed transmission in BIi+1;
6. Increment i and k by one;
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7. GOTO 2;
else
8. The nodes with δk+1 ∈ [Ti + Δs, Ti+1) are allowed transmission
in BIi+1;
9. Increment i;
10. Increment k for those systems which transmit in BIi+1;
11. GOTO 2;
end
end
Since the algorithm only ensures optimal usage of communication resources while
assigning transmission slots to the systems according to their computed triggering
times, all the systems will be ﬁnite-gain L2 stable.
In case the number of systems exceeds the maximum number of transmission
slots, i.e., N > Nmax, the scheduler is provided with Ak (6.69) from each con-
troller besides δk+1. The scheduler then uses this information to schedule the
transmission slots according to PBS. In PBS, the priorities are assigned according
to Rk (6.70) of each system such that the system with highest Rk is guaranteed
a transmission slot in the next superframe. The remaining nodes for which the
transmission is denied are assigned new triggering times as
δnew = δl,k+1 +Δs + τ , (6.75)
192
and their missed-superframe ﬂags Fm (6.71) are also incremented. Note that the
value of Fm reveals the number of consecutively missed superframes of respective
system. A sketch of the algorithm is given as follows:
Algorithm 3 For N > Nmax:
Initialization
1. i = 0 and k = 0;
2. Clear all flags i.e., F jm = 0.
End Initialization
3. At δjk in i-th superframe, scheduler gets δ
j
k+1 and Ajk for those
systems which transmit in BIi;
4. Wait until δl,i;
5. Call PBS function;
6. Compute (6.73) and (6.74);
If a ≤ b then
7. The first Nmax nodes with highest Rjk values transmit in
BIi+1;
8. Increment i;
9. Increment k for those systems which transmit in BIi+1;
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10. GOTO 3;
else
11. The nodes with δk+1 ∈ [Ti +Δs, Ti+1) transmit in BIi+1;
12. Increment i;
13. Increment k for those systems which transmit in BIi+1;
14. GOTO 3;
end
Function: PBS
15. Compute (6.70);
16. The first Nmax nodes with highest Rjk values are allowed
transmission in BIi+1;
17. Clear Fm for systems which will transmit in BIi+1;
18. The remaining nodes are assigned consecutive transmission
slots starting from (6.75);
19. Increment Fm for the remaining nodes;
20. Return;
end
Remark 48 For this chapter, N ≤ Nmax + 1 is considered. A detailed analysis of
the bound on N will be considered in future work.
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Theorem 6.5 Consider N sampled-data systems represented by (6.24), with As-
sumptions 6 and 7, which share a common wireless communication medium, un-
der Assumption 8, to close their feedback loops; with the inequalities and con-
stants deﬁned in Theorem 6.3. The communication medium has limited number
of transmission slots Nmax and N > Nmax. If the communication protocol applies
Algorithm 3, then all the control loops are ﬁnite-gain L2 stable from w to x with
a bounded induced gain.
Proof. For those Nmax systems which are assigned their demanded trigger-
ing times, the stability is given in Theorem 6.3. The remaining systems which
are assigned consecutive time slots starting from (6.75), the stability is given as
follows:
The systems which were not allotted time slots in the next BI, are now sched-
uled according to (6.75), which results in their assigned times being:
δak+1 = δl,k+1 +Δs + τ . (6.76)
The diﬀerence between the assigned time in (6.76) and the one demanded by
the system (δck+1) will be bounded since the right hand side of (6.76) is constant
considering δl,k+1, which is a ﬁxed time instant corresponding to the last system
to transmit in the next BI. Hence Assumption 7 holds, and the stability follows
directly from Theorem 6.3, Case 2.
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6.6 Simulation Results and Discussion
Simulation results of the application of the above deﬁned scheme are now presented
for three identical inverted pendulum over a moving cart systems represented by
(6.24), with state vector x = [y y˙ θ θ˙]T , where y and θ denote the cart’s
position and bob’s angle, respectively. The system matrices are given as
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0
0 0 −mbg
Mc
0
0 0 0 1
0 0 g
l
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;B1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
Mc
0
− 1
Mcl
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;B2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1
1
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (6.77)
where mb is bob’s mass, Mc denotes cart’s mass, l is the length of the pendulum,
and g is gravitational acceleration. The values of Nmax = 4 for Algorithm 2 and
Nmax = 2 for Algorithm 3. Δs = (Number of symbols in one slot)/(Symbol rate),
where the values given in Tables 51 and 66 of [9] are 60 symbols per slot and
40 ksymbols/sec (for 915 MHz band), respectively. The values of all the parame-
ters are given in Table 6.1. The choice of weights for (6.69) is made such that the
system experiencing disturbance gets high priority. In this simulation, systems 2
and 3 experience w(t) as
System 2 :w(t) = 0.1 sgn(sint), 0 ≤ t < 10,
= 0, otherwise.
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System 3 :w(t) = 0.3 (sin5t), 0 ≤ t < 4,
= 0, otherwise.
Table 6.1: Parameters for simulation.
Parameter Value
mb 1
Mc 10
l 3
xo [0.98 0 0.2 0]
T
β eq. (6.28) 0.3
γ eq. (6.23) 200
σ eq. (6.67) 1
λmin 1.8257
τ 0.106
τ 0.45
m eq. (6.69) 1 (Sys1); 12 (Sys2); 5 (Sys3)
In order to compare the schemes, two separate measures of duty cycle are
introduced. The ﬁrst one indicates transmission time (i.e., Δs), and the sec-
ond gives listening period of the sensor nodes. The reason for this is the dif-
ference in power consumed by the sensor nodes in transmission and reception
modes, which is also indicated in [8]. The expressions are given as, DCtx =
(No. of transmissions in BIi × Δs)/(BIi) and DCrx = (Δs)/(BIi), where Δs de-
notes the time duration of transmission slot or beacon packet, because it is as-
sumed that each transmission from the sensor nodes, and beacon packet trans-
mission take one slot to complete (Assumption 8).
Algorithm 2: Results of Algorithm 2 are compared with the periodic implemen-
tation of the same systems over the original IEEE 802.15.4 protocol for which
BO = 4 and τ = 0.192sec for all the systems, which are assigned consecutive
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GTSs in every superframe, and Nmax = 4. The results are given in ﬁgs. 6.12 to
6.14. All the systems are stabilized within 20 seconds.
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Figure 6.12: System states. Top: ||xST (t)|| for Algorithm 2; bottom: ||xp(t)|| −
||xST (t)||, where xp(t) denotes states for periodic implementation.
Fig. 6.13 shows that the ST scheme adjusts triggering times according to the
disturbance encountered by the system. Moreover, the assigned triggering times
to all the systems follow the bounds τ and τ . A snapshot of the transmissions
is shown in Fig. 6.14, which demonstrates the generation of superframes with
variable duration, and transmission from the systems. It can be seen that some
of the superframes do not contain transmissions from all three systems, which
supports the communication-saving claim of the proposed algorithm. In addition,
the operation of the scheduler is also shown which starts its execution after the
last transmission in each superframe.
As reported in Table 6.2, the periodic scheme demands more transmissions,
translating into greater bandwidth and energy usage as compared with the pro-
posed ST implementation in Algorithm 2. The results indicate a 68% decrease
in average DCtx and 9.5% increase in average DCrx, which show that despite a
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Figure 6.13: ST events.Top: System 1, middle: System 2, bottom: System 3.
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Figure 6.14: Snapshot of transmissions, Nmax = 4. Top: beacon packets and
transmissions for systems 1, 2, and 3 are scaled as 5, 1, 2, and 3, respectively;
bottom: duty cycle of the scheduler.
slight increase in the listening period of the nodes, the transmission duration has
decreased signiﬁcantly.
Algorithm 3: Now the results of Algorithm 3 and Algorithm 2 are compared.
Fig. 6.15 (top) shows more variations in the transient periods of systems 1 and
3 as compared with system 2. Also, the diﬀerence in states for both algorithms
(bottom) shows variations only for systems 1 and 3. This is due to the choice of
weights (table 6.1) for PBS algorithm which give highest priority to system 2 as
compared with systems 1 and 3.
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gorithm.
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Figure 6.16: ST events.Top: System 1, middle: System 2, bottom: System 3.
Due to same reason, Fig. 6.16 shows that the event times for system 2 are in
the range of 0.15 to 0.25sec and that for systems 1 and 3 are in the range of 0.2
to 0.45sec, i.e., system 2 is given more attention as compared with systems 1 and
3. Table 6.2 reveals the same fact where the number of ST events reduces from
150 and 152 to 93 for systems 1 and 3, respectively. Also, a signiﬁcant decrease
of 25% in DCtx as compared with Algorithm 2 can be observed at the expense of
a slight increase of 6.4% in DCrx.
Note that the event times assigned by NM to systems 1 and 3 are larger than τ
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Figure 6.17: Snapshot of transmissions, Nmax = 2. Top: beacon packets and
transmissions for systems 1, 2 and 3 are scaled as 5, 1, 2, and 3, respectively,
bottom: duty cycle of the scheduler.
due to limited number of transmission slots, and these systems are still stable with
increased variation in state trajectories, which conforms with the results of theo-
rem 6.3. Additionally, Fig. 6.16 shows that when system 2 demands less number
of samples, the other two systems are allowed to have more frequent transmissions,
for instance between 6 and 11 seconds. This shows that PBS algorithm works as
intended and accommodates the systems according to the assigned priorities and
transmission requirements.
Fig. 6.17 shows more frequent transmissions of system 2, variable beacon
intervals, and a maximum of two transmissions allowed in each superframe.
Table 6.2: Comparison of three implementations for simulation time of 30sec. The
periodic scheme uses BO = 4 and τ = 0.192. Tx j: number of transmissions from
j-th system; SF: number of superframes.
Imp. Tx1 Tx2 Tx3 SF Av. DCtx Av. DCrx
Periodic 474 474 474 158 14.22 % 1.58 %
Algo.2 150 152 152 173 4.54 % 1.73 %
Algo.3 93 153 93 184 3.39 % 1.84 %
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6.7 Conclusion
A two-level design for NCSs is presented by employing ST mechanism over the
modiﬁed IEEE 802.15.4 protocol. The idea behind splitting the problem into
two levels is to upper-bound the transmission rate. First level is composed of ST
basedH∞ controller for each system, which guarantees ﬁnite-gain L2 stability, and
second level comprises of the modiﬁed IEEE protocol. This methodology ensures
optimal usage of the network bandwidth, while reducing energy consumption of
the wireless sensor nodes. Additionally, the proposed methodology requires less
computational power as compared with [10], because it pre-schedules the next
beacon interval without computing the disturbance estimate and two-steps ahead
triggering time. Two algorithms are given depending upon the number of systems
and maximum number of transmission slots. The results demonstrate optimized
bandwidth usage, and the provision of attaching to the network more systems as
compared with the available transmission slots. Speciﬁcally, the simulations for
Algorithm 2 indicate a 68% decrease in the average transmission duty cycle of the
sensor nodes against periodic implementation over the original IEEE protocol,
with a slight increase of 9.5% in the average reception duty cycle. PBS based
Algorithm 3 shows a 25% decrease in average transmission duty cycle as compared
with the ﬁrst algorithm, with an increase of 6.4% in the reception duty cycle.
Adaptive weights, mj for SOSI, which adjust according to the disturbance
experienced by the system, can be considered as a topic of future research.
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CHAPTER 7
CONCLUSION AND FUTURE
WORK
In this work, a special case of NCSs was dealt with, namely wireless NCS or
WNCS. The main objective was to present a framework for the optimization
of control, communication, and computational (C3) resources in a setting with
multiple control loops sharing a common communication network for SC link.
Speciﬁcally, asynchronous LQG controller was used to compensate for the delays
and aperiodic nature of the transmissions, while optimizing the control cost. A
novel ST technique based on the trade-oﬀ optimization between control cost and
communication bandwidth usage was introduced and results showed that the novel
methodology outperformed ST LQR reported in the literature [1]. IEEE 802.15.4
protocol was modiﬁed to enhance the energy eﬃciency in ST controller setting.
Moreover, a ST H∞ controller was presented and it was demonstrated that the
communication protocol can accommodate more number of control loops than the
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number of available communication slots. The speciﬁc contributions of this work
are stated as follows:
• A comprehensive literature review of the existing works in the area of ape-
riodically triggered NCSs,
• Consideration of computational and network-induced delays,
• Decoupled design of control gain and aperiodic triggering mechanism (ET
or ST) which eases the design and analysis,
• Eﬃcient utilization of computational resources besides control and commu-
nication costs,
• Design of ST sampler which causes higher sampling frequency in transient
phase as compared with a lower frequency when the plant is regulated,
• Two-level design method for WNCSs where multiple control-loops a common
communication medium for SC link,
• Modiﬁcations in IEEE 802.15.4 protocol for enhanced energy eﬃciency,
• Integration of PBS mechanism in the modiﬁed protocol which accommodates
more systems as compared with the number of available communication
slots.
Conclusively, we highlight the following important ﬁndings of this thesis:
• Besides the sampling frequency, it is also important when the state infor-
mation is collected. In the particular case of inverted-pendulum system in
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Chapter 5, it was seen that the proposed scheme was able to stabilize the
system, while the controller due to [1] failed to achieve stability. This is be-
cause of a high sampling frequency, resulting from the proposed ST sampler,
in the transient phase when the system required more state information.
• With a recent thrust towards CPSs, it is vital to the design of NCSs that
the computational eﬃciency be also included in the optimization of control
and communication costs.
• The ETmethodology is not suitable for applications involving wireless sensor
nodes. On the other hand, ST scheme is more conservative in terms of
sampling frequency and less robust to disturbances. As a solution to these
drawbacks, recently hybrid triggering methodology has been proposed in the
literature, whereby the system runs using ST scheme in normal conditions
and as soon as the disturbance occurs, an ET mechanism at the sensor node
is activated.
This work can be extended to the case of non-linear systems. Furthermore, the
consideration of packet-dropouts, output feedback, optimization of γ for ET con-
dition in Chapter 3, and determination of maximum number of systems that can
be accommodated in the methodology of Chapter 6 are deemed as the direction
for future work. Most importantly, experimental validation of simulation results
would make a signiﬁcant contribution and a step towards replacing the periodic
schemes in industry.
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