Abstract. Let α, β, γ, δ ≥ 0 and := γβ + αγ + αδ > 0. Let ψ(t) = β + αt, φ(t) = γ + δ − γt, t ∈ [0, 1]. We study the existence of positive solutions for the m-point boundary value problem
We show the existence of positive solutions if f is either superlinear or sublinear by a simple application of a fixed point theorem in cones. Our result extends a result established by Erbe and Wang for two-point BVPs and a result established by the author for three-point BVPs. 
In 1994, Erbe and Wang [3] obtained the following excellent result for (1.2).
Theorem A ([3, Theorem 1]). Suppose that
) and h(t) ≡ 0 on no subinterval of (0, 1); (A3) α, β, γ, δ ≥ 0, and := γβ + αγ + αδ > 0.
Then (1.2) has at least one positive solution if either
This result has been extended and developed by many authors (see Erbe, Hu and Wang [2] and Lian, Wong and Yeh [7] for some references).
If α = γ = 1, β = δ = 0, a i = 0 for i = 1, . . . , m − 2, and b j = 0 for j = 2, . . . , m − 2, then (1.1) reduces to the three-point BVP
In 1998, Ma [8] obtained the following result for (1.3).
Theorem B ([8, Theorem 1]). Suppose that 
Theorem B has been extended by Webb [10] . We remark that in the proof of Theorem B, we rewrite (1.3) as the equivalent integral equation
which contains one positive term and two negative terms and is not convenient for studying the existence of positive solutions.
In this paper, we consider the more general m-point BVP (1.1). To deal with (1.1), we give a new integral equation which is equivalent to (1.1) and only contains two positive terms. Our main result (see Theorem 3.1 below) extends and unifies the main results of [2, 3, 7, 8] .
By a positive solution of (1.1) we understand a function u(t) which is positive on (0, 1) and satisfies the differential equation and the boundary conditions in (1.1).
The main tool of this paper is the following well-known Guo-Krasnosel'-skiȋ fixed point theorem.
Theorem C (see [3] ). Let E be a Banach space, and let
The preliminary lemmas.
, and
has a unique solution
G(t, s)y(s)ds + A(y)ψ(t) + B(y)φ(t)
where
Proof. Since ψ and φ are two linearly independent solutions of the equation u = 0, we know that any solution of u (t) = y(t) can be represented as
where G is as in (2.4).
It is easy to check that the function defined by (2.7) is a solution of (2.2) if A and B are defined by (2.5) and (2.6), respectively. Now we show that the function defined by (2.7) is a solution of (2.2) only if A and B are as in (2.5) and (2.6), respectively.
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Let u as in (2.7) be a solution of (2.2). Then
[ψ(t)φ (t) − φ(t)ψ (t)]y(t) = −y(t).
Since
From (2.9) and (2.10), we get
which implies A and B satisfy (2.5) and (2.6), respectively. This completes the proof of the lemma.
In the following, we will make the following assumption:
It 
Proof. This is an immediate consequence of the facts that
We note that if (H5) does not hold, then y ∈ C[0, 1] with y ≥ 0 does not imply that the unique solution u of (2.2) is positive. We can see this from the following result: 
Proof. We see from (2.4) and (2.3) that 
G(s, s)y(s) ds + A(y)ψ(t) + B(y)φ(t), t ∈
where Γ is an in (2.11). Thus for t ∈ [σ, 1 − σ],
G(s, s)y(s) ds + A(y)ψ(t) + B(y)φ(t)
≥ Γ 1 0 G(s, s)y(s) ds + A(y)ψ(t) + B(y)φ(t) ≥ Γ u .
The main result.
The main result of the paper is the following Proof of Theorem 3.1. Since h ∈ C[0, 1], we may assume that t 0 ∈ (0, 1) in (H6). Take σ ∈ (0, 1/2) > 0 such that t 0 ∈ (σ, 1 − σ) and let Γ be defined by (2.11).
Superlinear case. Suppose then that f 0 = 0 and f ∞ = ∞. We wish to show the existence of a positive solution of (1.1). Now (1.1) has a solution u = u(t) if and only if u solves the operator equation
where φ and ψ, G, A and B are defined by (2.1), (2.4), (2.5) and (2.6), 272 R. Y. Ma respectively. Clearly and extend the multiplicity results of [2, 7] without any difficulties.
G(ξ i , s)h(s) ds
