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Abstract. The present status of the three-dimensional inverse-scattering method with
supersymmetric transformations is reviewed for the coupled-channel case. We first revisit
in a pedagogical way the single-channel case, where the supersymmetric approach is shown
to provide a complete, efficient and elegant solution to the inverse-scattering problem
for the radial Schro¨dinger equation with short-range interactions. A special emphasis is
put on the differences between conservative and non-conservative transformations, i.e.
transformations that do or do not conserve the behaviour of solutions of the radial
Schro¨dinger equation at the origin. In particular, we show that for the zero initial
potential, a non-conservative transformation is always equivalent to a pair of conservative
transformations. These single-channel results are illustrated on the inversion of the
neutron-proton triplet eigenphase shifts for the S and D waves.
We then summarize and extend our previous works on the coupled-channel case, i.e. on
systems of coupled radial Schro¨dinger equations, and stress remaining difficulties and open
questions of this problem by putting it in perspective with the single-channel case. We
mostly concentrate on two-channel examples to illustrate general principles while keeping
mathematics as simple as possible. In particular, we discuss the important difference
between the equal-threshold and different-threshold problems. For equal thresholds,
conservative transformations can provide non-diagonal Jost and scattering matrices.
Iterations of such transformations in the two-channel case are studied and shown to lead
to practical algorithms for inversion. A convenient particular technique where the mixing
parameter can be fitted without modifying the eigenphases is developed with iterations
of pairs of conjugate transformations. This technique is applied to the neutron-proton
triplet S-D scattering matrix, for which exactly-solvable matrix potential models are
constructed. For different thresholds, conservative transformations do not seem to be able
to provide a non-trivial coupling between channels. In contrast, a single non-conservative
transformation can generate coupled-channel potentials starting from the zero potential
and is a promising first step towards a full solution to the coupled-channel inverse problem
with threshold differences.
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1. Introduction
Low-energy collisions of particles with an internal structure (i.e., atom-atom, nucleus-
nucleus, etc.) generally include inelastic processes such as excitations of internal degrees of
freedom of the colliding particles or processes with rearrangements of their constituent
parts. For three-dimensional rotationally-invariant systems, these processes can be
approximately described by a matrix (more precisely multichannel) radial Schro¨dinger
equation with a local matrix potential [1, 2, 3] in the framework of the coupled-channel
scattering theory. The main idea of scattering theory is that the colliding particles are
supposed to move freely at large distances (in the present work, we do not consider the
Coulomb interaction). This asymptotic behaviour is encoded in the incoming and outgoing
states. Roughly speaking, to describe the collision process one should find the operator
which transforms incoming states into outgoing states. This operator is nothing but the
scattering matrix S.
In principle, the scattering matrix can be extracted from collision experiments.
Subsequently, one can raise the inverse-scattering problem about the determination of
the interacting potential from the scattering matrix [4, 5, 6]. A part of the problem was
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solved in works of Gel’fand, Levitan, Marchenko, Newton and Jost. They formulated
prescriptions for both the single- and coupled-channel cases of how to construct an integral
equation which allows one to find the potential from the scattering matrix or from the
related Jost matrix [7, 8, 9, 10, 11, 12]. They also found some exact solutions of the
integral equation, in particular, for single-channel problems in the case of a separable
kernel, a result which was later generalized to coupled-channel problems [13, 14].
Coupled-channel scattering problems can be divided into different categories. First,
the interacting particles are either charged or neutral. In the present work, we only consider
the second case, which is simpler from the mathematical point of view. Second, one
can distinguish the cases of different and equal thresholds. These two situations require
significantly different approaches to the inversion. Multichannel scattering with different
thresholds appears in all reactions. It requires a separate treatment above and below
a given threshold. The low-energy neutron-proton scattering gives an example of two-
channel scattering with equal thresholds, because one should take into account uncoupled
channels 1S0,
1P1, . . ., and coupled channels
3S1 −3D1, 3P2 −3F2, . . . Both the equal- and
different-threshold cases will be considered in detail.
It is known that supersymmetric transformations are a powerful tool to manipulate
the properties of one-dimensional (single-channel) potentials in quantum mechanics. For
instance, supersymmetric quantum mechanics allows the construction of potentials that are
exactly solvable or that display interesting symmetry properties like shape invariance, or
the manipulation of the discrete spectra of these potentials. These classical applications of
supersymmetry are extremely vast and are the subject of several textbooks [15, 16, 17, 18].
In the present review, we rather concentrate on the use of supersymmetric transformations
to manipulate scattering properties of one-dimensional potentials defined on the half
line that appear in the radial Schro¨dinger equation. Briefly speaking, a supersymmetric
transformation of this equation for a given partial wave is a powerful tool to address its
scattering properties because under such a transormation the scattering matrix is simply
multiplied by a first-order rational function of the momentum [19]. The supersymmetric
approach is basically equivalent to the Darboux transformation method (see, e.g., reference
[20]). Therefore one can use supersymmetric and Darboux transformations as synonyms.
Starting from a zero potential, which corresponds to a unit scattering matrix, the
iteration of supersymmetric transformations may then be used to solve the inverse-
scattering problem with good accuracy: the resulting scattering matrix reads as a rational
function of arbitrary order. The effectiveness of this approach to the inversion of scattering
data is demonstrated in [21, 22, 23]. The potentials obtained by supersymmetric inversion
are equivalent to the potentials obtained from the Gel’fand-Levitan and Marchenko integral
equations in the case of separable kernels [24, 19]. However, the supersymmetric approach is
probably simpler to implement because of the differential character of the transformation.
Moreover, it presents the advantage of being an iterative procedure and of leading to
compact expressions for the obtained potentials.
In the single-channel case, several types of supersymmetric transformations exist, that
will be reviewed below. They are obtained from solutions of the Schro¨dinger equation,
not necessarily physical, at negative energies called factorization energies. Conservative
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transformations map the solutions of the supersymmetric partner Hamiltonians to
each other, while keeping their boundary behaviours at the origin unchanged (e.g.,
regular solutions at the origin remain regular after transformation). Non-conservative
transformations, on the other hand, modify the boundary behaviours of the solutions
and are thus more complicated. Below, we shall study the link between both types of
transformations and show that conservative transformations are probably sufficient from
an inverse-scattering-problem perspective.
There are several papers devoted to the generalization of these supersymmetric
transformations to multichannel three-dimensional scattering problems, i.e. to systems
of coupled radial Schro¨dinger equations [25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36].
In the coupled-channel case, there is much freedom in the form of supersymmetric
transformations, therefore a full analysis of all types of transformations does not exist
up to now. However, it is clear that, as in the single-channel case, coupled-channel
transformations provide a very useful tool from the point of view of scattering properties,
since under such a transformation the scattering matrix is also modified by a rational
(matrix) function of the momentum. This led for instance to the discovery of the phase-
equivalent supersymmetric transformations, which are based on two-fold, or second-order,
differential operators. These are described in [37, 38, 39, 40] for the single-channel case
and are generalized in [34, 35] for the coupled-channel case. Such transformations keep the
scattering matrix unchanged and simultaneously allow one to reproduce given bound-state
properties.
However these encouraging results are still far from an effective supersymmetry-based
inversion in the coupled-channel case, in particular because methods based on a direct
generalization of the supersymmetry technique to the multichannel case are not able
to provide an easy control of the scattering properties for all channels simultaneously.
In the case of equal thresholds, the eigenphase shifts and the mixing parameters are
modified in a complicated way, which makes their individual control difficult [41]. In
the case of different thresholds, it is even impossible to modify the coupling between
channels by using standard conservative supersymmetric transformations. This fact was
established by Amado, Cannata and Dedonder [28]. We believe that these are reasons why
supersymmetric transformations did not find a wide application to multichannel scattering
inversion. Non-conservative transformations, however, can solve this problem.
In the present work, we revisit the supersymmetric approach to the single- and
multichannel inverse problems. We summarize, unify and extend our previous works on
this topic. We study more general supersymmetric transformations of the coupled-channel
Schro¨dinger equation. We establish constraints on the free parameters of supersymmetric
transformations determined by physical requirements. In this way we solve some of
the problems mentioned above. We mostly focus on the case of equal thresholds and
arbitrary partial waves, for the two-channel case. In this case, we present two algorithmic
supersymmetry-based approaches to the inversion of scattering data. One of these, based
on complex factorization energies appears to be more practical. This method consists in
the inversion of the eigenphase shifts with the help of single-channel techniques, followed
by the inversion of the mixing parameter with the help of eigenphase-preserving coupling
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transformations [42]. When applied to the inversion of n-p triplet scattering data, our
approach gives a realistic potential similar to the well-known phenomenological models.
This important application will also be briefly reviewed below.
Unfortunately, this approach cannot be used in the case of different thresholds. In this
case, only a preliminary analysis of the problem is available in the literature [36, 43, 44] and
reviewed here. We show that, in the different-threshold coupled-channel case, only non-
conservative supersymmetric transformations allow one to circumvent the impossibility
argument of reference [28] and modify the coupling between channels. Though this coupling
modification is not easily exploitable, it is possible to generate several simple exactly-
solvable models starting from the zero potential. In the two-channel case, this provides for
instance exactly-solvable schematic models of atom-atom interactions for the interplay of a
magnetically-induced Feshbach resonance with a bound state or a virtual state close to the
elastic-scattering threshold [44]. In the N -channel case, a general discussion of the number
of bound, virtual and resonance states of such a potential could even be made, based on
a geometrical analysis of the Jost-matrix-determinant zeros [45]. Here we only revisit the
2-channel case in detail and provide analytical expressions for the potential, eigenphase
shifts and wave functions, which may be useful to test numerical methods.
The structure of the paper reads as follows. Scattering theory definitions (channels,
partial waves, thresholds, regular solutions, Jost and scattering matrices, effective
range expansion, etc.) are recalled in section 2. Single-channel supersymmetric
quantum mechanics and inversion are summarized in section 3. Conservative and non-
conservative transformations are defined and pairs of transformations with real and
complex factorization energies are discussed. In section 4, the Bargmann potentials
are revisited as basic tools for iterative constructions of solutions of the inverse-
scattering problem. Coupled-channel supersymmetric quantum mechanics is summarized
in section 5. The most general transformation as well as conservative and non-
conservative transformations are discussed. In section 6, the inverse two-channel problem
with equal thresholds is analyzed. In particular, eigenphase-preserving supersymmetric
transformations are presented as a practical tool and applied to the neutron-proton
scattering by fitting modern data. Non-conservative supersymmetric transformations are
derived in the two-channel case with different thresholds in section 7. Concluding remarks
are presented in section 8
2. Summary of three-dimensional scattering theory
The quantum theory of scattering in three dimensions is well described in many textbooks
and monographs, see e.g. [1, 2, 3, 7, 4]. This section introduces necessary notions and fixes
notations.
2.1. Single-channel scattering
Before discussing complications related to the existence of several channels, let us
summarize the basic properties of single-channel scattering between two particles
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interacting through a central potential. Let us consider the real energy E. In units
~ = 2µ = 1 where µ is the reduced mass of the particles, this energy is the square of
the wave number k,
E = k2 . (2.1)
We only consider wave functions that are factorized in spherical coordinates r = (r,Ω)
as ψ(r) = r−1ψl(k, r)Y ml (Ω). The variable r represents the relative coordinate between
the two particles. The spherical harmonics Y ml (Ω) depend on the orbital and magnetic
quantum numbers l and m, and on the angles Ω = (θ, ϕ). We are interested in properties
of the radial wave function ψl(k, r) for a given partial wave l. The subscript l is in general
understood below.
All physical properties arise from the one-dimensional stationary radial Schro¨dinger
equation
Hψ(k, r) = k2ψ(k, r) , (2.2)
where H is the Hamiltonian operator
H = − d
2
dr2
+ V (r) . (2.3)
We consider that the particles interact through a central effective potential V (r). This
effective potential includes the centrifugal term l(l + 1)/r2. Since the distance r varies on
the interval [0,∞[, physical wave functions must be regular over this interval and satisfy
ψ(k, 0) = 0 . (2.4)
The orbital momentum l characterizes the asymptotic behaviour of the potential at
large distances. Let us write the potential as
V (r) =
l(l + 1)
r2
+ V¯ (r) . (2.5)
We assume that V¯ is short-ranged, i.e. there exist ε > 0 and a > 0 such that∫ ∞
a
eεrV¯ (r) <∞ . (2.6)
The inverse of the upper bound of the ε values is the range of the potential. The Coulomb
asymptotic behaviour is excluded here. We assume that the potential is continuous with
a single singularity located at the origin. An integer ν determines the singularity of the
potential at the origin
V (r → 0) = ν(ν + 1)
r2
+ V0 + O(r) . (2.7)
Note that, here also, V does not contain a Coulomb-like r−1 singularity. For usual effective
potentials, ν is equal to the orbital quantum number l. Since this singularity can change
when supersymmetric transformations are performed, we consider a more general case
where ν may differ from l.
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The wave functions satisfying the Schro¨dinger equation (2.2) display two important
properties. First, the logarithmic derivative of such a wave function satisfies a Riccati
equation [
ψ′(k, r)
ψ(k, r)
]′
= V (r)− k2 −
[
ψ′(k, r)
ψ(k, r)
]2
, (2.8)
where prime means derivation with respect to r. Second, the Wronskian of two solutions
ψ(k, r) and χ(k˜, r) at energies k2 and k˜2, as defined by
W[ψ(k, r), χ(k˜, r)] ≡ ψ(k, r)χ′(k˜, r)− ψ′(k, r)χ(k˜, r), (2.9)
has the property
d
dr
W[ψ(k, r), χ(k˜, r)] = (k2 − k˜2)ψ(k, r)χ(k˜, r) . (2.10)
This Wronskian is thus constant for equal energies.
The regular solution ϕ(k, r) of (2.2) behaves at the origin as
ϕ(k, r → 0) = r
ν+1
(2ν + 1)!!
+ 1
2
(V0 − k2) r
ν+3
(2ν + 3)!!
+ o(rν+3) . (2.11)
When extending the wave number k to the whole complex plane, this solution has
interesting analyticity properties. As a function of the energy, it is multivalued because of
(2.1); it is at least analytical on the physical energy Riemann sheet, which corresponds to
the upper complex k-plane. An infinity of irregular solutions exist. An irregular solution
is given by
χ(k, r) = ϕ(k, r)
∫ a
r
1
[ϕ(k, t)]2
dt (2.12)
where a is an arbitrary positive constant. Up to an arbitrary amount of regular function
ϕ(k, r), this function has the behaviour at the origin
χ(k, r → 0) = (2ν − 1)!!
rν
− 1
2
(V0 − k2)(2ν − 3)!!
rν−2
+ o(r−ν+2) . (2.13)
The Wronskian of these solutions is a constant, as shown by (2.10). The value of this
constant is given by (2.11) and (2.13) as
W[ϕ(k, r), χ(k, r)] = −1 . (2.14)
The regular and irregular solutions ϕ(k, r) and χ(k, r) form a basis of solutions, chosen
with respect to the singularity at the origin. For a scattering problem, the behaviour at
infinity plays a crucial role. Another important basis involves the Jost solutions f(k, r) and
f(−k, r) which behave asymptotically as outgoing and incoming solutions, respectively. At
the origin, they are proportional to r−ν according to (2.13). The Jost solution f(k, r) is a
solution of the Schro¨dinger equation with the asymptotic behaviour of a free particle,
f(k, r → 0)→ hl(kr) , (2.15)
with
hl(z) = i
l+1
(piz
2
) 1
2
H
(1)
l+ 1
2
(z) , (2.16)
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where H
(1)
l+ 1
2
(z) is a first Hankel function [46]. The behaviour of hl(z) at large distances is
hl(z →∞) = eiz
(
1 +
il(l + 1)
2z
+ O(z−2)
)
. (2.17)
With (2.15) and (2.17), the Wronskian of the Jost solutions is given by
W[f(k, r), f(−k, r)] = −2 i k . (2.18)
The regular solution is expressed as a linear combination of the Jost solutions as
ϕ(k, r) =
i
2k
[f(−k, r)F (k)− f(k, r)F (−k) ] , (2.19)
where the coefficient F (k) is known as the Jost function. From (2.18), one obtains
F (k) = W[f(k, r), ϕ(k, r)] . (2.20)
From (2.11) and (2.19), it follows that
f(−k, r → 0) = F (−k)
F (k)
f(k, r → 0) + O(rν+1) , (2.21)
and
F (k) = lim
r→0
f(k, r)rν
(2ν − 1)!! . (2.22)
A zero k0 of
F (k0) = 0 (2.23)
which is purely imaginary with a positive imaginary part corresponds to a bound state at
energy −|k0|2. Indeed, the regular solution at the origin then decreases exponentially at
infinity as shown by the non-vanishing term of (2.19). An imaginary zero with a negative
imaginary part corresponds to a virtual state at energy−|k0|2. A pair of complex symmetric
zeros with opposite real parts and Im k0 < 0 corresponds to a resonance at energy Re k
2
0
with width |2 Im k20|.
A physical solution, which appears in the partial-wave decomposition of the stationary
scattering state, is proportional to the regular solution ϕ(k, r) and behaves at infinity as
ψ(k, r →∞) ∝ e−i(kr−lpi2 ) − ei(kr−lpi2 )Sl(k) . (2.24)
When the coefficient of the incoming wave is unity, the coefficient Sl(k) of the outgoing wave
is known as the scattering matrix or S matrix although it is a function in the present single-
channel case. By comparing (2.24) with (2.19), the scattering matrix Sl(k) is obtained in
terms of the Jost function as
Sl(k) = (−1)lF (−k)
F (k)
. (2.25)
Since the modulus of the scattering matrix is one, it is conveniently expressed with the
phase shift δl according to
Sl(k) = e
2iδl(k) . (2.26)
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For studying the inverse-scattering problem, it is convenient to introduce the effective-
range function [3]
Kl(k
2) = k2l+1 cot δl(k) = ik
2l+1Sl(k) + 1
Sl(k)− 1 (2.27)
which is meromorphic and hence can be expanded as a Pade´ approximant. Equation (2.27)
is inverted as
Sl(k) =
Kl(k
2) + ik2l+1
Kl(k2)− ik2l+1 , (2.28)
which allows one to relate the location of the scattering-matrix poles to the coefficients of
a Pade´ expansion for Kl(k
2).
At low energy, both the Jost function and the effective-range function of a potential
satisfying condition (2.6) are analytical [1]. A Taylor expansion is then sufficient, which
leads to the effective-range expansion
Kl(k
2 → 0) = − 1
al
+
rl
2
k2 − Plr3l k4 + O(k6) , (2.29)
where al is the scattering length, rl is the effective range and Pl is the shape parameter
(generalized to l 6= 0 partial waves). These numbers characterize the low-energy properties
of the phase shift. Since the effective-range function is analytical near the origin, this
expansion is valid in some domain for negative energies. It is valid for a bound state with
wave number kb = iκb with κb > 0 provided the state is weakly bound, more precisely
provided (2κb)
−1 is larger than the range of the potential, as deduced from the analyticity
region of the Jost function [1]. The effective range function then satisfies the relation
Kl(−κ2b) = (−1)l+1κ2l+1b (2.30)
arising from (2.28). This relation introduces constraints on the parameters in (2.29) when
the first few terms provide an accurate approximation of Kl(k
2). These coefficients can
also be constrained in another way. The so-called asymptotic normalization constant Cb
(abbreviated below as ANC) is the coefficient in the asymptotic expression of the radial
function of a normalized bound state,
ψ(iκb, r →∞)→ Cb exp(−κbr). (2.31)
This coefficient is measurable experimentally. It is related to the residue of the S-matrix
pole at the bound-state energy [see (2.23) and (2.25)]. This property leads to the relation
|Cb|−2 = κ−2lb
d
dk2
[
ik2l+1 −Kl(k2)
]∣∣∣∣
k2=−κ2b
, (2.32)
valid when 2κb is smaller than the inverse of the range of the potential.
2.2. Multichannel scattering
As mentioned in the introduction, two cases must be considered, i.e. collisions involving
different or equal thresholds. Let us first comment on the notion of channel for which the
usual vocabulary is somewhat ambiguous. Elastic scattering corresponds to the case where
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the nature and the state of the colliding particles are not modified during a collision. By
particles, we mean any composite system such as atoms, molecules or nuclei. This physical
channel is always open. When no other channel is allowed by energy conservation, only one
physical channel is open. However its description may require several components when at
least one of the particles has a non-vanishing spin. The single-channel physical problem
thus requires a coupled-channel mathematical description in this case. After reduction of
the spin and angular parts of the Schro¨dinger equation, the radial problem takes the form
of a system of coupled equations. This case will be called here a coupled-channel problem
with equal thresholds.
When the energy increases, the number of open channels varies because the colliding
particles can be excited or reactions leading to a rearrangement of the components of
the particles can occur. When energy conservation allows a new channel to open, the
corresponding energy is the threshold energy. The description of such a case requires one
or several additional coupled radial equations. This case will be called here a coupled-
channel problem with different thresholds. In practice, however, we will only consider for
this case that all thresholds are different. This corresponds to a simplified description where
the spins are neglected. This simplification is reasonable when spin-dependent effects are
weak or not measured.
Since interactions are assumed to be invariant under rotation and reflection, the good
quantum numbers are the total angular momentum and parity. For each pair of good
quantum numbers, one has a specific system of N coupled radial equations, where the
number N of equations depends on these quantum numbers. We assume that we consider
a given partial wave and consider N channels in the mathematical sense, labelled with
i = 1, . . . , N . Any order can be selected for the channels. Here we assume that they are
ordered by increasing threshold energies.
The coupled radial equations for these N channels read for i = 1, . . . , N ,
− 1
2µi
d2Ψi
dr2
+
N∑
j=1
Vij(r)Ψj = (E − Ethr,i)Ψi (2.33)
where µi is the reduced mass (the units are fixed by 2µ1 = 1) and Ψi is the wave function
component of channel i. The coupling potentials Vij are symmetric. Diagonal potentials
include centrifugal terms. Although, potentials should in general be non-local, we make
here the usual approximation to consider them as local. Each channel is characterized by
a threshold energy difference
∆Ethr,i = Ethr,i − Ethr,1 , (2.34)
where 1 denotes the reference channel with the lowest threshold energy. For simplicity, we
choose the lowest threshold as zero of energies, Ethr,1 = 0. The system thus presents
possible bound states for negative energies E and scattering states with at least one
open channel for positive energies E. Channels with different reduced masses always have
different threshold energies, while channels with equal reduced masses may display either
equal threshold energies (e.g. for partial waves coupled by a tensor interaction) or different
threshold energies (e.g. for inelastic collisions).
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The wave numbers ki of the different channels are defined as
ki = ±
√
2µi(E − Ethr,i) . (2.35)
When some channels are closed, the corresponding wave numbers are imaginary. Let us
stress that the signs in (2.35) can be chosen arbitrary and independent of each other.
The energy Riemann surface is thus 2N -fold. When the collision energy is larger than all
thresholds Ethr,i, all channels are open and all wave numbers can be chosen positive. This
is the main situation that we study below in the N -channel inverse problem.
In order to simplify the mathematical treatment, let us multiply each equation (2.33)
by
√
2µi. After introducing the notations
ψi(r) = Ψi(r)/
√
2µi , Vij(r) = 2
√
µiµj Vij(r) , (2.36)
one obtains a system of N coupled radial Schro¨dinger equations that reads in matrix
notation [1, 2]
Hψ(k, r) = k2ψ(k, r) , (2.37)
where ψ(k, r) is either an N -dimensional column vector or a matrix made of an arbitrary
number of N -dimensional column vectors, each of which being an independent solution of
the equation system. In the following, we shall in particular make a frequent use of square
N ×N matrix solutions made of N linearly-independent column vectors. The linearity of
the coupled equations (2.37) implies that if the square matrix ψ is such a solution, matrix
ψC obtained by right multiplication of ψ by an invertible square matrix C is also such a
solution, the columns of which are linear combinations of the column vectors appearing in
ψ. The Hamiltonian is defined as
H = − d
2
dr2
IN + V (r) (2.38)
where IN is the N × N identity matrix and V is an N × N real symmetric matrix with
elements Vij(r) depending on a single coordinate r. By k we denote a diagonal matrix with
the non-vanishing entries ki, k = diag(k1, . . . , kN). In matrix form, one can also write
k2 = E −∆ , E = diag (E1, . . . , EN) , ∆ = diag (∆1, . . . ,∆N) , (2.39)
where
Ei = 2µiE, ∆i = 2µiEthr,i (2.40)
When all reduced masses and all thresholds are equal, k and E are scalar matrices and
the notation k or E can be alternatively considered as representing a number. By scalar
matrix, we mean a matrix proportional to the identity matrix. Another comment about
the notation is useful: in the notation for matrix ψ(k, r), the symbol k should generally
not be taken as representing N parameters. All wave numbers ki are related to the energy
by equation (2.35) and are depending on each other. The matrix wave function thus
depends in reality on a single parameter, the energy, even though this dependence is in
fact multivalued (or single valued on the whole Riemann surface) when the wave numbers
are extended to their whole complex planes.
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Another important comment concerns the notion of coupled channels. When matrix
V is diagonal, the equations are uncoupled. They correspond to an independent set of
single-channel problems. One can also say that this potential is trivially coupled. Such a
potential will often be the starting point of inversion techniques in the following. In the
case of equal masses and thresholds, we assume in addition that a non-diagonal matrix
V cannot be diagonalized with a matrix independent of r. Otherwise, we would have a
trivially coupled problem, which can also be seen as an uncoupled problem in disguise
since the matrix that diagonalizes V actually diagonalizes the whole system (2.37). Let
us stress that such a possibility of trivial coupling in the potential matrix does not exist
in the presence of unequal masses or unequal thresholds, as matrix k2 is then diagonal
but not scalar, which implies it becomes non-diagonal when multiplied by the matrix that
diagonalizes V .
In §6.4, for the two-channel case, we give a practical recipe about how to distinguish
trivially and non-trivially coupled potentials. Moreover, we also analyze cases where the
potential matrix has a non-trivial coupling but the corresponding Jost matrix or scattering
matrix is trivially coupled. This may happen when the Jost matrix or scattering matrix
can be diagonalized by a k-independent transformation. Otherwise they are non-trivially
coupled.
Let l = diag (l1, . . . , lN) be a diagonal matrix of orbital momentum quantum numbers
lj. Let us write potential V as
V = r−2l(l + IN) + V¯ (r). (2.41)
We assume that the second term of (2.41) is short-ranged at infinity, i.e. there exists ε > 0
and a > 0 such that∫ ∞
a
eεr|V¯ij(r)|dr <∞ (2.42)
where V¯ij, i, j = 1, . . . , N are entries of matrix V¯ . Matrix l thus defines the asymptotic
behaviour of the potential at large distances
V (r →∞)→ r−2l(l + IN). (2.43)
Relation (2.41) is typical of coupled channels involving various partial waves when the
Coulomb interaction is absent. This expression is similar to (2.5) but the orbital momenta
can differ according to the channel.
We limit ourselves to bounded potentials for r > 0. At the origin, the potential
matrix V can be singular. Its singularity is determined by a diagonal matrix ν, with
positive integer νj, j = 1, . . . , N , as diagonal elements, according to
V (r → 0) = r−2ν(ν + IN) + O(1) . (2.44)
Note that we assume that V does not contain a Coulomb-like r−1 singularity.
Let us now define the regular solution matrix ϕ(k, r) of system (2.37). For the
assumed potentials, a unique regular solution with a well-defined normalization is fixed
by its behaviour at the origin
ϕ(k, r → 0)→ diag
(
rν1+1
(2ν1 + 1)!!
, . . . ,
rνN+1
(2νN + 1)!!
)
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≡ rν+IN [(2ν + IN)!!]−1 , (2.45)
where the double factorials act on the diagonal elements of the diagonal matrix. The
Schro¨dinger equation possesses an infinity of irregular solutions differing by arbitrary
amounts of regular components. Let us define a subset behaving at the origin as
χ(k, r → 0)→ diag
(
(2ν1 − 1)!!
rν1
, . . . ,
(2νN − 1)!!
rνN
)
≡ r−ν(2ν − IN)!! . (2.46)
For real energies, both solutions ϕ and χ are purely real because they satisfy a system
of differential equations with real coefficients and real boundary conditions. They form a
basis in the space of matrix solutions. The columns of the regular and irregular solution
matrices are vector solutions of the Schro¨dinger equation. They also form a basis in the
vector solution space of this equation. Let us note that the non-diagonal next-order terms
of solutions ϕ and χ are dependent on the particular value of the potential at the origin
and on whether some singularity parameters νi differ by two units or not.
Let us define the Wronskian of two matrix functions by
W[ψ1, ψ2] = ψ
T
1 ψ
′
2 − ψ′T1 ψ2 , (2.47)
where T means transposition. For solutions of the coupled Schro¨dinger equation one has
the generalization of (2.10),
d
dr
W[ψ(k, r), ψ(k˜, r)] = (k2 − k˜2)ψ(k, r)Tψ(k˜, r) , (2.48)
as can be shown by using the Schro¨dinger equation twice. This implies that the Wronskian
of two solutions at identical energies is a constant matrix. In particular, for functions with
behaviours (2.45) and (2.46), one obtains
W[ϕ(k, r), χ(k, r)] = −IN . (2.49)
Under the same assumptions, the Schro¨dinger equation has two N ×N matrix-valued
solutions f(±k, r) called Jost solutions. The Jost solutions f(k, r) have the exponential
asymptotic behaviour at large distances
f(k, r →∞)→ exp(ikr) = diag [exp(ik1r), . . . , exp(ikNr)] , (2.50)
where we use the exponential of a diagonal matrix. In general, these solutions are complex
and satisfy the symmetry property f(k, r) = f ∗(−k∗, r), where an asterisk denotes complex
conjugation. For real energies below all thresholds, k = −k∗ and the Jost solutions are
real. The Jost solutions f(k, r) and f(−k, r) form a basis in the matrix solution space.
The columns of these matrices form a basis in the 2N -dimensional vector-solution space
of the Schro¨dinger equation with a given value of k. The Wronskian of the Jost solutions
is given by
W[f(k, r), f(−k, r)] = −2ikIN , (2.51)
where k can be either a matrix or a number depending on the case and on the choice of
convention.
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The regular solution is expressed in terms of the Jost solutions as
ϕ(k, r) =
i
2
[
f(−k, r)k−1F (k)− f(k, r)k−1F (−k)] , (2.52)
where F (k) is known as the Jost matrix. From (2.51), it follows for any r that
F (k) = W[f(k, r), ϕ(k, r)] . (2.53)
Equations (2.45) and (2.52) provide
f(−k, r → 0) = f(k, r → 0)k−1F (−k)F−1(k)k[IN + o(r2ν)] (2.54)
and
F (k) = lim
r→0
fT (k, r)rν [(2ν − IN)!!]−1 . (2.55)
Before using the Jost matrix for scattering, let us consider it for bound-state properties.
Bound states are obtained when the result of the multiplication of ϕ(k, r) by some column
vector v leads to a square-integrable vector solution. This requires that some wave number
matrix k0 exists for which the first term of ϕ in (2.52) multiplied by v vanishes, i.e.
F (k0)v = 0 , (2.56)
and the remaining Jost solution f(k0, r) is exponentially decreasing, i.e. the diagonal
elements of k0 are purely imaginary with positive imaginary parts. The bound-state
energies thus correspond to zeros of the determinant of the Jost function,
detF (k0) = 0 , (2.57)
with Re k0,i = 0 and Im k0,i > 0, i = 1, . . . , N . The corresponding energies 2µiE0 = k
2
0,i+∆i
are located below all thresholds. For potentials satisfying the above assumptions, the
number M of bound states is finite. More generally, if the rank of F (k0) is N−m (m > 1),
the problem possesses m degenerate bound states at the same energy. While this case
does not seem to occur in physical situations, it may be encountered in exactly solvable
potentials generated by supersymmetric transformations. Other zeros in (2.57) correspond
to virtual states or resonances.
A physical solution can be obtained from the regular solution by right multiplication
with an invertible matrix. It has diagonal incoming waves in all channels (assumed open),
ψ(k, r →∞) ∝ k−1/2 [e−ikreilpi2 − eikre−ilpi2S(k)] . (2.58)
Each column of matrix ψ describes a collision starting from a different entrance channel.
In general, not all these entrance channels are accessible to experiment. The knowledge
of the scattering matrix may then be incomplete which makes the inversion of purely
experimental data ambiguous. A less ambiguous inverse problem is the construction of
local coupled-channel potentials by inversion of theoretical scattering matrices, calculated
e.g. with a more elaborate microscopic model which takes account of the internal structure
of the colliding particles.
From (2.52), (2.50) and (2.58), the complex scattering matrix S(k) is expressed in
terms of the Jost matrix as
S(k) = eil
pi
2 k−1/2F (−k)F−1(k)k1/2eilpi2 . (2.59)
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The scattering matrix S(k) is unitary and symmetric and depends thus on 1
2
N(N + 1)
independent real parameters. It can be diagonalized with a real orthogonal matrix T (k)
as
S(k) = T (k) e2iδ(k)T T (k) , (2.60)
where the diagonal elements of matrix δ = diag (δ1, . . . , δN) are the eigenphases [47, 48]. In
the multichannel inverse problem, the goal is to derive potentials providing a given collision
matrix or given eigenphases δj(k) and orthogonal matrix T (k).
We shall sometimes consider the particular case where l = 0 and ν = 0. In this case,
the regular solution satisfies (2.45) under the form
ϕ(k, 0) = 0, ϕ′(k, 0) = IN . (2.61)
The Jost matrix F (k) is given by (2.55) as
F (k) = fT (k, 0) . (2.62)
To single out one of the irregular solutions, we define the irregular solution η(k, r) by its
behaviour at the origin
η(k, 0) = IN , η
′(k, 0) = 0 . (2.63)
In terms of the Jost solutions, this irregular solution can be written as
η(k, r) =
i
2
[
f(−k, r)k−1G(k)− f(k, r)k−1G(−k)] . (2.64)
With (2.51), matrix G(k) is given by
G(k) = −[f ′(k, 0)]T . (2.65)
The effective range expansion can be generalized to several channels [49]. Let us
consider the opening of channels i = c, c + 1, . . . , N with equal thresholds and thus equal
wave numbers ki = kc = . . . = kN . For ki > 0, one has for the new eigenphases due to the
opening channels,
k2li+1i cot δi = ∆i0 + ∆i1k
2
i + . . . . (2.66)
This behaviour is the same as for a single channel although the eigenphase does not
correspond to a specific channel. The eigenphases of the pre-existing channels with j < c
verify
cot δj = ∆j0 + ∆j1k
2
i + . . . (2.67)
The new elements of the orthogonal matrix T verify
k
−|li−li′ |
i Tii′ = Tii′0 + Tii′1k
2
i + . . . , i, i
′ > c , (2.68)
k
−(li+1/2)
i Tij = Tij0 + Tij1k
2
i + . . . , i > c, j < c , (2.69)
k
−(li+1/2)
i Tji = Tji0 + Tji1k
2
i + . . . , i > c , j < c , (2.70)
while the old ones satisfy
Tjj′ = Tjj′0 + Tjj′1k
2
i + . . . , j, j
′ < c . (2.71)
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3. Single-channel supersymmetric quantum mechanics
The general field of supersymmetric transformations of one-dimensional quantum-
mechanical systems is well described in several textbooks [15, 16, 17, 18]. Here, we focus on
the particular application of supersymmetric quantum mechanics to the radial Schro¨dinger
equation that appears in three-dimensional scattering with central potentials.
3.1. General properties of single-channel transformations
A supersymmetric transformation of the radial Schro¨dinger equation is an algebraic
transformation of the initial Hamiltonian H0 into a new Hamiltonian H1, with all properties
of H1 being directly expressed in terms of those of H0 [19]. The transformation is based
on a factorization of the initial Hamiltonian H0 under the form
H0 = L
†L+ E , E = −κ2 , (3.1)
where E is the so-called factorization energy, corresponding to a complex wave number iκ.
Below, the corresponding Schro¨dinger equation is called the H0 equation. In the following,
we shall mostly use real negative factorization energies, which correspond to imaginary
wave numbers, i.e. real κ’s chosen positive. The operators L and L† are mutually adjoint
first-order differential operators
L = − d
dr
+ w(r) , L† =
d
dr
+ w(r) , (3.2)
where the superpotential
w(r) = u′(r)u−1(r) (3.3)
is expressed in terms of the so-called factorization solution u(r), which satisfies the initial
Schro¨dinger equation at energy E
H0u(r) = Eu(r) . (3.4)
Solution u(r) may be either a normalizable bound-state wave function or an unbound
mathematical solution. In both cases, its asymptotic behaviour is exponential, which
implies that the superpotential tends to a constant
w∞ = lim
r→∞
w(r). (3.5)
To avoid singularities in w, u has to be nodeless. This restriction is however lifted when
supersymmetric transformations are iterated (see §3.4 below).
The supersymmetric partner of H0 is
H1 = LL
† + E . (3.6)
It is Hermitian provided E is real. Again, iterations of transformations allow one to lift
that restriction (see §3.4.3 below). The corresponding Schro¨dinger equation is called the
H1 equation. Using (3.2) and (3.3), it can be checked that H1 has the same form as H0,
except for a different potential
V1(r) = V0(r)− 2w′(r) (3.7)
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with the useful property (2.8),
w′(r) = V0(r)− E − w2(r) . (3.8)
The Hamiltonians H0 and H1 are related by the intertwining relation
LH0 = H1L . (3.9)
Moreover, a solution ψ0(E, r) of the initial Schro¨dinger equation at energy E gives rise to a
solution ψ1(E, r) of the transformed Schro¨dinger equation at the same energy, which reads
ψ1(E, r) ∝ Lψ0(E, r) = W[ψ0(E, r) , u(r)]u−1(r) , (3.10)
except if u(r) is proportional to ψ0(E, r). With two independent solutions of the initial
equation H0ψ0 = Eψ0 at a fixed value of E, one obtains in general two independent
solutions of the transformed equation H1ψ1 = Eψ1. In particular, this equation can be
used to relate physical solutions of both Hamiltonians, as well as their Jost solutions: the
asymptotic behaviour of (3.10), together with the definition (2.15), implies that the precise
relation between the Jost solutions of H1 and H0 is
f1(k, r) = Lf0(k, r)(w∞ − ik)−1. (3.11)
At the factorization energy E , the Wronskian in (3.10) is constant [see (2.10)] and equation
H1ψ1 = Eψ1 has the solution
ψ1(E , r) ∝ u−1(r). (3.12)
The linearly independent solutions have then to be calculated with an equation similar to
(2.12). These results allow us to relate all the physical properties of H1 to those of H0, in
particular their bound spectra and scattering matrices.
3.2. Conservative and non-conservative transformations
Six types of transformations have to be distinguished, depending on the behaviour of u both
at the origin and at infinity (see table 1). Whereas (3.11) implies that all transformations
conserve the behaviour of solutions at infinity, e.g. transform an exponentially decreasing
solution ψ0 into an exponentially decreasing solution ψ1, only four transformation types
conserve the behaviour of ψ0 at the origin, i.e. transform a regular solution into a regular
solution. Such transformations are called conservative and denoted by Trem, Tl, Tadd and
Tr. These notations summarize the main feature of each transformation: Trem (resp. Tadd)
modifies the bound spectrum by removing (resp. adding) a bound state while Tl (resp. Tr)
does not modify the bound spectrum but corresponds to a factorization solution regular
“on the left” (resp. “on the right”) only, i.e. regular at the origin but not at infinity (resp.
regular at infinity but not at the origin).
For conservative transformations, the singularity parameter of the new potential reads
ν1 = ν0 ± 1, as obtained by expanding (3.7) at the origin and by defining the singularity
parameters ν0 and ν1 for potentials V0 and V1 as in (2.7). The bound spectrum of H1 is
identical to that of H0 (transformations Tl and Tr), with the possible exception of E , which
may be either added to (transformation Tadd) or removed from (transformation Trem) the
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Notation lim
r→0
u ν0 ν1 lim
r→∞
u F1(k) mod. δ1(k)− δ0(k)
Trem(E0) r
ν0+1 > 0 ν0 + 1 e−κr − F0(k)
κ+ ik
rem arctan
k
κ
Tl(E) rν0+1 > 0 ν0 + 1 eκr F0(k)
κ− ik none − arctan
k
κ
Tadd(E , α) r−ν0 > 0 ν0 − 1 eκr −(κ+ ik)F0(k) add − arctan k
κ
Tr(E) r−ν0 > 0 ν0 − 1 e−κr (κ− ik)F0(k) none arctan k
κ
Tnc(E , w(0)) 1 0 0 eκr G0(k) + w(0)F0(k)
κ− ik all ?
Trnc(E) 1 0 0 e−κr G0(k) + w(0)F0(k)−κ− ik all ?
Table 1. Summary of the properties of single-channel supersymmetric transformations:
singularity parameter, Jost function, bound-spectrum modification (mod.) and phase
shift (up to a multiple of pi). “rem” stands for removal, “add” for addition, “l” for left-
regular factorization solution, “r” for right-regular factorization function and “nc” for
non-conservative transformation.
bound spectrum. Finally, the transformed Jost function and scattering matrix must be
determined.
With (2.11) and (2.13), for u(r → 0)→ r−ν0 (ν0 > 0, Tr and Tadd), the superpotential
behaves at the origin as
w(r → 0) = −ν0
r
(3.13)
and the regular solution transforms according to
Lϕ
(ν0)
0 (k, r) = −ϕ(ν0−1)1 (k, r) , (3.14)
where the superscript recalls the behaviour at the origin. For u(r → 0) → rν0+1 (Tl and
Trem), the superpotential behaves at the origin as
w(r → 0) = ν0 + 1
r
(3.15)
and the regular solution transforms according to
Lϕ
(ν0)
0 (k, r) = (k
2 + κ2)ϕ
(ν0+1)
1 (k, r) . (3.16)
These relations combined with (2.19) and (3.11) lead to the Jost function. The transformed
Jost function and scattering matrix are obtained by the multiplication of the initial
quantities by a first-order rational function of the wave number, which corresponds to
the phase-shift modification
δ1(k) = δ0(k)− arctan k
w∞
≡ δ0(k)−  arctan k
κ
, (3.17)
up to a multiple of pi. The parameter  is defined according to the asymptotic behaviour
of the factorization solution as
 =
{
+1 (Tl, Tadd),
−1 (Tr, Trem) . (3.18)
CONTENTS 20
Indeed, the asymptotic value of the superpotential, w∞, takes the value ±κ, depending
on the exponentially increasing or decreasing asymptotic behaviour of the factorization
solution. These properties are established in [50, 19] and summarized in the first four lines
of table 1. For the Trem transformation, the factorization energy E equals the ground-
state energy E0 and this ground state is removed, while for the Tadd transformation, the
factorization solution being irregular at the origin depends on an arbitrary parameter
(called α in table 1) in addition to the factorization energy and a new state is added at
this energy.
The fifth and sixth types of transformation are less studied in the literature; they are
more complicated as they do not transform the regular solution into a regular solution.
They are thus called non conservative. They occur when the initial potential is regular at
the origin, i.e., ν0 = 0, and the factorization solution is chosen singular, i.e.,
u(r → 0) ∼ 1 + w(0)r + O(r2) , (3.19)
where the arbitrary parameter w(0) is the value of the superpotential at the origin. For
non-conservative transformations, the superpotential is regular at the origin. Equation
(3.7) then implies that the transformed potential is also regular at the origin, hence
ν1 = ν0 = 0. The modifications of the bound spectrum and of the phase shifts through
these transformations are determined by the modification of the Jost function. A regular
solution of the transformed potential is obtained with
L[η0(k, r) + w(0)ϕ0(k, r)] = (k
2 + κ2)ϕ1(k, r) (3.20)
where η0(k, r) is defined by (2.63) for N = 1 and (3.8) has been used. Using this expression
or definition (2.22) with ν = 0 or (2.62) for N = 1, together with the Jost solution
transformation (3.11), one gets the transformed Jost function
F1(k) = f1(k, 0) =
G0(k) + w(0)F0(k)
w∞ − ik , (3.21)
where G0 is defined by (2.65) for N = 1. This transformation thus introduces a pole to
the Jost function in k = −iw∞ = ∓iκ. Moreover, it may introduce one or several zeros,
the wave numbers of which satisfy
G0(k) = −w(0)F0(k) (3.22)
and are determined by the slope of the factorization solution at the origin, w(0). Equation
(3.22) shows that in the present case there is no simple connection between the bound states
of V0 and V1, in contrast with conservative transformations. Similarly, the scattering matrix
and phase shifts of V1 do not have simple expressions, except in particular cases where the
function G0(k) is simple (see examples in §4.1.3 and §4.4.2 below). The properties of these
non-conservative transformations are summarized in the fifth and sixth lines of table 1.
Note that, as for a Tadd transformation, the factorization solution of a Tnc transformation
depends on an arbitrary parameter w(0), in addition to the factorization energy.
3.3. Normalization of solutions through supersymmetric transformations
Let us now specify the normalization in (3.10) for different types of solutions ψ0(E, r).
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When ψ0(Ei, r) is a normalizable bound-state wave function, it is normalized as∫ ∞
0
ψ20(Ei, r)dr = 1 . (3.23)
Solution ψ1(Ei, r) is also normalizable. Since the factorization energy E must be lower or
equal to the ground state of H0 in order to avoid singularities in potential V1(r), one has
E < Ei. (3.24)
It is then well known that the appropriate normalization in (3.10) must read
ψ1(Ei, r) =
1√
Ei − E
Lψ0(Ei, r) (3.25)
=
1√
Ei − E
W[ψ0(Ei, r), u(r)]u
−1(r) (3.26)
in order to have ψ1(Ei, r) normalized [51].
Let us now consider solutions ψ0(E, r) of the initial Schro¨dinger equation with a
normalizable inverse and normalize them as∫ ∞
0
1
ψ20(E, r)
dr = 1 . (3.27)
Such solutions have to be singular both at the origin and at infinity; hence they are always
non physical. Moreover, they have to be nodeless, which means E has to be lower than
the ground-state energy. Let us now consider the corresponding solutions ψ1(E, r) of the
transformed equation, as defined by (3.10). For conservative transformations, they are also
singular at the origin and at infinity. For ψ1(E, r) to be nodeless with ψ0(E, r) nodeless,
(3.24) needs be satisfied, as in the previous case.
When all these conditions are satisfied, ψ1(E, r) is normalized as in (3.27),∫ ∞
0
1
ψ21(E, r)
dr = 1 , (3.28)
as can be directly verified by replacing ψ1(E, r) in (3.28) by its explicit expression (3.26)
and integrating by parts using (2.10):∫ ∞
0
1
ψ21(E, r)
dr = −
∫ ∞
0
u(r)
ψ0(E, r)
dW−1[ψ0(E, r), u(r) ]
dr
dr
=
[
1√
E − Eψ0(E, r)ψ1(E, r)
]0
∞
+
∫ ∞
0
1
ψ20(E, r)
dr , (3.29)
where the last equality follows from (u/ψ0)
′ = W[ψ0, u]/ψ20 . The first term of (3.29)
vanishes since both ψ0(E, r) and ψ1(E, r) are singular at the origin and at infinity, hence
the announced property.
3.4. Pairs of transformations
Let us now iterate two supersymmetric transformations
H0 −→
u(E0,r)
H1 −→
v(E1,r)
H2 , (3.30)
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where u(E0, r) is a solution of the H0 equation at energy E0 and v(E1, r) is a solution of the
H1 equation at energy E1. Solution v(E1, r) can be expressed as Lu(E1, r) if E1 6= E0. The
new potential V2(r) reads, by iteration of (3.7),
V2(r) = V1(r)− 2 d
2
dr2
ln v(E1, r) (3.31)
= V0(r)− 2 d
2
dr2
ln[v(E1, r)u(E0, r)] ≡ V0(r)− 2W ′(r) , (3.32)
where W (r), the pair superpotential, has been defined. This superpotential W (.) should
not be confused with the Wronskian W[., .]. Since the solutions of the H0 equation are in
general simpler than the solutions of the H1 equation, it is interesting to express W (r) in
terms of solutions of the H0 equation only. The obtained expressions depend on whether
E0 and E1 are equal or not; these different cases will be discussed separately below (§3.4.1
and §3.4.2). Let us also note that, for conservative transformations, the transformed phase
shift has the simple expression, up to a multiple of pi,
δ2(k) = δ0(k)− 0 arctan k
κ0
− 1 arctan k
κ1
, (3.33)
where 0,1 are defined as in (3.18). Iterating more conservative transformations simply
adds more arctangent terms to (3.33), which is the basis of the supersymmetric inversion
algorithm of [21] (see §3.5.1).
3.4.1. Equal factorization energies and phase-equivalent potentials Equation (3.33) shows
that phase-equivalent potentials, i.e. potentials sharing the same phase shifts, can be
obtained when the two successive transformations have the same factorization energies,
with factorization solutions displaying different asymptotic behaviours. Three such
transformation pairs have been extensively studied in the literature [37, 52, 53]: (Trem, Tl)
for a phase-equivalent bound-state removal, (Tr, Tadd) for a phase-equivalent bound-state
addition, and (Trem, Tadd) for a phase-equivalent arbitrary change of the bound-state ANC,
which can be linked to the arbitrary parameter α appearing in Tadd. Such transformation
pairs with equal factorization energies are also sometimes called “confluent” [54, 55, 56].
As an example, let us detail the expressions for the addition of a bound state at energy
E . The singularity of the initial potential must be larger than 2 in this case: ν0 > 2. The
first factorization solution, corresponding to the Tr transformation, is a solution vanishing
at infinity and diverging at the origin, i.e. proportional to the Jost solution, u(r) ∝ f(iκ, r).
The second factorization solution, corresponding to the Tadd transformation, diverges both
at the origin and at infinity; it reads
v(r) ∝ u−1(r)
∫ α
r
u2(t) dt . (3.34)
Hence, the pair superpotential is
W (r) =
d
dr
ln
∫ α
r
f 2(iκ, t) dt . (3.35)
Remarkably, this superpotential and V2 have no singularity, even for a factorization energy
larger than the ground-state energy of potential V0, whereas V1 is singular in this case;
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the second transformation removes the singularities of the intermediate potential. This
feature is general for phase-equivalent transformation pairs [38] and is a particular case
of irreducible second-order supersymmetric transformations [57]. Moreover, the function
f(iκ, t) may belong to the continuous spectrum of V0 thus producing a continuum bound
state, i.e. a bound state embedded in the continuum of scattering states at E > 0 [58, 59].
3.4.2. Different factorization energies In this case, a compact expression for the
superpotential is well known and has even been established for an arbitrary number of
transformations with different factorization energies [60, 61, 62, 63] (see §3.5.1). For two
transformations, it reads
W (r) =
d
dr
ln W[u(E0, r), u(E1, r) ] (E1 6= E0) , (3.36)
where u(E1, r) is a transformation solution of the H0 equation at energy E1, related to
v(E1, r) through (3.10), the precise normalization having no influence on the result because
of the logarithmic derivative.
Though this result is very compact and elegant, it is not very convenient for
applications because of the successive derivative calculations. An alternative formula for
W (r) in terms of solutions of the initial equation and of their first derivative only reads,
using (2.9) and (2.10),
W (r) =
(E0 − E1)u(E0, r)u(E1, r)
W[u(E0, r), u(E1, r)] =
E0 − E1
w1(r)− w0(r) , (3.37)
with
wi(r) =
u′(Ei, r)
u(Ei, r) , i = 0, 1 . (3.38)
Introducing this result into (3.32) and taking (2.8) into account, one gets
V2(r) = V0(r) + 2(E1 − E0) E1 − E0 + w
2
1(r)− w20(r)
[w1(r)− w0(r)]2 . (3.39)
Let us now discuss the conditions under which the above formulas lead to physically
acceptable potentials, i.e. potentials without singularity. Equation (3.39) is somewhat
misleading in this respect: it seems to imply that neither u(E0, r) nor u(E1, r) may vanish
in order for the potential to be regular. Actually, (3.36) shows that physical potentials are
obtained as soon as the Wronskian does not vanish and is either real or purely imaginary
for r ∈ (0,∞). These conditions guarantee the absence of singularities and the reality of
the potential.
3.4.3. Mutually conjugate factorization energies For single-channel inverse-scattering
applications, real factorization energies turn out to be sufficient in general [40]. One
noticeable exception, for which complex energies are required, is the fit of resonances.
Let us detail this situation as it will also be encountered in the coupled-channel case. A
similar discussion, for the full-line Schro¨dinger equation rather than for the radial one, can
be found in [32, 64].
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We consider a pair of Tr transformations with mutually conjugate factorization energies
E ≡ ER + iEI ≡ −α2 and E∗, and with mutually conjugate factorization solutions u(E , r)
and u(E∗, r) ≡ u∗(E , r) exponentially decreasing at infinity. Defining α ≡ αR + iαI with
αR > 0, these solutions thus behave asymptotically like e
−αr. To fix ideas, we make the
sign choice αI > 0, which corresponds to ER > 0 and EI < 0. Equation (3.33) shows that
this pair adds a resonant term to the phase shift,
δ2(k)− δ0(k) = arctan k
α
+ arctan
k
α∗
= arctan
2αRk
|α|2 − k2 (3.40)
≈
k≈αIαR
arctan
|EI |
ER − E . (3.41)
For a narrow resonance, i.e. when ER  |EI | or αI  αR, this expression reduces to a
Breit-Wigner term when k approaches the resonance wave number [65].
Equation (3.37) also shows that the pair superpotential is real in this case, as
u(E∗, r) = u∗(E , r). Indeed, defining w(r) ≡ u′(E , r)/u(E , r), one has
W (r) = − EI
Imw(r)
. (3.42)
This pair of transformations thus relates two real potentials with each other, whereas the
intermediate potential obtained after one transformations is complex. This possibility,
first explored in [66, 67] (see also [68]) is a particular case of second-order irreducible
supersymmetry [69, 57]. Let us finally remark that the Tr transformation functions are
singular at the origin and can thus only be used for a potential V0 with ν0 > 2. This
drawback can be eliminated in chains of transformations as shown in §3.5.3.
3.5. Chains of transformations
3.5.1. Chains of transformations with different factorization energies Supersymmetric
transformations can be iterated to form a chain of transformations [63]. With some
restrictions discussed below, the six types of transformations displayed in table 1 can
appear and can be useful in such chains. The iteration transforms Hamiltonian H0 into
Hn,
H0 −→
v0(E0,r)
H1 −→
v1(E1,r)
H2 . . . Hn−1 −→
vn−1(En−1,r)
Hn , (3.43)
where vi(Ei, r) is a solution of Hivi(E , r) = Evi(E , r) at energy Ei = −κ2i (Reκi > 0) and
all energies are different and may be complex. The transformed potential is given by
Vn(r) = V0(r)− 2 d
2
dr2
ln [vn−1(En−1, r) . . . v1(E1, r)v0(E0, r)] . (3.44)
The wave functions of Hn are transformed from the wave functions of H0 according to
ψn(r) = Ln−1 . . . L1L0ψ0(r) (3.45)
where
Li = − d
dr
+
v′i(Ei, r)
vi(Ei, r) . (3.46)
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Equation (3.45) can also be written with the nth-order differential operator
L(n) = Ln−1 . . . L1L0 = (−1)n d
n
drn
+ an−1(r)
dn−1
drn−1
+ . . .+ a0(r), (3.47)
which defines the functions ai, i = 0, . . . , n−1. These depend on the factorization solutions
vi(Ei, r), which can be expressed as functions of solutions u0(Ei, r) of H0u0(E , r) = Eu0(E , r)
at energy Ei by
vi(Ei, r) = L(i)u0(Ei, r), v0(E0, r) = u0(E0, r). (3.48)
Hence the potential Vn in Hn can be expressed with a Wronskian of functions ui(r) ≡
u0(Ei, r) as
Vn(r) = V0(r)− 2 d
2
dr2
ln W[u0, u1, . . . , un−1]. (3.49)
In the same way, one obtains
ψn(r) =
W[u0, u1, . . . , un−1, ψ0]
W[u0, u1, . . . , un−1]
. (3.50)
Such expressions are known as Crum-Krein formulas [61, 62, 63].
A consequence of (3.49) and (3.50) is that the order of the transformations in (3.43) is
irrelevant. Between expressions (3.44) and (3.49) of potential Vn, intermediate expressions
may also be useful. For 0 6 k < n, this potential can be written as
Vn(r) = Vk(r)− 2 d
2
dr2
ln W[vkk, vkk+1, . . . , vkn−1]. (3.51)
where vki(r) ≡ vk(Ei, r). Examples of use of this formula can be found in §4.2 and §4.3.
Potential Vn must however satisfy two conditions. (i) It should be real. In practice,
this restricts energies Ei to real values and to pairs of mutually conjugate values. (ii) For
conservative transformations, the singularity index νn of Vn should be positive. The total
number of Tr and Tadd transformations should then be smaller than, or equal to, ν0 plus
the total number of Tl and Trem transformations.
For conservative transformations, the phase shifts of potential Vn are given by
δn(k) = δ0(k)−
n−1∑
i=0
i arctan
k
κi
. (3.52)
The coefficients i = ±1 are defined as in (3.18). This expression is real since complex κi
values appear in conjugate pairs. For non-conservative transformations, we could not find
a compact expression for the phase shift in the general case. In section 4, explicit examples
will be provided in the important particular case of a vanishing initial potential.
3.5.2. Phase-equivalent chains of transformations Chains where factorization energies are
not all different can also be useful. An important example is given by phase-equivalent
potentials [70, 38, 53]. With a chain of n phase-equivalent pairs of transformations (see
§3.4.1), the most general form of such potentials is given by
V2n = V0 − 2 d
2
dr2
ln detX0. (3.53)
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where X0 is an n× n matrix with elements
X0;ij = βiδij +
∫ ∞
r
u0(Ei, r′)u0(Ej, r′)dr′. (3.54)
The functions u0(Ei, r) are various solutions of the H0 equation at energy Ei. See [53]
for details and for the choices of Ei and βi. According to these choices, bound states are
suppressed or added to the spectrum of H0 and the ANCs of some states are modified.
3.5.3. Chains of transformations adding resonances We now consider a particular chain
of transformations with different energies where resonances can be introduced without the
drawback mentioned in §3.4.3, i.e. the final potential has the same singularity at the origin
as the initial potential [40, 71]. As we show below in §4.2, the whole class of potentials
known as Bargmann-type potentials [72, 4] can be obtained with the help of either pairs
of usual supersymmetric transformations or their confluent forms [73].
A special chain of 4n transformations is realized by using n pairs of Tr transformation
solutions at mutually conjugate energies E2j−1 = −α2j with αjR > 0 and E2j = E∗2j−1 for
j = 1 to n and 2n Tl transformation solutions at real energies E2n+j+1 = −κ2j with κj > 0
for j = 0 to (2n−1). All factorization constants Ej should be different from each other. The
functions u0(Ej, r) are distinguished by their behaviour at the origin. The 2n Tl functions
are regular and the 2n Tr functions are irregular at the origin. Thanks to the Tr functions,
V4n has the same singularity as V0.
Using the results of table 1, it is shown that such a chain of transformations modifies
the initial Jost function F0(k) of Hamiltonian H0 into the Jost function
F4n(k) = F0(k)
n∏
j=1
(k + iαj)(k + iα
∗
j )
(k + iκ2j−2)(k + iκ2j−1)
, (3.55)
corresponding to Hamiltonian H4n. The Jost function F4n(k) differs from F0(k) by a
rational function of momentum k. Every pair of complex αj corresponds to a resonance
with complex energy −α2j like in §3.4.3. The corresponding expression for δ4n(k) is a
particular case of (3.52) which generalizes (3.40),
δ4n(k) = δ0(k) +
n∑
j=1
arctan
2αjRk
|αj|2 − k2 −
2n−1∑
j=0
arctan
k
κj
. (3.56)
In §4.2 we apply this technique to obtain potentials with either one or two resonance states,
starting from V0 = 0. It is worth noting that solutions of the Schro¨dinger equation for these
potentials are expressed in terms of elementary functions although their explicit form may
be rather involved.
4. Supersymmetric potentials for single-channel inverse problems
Let us now review several examples of inverse problems, as solved by supersymmetric
quantum mechanics, for the single-channel case. We limit ourselves to the neutral case (for
the charged case, we refer the reader to [21]). We first consider schematic problems that are
the building blocks of the iterative inversion procedure. They provide a detailed comparison
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of conservative and non-conservative transformations. Then we apply the results to the
neutron-proton system, both for l = 0 and l 6= 0 partial waves. For l = 0, the constructed
potentials generalize the Bargmann potentials, i.e. potentials for which the Jost function
and scattering matrix are rational functions of the wave number [74, 72, 2, 4, 5].
4.1. S-wave Bargmann-type potentials with one bound state
4.1.1. Bargmann potentials with conservative transformations We construct a potential
with a single bound state by the iterative application of two supersymmetric
transformations on the zero potential V0(r) = 0:
V0 ≡ 0 −→
Tl(E0)
V1 −→
Tadd(E1,α)
V2. (4.1)
The initial potential has unity Jost function F0(k) = 1, unity scattering matrix S0(k) = 1,
and the free-wave scattering solution ψ0(k, r) = sin(kr). For negative energies, the solutions
of the initial Schro¨dinger equation are linear combinations of exponential functions, which
leads to simple expressions for the transformed potentials.
A first transformation, of the Tl type, is performed with a nodeless factorization
function u(E0, r) regular at the origin and singular at infinity,
u(E0, r) ∝ sinh(κ0r) , (4.2)
with the definition κ0 =
√−E0 > 0. It leads to a purely-repulsive (and hence without
bound state) transformed potential
V1(r) =
2κ20
sinh2(κ0r)
. (4.3)
This potential is singular at the origin, has a Jost function with a pole in the lower half
plane
F1(k) =
1
k + iκ0
(4.4)
and an S matrix with a pole in the upper half plane
S1(k) =
k + iκ0
−k + iκ0 . (4.5)
Let us stress that this pole is not associated to any bound state, as the Jost function
has no zero in the upper half plane; this shows that the Jost function contains more
physical information than the scattering matrix. Such a behaviour is not usually stressed
in textbooks where the Jost function is often supposed to be analytic on the whole plane.
This is only true for truncated potentials whereas most short-range potentials used in
practice display an exponential decay, as potential V1(r), and hence there is no systematic
link between S-matrix poles and bound states. The phase shift corresponding to S matrix
(4.5) reads
δ1(k) = − arctan k
κ0
, (4.6)
which can also be extracted from the asymptotic behaviour of the scattering wave function
ψ1(k, r) = Lψ0(k, r) = −k cos(kr) + κ0 cotanh(κ0r) sin(kr). (4.7)
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The phase shift (4.6) corresponds to a one-term effective-range expansion (2.29) with
scattering length
a = κ−10 (4.8)
and all other terms zero. This phase shift does not vanish at infinity, in agreement with the
generalized Levinson theorem for an r−2 singular potential with a singularity parameter
ν1 = 1 [75].
A second transformation of the Tadd type is performed with a nodeless factorization
function v(E1, r) singular both at the origin and infinity. This transformation regularizes
the potential at the origin and adds a bound state at energy E1, giving a one-bound-state
Bargmann potential. In the spirit of the discussion of §3.4.2, we do not directly discuss
the properties of v(E1, r), which is solution of the H1 equation and has a rather intricate
expression; we rather concentrate on u(E1, r), which is also singular at the origin and at
infinity but which is solution of the H0 equation and hence has a simple expression
u(E1, r) = 1√
2κ1|1 + α|
[ exp(κ1r) + α exp(−κ1r) ] (4.9)
where κ1 =
√−E1 > 0. When this function does not vanish (α > −1), its inverse is
normalized in agreement with convention (3.27). The case α < −1 will also be useful below,
provided v(E1, r) does not vanish; in this case, (4.9) implies that v(E1, r) is normalized
according to (3.28). The potential can then be written explicitly, using either (3.32),
(3.36) or (3.39), as
V2(r) = − 2 d
2
dr2
ln W[sinh(κ0r) , exp(κ1r) + α exp(−κ1r)] (4.10)
= 2(κ21 − κ20)
κ20
sinh2(κ0r)
+
4ακ21
[ exp(κ1r) + α exp(−κ1r)]2[
κ0 coth(κ0r)− κ1 exp(κ1r)− α exp(−κ1r)
exp(κ1r) + α exp(−κ1r)
]2 , (4.11)
with the particular value V2(0) = 2(κ
2
1− κ20). Such compact expressions for the Bargmann
potential were not known to our knowledge (see reference [4] for a comparison); they are
only valid for E1 6= E0 (see reference [5] for the confluent case E1 = E0).
Let us now discuss the possible values of parameter α. In order for v(E1, r) to be
nodeless, it has to satisfy one of the following conditions
α > −1 for κ0 > κ1 , (4.12)
α < −1 for κ0 < κ1 . (4.13)
In the first case, u(E1, r) is also nodeless, while in the second case, u(E1, r) has a node which
disappears during the first transformation. The usual Bargmann potential [4] corresponds
to the first case only; it was not realized in previous works that the second case is also
possible because the potential was constructed in a more complicated way.
The main interest of this potential family is that both its Jost function and its
scattering matrix have rational expressions in terms of the wave number. The Jost function
reads
F2(k) =
k − iκ1
k + iκ0
, (4.14)
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with one pole in −iκ0 as before and one zero in iκ1 which corresponds to the added bound
state. The scattering matrix reads
S2(k) =
k + iκ1
k − iκ1
k + iκ0
k − iκ0 , (4.15)
it has an unphysical pole in iκ0, as before, and a new pole corresponding to the added
bound state in iκ1. The corresponding phase shift (3.33) reads
δ2(k) = pi − arctan k
κ0
− arctan k
κ1
, (4.16)
which can also be extracted from the asymptotic behaviour of the scattering state
ψ2(k, r) = κ0k coth(κ0r) cos(kr) +
[
k2 − κ20
sinh2(κ0r)
]
sin(kr)
−
{[
κ21 − κ0κ1 coth(κ0r) + κ
2
0
sinh2(κ0r)
]
exp(κ1r)
+ α
[
κ21 + κ0κ1 coth(κ0r) +
κ20
sinh2(κ0r)
]
exp(−κ1r)
}
(4.17)
× k cos(kr)− κ0 coth(κ0r) sin(kr)
[−κ1 + κ0 coth(κ0r)] exp(κ1r) + α[κ1 + κ0 coth(κ0r)] exp(−κ1r) .
The phase shift (4.16) is equivalent to a truncated two-term effective-range expansion with
the scattering length a and effective range r0 reading [76]
a =
1
κ0
+
1
κ1
, r0 =
2
κ0 + κ1
(4.18)
and all other terms vanishing. It is important to stress that these expressions are
independent of the value of parameter α. Hence, different potentials corresponding to
different values of α have identical Jost function and scattering matrix, on the whole
complex plane. Such potentials are phase equivalent.
4.1.2. Link between bound- and scattering-state properties Let us now study in more detail
the properties of the bound state of this potential (see reference [4] for a similar discussion).
Since the inverse of u(E1, r) is normalized to unity, the inverse of
v(E1, r) = 1√|κ20 − κ21| Lu(E1, r) (4.19)
also is, according to §3.3. Hence, the wave function of the added bound state reads explicitly
ψ2(E1, r) = v−1(E1, r)
=
√
2κ1(κ20 − κ21)(1 + α)
[−κ1 + κ0 coth(κ0r) ] exp(κ1r) + α [κ1 + κ0 coth(κ0r) ] exp(−κ1r) (4.20)
and behaves asymptotically as
±
√
2κ1
κ0 + κ1
κ0 − κ1 (1 + α) exp(−κ1r) , (4.21)
where the plus sign corresponds to case (4.12) and the minus sign corresponds to case
(4.13). This behaviour defines the ANC [see (2.31)] of the bound state
C =
√
2κ1
κ0 + κ1
κ0 − κ1 (1 + α) , (4.22)
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chosen real and positive in all cases.
As is obvious from the above equation, the ANC is related to the value of parameter
α and can be chosen arbitrarily. We have thus constructed a family of phase-equivalent
potentials with different ANC values for the bound state. This illustrates a general result
well known in the context of the inverse-scattering problem [4], i.e. that there is no general
link between the scattering matrix and the ANC. This may seem to contradict a result
used in several references [77, 78], where appears the relationship between the ANC and
the residue of the scattering matrix pole in iκ1,
T (k) ≡ 1− S(k) →
k→iκ1
i |C|2
k − iκ1 , (4.23)
for an s wave without Coulomb interaction, as is the case here. For the potential
constructed above, we can calculate the S-matrix residue explicitly from the analytical
expression of S given by (4.15). This leads to
T2(k) ≡ 1− S2(k) →
k→iκ1
2 iκ1 (κ0 + κ1)
(κ0 − κ1)(k − iκ1) . (4.24)
Comparing this expression with (4.22) shows that, for the above potentials, this relation
only holds for the case α = 0, which implies that κ0 > κ1 according to (4.12).
In case (4.13), κ0 < κ1, the pole of the Jost function in −iκ0 (which implies that the
Jost function is analytic only for complex wave numbers such that Im k > −κ0) is closer
to the origin of the complex plane than the zero of the Jost function corresponding to
the bound state. Hence, there is no particular link between the ANC and the scattering
matrix, as seen in §2.1.
The particular case α = 0 is actually quite important, both from the mathematical
and physical points of view. Mathematically, the above expressions strongly simplify; for
instance, the potential (4.11) becomes the Eckart potential [79]
V2(r) =
2κ20(κ
2
1 − κ20)
[κ0 cosh(κ0r)− κ1 sinh(κ0r)]2 (4.25)
= − 8κ20
β exp(−2κ0r)
[ 1 + β exp(−2κ0r)]2 , β =
κ0 + κ1
κ0 − κ1 > 1. (4.26)
This is one of the potentials derived by Bargmann (see reference [74] for σ = 1, equation
(4.11) of [72] and reference [12]). With respect to the whole phase-equivalent family, this
potential has a shorter range as seen on the asymptotic behaviour of (4.11) for arbitrary
α,
V2(r →∞)→ −8β
[
κ20 exp(−2κ0r) + ακ21 exp(−2κ1r)
]
. (4.27)
For case (4.12) with α 6= 0, the exp(−2κ1r) term is dominant; the asymptotic
behaviour of the potential is then related to the bound-state energy and to the particular
value of α chosen. When the bound state is added at a small binding energy, the potential
thus decreases slowly in general, though at an exponential rate. For α = 0 or for case
(4.13), on the contrary, the exp(−2κ0r) term is dominant and the asymptotic behaviour of
the potential only depends on κ0 and β. The case α = 0 is thus the only possibility to get
a rapidly-decreasing potential with a small binding energy. The potential for which the
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relationship between the S matrix and the ANC holds is thus shorter-ranged than the other
potentials of the phase-equivalent family. It is more physical as its range is independent of
the binding energy.
Let us now study the case α = −1 in (4.9). The second factorization solution is
now regular at the origin, which implies that no bound state is introduced. The second
transformation is thus of the Tl type, like the first one; both transformations play an
equivalent role and there is no condition on κ0 and κ1 in this case. The potential formulae
(4.10) and (4.11) remain valid but V2(r) is now singular at the origin: it behaves like
V2(r → 0)→ 6
r2
. (4.28)
At infinity, it decreases exponentially, with a rate determined by the smallest factorization
wave number. The Jost function reads
F2(k) =
1
(k + iκ0)(k + iκ1)
, (4.29)
which leads to the same S matrix (4.15) as before. The phase shift is given by (4.16) minus
pi; this is an example of phase equivalent potentials with different number of bound states,
as first studied in [37, 52].
This singular potential is an interesting intermediate step in a decomposition of the
inverse problem proposed in [21]: it is the unique bound-state-less potential with the phase
shift (4.16), up to a multiple of pi. A bound state can then be added to this potential,
at an arbitrary energy E2 and with an arbitrary asymptotic normalization constant, with
the additional phase-equivalent supersymmetric pair {Tr(E2), Tadd(E2, α)}. This generates
the most-general phase-equivalent potential with the phase shift (4.16) and one bound
state. Since E0 and E1 fix the phase shifts, the potential still depends on two parameters,
E2 and α, in agreement with general theorems for the fixed-angular-momentum inverse
problem [4]. The two-transformation potentials (4.11) can be obtained from this general
four-transformation family: when E2 = E1 (or E2 = E0), two transformations simplify and
one gets {
Tl(E0), Tl(E1), Tr(E1), Tadd(E1, α)
}
=
{
Tl(E0), Tadd(E1, α)
}
. (4.30)
The four-transformation potential family illustrates once again the complete disconnection
between bound- and scattering-state properties: for these potentials, neither the bound-
state ANC, determined by α, nor the binding energy, are related to the scattering-matrix
poles. However, when their binding energy is small, |E2| < |E0|, |E1|, these potentials have
a particular physical feature: they decrease slowly, as their dominant term given by the
asymptotic behaviour of (3.35) behaves like exp(−2κ2r). Hence, in the more general family
of phase-equivalent potentials with phase shift (4.16) displaying both an arbitrary binding
energy and an arbitrary normalization constant, the two-transformation α = 0 potential
has the shortest range and is the only potential with a range independent from its binding
energy; this potential, for which the ANC is related to the residue of the S-matrix pole, is
thus unique and physically well defined [78].
Let us finally mention that the limiting case α → ∞ can also be treated with the
above formalism. It corresponds to a pair of transformations {Tl(E0), Tr(E1)} which leads
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to a regular bound-state-less potential. Equations (4.14), (4.15), (4.16), (4.25) and (4.26)
are still valid, except for a change of sign for κ1 [4]. In this case, no particular condition
holds for κ0 and κ1. This potential is not phase equivalent to the above ones as κ1 has the
opposite sign. The one-bound-state potential (4.11) can be obtained from it by applying the
pair {Tl(E1), Tadd(E1, α)}. This four-step procedure is the one followed in [4], for instance.
Once again, since{
Tl(E0), Tr(E1), Tl(E1), Tadd(E1, α)
}
=
{
Tl(E0), Tadd(E1, α)
}
, (4.31)
our method is the most direct way to generate the one-bound-state potential.
4.1.3. Eckart potential with non-conservative transformations An alternative writing for
the Eckart potential (4.25) is
V2(r) = −2 d
2
dr2
ln [κ0 cosh(κ0r)− 1κ1 sinh(κ0r) ] , (4.32)
where κ0,1 are chosen positive and the sign of 1 determines the presence of a bound state
(1 = +1, with the condition κ0 > κ1 > 0) or not (1 = −1, no particular condition
on κ0,1). This equation shows that this potential can also be obtained through a single
supersymmetric transformation of the zero potential, with factorization energy E0 = −κ20.
The corresponding transformation solution,
v(E0, r) = κ0 cosh(κ0r)− 1κ1 sinh(κ0r), (4.33)
does not vanish at the origin; hence this transformation is non-conservative. Notation v is
chosen because this single transformation can actually be interpreted as the second step of
a chain of two non-conservative transformations,
V0 ≡ 0 −→
Tnc(E1,1κ1)
V1 ≡ 0 −→
Tnc(E0,−1κ1)
V2, (4.34)
where the first transformation leaves the potential unchanged as its factorization solution
is just exp(1κ1r) and its superpotential is constant, while the second transformation has
a non-constant superpotential, the value at the origin of which is
w(0) = −1κ1 . (4.35)
In the following we call the first transformation “purely exponential”. The chain (4.34)
of non-conservative transformations is thus equivalent to the chain (4.1) of conservative
transformations in this case but the order in (4.34) strongly simplifies things: (3.51) can
be applied and the intermediate potential vanishes. The factorization solution (4.33) of
the second transformation can be obtained by applying the operator corresponding to the
purely-exponential transformation to the solution of V0 regular at the origin, i.e.,
v(E0, r) =
(
− d
dr
+ 1κ1
)
sinh(κ0r) (4.36)
=
 cosh
(
κ0r − 1arctanhκ1κ0
)
(κ1 < κ0),
sinh
(
κ0r + arctanh
κ0
κ1
)
(κ1 > κ0),
(4.37)
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where the first case leads to a potential with or without bound state, depending on the
sign of 1, while the second case necessarily leads to a bound-state-less potential.
Let us check that the Jost function obtained with the single non-conservative
transformation coincides with the one obtained with the pair of conservative
transformations. Since the Jost solution of the zero potential reads f0(k, r) = exp(ikr),
(2.65) implies that G0(k) = −ik. Hence, using (4.35) and the fact that w(∞) = κ0 for
factorization solution (4.33), (3.21) leads to the Jost function
F2(k) =
k − i1κ1
k + iκ0
, (4.38)
which agrees with (4.14) and generalizes it to the bound-state-less case.
Let us finally express the regular solutions of the Eckart potential using the
transformation chain (4.34). The purely-exponential transformation transforms the regular
solution of the vanishing potential into a solution that is not regular at the origin, similarly
to (4.36). At energy E1 and for 1 = +1, this transformed solution is simply a decreasing
exponential, which can be normalized as
√
2κ1 exp(−κ1r). Applying the second non-
conservative transformation to this solution leads to a solution which is regular at the
origin again and still decreases exponentially at infinity, i.e. the bound-state wave function
ψ2(r) =
1√E1 − E0
L
[√
2κ1 exp(−κ1r)
]
(4.39)
=
√
2κ1(κ20 − κ21)
sinh(κ0r) exp(−κ1r)
κ0 cosh(κ0r)− κ1 sinh(κ0r) . (4.40)
This solution is consistent with (4.20) for α = 0. For positive energies, the doubly
transformed regular solution reads
ϕ2(k, r) =
1
k2 + κ20
{
k sin(kr) + 1κ1 cos(kr)
+
κ0
k
κ0 sinh(κ0r)− 1κ1 cosh(κ0r)
κ0 cosh(κ0r)− 1κ1 sinh(κ0r) [ k cos(kr)− 1κ1 sin(kr) ]
}
, (4.41)
which is consistent with (4.17) for α = 0. Comparing its asymptotic expression with (2.19),
one recovers the Jost function (4.38).
4.2. Purely-exponential transformations and resonant states
As illustrated above on the Eckart-potential example, purely-exponential transformations
lead to interesting simplifications of the analytical expressions of the potentials constructed
by supersymmetric transformations. Of course, such transformations are only possible for
a vanishing starting potential. Nevertheless, this case is important enough for practical
applications to deserve a detailed study. In the present paragraph, we thus study their
iterations and show in particular that they can be used to construct potentials with
resonances.
Let us first notice that a purely-exponential solution, when transformed by a purely-
exponential transformation, remains purely exponential. Indeed, one has,
v1(E1, r) = L0u1(E1, r) =
[
− d
dr
+ 0κ0
]
exp(1κ1r) ∝ u1(E1, r). (4.42)
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This implies that iterating purely-exponential transformations keeps the initial vanishing
potential unchanged; in this case, as in the Eckart potential one, (3.51) still applies with
Vk = 0, where k is the number of exponential transformations.
As for non-purely-exponential solutions, the chain of purely-exponential transfor-
mations modifies them similarly to (4.37). For instance, a hyperbolic sine function
um(Em, r) = sinh(κmr) transforms through a chain of two purely-exponential transfor-
mations as
v2m(Em, r) = L1L0um(Em, r)
∝

sinh
(
κmr − 0arctanh κ0κm − 1arctanh κ1κm
)
(κm > κ0, κ1)
sinh
(
κmr − 0arctanhκmκ0 − 1arctanhκmκ1
)
(κm < κ0, κ1)
cosh
(
κmr − 0arctanh κ0κm − 1arctanhκmκ1
)
(κ0 < κm < κ1)
cosh
(
κmr − 0arctanhκmκ0 − 1arctanh κ1κm
)
(κ1 < κm < κ0)
(4.43)
An important application is the case of two purely-exponential transformations with
complex-conjugate factorization solutions: applying two right-regular Tr transformations
with transformation functions
u0(r) = exp(−αr), u1(r) = exp(−α∗r), (4.44)
adds a resonance, the parameters of which depend on the value of the complex parameter
α, chosen here with αR ≡ Reα > 0 (see discussion in §3.4.3). The above results can
be generalized to this case by replacing 0κ0 by −α and 1κ1 by −α∗. In particular, the
generalization of (4.43) shows that a hyperbolic sine function sinh(κmr) transforms into
v2m(Em, r) = (κ2m + |α|2) sinh(κmr)− 2αRκm cosh(κmr)
∝ sinh (κmr − ζm) , (4.45)
where only one option of (4.43) survives and where the parameter
ζm ≡ arctanh ακm + arctanh α
∗
κm
= arctanh
2αRκm
κ2m + |α|2
(4.46)
is real and positive since (α − κm)(α∗ − κm) is always positive. Purely-exponential
transformations thus permit us to enlarge the class of standard Bargmann potentials,
which typically only support a finite number of bound states, to potentials supporting
resonance states.
Let us illustrate this by building the simplest possible potential displaying one
resonance. This potential can be obtained with two purely-exponential Tr transformations.
Using the technique of §3.5.3, these two transformations are compensated in a chain of four
transformations by two left-regular transformations Tl, with hyperbolic sine factorization
solutions with real parameters κ0 and κ1. These solutions transform according to (4.45),
which implies that the final potential reads
V4(r) = − 2 d
2
dr2
ln W[exp(−αr), exp(−α∗r), sinh(κ0r), sinh(κ1r)] (4.47)
= − 2 d
2
dr2
ln W [sinh (κ0r − ζ0) , sinh (κ1r − ζ1)] (4.48)
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=
2 (κ20 − κ21)
[
κ21 sinh
2 (κ0r − ζ0)− κ20 sinh2 (κ1r − ζ1)
]
[κ1 sinh (κ0r − ζ0) cosh (κ1r − ζ1)− κ0 sinh (κ1r − ζ1) cosh (κ0r − ζ0)]2
, (4.49)
where the real positive constants ζi are defined by (4.46). If we assume κ1 > κ0, the
potential is not singular if κ0 tanh ζ1 > κ1 tanh ζ0. Potential V4 represents a generalization
of a two-soliton potential defined on the positive semi-axis [80]. Instead of two discrete
levels present in the two-soliton potential, potential (4.49) has one resonance state.
The Jost function (3.55) assumes the form
F4(r) =
(k + iα)(k + iα∗)
(k + iκ0)(k + iκ1)
. (4.50)
The S-matrix resonance pole occurs at k = −iα (Imα > 0) with the mirror pole at
k = −iα∗. For the phase shift (3.56), one obtains
δ4(k) = arctan
2αRk
|α|2 − k2 −
1∑
j=0
arctan
k
κj
. (4.51)
Let us finally consider a more complicated case: a potential with two resonances on
a scattering background. The resonance poles occur at k = −iα1,−iα∗1,−iα2,−iα∗2, with
αiR, αiI > 0, i = 1, 2. Four Tl transformations with functions sinhκir, κi > 0, i = 0, . . . , 3,
regularize the potential and add the background. Since V4(r) = 0, the 8-transformation
potential can be written in a more compact form by means of a 4th-order Wronskian,
V8(r) = −2 d
2
dr2
ln W[v40, v41, v42, v43] , (4.52)
where
v4i(r) = sinh(κir − ζi − %i), i = 0, . . . , 3 , (4.53)
and
tanh ζi =
2α1Rκi
|α1|2 + κ2i
, tanh %i =
2α2Rκi
|α2|2 + κ2i
. (4.54)
The phase shift is given by a generalization of (4.51).
4.3. Application to the neutron-proton 3S1 wave
As an application of the above considerations, let us now construct S-wave potentials
for the neutron-proton system, that fit the neutron-proton triplet scattering length and
effective range recommended in [81],
a = 5.4194(20) fm, r0 = 1.7536(25) fm. (4.55)
From (4.18), the corresponding scattering-matrix poles have the values
κ0 =
1
r0
+
√
1
r20
− 2
a r0
= 0.9090 fm−1, (4.56)
κ1 =
1
r0
−
√
1
r20
− 2
a r0
= 0.2315 fm−1. (4.57)
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Figure 1. Neutron-proton triplet S-wave potentials (left panel) constructed with
two supersymmetric transformations with factorization wave numbers (4.56)-(4.57) and
parameter α = −0.75, 0, 3. All potentials share the same effective-range parameters
(4.55), phase shifts (4.16) and binding energy, but differ by their bound-state ANC (4.22).
The α = 0 short-range potential has the most physical ANC (4.58), while the longer-range
potentials have the double or the half of this value, according to (4.22), as seen on their
bound-state wave functions (right panel).
Taking relativistic corrections into account [81], this value of κ1 perfectly matches the
experimental deuteron binding energy Bd: |E1| = 2µκ21 is equal to Bd = 2.225 MeV. Several
such potentials are displayed in figure 1. Among them, the shortest-range potential (α = 0)
decreases asymptotically like exp(−2κ0r), i.e. faster than the expected behaviour from the
one-pion exchange, exp(−0.7r)/r. All other potentials, on the other hand, decrease like
exp(−2κ1r), with a repulsive tail when α < 0 and an attractive tail when α > 0. These
potentials thus decrease more slowly than the one-pion exchange potential; therefore they
are not physically acceptable. The short-range potential has a bound state, the ANC of
which is related to the residue of the pole of the scattering matrix, which in turn can
be related to the scattering-matrix pole locations [78] and the effective-range-expansion
parameters [76, 82],
C =
√
2κ1
κ0 + κ1
κ0 − κ1 =
√
2κ1
1− κ1 r =
√
2aκ21
2− aκ1 = 0.883 fm
−1/2. (4.58)
Despite the too fast asymptotic decrease of this potential, this ANC agrees fairly well with
the recommended value of reference [81], C = 0.8845(8) fm−1/2.
In reference [83], this unique short-range potential is generalized to fit the
scattering phase shifts at higher energies, which corrects both its asymptotic behaviour
and its ANC value. Remarkably, a good quality fit can be obtained with only
five S-matrix poles iiκi lying on the imaginary wave number axis, where iκi =
0.23154,−0.45146, 0.43654, 1.6818, 2.3106 fm−1 for i = 0 to 4. The phase shifts are thus
parametrized as
δ4(k) = −
4∑
i=0
i arctan
k
κi
. (4.59)
CONTENTS 37
The corresponding potential VS;5 reads
VS;5(r) = −2 d
2
dr2
ln W[u0, . . . , u4] , (4.60)
with the Tadd and Tr solutions
ui(r) = e
iκir , i = 0, 1 , (4.61)
and the three Tl solutions
ui(r) = sinh(κir) , i = 2, 3, 4 . (4.62)
Potential VS;5 can be simplified by using expression (3.51) which is interesting because
VS;2(r) = 0 with the exponential transformation functions (4.61). Hence potential VS;5 can
also be seen as resulting from three non-conservative transformations and can be rewritten
as
VS;5(r) = −2 d
2
dr2
ln W
[
cosh
(
κ2r − arctanhκ0κ2 + arctanhκ2κ1
)
,
sinh
(
κ3r − arctanhκ0κ3 + arctanhκ1κ3
)
, sinh
(
κ4r − arctanhκ0κ4 + arctanhκ1κ4
)]
. (4.63)
The effective-range function corresponding to these five poles expands as a Pade´
approximant of order [2/2], instead of a Taylor expansion. The interest of effective-
range Pade´ approximants for the neutron-proton triplet S wave has been stressed by
several authors (see [84, 76] and references therein). In particular, in [76], a [2/1] Pade´
expansion is found satisfactory, which corresponds to a four-pole parametrization of the
scattering matrix. The corresponding potential, not provided in [76], can be constructed
with four supersymmetric transformations. We have checked that this potential displays
a non-physical oscillating tail, which seems to indicate that four poles are not sufficient to
build a satisfactory potential. The oscillatory behaviour can be explained by the complex
character of two poles, a difficulty already met in [21] for the singlet case. Since they
avoid oscillations, purely imaginary poles seem to be a better choice, as illustrated by the
potentials of [22, 83].
Let us finally note that such nucleon-nucleon potentials based on the Bargmann ansatz
for the scattering matrix, though recently introduced in the context of the supersymmetric
quantum mechanics inverse problem [34, 22], had already been studied a long time ago
with inversion techniques based on integral equations [84]. The main advantage of
the supersymmetric approach is that it leads to compact analytical expressions for the
potential.
4.4. l > 0 Bargmann-type potentials
4.4.1. Purely centrifugal potential (free particle) An interesting limiting case of potential
(4.3) is obtained with a vanishing factorization energy E0 = 0. The factorization solution
regular at the origin then reads
u0(r) ∝ r , (4.64)
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which corresponds to the superpotential
w0(r) =
1
r
. (4.65)
This can be used in a conservative transformation to get the purely centrifugal l = 1
potential,
V free0 (r) = 0 =⇒
Tl(0)
V free1 (r) =
2
r2
, (4.66)
with Jost function
F free1 (k) =
i
k
(4.67)
and the constant total phase shift
δ free1 (k) = −
pi
2
. (4.68)
Iterating this transformation (with vanishing factorization energy and vanishing
factorization solution at the origin) l times leads to the purely centrifugal potential for
the l wave,
V freel (r)−→
Tl(0)
V freel+1 (r) , (4.69)
which can be seen as an illustration of the shape-invariance concept [85, 17]. Indeed, the
zero-energy solution of the free potential for partial wave l reads
ul(r) ∝ u−1l−1(r)
∫ r
0
u2l−1(t) dt ∝ r l+1, (4.70)
which corresponds to
wl(r) =
l + 1
r
(4.71)
and which allows us to generate the free l + 1 potential,
V freel+1 (r) = V
free
l (r)− 2w′l(r) =
(l + 1)(l + 2)
r2
. (4.72)
The corresponding Jost function reads
F freel (k) =
( i
k
)l
, (4.73)
which corresponds to the total phase shift
δ freel (k) = −l
pi
2
. (4.74)
These transformations can be seen as an unnecessarily sophisticated way of building
the free-wave potential! In the following, we will directly start from the free-wave potential
for the partial wave we are interested in, but we will apply these transformations to
construct the solutions of this potential, used as factorization solutions.
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4.4.2. l = 1 potentials with conservative and non-conservative transformations Let us
first construct a solution regular at infinity for potential V free1 , at energy E0 = −κ20. Using
(3.2), (3.10) with superpotential (4.65), this solution reads
u(r) =
(
− d
dr
+
1
r
)
exp(−κ0r) ∝
(
1 +
1
κ0r
)
exp(−κ0r) (4.75)
and is related to the modified spherical Bessel function of the second kind with l = 1.
Using it as a factorization solution for a conservative Tr transformation of V
free
1 , one gets
the potential
V1(r) =
2
r2
− 2 d
2
dr2
lnu(r) =
2
(r + κ−10 )2
≡ 2
(r + x0)2
, (4.76)
where the parameter x0 has to be positive for V1 to be finite for all r [22].
Since the transformation is conservative, the Jost function reads
F1(k) = F
free
1 (k)(κ0 − ik) , (4.77)
while the phase shift due to the central potential has the form
δ1(k) ≡ δ tot1 (k)− δ free1 (k) = arctan
k
κ0
≡ arctan kx0 . (4.78)
This phase shift does not satisfy the l = 1 effective-range expansion, as the k term does
not vanish. This is related to the long-range behaviour of the potential, which reads
V1(r →∞)→ 2
r2
− 4x0
r3
(4.79)
and does not satisfy the short-range hypothesis required for the effective-range expansion
to be valid. To restore this expansion and make the corresponding potential short ranged,
potential V1 can in turn be transformed by additional conservative transformations [21]
with factorization energies Ei = −κ2i . The final potential is short ranged and thus satisfies
the l = 1 effective-range expansion (2.29) provided the factorization wave numbers satisfy
the condition
N−1∑
i=0
i
κi
= 0 , (4.80)
where N is the total number of transformations and i is defined according to (3.18).
The parameter x0 (or equivalently κ0) can thus be considered as a parameter adjusted to
guarantee that tan δ1 behaves like k
3 for k → 0.
The minimal number of transformations required to get a non-trivial potential is 3, as
for N = 2 the two terms in condition (4.80) exactly compensate each other, which implies
that the two transformations also compensate each other. For N = 3, the effective-range
function (2.29) reads
K1(k
2) = ik3
∏2
i=0(iiκi + k) +
∏2
i=0(iiκi − k)∏2
i=0(iiκi + k)−
∏2
i=0(iiκi − k)
(4.81)
= 012κ0κ1κ2 − (0κ0 + 1κ1 + 2κ2)k2 , (4.82)
provided condition (4.80) is satisfied. This is an exact two-term effective-range Taylor
expansion with arbitrary scattering length and effective range. For a larger number of
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transformations, the orders of both the denominator and numerator increase: for M
transformations, the order of the Pade´ expansion in wave number of K1(k
2) is [M/M − 4]
for even M and [M − 1/M − 3] for odd M .
Potential (4.76) can also be obtained with a non-conservative transformation of V0 = 0
with a vanishing factorization energy E = 0, i.e. a factorization solution finite at the origin,
u(r) = r + x0 , (4.83)
and hence the superpotential
w(r) =
1
r + x0
. (4.84)
This procedure, proposed in [22], is strictly equivalent to the method based on conservative
transformations: one has
Tnc(0, x0) ≡
{
Tl(0) , Tr(−κ20)
}
. (4.85)
For V0 = 0, a non-conservative transformation is thus always equivalent to a pair
of conservative transformations but this property should not be true for other initial
potentials. The non-conservative transformation is the simplest way to establish potential
(4.76). In contrast, calculating the corresponding phase shift (4.78) is more complicated
than with conservative transformations, as it requires to evaluate the Jost function. Using
(3.21) with
F0(k) = 1 , G0(k) = −ik , w(0) = 1/x0 , w∞ = 0, (4.86)
one gets
F1(k) =
k + iκ0
k
, (4.87)
in agreement with (4.77).
As an example, let us finally give alternative expressions for the potential obtained
by three conservative transformations of V free1 (r) with 1, 2 = +1, which implies that
0 = −1, i.e. with two Tl transformations and one Tr transformation. Condition (4.80)
then implies that κ1, κ2 > κ0. This chain of three transformations generates an effective
potential that can also be obtained from the vanishing potential, either with a zero-energy
Tl transformation followed by three conservative transformations, or directly with three
non-conservative transformations. One has thus
V4(r) =
2
r2
− 2 d
2
dr2
ln W
[(
1 +
1
κ0r
)
e−κ0r, cosh(κ1r)− sinh(κ1r)
κ1r
, cosh(κ2r)− sinh(κ2r)
κ2r
]
= − 2 d
2
dr2
ln W[r, e−κ0r, sinh(κ1r), sinh(κ2r)]
= − 2 d
2
dr2
ln W
[
1 + κ0r, cosh
(
κ1r + arctanh
κ0
κ1
)
, cosh
(
κ2r + arctanh
κ0
κ2
)]
,(4.88)
where the elegance of expressions derived from the vanishing potential can again be seen
on the last two expressions, while the first expression directly provides the central potential
in terms of modified spherical Bessel functions.
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4.4.3. l = 2 potentials with conservative and non-conservative transformations Let us
now establish the explicit correspondence between the conservative and non-conservative
approaches for the d-wave, further revisiting reference [22].
We first construct solutions of V free2 regular at infinity,
u(Ei, r) =
(
− d
dr
+
2
r
)(
− d
dr
+
1
r
)
exp(−κir) (4.89)
∝
(
1 +
3
κir
+
3
κ2i r
2
)
e−κir, i = 0, 1 , (4.90)
as obtained by two successive zero-energy transformations of the zero-potential solutions,
with superpotentials w0(r) = 1/r and w1(r) = 2/r. These solutions are related to the
modified spherical Bessel functions of the second kind (order 2). When used as factorization
solutions for two conservative Tr transformations of V
free
2 , these provide the potential
V2(r) =
6
r2
− 2 d
2
dr2
ln W[u(E0, r), u(E1, r)]
= − 2 d
2
dr2
ln
[(
r +
1
κ0
+
1
κ1
)3
− 1
κ30
− 1
κ31
]
(4.91)
which coincides with equation (34) of [22] with parameters x0 ≡ κ−10 + κ−11 and c ≡
−(κ−30 + κ−31 ).
Since these are conservative transformations, the phase shift due to the central
potential reads
δ2(k) ≡ δ tot2 (k)− δ free2 (k) = arctan
k
κ0
+ arctan
k
κ1
, (4.92)
which can be shown to coincide with equation (35) of [22]. As for the l = 1 case, the
potential is long ranged and the phase shift does not satisfy the l = 2 effective-range
expansion. To restore it, more transformations have to be performed, with factorization
wave numbers satisfying the conditions (4.80) and
N−1∑
i=0
i
κ 3i
= 0 . (4.93)
The parameters x0 and c (or κ0 and κ1) can thus be considered as parameters adjusted to
satisfy the effective-range expansion.
The minimal number of transformations required to get a non-trivial potential is now
5. Indeed, with 5 scattering-matrix poles, the effective-range function
K2(k
2) = ik 5
∏4
i=0(iiκi + k) +
∏4
i=0(iiκi − k)∏4
i=0(iiκi + k)−
∏4
i=0(iiκi − k)
(4.94)
is a Pade´ approximant of order [4/0] in wave number, provided conditions (4.80) and (4.93)
are satisfied. For a smaller number of poles, this effective-range function would vanish at
zero energy, which would correspond to an infinite scattering length, according to (2.29).
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With 5 poles, one has instead an exact effective-range Taylor expansion with three terms
and
a2 =
1∏4
i=0 iκi
, r2 = 2
4∑
i,j=0
4∏
m = 0
m 6= i, j
mκm , r
3
2P2 =
4∑
i=0
iκi . (4.95)
Potential (4.91) can also be obtained with a pair of non-conservative transformations
of V0 = 0, with vanishing factorization energies and factorization solutions finite at the
origin
u(r) = r + x0, v(r) = u
2(r) + c u−1(r) . (4.96)
With this approach, it is simpler to establish the potential expression (4.91) but more
complicated to calculate the corresponding phase shift (4.92).
This procedure can be generalized to an arbitrary partial wave: the chain of 2l
conservative transformations allowing one (i) to build the purely centrifugal potential from
V0 = 0 and (ii) to modify its phase shifts with l arctangent terms, is equivalent to a chain of
l non-conservative transformations. These chains contain l parameters which can be tuned
to satisfy the effective-range expansion, l terms of which have to vanish. The effective-
range function expands as a Pade´ approximant. By generalizing the study made above
for l = 1 and 2, one shows that, for M poles, the order of this expansion in wave number
is [M/M − 2l − 2] for even M and [M − 1/M − 2l − 1] for odd M . This shows that the
minimal number of transformations is 2l + 1.
For larger number of transformations, the potential can probably still be expressed
compactly in terms of solutions of the vanishing potential [see (4.88) for l = 1]. However,
this construction is less direct here since l transformations have to be performed at the
same vanishing energy. Hence, compact expressions would require to combine Wronskian
expressions for distinct factorization energies and for equal factorization energies, which
requires further investigation.
4.5. Application to the neutron-proton 3D1 wave
The triplet D-wave neutron-proton potential of reference [83] was constructed along these
lines: it has five S-matrix poles, i.e. the minimal number for a D wave. To obtain the
positions of these poles, we used as scattering data the phase shifts of the Reid93 potential
[86]. We considered 5-, 6- and 7-pole expressions for the phase shifts. Conditions (4.80)
and (4.93) provide the correct low-energy expansions. The desired asymptotic behaviour of
the potential suggests to choose the smallest |κ| value close to 0.35 fm−1. For each number
of poles, we made a series of fits by the least-square method over energy intervals ranging
from [0-50] MeV to [0-150] MeV. We found that the 6- and 7-pole models give the same
quality of phase-shift fits as the 5-pole one but the additional poles have no clear physical
meaning and complicate the control of the potential. The most satisfactory result is thus
the 5-pole model (as in the case of the S wave). These poles imκm lie on the imaginary
wave number axis, with mκm values −0.36719,−0.54420, 0.34828, 0.71766, 3.3758 fm−1,
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m = 0− 4. The corresponding potential VD;5 reads
VD;5(r) =
6
r2
− 2 d
2
dr2
ln W[u0, . . . , u4] , (4.97)
with the set of solutions
um(r) = e
−κmr
[
1 +
3
κmr
+
3
κ2mr
2
]
, m = 0, 1 , (4.98)
and
um(r) =
[
3κmr cosh(κmr)− (3 + κ2mr2) sinh(κmr)
]
/r2 , m = 2, 3, 4 . (4.99)
The effective-range parameters of our model read a2 = 5.931 fm
5, r2 = −3.552 fm−3
and P2 = −0.07878 fm8. They are able to fit the elastic-scattering phase shifts over a wide
energy range.
4.6. Discussion
In the single-channel case, supersymmetric quantum mechanics provides a complete
inversion scheme, including both scattering- and bound-state properties, which are inverted
independently of each other.
For scattering states, two efficient inversion schemes have been found: the phase
shifts can be directly fitted as a sum of arctangent terms, which allows one to constrain
scattering-matrix poles to stay on the imaginary axis, an important condition to get non-
oscillating potentials. Another option is to fit the effective-range function, either as a Taylor
expansion or as a Pade´ approximant. The scattering-matrix poles can then be directly
deduced from this expansion. Once the S-matrix poles are found, by either method, the
corresponding potential is constructed by a sequence of supersymmetric transformations,
with one transformation associated to each pole.
For bound states, it is in general more convenient to construct a bound-state-less
potential first and subsequently add the bound states with the required properties (binding
energy and asymptotic normalization constant) using a phase-equivalent transformation
pair for each bound state [21]. For weakly bound states, both the binding energy
and the ANC can be related to the position and residue of one scattering-matrix pole.
The corresponding potential is then shorter ranged than the phase-equivalent potentials
displaying different binding energy and ANC. The simplest construction scheme for this
shortest-range potential is based on a single transformation that adds a bound state and
modifies the phase shift at the same time.
Conservative transformations are the only necessary blocks to fulfil this inversion
scheme. Though non-conservative transformations allow one to derive some potentials
in a simpler way and provide elegant and compact expressions for them, the complexity
introduced by their non-conservativeness makes them less convenient in an inverse-
scattering perspective. Moreover, we have shown on several examples that non-conservative
potentials are an exact subset of conservative potentials. We conjecture that this is always
the case when the potential family rests on the zero potential but this conjecture would
deserve further study. We will show below that the situation is quite different in the
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coupled-channel case, where non-conservative transformations seem to play an essential
role, at least in the case of different thresholds.
5. Coupled-channel supersymmetric quantum mechanics
In section 3, we reviewed the application of supersymmetric transformations to the single-
channel radial Schro¨dinger equation. Let us now generalize these results to coupled
channels, by following references [27, 28, 29, 30, 31, 32, 33] and by reviewing and extending
our own contributions. Our main motivation is to introduce a non-trivial coupling (see §2.2)
in the simplest possible way.
5.1. General properties of coupled-channel transformations
A solution of the initial coupled-channel Schro¨dinger equation with matrix potential V0,
H0ψ0(k, r) = k
2ψ0(k, r) , (5.1)
may be mapped into a solution
ψ1(k, r) = Lψ0(k, r) (5.2)
of the transformed equation
H1ψ1(k, r) = k
2ψ1(k, r) , (5.3)
with the help of an operator L satisfying the intertwining relation
LH0 = H1L. (5.4)
The differential matrix operator L can be written as
L = −IN d
dr
+ w(r) (5.5)
as a function of the superpotential matrix w(r). This superpotential is expressed as
w(r) = u′(r)u−1(r) , (5.6)
where u is a matrix solution of the initial Schro¨dinger equation
H0u(r) = −κ2u(r) (5.7)
and κ is a diagonal matrix made of channel wave numbers κi related to the factorization
energy E , complex in general, by
κi = ±
√
∆i − 2µiE . (5.8)
The transformed Schro¨dinger equation contains a new potential
V1(r) = V0(r)− 2w′(r) . (5.9)
In matrix form, (u−1)′ = −u−1u′u−1 and the superpotential still verifies a Riccati equation
similar to (3.8),
w′(r) = V0(r) + κ2 − w(r)2. (5.10)
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From this relation, one deduces
LTL = H0 + κ
2 (5.11)
and
LLT = H1 + κ
2, (5.12)
where the transposed operator LT = INd/dr+w(r) is the complex conjugate of the adjoint
of L.
In order to have a Hermitian Hamiltonian, the potential must be real and symmetric.
For a single transformation, reality imposes to choose a real factorization energy, below
all thresholds; the factorization wave numbers κi are then chosen strictly positive. From
now on, we assume that these conditions are satisfied, except in §5.4.4 and §6.5, where we
shall meet complex factorization energies in pairs of transformations. The symmetry of
the potential is realized for real self-conjugate factorization solutions [28], i.e. real solutions
with a vanishing self-Wronskian
W[u, u] = 0 . (5.13)
The most general transformation matrix may be expressed in terms of the Jost solutions
as
u(r) = f0(−iκ, r)C + f0(iκ, r)D , (5.14)
where the real constant matrices C and D are arbitrary, except for the condition (5.13)
imposing that matrix CTD be symmetric [43],
DTC = CTD . (5.15)
The first term of (5.14) is increasing at infinity while the second term is decreasing. Both
terms are singular at the origin in general.
As shown in Lemma 1 of [43], canonical matrices C and D with a maximal number of
independent parameters guaranteeing the Hermitian character of the superpotential (5.6)
have the following form,
C =
(
IM 0
Q 0
)
, D =
(
X0 −QT
0 IN−M
)
, (5.16)
where M is the rank of C, X0 is a real symmetric nonsingular M ×M matrix and Q is an
(N −M)×M real matrix. Matrix X0 affects the potential shape but has no effect on the
asymptotic form of u.
The asymptotic behaviour of the superpotential
w(r →∞) = w∞ + o(1) (5.17)
determines the transformed Jost solution and, hence, the Jost and scattering matrices.
The asymptotic matrix w∞ is determined by the behaviour of the transformation function
(5.14) at large distances,
u(r →∞)→ A
(
eκ
′r 0
0 e−κ
′′r
)
, (5.18)
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where κ′ is a diagonal matrix of rank M containing the M largest κi wave numbers, κ′′ is
a diagonal matrix of rank N −M containing the N −M remaining wave numbers and A
is a constant matrix.
Here, an important distinction has to be made between the equal-threshold
and different-threshold cases. For different thresholds, as shown in [43], matrix u
becomes diagonal at large distances, hence implying a diagonal form for the asymptotic
superpotential
w∞ =
(
κ′ 0
0 −κ′′
)
(different thresholds). (5.19)
For the equal-threshold case, in contrast, one deduces from (5.6) and (5.18) that
w∞ = κA
(
IM 0
0 −IN−M
)
A−1 (equal thresholds), (5.20)
where
A =
(
IM −QT
Q IN−M
)
(5.21)
with the property AAT = ATA. The asymptotic form of the superpotential is symmetric
as expected and has a much richer structure than (5.19). Note that superpotential w∞ also
has a richer structure than that previously reported by Amado, Cannata and Dedonder
[28] for the equal-threshold case. Their result corresponds to the choice M = 1 when w∞ is
expressed in terms of a single (N−1)-vector Q = (q1, . . . , qN−1)T . An interesting particular
case occurs when Q is such that A is proportional to an orthogonal matrix as we shall see
in §6.2. In both cases (5.19) and (5.20), w∞ and κ commute and one has the property
w2∞ = κ
2 (5.22)
in agreement with the asymptotic form of (5.10).
Once w∞ is determined, one can calculate the Jost solution f1(k, r) and the Jost
matrix F1(k) for the transformed potential V1. The Jost solution takes the form
f1(k, r) = Lf0(k, r)(w∞ − ik)−1. (5.23)
The right multiplication by the matrix (w∞ − ik)−1 is introduced to guarantee the correct
asymptotic behaviour (2.50) of f1(k, r).
These general properties are valid for any type of factorization solution. To
continue the discussion, one needs now to be more specific about some properties of the
transformation at the origin.
5.2. Conservative and non-conservative transformations
In order to find the transformed Jost matrix, one needs to use relation (2.52) between
the regular solution and the Jost solutions. One must thus derive the transformed regular
solution ϕ1(k, r). This is simple only when the transformation is conservative, i.e. when it
transforms a regular solution ϕ0 into a matrix equivalent to the regular solution ϕ1,
(Lϕ0)(0) = 0 . (5.24)
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To study this, we first consider the behaviour of the superpotential in a vicinity of r = 0.
Let us assume that E does not correspond to a bound state so that F0(iκ) is invertible.
It is preferable to use an equivalent variant of expression (5.14) for the factorization solution
matrix,
u(r) = 2ϕ0(iκ, r)F
−1
0 (iκ)κC
′ + f0(iκ, r)D′, (5.25)
where matrices C ′ and D′ are real and constant. Matrices C ′ and D′ have the same
canonical forms (5.16) as C and D with the same matrix Q and a different, not necessarily
invertible, matrix X ′0. This is easily shown by writing (5.25) in the form (5.14) with (2.52)
and by right multiplying the result by a matrix(
IM 0
Y IN−M
)
(5.26)
with block Y properly chosen.
The superpotential requires that u(r) be invertible. Let us first assume that
detD′ 6= 0 (5.27)
or detX ′0 6= 0. This is equivalent to assuming that matrices C and D of (5.14) verify
det
[
F0(−iκ)F−10 (iκ)C +D
] 6= 0 . (5.28)
Condition (5.28) is not satisfied when matrices C and D are respectively proportional to
F0(iκ) and −F0(−iκ).
From (2.55), the Laurent series for the Jost solution is given by
f(k, r → 0) = r−ν0 [(2ν − IN)!!F T (k) + o(1)] . (5.29)
With (5.6) and (5.29), the leading term of the superpotential at r → 0 reads
w(r → 0) = −r−1ν0 + o(1). (5.30)
The transformed regular solution has the behaviour at the origin
Lϕ0(k, r → 0) = rν0(2ν0 − IN)!! + o(rν0) . (5.31)
This matrix is proportional to a regular solution, i.e. the transformation is conservative, if
all components ν0i of ν0 are strictly positive.
For such a conservative transformation, the singularities at the origin of the
transformed potential,
V1(r → 0)→ r−2ν1(ν1 + IN) = r−2ν0(ν0 − IN) , (5.32)
decrease by one unit, ν0 → ν1 = ν0 − IN . Hence one can only apply this conservative
transformation to potentials for which matrix ν0 is positive definite, ν0 > 0, i.e. to potentials
singular at the origin in all channels.
Let us now consider the extreme opposite case D′ = 0. This implies M = N . In this
case, u is equivalent to the regular solution ϕ0(iκ, r). With (2.45), the leading term of the
superpotential at r → 0 reads
w(r → 0) = r−1(ν0 + IN) + o(1) . (5.33)
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The transformed regular solution has the behaviour at the origin
Lϕ0(k, r → 0) = o(rν0) (5.34)
and the transformation is conservative. The singularities at the origin of the transformed
potential,
V1(r → 0)→ r−2(ν0 + IN)(ν0 + 2IN) , (5.35)
increase by one unit, ν0 → ν1 = ν0 + IN . In this case, there is thus no particular condition
on ν0.
Intermediate cases where detD′ = 0 but D′ 6= 0 have a more complicated structure
of subcases and must be discussed according to the precise values of ν0, C
′ and D′: the
transformation can be conservative for some channels and non conservative for others. A
general study of the conservativeness of these transformations would be useful. In the
following, we shall encounter examples of such conservative transformations in §6.5 and
of such non-conservative transformations in section 7. For instance, in section 7, one has
ν0 = 0 and the transformation is non conservative in all channels. One has then the
property
L[η0 + ϕ0w(0)](k, r → 0) = r(k2 + κ2) +O(r2) , (5.36)
where η0(k, r) is the irregular matrix solution at energy E with initial conditions (2.63).
5.3. Transformed Jost matrix
The transformed Jost matrix can be obtained from expression (2.52) of the regular solution
ϕ1(k, r) corresponding to V1 or through (2.55) from the behaviour at the origin of the Jost
solution (5.23) corresponding to V1.
First, we consider conservative transformations with detD′ 6= 0. The regular solution
of the transformed potential ϕ1(k, r) is determined by (2.45) with the singularity parameter
ν1. To derive it, we act on both sides of expression (2.52) of the regular solution ϕ0(k, r) for
potential V0 with the transformation operator L. From (5.5), (2.45) and (5.30), it follows
that
ϕ1(k, r) = −Lϕ0(k, r) , (5.37)
as in the single-channel case (3.14). By taking (5.23) into account, (5.37) can be rewritten
as
ϕ1(k, r) = − i
2k
[ f1(−k, r)(w∞ + ik)F0(k)− f1(k, r)(w∞ − ik)F0(−k)] . (5.38)
Comparing (2.52) and (5.38) leads to a relation between the initial and transformed Jost
matrices
F1(k) = −(ik + w∞)F0(k) (5.39)
with w∞ given by (5.19) or (5.20). The situation is thus very different in the equal-threshold
and different-threshold cases. For equal thresholds, a single conservative supersymmetric
transformation is able to introduce a non-trivial coupling to the potential, as w∞ in (5.20)
can be non diagonal; this will be exploited in section 6. In the presence of different
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thresholds, in contrast, a single conservative transformation can only multiply the Jost
matrix by a diagonal matrix according to (5.19); hence, the scattering matrix (2.59) is
modified in a simple way, best seen in the Stapp parametrization (7.11) of the two-channel
problem: only the phase shifts are modified by simple arctangent terms, as in the single-
channel case, while the coupling matrix is left unchanged.
For conservative transformations in the case D′ = 0, the Jost solutions are still related
by (5.23). With the behaviour (5.33) of the superpotential, one obtains at small distances
f1(k, r → 0) = r−ν0+IN (2ν0 + IN)!!F T0 (k)(w∞ − ik) . (5.40)
Hence (2.55) leads to
F1(k) = (−ik + w∞)F0(k) . (5.41)
For equal and different thresholds, this conservative transformation can only multiply the
Jost matrix by a diagonal matrix.
When the transformation is non conservative (ν0 = 0), equation (5.36) implies that
the regular solution of the transformed potential reads
ϕ1(k, r) = L [ η0(k, r) + ϕ0(k, r)w(0) ] (k
2 + κ2)−1, (5.42)
where
k2 + κ2 = (E − E)IN (5.43)
is a scalar matrix when all reduced masses are equal. Similarly to the single-channel case
(3.21), the transformed Jost solution is obtained by comparing its asymptotic expression
deduced from (2.45) and (2.64) with the asymptotic expression (2.45) for ϕ1(k, r) as
F1(k) = (−ik + w∞)−1[G0(k) + F0(k)w(0) ], (5.44)
where (5.22) has been used. Here a coupling can be introduced even when the thresholds
are not all equal. Hence, non-conservative transformations will be needed in the different-
thresholds case to obtain non-trivial couplings. This possibility will be explored in section
7.
5.4. Pairs of transformations
5.4.1. General properties Two-fold supersymmetric transformations lead to a number of
interesting quantum models with unusual properties [32]. It is natural to consider a two-
fold supersymmetric transformation of the Schro¨dinger equation (5.1) as a chain of usual
(i.e. one-fold) supersymmetric transformations [87, 42]. However, a pair is less restrictive
than a single transformation since the intermediate Hamiltonian may be chosen unphysical,
and in particular complex.
The chain of two supersymmetric transformations H0 → H1 → H2 with factorization
energies E0 and E1 results from the intertwining relations
L0H0 = H1L0 , (5.45)
L1H1 = H2L1 , (5.46)
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where the operators Lj map solutions of the Schro¨dinger equations to each other as
ψ1 = L0ψ0 and ψ2 = L1ψ1. These operators can be combined into an operator
L = L1L0 (5.47)
defining the two-fold supersymmetric transformation
LH0 = H2L . (5.48)
It directly maps solutions of the initial Schro¨dinger equation to solutions of the transformed
Schro¨dinger equation as
ψ2 = Lψ0 . (5.49)
The first-order differential operators Lj read
L0 = −IN d
dr
+ w0(r) , (5.50)
L1 = −IN d
dr
+ w˜1(r) . (5.51)
The superpotentials
wi(r) = u
′(Ei, r)u−1(Ei, r) , (i = 0, 1), (5.52)
w˜1(r) = v
′(E1, r)v−1(E1, r) , (5.53)
are expressed in terms of the matrix factorization solutions u(Ei, r) and of the transform
v(E1, r) = L0u(E1, r) (5.54)
of u(E1, r) through the first transformation. The solutions u(Ei, r) and v(E1, r) satisfy the
Schro¨dinger equations
H0u(Ei, r) = Eiu(Ei, r), i = 0, 1 , (5.55)
H1v(E1, r) = E1v(E1, r) . (5.56)
The twofold operator L and its adjoint L† obey the factorization properties
L†L = (H0 − E0IN)(H0 − E1IN) , (5.57)
LL† = (H2 − E0IN)(H2 − E1IN) . (5.58)
These relations can be obtained from the properties (5.45), (5.46), (5.11) and (5.12) applied
to L0 and L1.
The Hamiltonians in (5.45) and (5.46) correspond to potentials related to each other
through superpotentials
V1(r) = V0(r)− 2w0(r) , (5.59)
V2(r) = V1(r)− 2w˜1(r) . (5.60)
The sum of the two superpotentials w0 and w˜1 defines the two-fold superpotential
W (r) = w0(r) + w˜1(r) (5.61)
which directly connects V0 to V2,
V2(r) = V0(r)− 2W ′(r) . (5.62)
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5.4.2. Equal factorization energies and phase-equivalent potentials This paragraph
summarizes results from references [34] and [35], where phase-equivalent deformations of
coupled potentials were introduced with the aid of supersymmetric transformations. A pair
of supersymmetric transformations with equal factorization energies may modify bound-
state properties without affecting the scattering matrix of the system in analogy with the
single-channel case (see §3.4.1 and §3.5.2).
Let us consider the possible choices of transformation functions in a chain of two
successive supersymmetric transformations with coinciding factorization energies. A
transformation function u(E0, r) determines operator L0 and belongs to its one-dimensional
kernel
L0u(E0, r) = 0 . (5.63)
The transformation function v(E0, r) of the second supersymmetric transformation can be
calculated as follows
v(E0, r) =
[
u†(E0, r)
]−1A+ r∫
r0
u†(E0, t)u(E0, t)Bdt
 . (5.64)
where A and B are N × N constant matrices. The choice of u(E0, r), A and B should
provide the regularity (for r > 0) and hermiticity of potential V2. References [34] and [35]
give u(E0, r), A and B realizing the phase-equivalent bound-state removal and addition.
Let us for instance detail the removal of a non-degenerate bound state at energy
E0. Then the Jost matrix has rank N − 1 at the bound-state energy, rankF0(iκ0) =
N − 1. The normalized zero eigenvector v0 of the Jost matrix F0(iκ0)v0 = 0 defined
in (2.56) allows one to extract the bound-state wave function from the Jost solution
ψ(E0, r) = f0(iκ0, r)F0(−iκ0)v0. The vector solution ψ(E0, r) vanishes both at the
origin and at infinity. To remove this non-degenerate bound state and obtain a phase-
equivalent Hamiltonian, one has to choose u(E0, r) = f0(iκ0, r), A = IN , B =
F0(−iκ0)v0v†0F †0 (−iκ0)−1. A phase-equivalent removal of a bound state increases the
singularity of the potential at the origin. Inverting this chain of transformations, we
obtain a recipe for a phase-equivalent bound-state addition. The choice of vector v0 then
determines the ANCs of the bound state without affecting the scattering matrix.
The phase-equivalent bound-state addition requires a potential V0 singular at the origin
[see (2.44)], whereas the bound-state removal may be applied to any regular potential with
bound states. In a simple case where ν0 = diag(ν0,1, ν0,2, . . . , ν0,N), ν0,1 < ν0,j, j = 2, N , a
bound-state removal leads to ν2 = diag(ν0,1 + 2, ν0,2, . . . , ν0,N) [34]. Other examples and
numerical studies suggest a topological invariant which counts the number of bound states
nb and the order of singularity at the origin ∆ = pi(nb +
1
2
Tr ν). This topological invariant
could be related with the coupled-channel generalization of the Levinson theorem.
5.4.3. Different factorization energies For compactness, we adopt the notations u0 ≡
u(E0, r) and u1 ≡ u(E1, r) for the factorization solutions. We only consider self-conjugate
factorization solutions, i.e. solutions with a vanishing self-Wronskian W[ui, ui] = 0, i = 0, 1.
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This implies that the superpotentials wi are symmetric, which in turn implies that the
Wronskian of the factorization solutions can be written as
W[u0, u1] = u
T
0 [w1(r)− w0(r) ]u1 (5.65)
in the case of different factorization energies. From (5.54), solution v(E1, r) then reads
v(E1, r) = [w0(r)− w1(r) ]u1 = −
[
uT0
]−1
W[u0, u1] . (5.66)
Using (5.53) and (5.10), one can then rewrite W in the compact form
W (r) = (E0 − E1)[w1(r)− w0(r) ]−1, (5.67)
which generalizes (3.37). With (5.65), it can be rewritten as
W (r) = (E0 − E1)u1W[u0, u1]−1uT0 . (5.68)
This expression may be used in cases where the individual superpotentials wi are singular.
Using the Wronskian derivative (2.48), one gets the expression for the final potential
V2(r) = V0(r)− 2 d
dr
{[
uT0
]−1 dW[u0, u1]
dr
W[u0, u1]
−1uT0
}
, (5.69)
where the superpotential expression generalizes the logarithmic derivative (3.36) appearing
in the singe-channel case.
Similarly, the action of the second order transformation operator L on ψ0(k, r),
ψ2(k, r) =
(
w˜1 − IN d
dr
)(
w0 − IN d
dr
)
ψ0(k, r) , (5.70)
can be rewritten by expressing the second derivative of the matrix solution ψ0(k, r) as
ψ2(k, r) =
[
−k2 − κ
2
0 + κ
2
1
2
+W (r)
(
w0 + w1
2
− IN d
dr
)]
ψ0(k, r) . (5.71)
5.4.4. Mutually conjugate factorization energies For two successive transformations with
respective complex factorization energies E ≡ ER + iEI and E∗ ≡ ER − iEI , the results of
the previous paragraph apply and simplify with w0 = w ≡ wR + iwI and w1 = w∗. In
particular, the two-fold superpotential reads
W (r) = −EI [Imw(r)]−1, (5.72)
which generalizes (3.42). It can also be written as
W (r) = 2EIu∗W[u, u∗]−1uT , (5.73)
leading to the potential
V2(r) = V0(r)− 2 d
dr
(
[uT ]−1
dW[u, u∗]
dr
W[u, u∗]−1uT
)
. (5.74)
For the matrix solutions, one gets
ψ2(k, r) =
[
−k2 − ER +W (r)
(
wR − IN d
dr
)]
ψ0(k, r). (5.75)
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5.5. Chains of transformations
For the scalar Schro¨dinger equation, supersymmetric (Darboux) transformation chains can
be formulated in two alternative ways (see §3.5): either by constructing iterative chains
of first-order transformations or by using Crum-Krein formulas which describe high-order
transformations in a closed form. The same options are available for the matrix Darboux
transformations, though a systematic study of all possible chains is not done yet for the
coupled-channel case.
For the case of equal thresholds and different factorization energies, an extension of
the Crum-Krein formulas to the matrix case was developed in [87]. For the purpose of
inversion problems, it is often necessary to combine one-channel transformations which are
able to invert a single phase shift with matrix transformations which are able to invert a full
scattering matrix. Such single-channel transformations cannot be directly incorporated into
the usual chain of matrix supersymmetric transformations considered in [87]. Nevertheless,
theorems proved in [87] have a more general validity than supersymmetric transformations
of the matrix Schro¨dinger equation. Actually, they represent a closure of a special
recursion procedure which can easily be generalized to incorporate both single-channel and
matrix transformations. This generalization of the coupled-channel Crum-Krein formulas
established in [87] requires to formulate single-channel transformations as singular matrix
transformations [88].
In the following, we make the results of [88] explicit for the two-channel case: we define
singular transformations and provide the explicit expression of a potential constructed with
a chain of singular and non-singular transformations. These results will be illustrated in
section 6 for the neutron-proton triplet case. We show there that Crum-Krein formulas
are particularly useful when the initial potential vanishes or is purely centrifugal, as they
allow one to express arbitrary matrix potentials with a rational scattering matrix in terms
of spherical Bessel functions (solutions of the free radial Schro¨dinger equation).
Consider a two-channel Schro¨dinger equation with a diagonal potential matrix V0(r),
V0(r) =
(
V
(I)
0 (r) 0
0 V
(II)
0 (r)
)
. (5.76)
Here V
(I)
0 and V
(II)
0 are scalar potentials in the first and second channels. In this case,
the matrix Schro¨dinger equation (2.2) with potential matrix V0 splits into two independent
scalar equations{
H
(I)
0 Ψ
(I)
E (r) = EΨ
(I)
E (r), H
(I)
0 = − d
2
dr2
+ V
(I)
0 (r)
H
(II)
0 Ψ
(II)
E (r) = EΨ
(II)
E (r), H
(II)
0 = − d
2
dr2
+ V
(II)
0 (r).
(5.77)
Let us first consider a transformation that only affects channel I. This transformation
can be written in matrix form as
L ≡
(
L(I) 0
0 1
)
(5.78)
= − I+ d
dr
+
(
w(I)(r) 0
0 1
)
, (5.79)
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where matrix I+ reads
I+ =
(
1 0
0 0
)
. (5.80)
This rank-1 matrix is singular; we thus call such transformations singular supersymmetric
transformations [33]. The function w(I)(r) is a usual superpotential (3.3) for the first
channel, defined by the scalar transformation solution
w(I)(r) =
d
dr
lnu(I)(r) , H
(I)
0 u
(I) = E (I)u(I) . (5.81)
Similarly, a transformation only affecting channel II can be defined, introducing
operator L(II). Operators L(I) and L(II) can be combined in a single matrix operator
L ≡
(
L(I) 0
0 L(II)
)
(5.82)
= −I2 d
dr
+
(
w(I)(r) 0
0 w(II)(r)
)
, (5.83)
where I2 is the 2×2 identity matrix. In contrast with operator (5.79), this operator is thus
regular. It has the same structure as operator (5.5) but with a diagonal superpotential
and with a factorization constant defined by the diagonal matrix diag(E (I), E (II)). This
diagonal matrix generalizes matrix −κ2 appearing in (5.7) as the factorization energies
E (I) and E (II) are now independent of each other and do not have to satisfy the threshold
condition (5.8).
Iterating single-channel transformations leads to operators L(I) and L(II) of the form
(3.47), where the numbers N (I) and N (II) of transformations in channels I and II are
independent of each other. Similarly, M regular matrix transformations, whether diagonal
or not, can be iterated, which defines the Mth-order matrix operator L(M)
L(M) = (−1)MI2 d
M
drM
+ AM−1(r)
dM−1
drM−1
+ . . .+ A0(r) , (5.84)
where Aj(r) are some matrix coefficients. It is natural to write the composition of L
(I),
L(II) and L(M) in matrix form as follows
L = L(M)
(
L(I) 0
0 1
)(
1 0
0 L(II)
)
= L(M)
(
L(I) 0
0 L(II)
)
. (5.85)
When the numbers of single-channel transformations are different in channels I and II,
operator L cannot be written in the form (5.84) since its first matrix coefficients are singular
matrices. To fix ideas, let us assume that more single-channel transformation are applied
to channel I than to channel II and let us denote the difference between these numbers by
m = N (I)−N (II) > 0. Let us denote by N = M+N (I) the total number of transformations,
m of which not reducing to regular transformations. Operator L then takes the form
L = (−1)NI+ d
N
drN
+ AN−1(r)
dN−1
drN−1
+ . . .+ A0(r), (5.86)
where matrices Aj(r) vanish except for their upper left coefficient when j > N − m + 1
and are regular for j < N −m+ 1.
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To incorporate singular transformations of the type (5.79) into the chain of
usual matrix supersymmetric transformations considered in [87], we need auxiliary
transformation matrices U which are built from single-channel transformation functions
U =
(
u(I) 0
0 1
)
. (5.87)
These matrices do not satisfy the matrix Schro¨dinger equation itself. Nevertheless, they
properly define the superpotential
U ′U−1 =
(
(u(I))′(u(I))−1 0
0 0
)
, (5.88)
and the matrix valued operator (5.79)
L = −D(1,0) + U ′U−1, (5.89)
where
D(α,β) =
(
dα
drα
0
0 d
β
drβ
)
. (5.90)
Consider the transformation defined by operator (5.86). Let Uk, k = 1, . . . ,m, be
2× 2 matrices having the structure fixed by (5.87), i.e. only the first row of these matrices
contains solutions of the first-channel Schro¨dinger equation,
Uk =
(
u
(I)
k 0
0 1
)
. (5.91)
Let Ul, l = m+ 1, . . . , N , be 2× 2 matrices where each row is composed of solutions of the
Schro¨dinger equation,
Ul =
(
ul;11 ul;12
ul;21 ul;22
)
. (5.92)
This set of N matrices thus involves singular and usual matrix Darboux transformations.
Let us introduce matrix W with N rows and N columns of 2× 2 block elements
Bij = D(i−1,p)Uj, i, j = 1, . . . , N (5.93)
where
p =

i− 1 for j < i, j 6 m,
0 for j > i, i 6 m,
m for i > m, j > m.
(5.94)
The 2m× 2m left upper block in this 2N × 2N matrix (with N > m) corresponds to the
m first singular Darboux transformations.
We also need a set of four 2N × 2N matrices Wk,l, k, l = 1, 2 obtained from matrix
(5.93) by replacing its last row of blocks BNj by new blocks Bk,lNj defined by
B1,1Nj = D(1,0)BNj, B2,2Nj = D(0,1)BNj,
B1,2Nj =
(
0 d
dr
0 1
)
BNj, B2,1Nj =
(
1 0
d
dr
0
)
BNj. (5.95)
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Explicit expressions can be found in [88] and an example is given in §6.6.
The main result of [88] may then be formulated as follows. A chain of m Darboux
transformations in the first channel and N −m matrix Darboux transformations, applied
to the initial diagonal potential V0, leads to the new matrix potential
VN = V0 − 2 d
dr
WN , (5.96)
where the matrix elements of the N -fold “superpotential” WN are defined as ratios of
determinants
WN ;ij =
detW i,j
detW . (5.97)
Using similar formulas one can also find the components of the vector solutions for potential
VN [88].
6. Two-channel inverse problems with equal thresholds
We now particularize the contents of section 5 to a two-channel case. As discussed in §2.2,
the equal-threshold case corresponds to a collision of particles with spin. The two-channel
case is for example useful for elastic collisions between particles with a spin 1/2. The
identity matrix I2 is here written as I.
6.1. Potentials with a generalized asymptotic behaviour
One-fold transformations for coupled-channel radial Schro¨dinger equations were first
introduced in [27, 28, 29, 30, 31, 32]. These transformations were generalized in [41]
to allow for the introduction of coupling between channels. The additional requirement
that the transformed potential be physical was shown to result in a strong constraint on
the transformation parameters. In this section, we generalize the results of [41, 42] in
such a way that this constraint can be avoided. Moreover we show that the technique
remains valid when supersymmetric transformations are iterated. Iterations are necessary
in realistic inversions. This generalization for pairs of complex conjugate transformations
was employed in [83].
In the two-channel case, according to (2.41), a physical potential has the diagonal
long-range behaviour (2.43),
V˜ (r →∞)→ r−2l(l + I) = r−2
(
l1(l1 + 1) 0
0 l2(l2 + 1)
)
. (6.1)
This behaviour is encountered in various physical problems. Because of parity conservation,
the physical cases correspond to l values with the same parity. The most interesting cases
are l1 = l2 and l1 = l2 ± 2.
In supersymmetric transformations, however, the asymptotic behaviour (6.1) is not
necessarily conserved as we shall see below. This raises two problems. (i) Iterations must
be able to start from a more general case. (ii) A correction to the final potential must
be introduced to comply with (6.1). The principle of the resolution of problem (ii) was
described in [83].
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We thus consider a more general asymptotic behaviour of the potential
V (r →∞)→ r−2Λ, (6.2)
where Λ is a real symmetric matrix
Λ =
(
Λ11 Λ12
Λ12 Λ22
)
(6.3)
with eigenvalues Λi = li(li + 1) with li integer. This matrix can be diagonalized with a
rotation-like transformation
RT (θ)ΛR(θ) = diag(Λ1,Λ2) (6.4)
where R(θ) is an orthogonal matrix
R(θ) =
(
cos θ sin θ
− sin θ cos θ
)
(6.5)
depending on a single constant θ.
Matrix Λ in (6.3) is a scalar matrix in the case l1 = l2 and the following considerations
are then unnecessary. For l1 6= l2, let us consider the auxiliary potential
V˜ = RT (θ)V R(θ). (6.6)
The asymptotic form of this auxiliary potential is diagonal like in (6.1). Since the thresholds
are equal, the Hamiltonian
H˜ = RT (θ)HR(θ) (6.7)
is unitarily equivalent to H and all matrix solutions of H and H˜ are related by
ψ = R(θ)ψ˜RT (θ). (6.8)
The final factor is needed to keep the correct asymptotic behaviour (2.50) of Jost solutions.
It can also be introduced for convenience in other cases.
The Jost solutions f˜(k, r) of H˜ have the asymptotic form,
f˜(k, r →∞) = diag [hl1(kr), hl2(kr)] (6.9)
in terms of the spherical Hankel functions (2.16). Their asymptotic behaviour is given by
(2.17). Hence the Jost solutions f(k, r) of H are given by
f(k, r) = R(θ)f˜(k, r)RT (θ). (6.10)
Since both regular and Jost solutions transform according to (6.8), one deduces from
relation (2.52) the transformation of the Jost matrix
F˜ (k) = RT (θ)F (k)R(θ). (6.11)
This equation can be used to transform a Jost matrix corresponding to an unphysical
asymptotic behaviour (6.2) of the potential into a physical Jost matrix. The scattering
matrix (2.53) then transforms according to
S˜(k) = RT (θ)S(k)R(θ). (6.12)
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An orthogonal transformation can transform a potential with an unphysical asymptotic
behaviour (6.2) into a physical potential. In the following paragraphs, we shall use this
procedure to eliminate unphysical asymptotic behaviours.
Notice that the singularity at the origin becomes more complicated than in (2.45).
The regular solution behaves as
ϕ˜(k, r → 0)→ RT (θ)rν+I [(2ν + I)!!]−1R(θ) . (6.13)
The singularity may also occur in the non-diagonal terms. This modification does not
generate any practical difficulty.
6.2. Single transformation
For the transformation, we choose transformation function (5.14) with matrices (5.16),
C =
(
1 0
q 0
)
, D =
(
x −q
0 1
)
, (6.14)
which contain only two independent real parameters x 6= 0 and
q ≡ tan α
2
. (6.15)
These parameters are restricted by condition (5.28). Matrix A of (5.21) then becomes
A =
(
cos α
2
)−1
R
(−α
2
)
, (6.16)
i.e., it is proportional to an orthogonal matrix.
With the help of the Pauli matrices σx, σy and σz, one can write
R(θ) = I cos θ + iσy sin θ . (6.17)
From the general expression (5.20), one obtains
w∞ = κR
(−α
2
)
σzR
(
α
2
)
(6.18)
or [41]
w∞ = κR(−α)σz = κ
(
cosα sinα
sinα − cosα
)
. (6.19)
However, one needs to go to the order O(r−1) to find the modification of the asymptotic
form of the transformed potential.
The asymptotic behaviour of (5.14) reads with (6.14) and (2.17),
u(r →∞)→
 eκr (1− Λ11+qΛ122κr ) −qe−κr (1 + Λ11−q−1Λ122κr )
qeκr
(
1− Λ22+q−1Λ12
2κr
)
e−κr
(
1 + Λ22−qΛ12
2κr
)
 . (6.20)
This asymptotic behaviour can be written more compactly as
u(r →∞)→
(
Q− 1
2κr
ΛQσz
)
eκrσz , (6.21)
where
Q = I − i q σy (6.22)
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generalizes operators Q± of [42]. With
Λ = Λ+ I + Λ− σz + Λ12 σx (6.23)
where Λ± = 12(Λ1 ± Λ2) and (6.21) introduced in (5.6), the superpotential reads
w(r →∞)→ w∞ − 1
r
(sinαΛ− − cosαΛ12)(sinασz − cosασx) . (6.24)
Equation (5.9) leads to
V1(r →∞)→ r−2 [ Λ+I + Λ−(cos 2ασz + sin 2ασx)− Λ12(cos 2ασx − sin 2ασz) ] . (6.25)
This result is a generalization of equation (43) of [41]. A similar asymptotic behaviour
of the matrix potential had been obtained from the Gel’fand-Levitan equation in [89].
Expression (6.25) can be written more compactly as
V1(r →∞)→ r−2RT (α)σz ΛσzR(α) . (6.26)
The asymptotic behaviour of the potential is thus modified by the transformation. It does
not keep the general form (6.2) because of the σz factors. We shall see below that this
problem can easily be solved.
Introducing w∞ as given in (6.18) into (5.39) for the two-channel case provides an
explicit relation between the transformed Jost matrix F1(k) and the initial Jost matrix
F0(k),
F1(k) = −RT
(
α
2
)( ik + κ 0
0 ik − κ
)
R
(
α
2
)
F0(k) (6.27)
= −
(
ik + κ cosα κ sinα
κ sinα ik − κ cosα
)
F0(k) (6.28)
Expression (6.27) follows immediately from the factorization (5.20) where A is proportional
to the orthogonal matrix RT (α
2
). It shows that the determinants of the Jost matrices are
related by
detF1 = (k
2 + κ2) detF0. (6.29)
The transformation adds one bound state and one virtual state [41]. The scattering
matrices are related by
S˜1(k) =
(
ik cosα + κ ik sinα
ik sinα ik cosα− κ
)
S0(k)
(
ik cosα + κ ik sinα
ik sinα ik cosα− κ
)−1
. (6.30)
The transformation thus contains an additional parameter with respect to [41].
Let us first discuss the case Λ12 = 0 considered in [41] where one starts from a potential
with a physical asymptotic behaviour (6.1). From (6.26), for l1 6= l2, the transformed
potential has a non-zero long range coupling
V1(r →∞) = r−2RT (α) l(l + I)R(α). (6.31)
Moreover, the diagonal entries of V1 are not usual centrifugal terms. A choice α = 0
is possible but does not introduce a coupling in the Jost function when one starts with
uncoupled potentials. In [41], the choice α = ±pi/2 was made to obtain both a coupling in
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the Jost function (6.28) and a physically reasonable long-range behaviour (6.1) with the
locations of l1 and l2 exchanged. The permutation of l1 and l2 obtained in [41] can thus be
reinterpreted as a ±pi/2 pseudorotation.
6.3. Iterations
Let us now consider the more general case Λ12 6= 0, for which potential V1 does not have a
physical asymptotic behaviour. We shall show that a physical behaviour can be restored
by iterating the transformations studied above.
Indeed, if two successive transformations are performed with parameters (κ1, α1) and
(κ2, α2), the asymptotic behaviour of the potential
V2(r →∞) = r−2RT (α2 − α1) ΛR(α2 − α1). (6.32)
keeps the form (6.2). A transformation (6.6) with θ = α1 − α2 allows one to return to
a physical situation. It is thus possible to iterate the process and perform 2p successive
transformations. At the end of the iteration, an elimination of the unphysical behaviour is
obtained as explained in §6.1 with
θ =
2p∑
j=1
(−1)j+1αj. (6.33)
Notice that the behaviour of V2 at the origin is not any more given by (2.44). A singularity
also appears in the non-diagonal term.
An advantage of the present generalized expressions is that they can be iterated. With
such iterations, one can expect to be able to approximate realistic scattering matrices to
a good approximation and hence to construct a coupled-channel potential by inversion.
However, with this procedure it is not easy to find the different pairs of parameters (κi, αi)
that satisfactorily reproduce the data. There are indeed three functions to adjust (the
different entries of the symmetric collision matrix or the two eigenphases δ1, δ2 and the
mixing parameter ) and they all depend on all the fitting parameters simultaneously. It
would thus be more convenient to split the coupled-channel inverse problem into simpler
successive subproblems by first fitting the eigenphases separately with some parameters,
then fitting the mixing parameter with other parameters. In the following, we present
different approaches following these lines. First, in the next paragraph we give different
examples of coupled potentials that can be obtained with a single coupling supersymmetric
transformation starting from a diagonal matrix potential. This leads to a separable
inversion method, but for the case of channels with different parities only. Then, in §6.5,
we present a systematic method based on transformation pairs with conjugate solutions
[42, 83] also applicable to the case of equal-parity channels and hence physically more
interesting.
6.4. Different types of coupling
It is remarkable that different levels of coupling exist. A coupling may exist in a potential
but its Jost and scattering matrices are uncoupled. A coupling may exist in a potential
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and its Jost matrix but the scattering matrix is uncoupled. Finally all three quantities
may be coupled. Here we illustrate these various possibilities. We consider the case of
conservative transformations for equal thresholds.
6.4.1. Trivially-coupled potentials and S matrices The coupled-channel supersymmetric
inversion starts from simple diagonal potentials. We show that degenerate initial diagonal
potentials with a high symmetry cannot be transformed into coupled potentials.
The simplest example is the scalar Hamiltonian
H0 = h0IN . (6.34)
In this case, the regular solution ϕ0(k, r)IN and the Jost solution f0(k, r)IN are scalar
functions multiplied by the unit matrix. However, the transformation matrix (5.14) needs
not be diagonal because matrices C and D can be non diagonal. Hence the superpotential
(5.6) and the transformed potential are not necessarily diagonal. However, in this case, a
constant orthogonal matrix R can be found which diagonalizes the new potential (5.9) for
any transformation matrix (5.14).
Indeed, a right multiplication of the transformation matrix (5.14) by D−1 does not
modify the superpotential. The transformation matrix can be rewritten as
u(r)D−1 = f0(−iκ, r)CD−1 + f0(iκ, r)IN (6.35)
where CD−1 is symmetric because of (5.15). Let R be the orthogonal matrix which
diagonalizes CD−1. One readily sees that it diagonalizes u(r)D−1. The superpotential
is also diagonalized. Hence, the apparently coupled transformed potential is equivalent to
a diagonal, uncoupled, potential.
6.4.2. Coupled potentials with uncoupled S matrices In this paragraph, we start from a
Hamiltonian
H0 = diag (h1, h2, . . . , hN). (6.36)
Its entries are chosen to have the same Jost function f0(k). The Hamiltonians hi are
different members of a phase-equivalent family. The Jost function of H0 is a scalar matrix,
F0(k) = f0(k)IN (6.37)
and so is the S matrix. This is an example of quantum system for which the S matrix obeys
a richer symmetry than the Hamiltonian. We now show that it is possible to transform
such a Hamiltonian into a coupled one while keeping the S matrix uncoupled.
As an example [41], consider two members of the family of potentials
v0(r;α) = −2 d
2
dr2
ln W[sinh(κ0r), exp(κ1r) + α exp(−κ1r), sinh(κ2r)],
κ0 < κ1 < κ2 , α < −1. (6.38)
obtained from the Bargmann potential (4.10) by applying an additional conservative
supersymmetric transformation with parameter κ2. These potentials depend on a
parameter α. They have the same Jost and scattering matrices and one bound state
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at energy E = −κ21. The additional transformation raises the singularity index to ν = 1.
The corresponding two-channel diagonal potential
V0(r) = diag [v0(r;α1), v0(r;α2)] (6.39)
has a two-fold degenerate bound state at energy E = −κ21. Both its Jost and scattering
matrices are scalar matrices,
F0(k) = −(κ1 + ik)[(κ0 − ik)(κ2 − ik)]−1I2 . (6.40)
For the coupling transformation we choose the transformation matrix (5.14) with
matrices (6.14), where the Jost solutions f0(iκ, r) of the Schro¨dinger equation with
potential V0 are used. To avoid a singularity at finite distance in the transformed potential,
we impose the restriction κ > κ2. The Jost matrix F1(k) given by (5.41) can be diagonalized
by the orthogonal matrix R(α
2
) defined in (6.5),
F1(k) = −
(
ik + κ cosα κ sinα
κ sinα ik − κ cosα
)
F0(k) (6.41)
= RT (α
2
)F˜1(k)R(
α
2
), (6.42)
where
F˜1(k) = F0(k)diag (ik + κ, ik − κ). (6.43)
This just corresponds to a trivial coupling in both Jost and scattering matrices.
Figure 2(a) shows the transformed potential V1. In figure 2(a), we also plot the
physically equivalent potential V˜1 = RV1R
T whose Jost and scattering matrices are
diagonal. The simplest way to demonstrate that the potential is non-trivially coupled
is to calculate the mixing function
σ(r) = 1
2
arctan[2V1;12(r)/(V1;22(r)− V1;11(r))] . (6.44)
If σ(r) is a constant, the potential matrix is globally diagonalizable. As we see from figures
2 (c) and (d), a non constant σ(r) means that V1(r) and V˜1(r) have a non-trivial coupling.
The scattering matrix S1 has a constant mixing angle
(k) = −α
2
(6.45)
and the matrix S˜1 = RS1R
T is diagonal. The eigenphase shifts read
δ1;1(k) = 2pi −
2∑
j=0
arctan
k
κj
+ arctan
k
κ
, (6.46)
δ1;2(k) = pi −
2∑
j=0
arctan
k
κj
− arctan k
κ
. (6.47)
The Jost and scattering matrices depend only on the factorization constants κj, κ,
whereas the potential also depends on four additional parameters α1, α2, q, and x. These
parameters provide a phase-equivalent deformation of the potential, preserving the diagonal
character of F˜1 and S˜1. In the inverse-scattering theory, such deformations are related with
the ANCs of the bound-state wave functions.
We may further relax the symmetry in (6.37) by keeping the scattering matrix as the
only scalar matrix. In this case, only S1 will be globally diagonalizable [41].
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(a) (b)
(c) (d)
Figure 2. Example of a two-channel non-trivially coupled potential with diagonal Jost
and scattering matrices [41]. (a): potential V1 (V1;11 - solid line, V1;12 - dotted line, V1;22
- dashed line), (b): potential V˜1, (c) and (d): corresponding mixing functions σ(r) and
σ˜(r). The potential parameters are chosen as κ0 = 1, κ1 = 2.5, κ2 = 3.5, α1 = −2,
α2 = −1.5, κ = 6, q = 0.5, x = 25.
6.4.3. Non-trivially coupled potentials, Jost and scattering matrices In the previous
paragraph, we show examples of trivially coupled systems for equal partial waves. If
the phase shifts of the initial scattering matrix differ from each other, the transformed
system is non-trivially coupled at the level of the potential, Jost and scattering matrices,
simultaneously. Reference [41] contains a number of examples in the case of the S-S and
S-D partial waves but they do not present a strong practical interest since their scattering
matrix has a complicated structure. In contrast, an interesting property appears in the
unphysical S-P coupling [41], for which a particular case could be found where a first-order
coupling supersymmetric transformation modifies the mixing parameter while preserving
the phase shifts.
Figure 3 shows an example of a coupled S-P potential V1 obtained from the initial
diagonal potential
V0(r) = diag
(
−2 d
2
dr2
ln W[sinhκ0r, sinhκ1r], 2r
−2
)
. (6.48)
The potential V0 coincides in the S channel with the Bargmann potential (4.10) with
α = −1. The potential in the P channel is just the centrifugal term. The Jost solution
corresponding to V0 reads
f0(k, r) = diag
[
W[sinhκ0r, sinhκ1r, e
ikr]
(k + iκ0)(k + iκ1)W[sinhκ0r, sinhκ1r]
,
(i + kr)eikr
kr
]
. (6.49)
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Figure 3. Exactly solvable S-P potential
V¯c = Vc − l˜(l˜ + 1)r−2 [41].
Figure 4. The scattering matrix for the coupled S-P potential [41]. The S-wave
phase shift is shown as a solid line. The P -wave phase shift vanishes. The mixing
angle  is shown as a dashed line.
To define the matrix transformation solution (5.14), we choose the coupling parameter
q = 1 (see (6.31) and the discussion below).
In this case, the mixing parameter depends on the factorization constant of the
coupling transformation κ only and reads [41]
(k) = arctan
k
κ
. (6.50)
This expression is independent of the exact form of the initial diagonal S-P potential. One
can modify the diagonal potential and the corresponding phase shifts by methods described
in section 3.
Figure 4 shows the corresponding phase shifts and mixing angle. In our example, the
phase shifts read before and after the transformation,
δP (k) = 0 , δS(k) = pi − arctan k
κ0
− arctan k
κ1
, (6.51)
according to (4.16). Parameters κ0 and κ1 allow one to fit the S-channel phase shift.
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Since the transformed eigenphase shifts coincide with the initial phase shifts, one can
fit the phase shifts for the S and P waves separately before the coupling transformation.
The factorization constant κ of the coupling supersymmetric transformation can be used to
fit the slope of the mixing angle (6.50) at zero energy. From the point of view of inversion,
the present example, based on a single transformation, is thus interesting. However, it
cannot be generalized to the physically interesting case of equal parities, where a single
coupling supersymmetric transformation also modifies the phase shifts in a complicated
way. Hence, we now focus on particular pairs of transformations, for which a separation
of the inverse problem is also possible but which in addition are still valid for equal-parity
channels.
6.5. Inverse problem with pairs of conjugate transformations
A new type of transformation pair was introduced in [42], that allows one to modify the
coupling while keeping the eigenphase shifts unchanged in the two-channel case. Such
pairs have a strong practical interest and were applied to the neutron-proton system in
[83]. They were recently generalized to an arbitrary number of channels [90], where they
were shown to be applicable to an even number of channels only. Here, we present them
in more detail for the two-channel case, stressing the particular choice of parameters for
which they occur.
6.5.1. Transformation of potential Let us define the complex wave number κ = κR + iκI
from the complex energy E = ER + iEI through
E = κ2, κI > 0. (6.52)
Notice that we do not introduce here a minus sign. The transformation function is chosen
as (5.25) with κ replaced by −iκ,
u(r) =
2κ
i
ϕ0(κ, r)F
−1
0 (κ)
(
1 0
q 0
)
+ f0(κ, r)
(
0 −q
0 1
)
. (6.53)
It behaves near the origin as
u(r → 0) =
(
a1r
ν1+1 b1r
−ν1
a2r
ν2+1 b2r
−ν2
)
[1 + o(r)] (6.54)
and at infinity as
u(r →∞)→
 e
−iκr
(
1− iΛ11 + qΛ12
2κr
)
−qeiκr
(
1 + i
Λ11 − q−1Λ12
2κr
)
qe−iκr
(
1− iΛ22 + q
−1Λ12
2κr
)
eiκr
(
1 + i
Λ22 − qΛ12
2κr
)
 . (6.55)
The asymptotic behaviour of u can be written more compactly as
u(r →∞)→
(
Q− i
2κr
ΛQσz
)
e−iκrσz , (6.56)
where Q = I − i q σy as in (6.22) but q is now complex.
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The transformed potential is then given by (5.72) and (5.74). Property (2.48) leads
to the Wronskian asymptotics at large distances,
W[u, u∗](r →∞)→ 4 i e−iκrσz
(
p κR σz − qIκIσx − κRκI
2|κ|2r σzQ
TΛQ∗σz
)
eiκ
∗rσz , (6.57)
with p = 1
2
(1 + |q|2). It can be inverted (up to r−1) to give
W[u, u∗]−1(r →∞)→ 1
4 i γ
e−iκ
∗r σz
[
p κR σz − qIκI σx
+
κR κI
2 γ |κ|2r ( p κR + i qI κI σy)Q
TΛQ∗(p κR − i qI κI σy)
]
eiκrσz (6.58)
with γ = (pκR)
2 + (qIκI)
2. Using (6.23), the two-fold superpotential (5.73) is given up to
r−1 after a long but straightforward calculation by
W (r →∞)→ W∞ − sinφ
r
[ Λ−(sinφσz + cosφσx) + Λ12(sinφσx − cosφσz) ] (6.59)
with
W∞ = Czσz − Cxσx (6.60)
and
Cz =
2κRκI
γ
[p(1− p)κR + qRqIκI ], (6.61)
Cx =
2κRκI
γ
[qI(1− p)κI − qRpκR], (6.62)
φ = 2 arctan
2qIκI
(1 + |q|2)κR . (6.63)
Hence, the asymptotic form of the transformed potential (5.74) reads
V2(r →∞)→ r−2RT (−φ) ΛR(−φ). (6.64)
The form of this expression is identical to (6.32) despite the fact that the angle φ has a
quite different definition. This unphysical asymptotic behaviour can thus be eliminated in
the same way with a rotation matrix which gives the potential
V˜2 = R
T (φ)V2R(φ). (6.65)
6.5.2. Transformation of Jost matrix The Jost matrix and the collision matrix are
obtained from (2.52) and the asymptotic form of the Jost solution. Let us apply L to
the initial Jost solution with (5.75),
Lf0(k, r) =
{
(−k2 + E) I +W (r)
[
w(r)− I d
dr
]}
f0(k, r) (6.66)
≡ U(k, r)f0(k, r). (6.67)
The matrix U∞(k) = limr→∞ U(k, r) determines the transformed Jost and scattering
matrices. With (6.59), the limit of the product Ww is given by
Ww →
r→∞
−iκRκIκ
γ
[(p2κR − iq2IκI)I − i p qIκ∗σy ] (6.68)
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while the limit of the product Wf ′0 is given by
Wf ′0 →
r→∞
i kW∞f0. (6.69)
With (6.63), one obtains the expression
U∞(k) = (|E| cosφ− k2)I + i |E| sinφσy + i k (Czσz − Cxσx). (6.70)
From (2.50), it follows that the function
f2(k, r) = Lf0(k, r)U
−1
∞ (k) (6.71)
is the transformed Jost solution.
The regular solution of the transformed Schro¨dinger equation is also transformed
according to (5.71). Since the first-order transformations involving L1 and L2 are
conservative as shown by (6.54), the result of the two-fold supersymmetric transformation
applied to ϕ0(k, r) can be written as [42]
Lϕ0(k, r) = ϕ2(k, r)U0(k), (6.72)
where U0 is a invertible matrix that is constant with respect to r. The precise value of U0
is not important for the following. The important property is that U0 is an even matrix
function of wave number k,
U0(k) = U0(−k) (6.73)
since ϕ(k, r) = ϕ(−k, r).
Applying operator L to the relation (2.52) between the Jost solutions and the regular
solution, one obtains with (6.71) and (6.72)
ϕ2(k, r) =
i
2k
[ f2(−k, r)U∞(−k)F0(k)− f2(k, r)U∞(k)F0(−k) ]U−10 (k). (6.74)
With (6.73), the transformed Jost matrix thus reads
F2(k) = U∞(−k)F0(k)U−10 (k). (6.75)
With the rotation leading to (6.65), one obtains
F˜2(k) = R(φ)U∞(−k)F0(k) U˜−10 (k). (6.76)
where U˜0 = R(φ)U0.
The transformation of the scattering matrix then follows from its definition (2.59),
S˜2(k) = R(φ)U∞(−k)S0(k)U∞(k)−1RT (φ). (6.77)
Note that the transformed S matrix does not depend on U0 because of (6.73). This energy-
dependent expression contains two complex parameters E and q or equivalently four real
parameters |E|, φ, Cx and Cz. In principle, they can be used to fit a given two-channel
collision matrix over some energy domain. However, it is unlikely that this fit will be valid
over a broad energy domain. Iterating the procedure will be necessary. Although such an
iteration is technically feasible, the fitting of parameters can be very tedious, especially
when several iterations are necessary. A more practical method is thus welcome, where the
fit is simpler and the iteration is easily performed.
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6.5.3. Eigenphase-preserving transformations Equation (6.70) is general but not easy to
use. An important particular case does not share that drawback [42, 83] when U∞ is
proportional to an orthogonal matrix. This is realized when the diagonal elements of the
2×2 matrix are real and equal and the off-diagonal elements are real and opposite, hence if
and only if the coefficients of σx and σz vanish, i.e. Cx = Cz = 0 or equivalently q = ±i. As
shown below, the fact that matrix U∞ becomes proportional to an orthogonal matrix has
the important consequence that the eigenphases are not modified by the transformation.
When q = ±i, the two-fold superpotential (6.59) is then simplified up to r−1 as
W (r →∞)→ −sinφ
r
[ Λ−(sinφ σz + cosφσx) + Λ12(sinφσx − cosφσz) ] (6.78)
where φ defined in (6.63) is now related to the phase of E = |E|e±iφ. The asymptotic form
of the potential is still given by (6.64) and is transformed with a rotation matrix as in
(6.65).
Using (6.17) and the fact that coefficients Cx and Cz vanish, one obtains for U∞(k)
the simple expressions
U∞(k) = − k2I + |E|R(φ) (6.79)
= [(k2 − E)(k2 − E∗)]1/2R[±(k)], (6.80)
where
(k) = arctan
EI
ER − k2 . (6.81)
The fact that U∞ is proportional to an orthogonal matrix is crucial to conserve the
eigenphase shifts.
The transformation of the scattering matrix then follows from its definition (2.59) [83],
S˜2(k) = R[φ∓ (k)]S0(k)RT [φ∓ (k)], (6.82)
where (k) is given by (6.81). The proportionality factor [(k2 − E)(k2 − E∗)]1/2 in (6.80)
disappears. The two collision matrices only differ by an orthogonal transformation.
Diagonalizing S˜2 in the same way as S0 in (2.60), one sees that S0 and S˜2 have the same
eigenvalues. The mixing angle of S2 is given by the sum of 0, φ and (k) defined by (6.81).
6.5.4. Iteration of eigenphase-preserving transformations The transformed potential V2
can be used as a starting point for a next eigenphase-preserving transformation. It
conserves the form (2.44) at the origin with possibly modified parameters ν2 (see [42]
for a discussion). It also conserves the form (6.2) at infinity. This means that the two-
fold supersymmetric transformation considered above can be iterated as long as desirable.
Iterating P times such supersymmetric transformations, with factorization energies Ej =
EjR + i EjI , j = 1, . . . , P , one builds a chain of Hamiltonians, H0 → H2 → . . .→ H2P . The
final potential V2P corresponds to the eigenphase-equivalent S matrix
S˜2P = R [ 2P (k)− 2P (0) ]S0RT [ 2P (k)− 2P (0) ], (6.83)
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where the mixing parameter reads
2P (k) = 0(k) +
P∑
j=1
arctan
EjI
EjR − k2 . (6.84)
As above, to get a vanishing zero-energy mixing parameter, we have performed a
compensation rotation of angle
θ = −2P (0) = −
P∑
j=1
arctan
EjI
EjR . (6.85)
6.6. Application to the neutron-proton 3S1-
3D1 waves
In this section, we first apply the Crum-Krein formulas discussed in §5.5 to construct the
simplest local 2× 2 potential matrix describing the 3S1-3D1 neutron-proton interaction at
low energy. Next, by using the iterative approach, we construct a potential that fits the
scattering data on the whole elastic-scattering energy range [83].
The scattering matrix corresponding to the simplest potential coincides, by
construction, with the scattering matrix proposed by Newton and Fulton [12] and used
by Kohlhoff and von Geramb [14] as input of the Marchenko [10] inversion method. We
start with a diagonal matrix potential
V0 =
(
0 0
0 6/r2
)
, r ∈ (0,∞) (6.86)
describing two non-interacting particles in the S and D relative partial waves. The Jost
fS(kr) = e
ikr , fD(kr) = e
ikr
(
1 +
3i
kr
− 3
(kr)2
)
, (6.87)
and regular
ϕS(kr) = sin(kr) , ϕD(kr) =
(3− k2r2) sin(kr)− 3kr cos(kr)
k2r2
. (6.88)
one-channel S- and D-wave solutions are well known for this potential.
We now realize a four-fold singular supersymmetric transformation withm = 2, N = 4.
The first two transformation matrices U1 and U2 with the structure
U1 =
(
iϕS(iκ0r) 0
0 1
)
, U2 =
(
fS(−iκ1r) 0
0 1
)
, (6.89)
provide the S-wave low-energy neutron-proton phase shifts and create the bound state (see
§4.3). The solutions entering matrices U1 and U2 are proportional to (4.2) and (4.9) with
α = 0, respectively. Their role is to construct the Bargmann potential (4.25) with the
two-pole scattering matrix (4.15) in the first channel (S-wave).
The two other transformation matrices
U3 =
(
−iP (−κ)ϕS(κr) iP (κ)fS(κr)
ϕD(κr) fD(κr)
)
, U4 = U∗3 , (6.90)
correspond to mutually-conjugated imaginary factorization energies E = κ2, with κ =
χ(1+i), and E∗. They introduce a coupling between channels by one eigenphase-preserving
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supersymmetric transformation (see §6.5.3). Solutions U3, U4 differ from the canonical form
(with vanishing self-Wronskian) of the eigenphase-preserving transformation solutions by
the normalization factor
P (k) = [(κ0 − ik)(κ1 − ik)]−1 , (6.91)
which is needed to take into account the single-channel transformations performed before
the eigenphase-preserving transformation. These single-channel transformations map U3,
U4 into transformation solutions with vanishing self-Wronskian (see §5.1). This guarantees
the symmetry of the transformed potential at all intermediate steps and hence of the final
potential too.
This eigenphase-preserving supersymmetric transformation results in four S-matrix
poles in the complex momentum plane at ±κ and ±κ∗. The mixing parameter of the
resulting matrix is given by (6.81), with Er = 0, Ei = 2χ2. By construction, the resulting
S matrix thus reads
S(k) =
1
k4 + 4χ4
(
2χ2 k2
−k2 2χ2
) (k + iκ0)(k + iκ1)(k − iκ0)(k − iκ1) 0
0 1
( 2χ2 −k2
k2 2χ2
)
, (6.92)
which coincides with the one proposed in [12]. The free parameters κ1 and κ0 control the
bound-state energy and the scattering length, as well as the effective range (see §4.3), while
parameter χ controls the coupling between channels. These parameters are related with
the six poles of the scattering matrix.
Using (5.97) we can present the resulting potential through determinants constructed
from transformation matrices. To write the 8× 8 matricesW , Wi,j explicitly we introduce
the compact notations ϕS,0 ≡ iϕS(iκ0r), ϕS,κ ≡ −iP (−κ)ϕS(κr), fS,1 ≡ fS(−iκ1r),
fS,κ ≡ iP (κ)fS(κr), ϕD,κ ≡ ϕD(κr), fD,κ ≡ fD(κr). Then these matrices read
W =

ϕS,0 0 fS,1 0 ϕS,κ fS,κ ϕ
∗
S,κ f
∗
S,κ
0 1 0 1 ϕD,κ fD,κ ϕ
∗
D,κ f
∗
D,κ
∂ϕS,0 0 ∂fS,1 0 ∂ϕS,κ ∂fS,κ ∂ϕ
∗
S,κ ∂f
∗
S,κ
0 0 0 1 ϕD,κ fD,κ ϕ
∗
D,κ f
∗
D,κ
∂2ϕS,0 0 ∂
2fS,1 0 ∂
2ϕS,κ ∂
2fS,κ ∂
2ϕ∗S,κ ∂
2f ∗S,κ
0 0 0 0 ϕD,κ fD,κ ϕ
∗
D,κ f
∗
D,κ
∂3ϕS,0 0 ∂
3fS,1 0 ∂
3ϕS,κ ∂
3fS,κ ∂
3ϕ∗S,κ ∂
3f ∗S,κ
0 0 0 0 ∂ϕD,κ ∂fD,κ ∂ϕ
∗
D,κ ∂f
∗
D,κ

, (6.93)
W1,1 =
 . . . . . . . . . . . . . . . . . . . . . . . .∂4ϕS,0 0 ∂4fS,1 0 ∂4ϕS,κ ∂4fS,κ ∂4ϕ∗S,κ ∂4f ∗S,κ
0 0 0 0 ∂ϕD,κ ∂fD,κ ∂ϕ
∗
D,κ ∂f
∗
D,κ
 , (6.94)
W1,2 =
 . . . . . . . . . . . . . . . . . . . . . . . .0 0 0 0 ∂2ϕD,κ ∂2fD,κ ∂2ϕ∗D,κ ∂2f ∗D,κ
0 0 0 0 ∂ϕD,κ ∂fD,κ ∂ϕ
∗
D,κ ∂f
∗
D,κ
 , (6.95)
W2,1 =
 . . . . . . . . . . . . . . . . . . . . . . . .∂3ϕS,0 0 ∂3fS,1 0 ∂3ϕS,κ ∂3fS,κ ∂3ϕ∗S,κ ∂3f ∗S,κ
∂4ϕS,0 0 ∂
4fS,1 0 ∂
4ϕS,κ ∂
4fS,κ ∂
4ϕ∗S,κ ∂
4f ∗S,κ
 , (6.96)
CONTENTS 71
W2,2 =
 . . . . . . . . . . . . . . . . . . . . . . . .∂3ϕS,0 0 ∂3fS,1 0 ∂3ϕS,κ ∂3fS,κ ∂3ϕ∗S,κ ∂3f ∗S,κ
0 0 0 0 ∂2ϕD,κ ∂
2fD,κ ∂
2ϕ∗D,κ ∂
2f ∗D,κ
 , (6.97)
where we have used the notation ∂ for d
dr
for compactness, where the dashed lines stress the
block structure and where the omitted blocks of the last four matrices are identical to the
corresponding blocks of the first matrix. By linear combination of rows, the determinants of
these matrices can easily be reduced to 6×6 determinants. Moreover, more simplifications
are possible since the second derivative of a factorization solution can be expressed in
terms of the factorization solution itself by using the Schro¨dinger equation satisfied by this
solution.
Having fixed the set of matrices W , Wi,j, i, j = 1, 2, one constructs the explicit
determinant representation of the potential matrix (5.96) in terms of determinants of these
matrices
V4;i,j(r) = V0;i,j(r)− 2 1
detW
d
dr
detWi,j + 2 detWi,j
(detW)2
d
dr
detW . (6.98)
It is not easy to see directly from (6.98) that V4;1,2 = V4;2,1. Nevertheless, the symmetry
is provided by the equivalence between the chain of transformations and the determinant
representation; it can also be tested numerically. Potential (6.98) gives a determinant
representation of the Kohlhoff-von Geramb potential [14], obtained with a Marchenko
inversion of the S matrix (6.92).
In this example the angle of compensation rotation (6.85) equals pi/2, therefore V4;1,1
and V4;2,2 correspond to the D- and S-waves respectively. From (6.98) we extract the
central, VC , tensor, VT , and spin-orbital, VO, components of the potential
VC = V2,2 , VT = V1,2/
√
8 , VO = (V2,2 − V1,2/
√
2− V1,1 + 6/r2)/3 . (6.99)
Choosing the same parameters κ0, κ1 and χ as in [12, 14], we show these potential curves
in Figure 5. They agree with those shown in figure 13 of [14]. Note that the potentials
Figure 5. Exactly-solvable potential (central VC , tensor VT and spin-orbit VO
terms) with parameters κ0 = 0.944 fm
−1, κ1 = 0.232 fm−1 and χ = 1.22 fm−1
taken from [12]. Reproduced from [88].
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(6.98), as well as the potentials constructed in [14], are singular at the origin and for this
reason differ significantly from the potentials obtained by Newton and Fulton [12, 89].
The difference with Ref. [12] can be explained by somewhat different input parameters.
It is well-known that there is a family of potentials with the same scattering matrix,
when there are bound states. In our case there is a single bound state and, hence, there
exist two additional parameters, the ANC’s AS and AD, which provide a phase-equivalent
deformation of the potential with the given scattering matrix. The values of these free
parameters are fixed in both our model and the approach of Kohlhoff-von Geramb by the
following reason. Physically acceptable components of a matrix potential should not have
long-range tails. Therefore the corresponding asymptotic normalization constants can be
determined directly from the S-matrix residue at the bound state pole [91]. In particular,
the ratio of the asymptotic normalization constants reads
η =
AD
AS
=
Resk=iκ1S2,1
Resk=iκ1S1,1
. (6.100)
For our potential (6.98), as well as for the Kohlhoff-von Geramb potential, the parameter η
is fixed by the value η = κ21/(2χ
2) = 0.018081 whereas the value is different for the Newton-
Fulton potential, which has a finite value at the origin but an unphysical slowly-decreasing
asymptotic behaviour.
Let us now extend the previous results to fit the scattering matrix on the whole
elastic-scattering energy range, revisiting the results of reference [83]. Combining the
single-channel potentials (4.60) and (4.97) into a diagonal S-D potential, we obtain the
initial Hamiltonian of the neutron-proton interaction with realistic phase shifts. Applying
eigenphase-preserving supersymmetric transformations, we can fit the mixing angle. A
three-term expansion is found sufficient to fit realistic data on the whole elastic-scattering
region and the ratio of ANCs for the S- and D-wave components, η = AD/AS. This
ratio is taken into account by fixing the tangent of mixing angle at the deuteron ground-
state energy, tan 1(−Bd) = −η. Three pairs of eigenphase-preserving supersymmetric
transformations result in the mixing angle
(k) = 1(k) + 2(k) + 3(k), (6.101)
where each term corresponds to a pair of complex poles E1 = −0.1590 ± i 0.008153,
E2 = −4.004±i 3.107, E3 = ±i 9.443. The partial mixing angles including the compensation
rotation of angle (6.85), i.e. vanishing at k = 0, are given by
1(k) = − arctan 0.008153
0.1590 + k2
+ 0.051232 , (6.102)
2(k) = arctan
3.107
4.004 + k2
− 0.65992 , (6.103)
3(k) =
pi
2
− arctan 9.443
k2
. (6.104)
Figure 6 shows the Reid93 mixing parameter Reid, our fit  and contributions from
each pair of eigenphase-preserving supersymmetric transformations. The single eigenphase-
preserving transformations with E1 gives a very accurate fit almost up to 100 MeV. Below
this energy, the contributions from E2 and E3 compensate each other. They become
important at higher energies to reproduce increasing values of the mixing angle.
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Figure 6. Components 1, 2, 3 of the rational fit  of the mixing angle Reid
(dotted line) corresponding to the Reid93 3S1-
3D1 potential [86] as a function of
the laboratory energy Elab = 2E [83].
As shown in [83], the corresponding potential reproduces the Reid93 potential
and displays a one-pion exchange asymptotic behaviour. This example illustrates the
effectiveness of the iterative supersymmetric inversion approach.
7. Two-channel inverse problems with different thresholds
As mentioned above, in the case of threshold differences, we could not find a way to build
coupled potentials with a non trivial coupling using conservative transformations only.
Non-conservative transformations, on the other hand, prove very useful with this respect:
in [36], they were shown to be able to simplify and generalize the construction of the
exactly-solvable coupled-channel potential obtained by Cox in 1964 by resolution of the
inverse problem integral equations [92].
This potential generalizes the Bargmann potential to the coupled-channel case, with a
Jost function and scattering matrix expressed as first-order rational functions of the wave
number. In reference [44], a detailed study of the spectral properties of this potential was
made for an arbitrary number N of channels. In particular, a geometrical analysis of the
N2N−1 zeros of the Jost-matrix determinant shows that the number of bound states nb
satisfies 0 6 nb 6 N and that the maximal number of resonances is nr = (N − 1)2N−2, the
other zeros corresponding to virtual states. In particular, for two channels, this potential
may have 0, 1 or 2 bound states (contrary to what is stated in [92]), up to 4 virtual states
and 0 or 1 resonance, depending on the values of its parameters.
In reference [44], a perturbative method is also proposed to calculate the position of
these poles in a weakly-coupled case, for arbitrary N . We do not reproduce these general
results here and rather concentrate on the two-channel case, revisiting the results obtained
in [36] and emphasizing the particular role of non-conservative transformations. In addition
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to the potential, we provide detailed expressions for the scattering matrix and scattering
wave functions, hence building an ideal test case for checking coupled-channel numerical
methods.
7.1. Derivation of generalized two-channel Cox potentials
We apply a single non-conservative supersymmetric transformation to the zero potential.
Two useful alternative expressions for the transformation function read
u(r) = cosh(κr)I + sinh(κr)κ−1w(0) = exp(κr)C + exp(−κr)D, (7.1)
with
w(0) =
(
α1 β
β α2
)
, C,D = 1
2
(
1± α1
κ1
± β
κ1
± β
κ2
1± α2
κ2
)
(7.2)
where the plus sign refers to C and the minus sign to D.
Comparing (7.1) with the equivalent expression (4.33) for the single-channel case
shows that this transformation solution can also be seen as resulting from the application
of a first-order differential operator on the regular solution sinh(κr) of the vanishing
potential. However, in the coupled-channel case this operator does not display the standard
structure (5.5) of conservative supersymmetric transformations: the zeroth-order term is a
multiplication by a matrix w(0) on the right and the square of this matrix is not related to
a factorization energy. Nevertheless, this simple underlying structure suggests to explore
more general conservative supersymmetric transformations, a study we defer to a future
work.
The determinant of the factorization solution is necessary to invert it and to build
the superpotential, the asymptotic value of which also determines the Jost and scattering
matrices. This determinant reads
detu(r) = cosh(κ1r) cosh(κ2r) +
α1α2−β2
κ1κ2
sinh(κ1r) sinh(κ2r)
+ α1
κ1
sinh(κ1r) cosh(κ2r) +
α2
κ2
cosh(κ1r) sinh(κ2r) (7.3)
with detu(0) = 1. It behaves asymptotically like
detu(r) →
r→∞
detC e(κ1+κ2)r + 1
4
(
1− α1
κ1
+ α2
κ2
− α1α2−β2
κ1κ2
)
e(κ2−κ1)r. (7.4)
Equation (7.4) shows that two cases have to be distinguished, depending on whether
detC = 0 or not. When detC 6= 0, only the C term in equation (7.1) determines the
asymptotic behaviour of the superpotential, which reads w∞ = κ, in agreement with
(5.19). The potential built in [92] (for q = 1) corresponds to this case. From (5.44) with
F0 = I and G0 = ik, its Jost matrix reads
F1(k) = [w∞ − ik]−1[w(0)− ik] =
(
α1−ik1
κ1−ik1
β
κ1−ik1
β
κ2−ik2
α2−ik2
κ2−ik2
)
(detC 6= 0) (7.5)
and depends on five real parameters: the threshold energy, the factorization energy and
the three parameters entering the real symmetric matrix w(0). When detC = 0, i.e.
β = ±
√
(κ1 + α1)(κ2 + α2) , (7.6)
CONTENTS 75
one has first to notice that the second term of (7.4) cannot vanish; otherwise, the
(super)potential becomes trivial (α2 = −κ2, β = 0). An explicit calculation of the
superpotential shows that w∞ = diag (−κ1, κ2) in this case, in agreement with (5.19),
hence leading to the Jost matrix
F1(k) = [w∞ − ik]−1[w(0)− ik] =
(
α1−ik1
−κ1−ik1
β
−κ1−ik1
β
κ2−ik2
α2−ik2
κ2−ik2
)
(detC = 0) . (7.7)
In the following, as in [36], we concentrate on this case, which is not covered by the original
Cox paper; however, the obtained expressions can be directly extended to Cox’ potential
by simply changing the sign of κ1 (which reveals an error in equation (5.3) of [92]).
7.2. Scattering-matrix properties
Let us first establish the explicit expression of the 2×2 scattering matrix for detC = 0. Its
diagonal elements and its determinant can be directly expressed in terms of the determinant
of the Jost function [2], which reads
F1(k1, k2) ≡ detF1(k) = (k1 + iα1)(k2 + iα2) + β
2
(κ1 + ik1)(κ2 − ik2) . (7.8)
Its off-diagonal element is explicitly calculated using (2.59). The symmetric S matrix reads
S1(k1, k2) =
1
F1(k1, k2)
 F1(−k1, k2)
−2iβ√k1k2
k21 + κ
2
1−2iβ√k1k2
k22 + κ
2
2
F1(k1,−k2)
 (7.9)
and it can be checked that
detS1(k1, k2) =
F1(−k1,−k2)
F1(k1, k2) . (7.10)
The expression (2.59) of the scattering matrix in terms of the Jost matrix, combined with
the expression of the Jost matrix (7.7) for the Cox potential, in particular the diagonal
character of w∞ − ik, suggests that the Blatt-Biedenharn decomposition (2.60) of the
scattering matrix is not the most convenient here. We rather use the Stapp parametrization
[93], which reads
S =
(
eiδ¯1 0
0 eiδ¯2
)(
cos 2¯ i sin 2¯
i sin 2¯ cos 2¯
)(
eiδ¯1 0
0 eiδ¯2
)
(7.11)
= ei(δ¯1+δ¯2)
(
ei(δ¯1−δ¯2) cos 2¯ i sin 2¯
i sin 2¯ ei(δ¯2−δ¯1) cos 2¯
)
, (7.12)
where δ¯1, δ¯2 and ¯ are known as the bar phase shifts and mixing parameter.
When the second channel is closed, i.e., for energies 0 6 E 6 ∆, the physical scattering
matrix is just the first diagonal element of S matrix (7.9), with k1 real positive and k2
imaginary positive. It reads
S1;11(k1, i|k2|) = κ1 + ik1
κ1 − ik1
[(α1 + ik1)(|k2|+ α2) + β2]
[(α1 − ik1)(|k2|+ α2) + β2] = e
2iδ1 = e2iδ¯1 , (7.13)
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with 0 6 k1 6
√
∆ and k2 = i
√
∆− k21. The one-channel phase shift, which has the same
value in both parametrizations, has the rather simple expression
δ1(k1) = δ¯1(k1) = arctan
k1
κ1
+ arctan
k1(|k2|+ α2)
α1|k2|+ α1α2 − β2 (7.14)
≡ arctan k1
κ1
+ ξ0(k1), (7.15)
where ξ0 is introduced for further use.
Above threshold, the sum of the two eigenphase shifts also has a rather simple
expression, identical in both parametrizations. It can be established from (7.10), with
detS1 = e
2i(δ1+δ2) = e2i(δ¯1+δ¯2) (7.16)
the sum reads
δ1 + δ2 = δ¯1 + δ¯2 = arctan
k1
κ1
− arctan k2
κ2
− arctan α2k1 + α1k2
k1k2 + β2 − α1α2 . (7.17)
At threshold (k2 = 0), this expression agrees with (7.14). In the Stapp parametrization
(and not in the Blatt-Biedenharn parametrization), the difference of eigenphase shifts also
has a simple expression,
δ¯1 − δ¯2 = arctan k1
κ1
+ arctan
k2
κ2
− arctan α2k1 − α1k2−k1k2 + β2 − α1α2 , (7.18)
which happens to be identical to expression (7.17) after a change of sign for k2. Another
advantage of the Stapp parametrization is that the bar mixing parameter only depends on
w(0),
tan 2 ¯ = 2 β
√
k1k2
(k1k2 + α1α2 − β2)2 + (α2k1 − α1k2)2 , (7.19)
while in the Blatt-Biedenharn parametrization, the mixing parameter also depends on the
factorization energy, i.e. on κ1 and κ2, as
tan 2  =
2S1;12
S1;11 − S1;22 =
tan 2 ¯
sin(δ¯1 − δ¯2)
. (7.20)
This implies that the Stapp parametrization is more convenient from an inverse-scattering-
problem perspective: instead of fitting all parameters on the full scattering matrix at once,
¯ can be fitted first, using α1, α2 and β only, then δ¯1 and δ¯2 can be fitted with the
factorization energy.
If the nonconservative transformation is followed by a conservative transformation
with factorization energy E , the scattering matrix is modified according to the formal
relations established in [28],
S2 = (ik + w∞)−1S1(−ik + w∞) = diag(eiφ1 , eiφ2)S1diag(eiφ1 , eiφ2) , (7.21)
where ik + w∞ = (E − E)diag(e−iφ1 , e−iφ2) is a diagonal matrix and φ1,2 are phases given
by arctangents. This implies that the conservative transformation only modifies the Stapp
eigenphase shifts with simple arctangent terms without affecting the mixing parameter
¯. The conservative transformations can then be iterated to fit the bar phase shifts with
CONTENTS 77
a sum of arctangents, as in the single-channel inverse problem. Combining a few non-
conservative transformations (to fit the bar mixing parameter) with a chain of conservative
transformations (to fit the bar phase shifts) could thus provide a full solution to the coupled-
channel inverse problem with threshold. However, a difficulty might occur as the second
non-conservative transformation might mix up all the parameters of the first one. Therefore
chains of non-conservative transformations require a specific study.
7.3. Explicit expressions for the potential and its solutions
Let us now construct the superpotential and the potential corresponding to this scattering
matrix. The general expression for the diagonal elements of w(r) is
w11(r) =
κ1
detu(r)
[
sinh(κ1r) cosh(κ2r) +
α1α2−β2
κ1κ2
cosh(κ1r) sinh(κ2r)
+ α1
κ1
cosh(κ1r) cosh(κ2r) +
α2
κ2
sinh(κ1r) sinh(κ2r)
]
, (7.22)
with the same expression for w22(r) with subscripts 1 and 2 exchanged. The off-diagonal
term has the simpler expression
w12(r) =
β
detu(r)
. (7.23)
Equations (7.3) and (7.22) simplify when
α1α2 − β2
κ1κ2
= ±1, α1
κ1
= ±α2
κ2
, (7.24)
where the two signs can be chosen arbitrarily and independently from each other. Choosing
twice a minus sign is equivalent to choosing det C = det D = 0, as in [36], and implies
that κ1κ2 > β
2 > 0 and |α1/κ1| < 1. In this case, the superpotential can be written in a
very compact form
w(r) =
1
cosh y
( −κ1 sinh y √κ1κ2
√
κ1κ2 κ2 sinh y
)
, (7.25)
with
y = (κ2 − κ1)r − arcosh
√
κ1κ2
β2
= (κ2 − κ1)r − arctanhα1
κ1
. (7.26)
The potential then reads
V1(r) =
2(κ2 − κ1)
cosh2 y
(
κ1
√
κ1κ2 sinh y
√
κ1κ2 sinh y −κ2
)
. (7.27)
To calculate the regular solution, we find a solution ψ0 of the Schro¨dinger equation
with the zero potential which transforms into the regular solution ϕ1 of the transformed
equation
ψ0(k, r) ≡ L†ϕ1(k, r) (7.28)
=
1
2 i
[
L†f1(k, r)k−1F1(−k)− L†f1(−k, r)k−1F1(k)
]
. (7.29)
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Indeed, due to the simple expressions of the Jost solution (5.23) and of the Jost function
(7.5), (7.7) for the V1 potential, this equation reads
2iψ0(k, r) = L
†Lf0(k, r)[w∞ − ik]−1k−1[w∞ + ik]−1[w(0) + ik]
− L†Lf0(−k, r)[w∞ + ik]−1k−1[w∞ − ik]−1[w(0)− ik] (7.30)
= eikrk−1[w(0) + ik]− e−ikrk−1[w(0)− ik] , (7.31)
where the last expression has been obtained by using the factorization property
L†L = H0 + κ2 , (7.32)
with
H0 = −I d
2
dr2
, f0(k, r) = e
ikr (7.33)
for the vanishing initial potential, together with the value of w∞. Finally, we get
ψ0(k, r) = cos(kr) + sin(kr)k
−1w(0) ≡ {~ψ0;1, ~ψ0;2}, (7.34)
where ~ψ0;1 and ~ψ0;2 are vector solutions that do not vanish at the origin. Like the
factorization function (7.1), this matrix solution can be seen as resulting from the
transformation of the regular matrix solution sin(kr) of the vanishing potential by a first-
order differential operator containing a matrix multiplication by w(0) from the right.
Using (7.34), the regular solution of the transformed equation may be calculated as
ϕ1(k, r) = Lψ0(k, r) = −ψ′0(r) + w(r)ψ0(r) ≡ {~ϕ1;1, ~ϕ1;2}. (7.35)
For the particular superpotential (7.25), the vectors read
~ϕ1;1 =
(
ϕ1;11
ϕ1;12
)
, ~ϕ1;2 =
(
ϕ1;21
ϕ1;22
)
, (7.36)
where
ϕ1;11 = − α1 cos(k1r) + k1 sin(k1r) + β
√
κ1κ2 sin(k2r)
k2 cosh y
−
(
κ1 cos(k1r) +
α1κ1
k1
sin(k1r)
)
tanh y, (7.37)
ϕ1;12 =
√
κ1κ2
cosh y
(
cos(k1r) +
α1
k1
sin(k1r)
)
− β
(
cos(k2r)− κ2
k2
tanh y sin(k2r)
)
(7.38)
with symmetrical expressions for ϕ1;21 and ϕ1;22 obtained by exchanging the roles of
subscripts 1 and 2 (leaving the definition of y unaffected) and by changing the sign of
the tanh y terms in (7.38) and (7.37) respectively. Using the values cosh y(0) =
√
κ1κ2/β
and tanh y(0) = α2/κ2, one checks that these vectors vanish at the origin, as they should.
The difference of behaviour at the origin for ψ0 and ϕ1 illustrates the non-conservative
character of the supersymmetric transformation.
Let us now consider the physical solution below the threshold. In this case, the second
components of vectors (7.36) increase exponentially. The physical solution is proportional
to a linear combination of these vectors, the second component of which vanishes at large
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distances. The simplest way to obtain this vector is to apply operator L, which conserves
the exponentially-decreasing asymptotic behaviour, to the vector solution of the initial
Schro¨dinger equation, the second component of which vanishes at infinity. This vector
reads
~ψ0(k1, r) = ~ψ0;1 − β|k2|+ α2
~ψ0;2 =
(
1
sin ξ0(k1)
sin [k1r + ξ0(k1)]
− βeik2r|k2|+α2
)
, (7.39)
where the first component displays the shift ξ0 defined in (7.15). Note that solution (7.39)
is not regular at the origin. The regular transformed vector solution is then
~ϕ1(k1, r) = L~ψ0(k1, r), (7.40)
which, for the particular superpotential (7.25), reads
~ϕ1(k1, r)=
−√κ1κ2β|k2|+α2 e−|k2|rcosh y − κ1 tanh ysin ξ0(k1) sin [k1r + ξ0(k1)]− k1sin ξ0(k1) cos [k1r + ξ0(k1)]√
κ1κ2
cosh y sin ξ0(k1)
sin [k1r + ξ0(k1)]− |k2|+κ2 tanh y|k2|+α2 βe−|k2|r
.(7.41)
It can be checked that it is regular at the origin, as it should. Asymptotically, the second
component vanishes exponentially while the first component oscillates with the one-channel
scattering phase shift (7.14). In figure 7, such physical solutions are represented for the
potential presented in figure 1 of [36]. They illustrate the Feshbach-resonance phenomenon:
for a fixed normalization of the closed-channel component at the origin (dotted lines), the
ANC of this component varies slowly while crossing the resonance. In contrast, the open-
channel component varies very strongly: it changes sign while crossing the resonance and
is much smaller than the closed-channel component at the resonance energy while both
components have the same order of magnitude for energies below and above the resonance
energy.
8. Conclusion
A detailed study of the properties of conservative and non-conservative supersymmetric
transformations has been performed, both in the single-channel and coupled-channel
cases. In the single-channel case, for a zero initial potential, a single non-conservative
transformation has been shown to be equivalent to a particular pair of conservative
transformations. We conjecture that this equivalence can be generalized to chains of
transformations. Hence, in the single-channel case, non-conservative transformations do
not have a more practical interest than the conservative ones, but they sometimes lead
to more elegant analytical expressions for the obtained potentials. Similarly, for a zero
initial potential too, chains including zero-energy transformations have been shown to be
replaceable by transformations performed on purely centrifugal potentials. Conservative
transformations with non-vanishing factorization energies are thus a self-sufficient tool to
solve all practical inversion problems in the single-channel case.
For coupled-channel cases, the situation strongly depends on the presence or absence
of thresholds. For equal thresholds, conservative transformations are sufficient to solve
practical two-channel inversion problems. In the most convenient algorithm we could find,
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(a)
(b)
(c)
Figure 7. Examples of solutions (7.41) (normalized as ϕ1;2(r → 0) ∼ r) when the second
channel is closed. The component ϕ1;1(r) is shown by solid lines, ϕ1;2(r) is shown by dotted
lines. Besides, exp(−|k2|r) is plotted with dashed lines for comparison. The potential
parameters are those chosen in figures 1 and 2 of [36] (∆ = 10, ER = 7, Γ = 1, which
correspond to κ1 ≈ 0.17207, κ2 ≈ 3.16696, β ≈ 0.61710, α1 ≈ 0.094431, α2 ≈ −1.73801)
and the energies are 5, 7, 9 (respectively below (a), at (b) and above (c) the resonance
energy).
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these inverse problems are decomposed in single-channel inverse problems that allow one
to fit eigenphase shifts, followed by eigenphase-preserving transformations that introduce
a coupling to the system without modifying the constructed eigenphase shifts. The
solution of the inverse problem is thus based on the Blatt-Biedenharn decomposition of
the scattering matrix and has reached a sufficient level of maturity to be applicable to
practical problems. Moreover, compact expressions have been established for the inversion
potential in terms of solutions of the initial Schro¨dinger equation, which leads to analytical
exactly-solvable potentials when this initial potential is zero or purely centrifugal. As an
important physical illustration, we could build satisfactory neutron-proton potentials for
the triplet spin state.
In contrast, the coupled-channel inverse problem with threshold differences is still in
progress. The present work brings promising first steps but also raises several questions.
Non-conservative transformations appear to be an essential tool to solve the inverse
problems in this case, as conservative transformations do not seem able to introduce
coupling between channels. However, much as in the single-channel case, a single non-
conservative transformation of the two-channel zero potential leads to a Jost matrix
which can be decomposed into two factors [see (7.5) or (7.7)], hence suggesting that a
formulation of the non-conservative transformation in terms of two simpler transformations
might be possible. The second transformation is visibly a conservative transformation,
as the corresponding Jost-matrix factor is diagonal; the nature of the conjectured first
transformation, which would generate a non-diagonal Jost matrix, is unknown. A detailed
comparison between the single-channel and coupled-channel cases could be useful to unveil
it.
Iterations of non-conservative transformations could also be studied and could
provide rather convenient tools to solve inverse problems, if combined with conservative
transformations. With this respect, the Stapp decomposition of the scattering matrix seems
more convenient as conservative transformations following non-conservative ones only
modify the bar eigenphase shifts without affecting the bar mixing parameter. Moreover,
compact expressions for these iterative potentials could be sought for, hence extending the
results obtained in the case of absence of threshold. Finally, most of the results presented
here for the two-channel case should be explicitly generalized to an arbitrary number of
channels. We plan to tackle all these questions in future works.
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