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ON THE GROWTH OF A SUPERLINEAR PREFERENTIAL
ATTACHMENT SCHEME
SUNDER SETHURAMAN AND SHANKAR C. VENKATARAMANI
Abstract. We consider an evolving preferential attachment random graph
model where at discrete times a new node is attached to an old node, selected
with probability proportional to a superlinear function of its degree. For such
schemes, it is known that the graph evolution condenses, that is a.s. in the
limit graph there will be a single random node with infinite degree, while all
others have finite degree.
In this note, we establish a.s. law of large numbers type limits and fluctua-
tion results, as n ↑ ∞, for the counts of the number of nodes with degree k ≥ 1
at time n ≥ 1. These limits rigorously verify and extend a physical picture of
Krapivisky, Redner and Leyvraz (2000) on how the condensation arises with
respect to the degree distribution.
1. Model and Results
There has been much recent interest in preferential attachment schemes which
grow a random network by adding, progressively over time, new nodes to old ones
based on their connectivity (cf. books and surveys [1], [5], [9], [12], [17], [19]). Part
of the interest is that such schemes, which might be seen as forms of reinforcement
dynamics, have interesting and complex structure, relating to some ‘real world’
networks.
Consider the following model. At time n = 1, an initial network G1 is composed
of two vertices connected by a single edge. At times n ≥ 2, a new vertex is attached
to a vertex x ∈ Gn−1 with probability proportional to w(dx(n)), that is with chance
w(dx(n− 1))/
∑
y∈Gn−1
w(dy(n− 1)), where dz(j) is the degree at time j of vertex
z and w = w(d) : N → R+ is a ‘weight’ function in the form w(d) = d
γ for a fixed
γ > −∞ . In this way, a random tree is grown.
Let now Zk(n) be the number of vertices in Gn with degree k, that is Zk(n) =∑
y∈Gn−1
1(dy(n) = k). Also, let S(n) =
∑n
k=1 w(k)Zk(n) be the total weight of
Gn and V (n) = max{k |Zk(n) ≥ 1} denote the largest degree among the vertices
in Gn. By construction, V (n) ≤ n. Let also Φk(n) =
∑
ℓ≥k Zℓ(n) be the count of
vertices with degree at least k in Gn.
We observe that the total number of vertices and edges in Gn are n + 1 and n
respectively, so that we have the ‘conservation laws’
n∑
k=1
Zk(n) = n+ 1, and
n∑
k=1
kZk(n) = 2n (1.1)
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In [16] (see also [15]), a trichotomy of growth behaviors was observed depending
on the strength of the exponent γ.
Linear case. First, when γ = 1, the scheme is often referred to as the ‘Barabasi-
Albert’ model. Here, the degree structure satisfies, for k ≥ 1,
lim
n→∞
Zk(n)
n
=
4
k(k + 1)(k + 2)
a.s.
This limit was first proved in mean-value in [10], [16], in probability in [4], and
almost-surely via different methods in [3], [6], [18], [21].
Sublinear case. Next, when γ < 1, it was shown that
lim
n↑∞
Zk(n)
n
= q(k) a.s.
Although q is not a power law, it is in form where it decays faster than any poly-
nomial [7], [21]: For k ≥ 1,
q(k) =
s¯
kγ
k∏
j=1
jγ
s¯+ jγ
, and s¯ is determined by 1 =
∞∑
k=1
k∏
j=1
jγ
s¯+ jγ
.
Asymptotically, as k ↑ ∞, when 0 < γ < 1, log q(k) ∼ −(s¯/(1 − γ))k1−γ is in
‘stretched exponential’ form; when γ < 0, log q(k) ∼ γk log k; when γ = 0, the case
of uniform attachment when an old vertex is selected uniformly, s¯ = 1 and q is
geometric: q(k) = 2−k for k ≥ 1.
Superlinear case. Finally, when γ > 1, ‘explosion’ or a sort of ‘condensation’
happens in that in the limiting graph a random single vertex dominates in accu-
mulating connections. Let A = ⌊γ/(γ − 1)⌋ and let Tj be the collection of rooted
trees with j or less nodes.
In [20], the limiting graph is shown to be a tree with the following structure a.s.
There is a single (random) vertex v with an infinite number of children.
To this vertex, v infinite copies of T are glued for each T ∈ TA. (1.2)
The remaining nodes in the tree form a finite collection T
of bounded (but arbitrary) degree vertices.
We remark, by the definition of TA, in the limit tree, there are an infinite number
of nodes of degree k for 1 ≤ k ≤ A.
One may ask how the ‘condensation’ effect arises in the dynamics with respect
to the degree distribution. In [16] (see also [15]), non-rigorous rate formulation
derivations of the mean orders of growth of {Zk(n)} give that
lim
n↑∞
1
nk−(k−1)γ
E[Zk(n)] = ak when 1 ≤ k <
γ
γ − 1
lim
n↑∞
1
log(n)
E[Zk(n)] = bk when 2 ≤ k =
γ
γ − 1
is an integer.
lim
n↑∞
E[Φk(n)] < ∞ when k >
γ
γ − 1
(1.3)
where
ak =
k∏
j=2
w(j − 1)
j − (j − 1)γ
and bk = w(k − 1)ak−1. (1.4)
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See Section 4.2 p. 92-94 in [12], which discusses [16], and the roles that the ansatz
and the limit,
E
[Zk(n)
S(n)
]
∼
E[Zk(n)]
E[S(n)]
and lim
n↑∞
E[S(n)]
nγ
= 1, (1.5)
assumed in [16], play in the approximations used to obtain (1.3).
We remark, however, in [2], that an a.s. form of the limit for k = 1, that is
limn↑∞
1
nZ1(n) = 1 a.s., was proved through branching process methods. Also,
we observe, from (1.2), that one can deduce that limn↑∞Φk(n) < ∞ a.s. for
k > γ/(γ − 1).
The stratification of growth orders, or ‘connectivity transitions’, appears to be
a phenomenon in a class of superlinear attachment schemes. See [15] and [16] for
more discussion. In this context, we remark the work [8] considers a preferential
attachment urn model, different from the above graph model, and gives stratifica-
tion results of the growth of mean orders of the counts of variously sized urns, and
of the maximum sized urn (cf. Lem. 3.4, Thm. 3.5, Cor. 3.6 in [8]).
In this context, the purpose of this note is to give, for the graph superlinear
model, when γ > 1, a rigorous, self-contained derivation of a.s. versions of (1.3)
in Theorem 1, and to elaborate a more general asymptotic picture, including lower
order terms and fluctuations, in Theorem 2.
These derivations are based on rate equations and martingale analysis, with
respect to the dynamics of the counts. We were inspired by the interesting works
[8], [16] and [20]. Although our arguments follow part of the outline in [8], they
do not make use of (1.2) or its branching process/tree constructions in [20], or the
more combinatorial estimates in [8]. We also remark that the methods given here
seem robust and may be of use in other superlinear preferential schemes, beyond
the ‘standard’ graph model that we have concentrated upon.
In the next section, we present our results and give their proofs in Section 2.
1.1. Results. Recall the formulas for {ak} and {bk} in (1.4).
Theorem 1. The following structure for the degree sequence holds.
(1) We have
(a) When γγ−1 > k ≥ 1,
lim
n↑∞
1
nk−(k−1)γ
Zk(n) = ak a.s..
(b) When k = γγ−1 ≥ 2 is an integer,
lim
n↑∞
1
log(n)
Zk(n) = bk a.s..
(c) When k > γγ−1 ,
lim
n↑∞
Φk(n) < ∞ a.s.
(2) Also, a.s., for n ≥ n0, where is n0 is a random time, V (n) is achieved at a fixed
(random) vertex, and
lim
n↑∞
1
n
V (n) = 1.
Moreover, all other vertices, in the process {Gn}, are of bounded degree.
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The previous theorem represents a different, more quantitative, but also less
descriptive, in terms of connectivity, version of the quite detailed structure in (1.2).
We now elaborate further upon these growth orders.
Theorem 2. Suppose γγ−1 > k ≥ 2, and let k
∗ = ⌊ γ2(γ−1) +
k
2 ⌋ denote the largest
integer such that k∗− (k∗− 1)γ ≥ 12 [k− (k− 1)γ]. Then, with respect to coefficients
ckk = ak, c
k
k+1, . . . , c
k
k∗ , which can be found from equations (2.19) (see also section
3), we have
1
n(k−(k−1)γ)/2
{
Zk(n)− c
k
kn
k+γ−kγ − · · · − ckk∗n
k∗−(k∗−1)γ
}
⇒ N(0, ak).
Also, when k = γγ−1 ≥ 2 is an integer, we have, for bk = w(k − 1)ak−1,
1
(log(n))1/2
{
Zk(n)− bk log(n)
}
⇒ N(0, bk).
In addition, when γγ−1 < 2, we have
lim
n↑∞
(
Z1(n)− n
)
<∞ a.s. and lim
n↑∞
(
V (n)− n
)
<∞ a.s.
We remark that the last claim, when γγ−1 < 2, also follows from the description
(1.2), although we will give here a different proof.
Corollary 3. Suppose γγ−1 > 2 and recall 2
∗ = ⌊ γ2(γ−1)⌋+1. With respect to coeffi-
cients c12, c
1
3, . . . , c
1
2∗ , and m2,m3, . . . ,m2∗ given by equations (2.20) and coefficients
c22 = a2, c
2
3, . . . , c
2
2∗ , obtained from equations (2.19), we have
1
n1−γ/2



Z1(n)− n−Z2(n)
V (n)− n

+ 2
∗∑
ℓ=2

 c1ℓc2ℓ
mℓ

nℓ−(ℓ−1)γ

⇒ N(0, a21)
where 1 is the 3× 3 matrix with all the entries equal to 1.
Also, when γγ−1 = 2 (that is γ = 2), we have
1√
log(n)



Z1(n)− n−Z2(n)
V (n)− n

 +

b2b2
b2

 log(n)

⇒ N(0, b21).
We remark that the weak convergence statements in Theorem 2 and Corol-
lary 3 appear to be the first fluctuation results for nonlinear preferential attach-
ment schemes. We note, however, for the linear preferential model, a central limit
theorem for the counts has been shown in [18].
Corollary 3 shows that the fluctuations for Z1, Z2 and V are of the same order,
and (in the limit) perfectly either correlated or anti-correlated. As seen in the
proof, this ‘leading order balance’ is a reflection of the structure of the two linear,
deterministic, ‘constraints’ (1.1) that are satisfied by the random counts Zk(n) in
every realization.
2. Proofs
The proof section is organized as follows. After development of a martingale
framework in section 2.1, and combination of some stochastic analytic estimates,
we prove Theorem 1 at the end of section 2.2. Also, we prove Theorem 2 and
Corollary 3 in section 2.3.
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2.1. Martingale decompositions. Define, for j ≥ 1, the increment dk(j + 1) =
Zk(j+1)−Zk(j). Given Fj = σ
{
G1, . . . , Gj
}
, for k ≥ 2, dk(j+1) has distribution
dk(j + 1) =


1 with prob. w(k−1)Zk−1(j)S(j)
−1 with prob. w(k)Zk(j)S(j)
0 with prob. 1− w(k−1)Zk−1(j)S(j) −
w(k)Zk(j)
S(j)
When k = 1,
d1(j + 1) =
{
1 with prob. 1− w(1)Z1(j)S(j)
0 with prob.w(1)Z1(j)S(j) .
Recall the count of the number of vertices with degree at least a certain level
k ≥ 1,
Φk(j) =
∑
ℓ≥k
Zℓ(j).
Let ek(j +1) = Φk(j + 1)−Φk(j) be the corresponding increment. Conditional on
Fj, for k ≥ 2,
ek(j + 1) =
{
1 with prob. w(k−1)Zk−1(j)S(j)
0 with prob. 1−
w(k−1)Zk−1(j)
S(j)
We note Φk(j) is an increasing function of j. Of course, Φ1(j) = j + 1 as the
number of vertices in Gj equals j + 1. The formula, for k ≥ 1,
Zk(n) = Φk(n)− Φk+1(n),
relates {Zk(n)} to {Φk(n)}.
Finally, recall V (j) = max{k|Zk(j) ≥ 1} is the maximum over the degrees of
all the vertices in the graph Gn. Define its increment h(j + 1) = V (j + 1)− V (j).
Conditional on Fj ,
h(j + 1) =
{
1 with prob.
w(V (j))ZV (j)(j)
S(j)
0 with prob. 1−
w(V (j))ZV (j)(j)
S(j)
Define the mean-zero martingales, with respect to {Fj},
Mk(n) =
n−1∑
j=1
dk(j + 1)− E
[
dk(j + 1)|Fj
]
Qk(n) =
n−1∑
j=1
ek(j + 1)− E
[
ek(j + 1)|Fj
]
R(n) =
n−1∑
j=1
h(j + 1)− E
[
h(j + 1)|Fj
]
.
The conditional expectations are computed as follows.
E
[
dk(j + 1)|Fj
]
=
{
w(k−1)Zk−1(j)
S(j) −
w(k)Zk(j)
S(j) for k ≥ 2
1− w(1)Z1(j)S(j) for k = 1.
Also, for k ≥ 2,
E
[
ek(j + 1)|Fj
]
=
w(k − 1)Zk−1(j)
S(j)
.
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This immediately yields
E
[
h(j + 1)|Fj
]
=
w(V (j))ZV (j)(j)
S(j)
.
Putting together terms, we have the following martingale decompositions: For
k = 1,
Z1(n)− Z1(1) =
n−1∑
j=1
(
1−
w(1)Z1(j)
S(j)
)
+M1(n) (2.1)
and for k ≥ 2,
Zk(n)− Zk(1) =
n−1∑
j=1
E
[
dk(j + 1)|Fj
]
+Mk(n)
=
n−1∑
j=1
(w(k − 1)Zk−1(j)
S(j)
−
w(k)Zk(j)
S(j)
)
+Mk(n).
Also, for k ≥ 2,
Φk(n)− Φk(1) =
n−1∑
j=1
w(k − 1)Zk−1(j)
S(j)
+Qk(n).
Finally, for the maximum degree V (n),
V (n)− V (1) =
n−1∑
j=1
w(V (j))ZV (j)(j)
S(j)
+R(n)
In the above equations, since we start from initial graph G1, composed of two
vertices attached by an edge, Z1(1) = 2, Zk(1) = 0 for k ≥ 2, and V (1) = 1. Also,
Φk(1) = 0 for k ≥ 2.
We will want to estimate the order of the martingales. Their (predictable) qua-
dratic variations can be computed:
〈
Mk
〉
(n) =
n−1∑
j=1
E
[(
dk(j + 1)− E[dk(j + 1)|Fj]
)2
|Fj
]
〈
Qk
〉
(n) =
n−1∑
j=1
E
[(
ek(j + 1)− E[ek(j + 1)|Fj ]
)2
|Fj
]
〈
R
〉
(n) =
n−1∑
j=1
E
[(
h(j + 1)− E[h(j + 1)|Fj ]
)2
|Fj
]
.
These martingales have bounded increments |dk|, |ek|, |h| ≤ 1, and so 〈Mk〉(n),
〈Qk〉(n), 〈R〉(n) ≤ n. However, we will need better estimates in the sequel. We
have, when k = 1,
E
[(
d1(j + 1)− E[d1(j + 1)|Fj]
)2
|Fj
]
=
w(1)Z1(j)
S(j)
(
1−
w(1)Z1(j)
S(j)
)
(2.2)
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and, when k ≥ 2, that
E
[(
dk(j + 1)− E[dk(j + 1)|Fj ]
)2
|Fj
]
=
(
1−
(w(k − 1)Zk−1(j)
S(j)
−
w(k)Zk(j)
S(j)
))2w(k − 1)Zk−1(j)
S(j)
+
(
− 1−
(w(k − 1)Zk−1(j)
S(j)
−
w(k)Zk(j)
S(j)
))2w(k)Zk(j)
S(j)
+
(w(k − 1)Zk−1(j)
S(j)
−
w(k)Zk(j)
S(j)
)2(
1−
w(k − 1)Zk−1(j)
S(j)
+
w(k)Zk(j)
S(j)
)
.
With respect to Qk(n), for k ≥ 2, we have
E
[
(ek(j + 1)− E[ek(j + 1)|Fj ])
2|Fj
]
(2.3)
=
(
1−
w(k − 1)Zk−1(j)
S(j)
)2w(k − 1)Zk−1(j)
S(j)
+
(w(k − 1)Zk−1(j)
S(j)
)2(
1−
w(k − 1)Zk−1(j)
S(j)
)
.
For R(n), we can compute
E
[
(h(j + 1)− E[h(j + 1)|Fj])
2|Fj
]
=
(
1−
w(V (j))ZV (j)(j)
S(j)
)w(V (j))ZV (j)(j)
S(j)
.
For later reference, we recall a law of the iterated logarithm, discussed in [13], for
martingales M(n), say with bounded increments, and whose predictable quadratic
variation diverges a.s. as n→∞ (cf. Remark 3 in [13]): Almost surely,
0 < lim sup
n→∞
|M(n)|
(2〈M〉(n) log log(〈M〉(n) ∨ e2))1/2
< ∞. (2.4)
Also, a basic convergence result that we will use often is the following (cf. Thm.
5.3.1 in [11]): For a bounded difference martingaleMn, with respect to a probability
1 set of realizations,
either Mn converges (2.5)
or both lim sup
n↑∞
Mn =∞ and lim inf
n↑∞
Mn = −∞.
2.2. Leading order asymptotics of Zk(n), S(n) and V (n). In this section we
prove Theorem 1 after a sequence of subsidiary results.
Recall that the total degree of the graph at time n is
∑n
k=1 kZk(n) = 2n and
Zk(n) = 0 for k > n. One can bound
S(n) =
n∑
k=1
w(k)Zk(n) ≤ n
γ−1
n∑
k=1
kZk(n) = 2n
γ . (2.6)
A sharper bound obtains from the following argument. From the conservation
laws (1.1), we get
∑
k(k − 1)Zk(n) = n − 1. For α > 1 and k ≥ 1, we have
(k − 1)α ≥ kα − αkα−1. Using this, along with Zk(n) = 0 for k > V (n), we arrive
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at
n∑
k=1
kαZk(n) ≤
n∑
k=1
(k − 1)αZk(n) + α
n∑
k=1
kα−1Zk(n)
≤ (V (n)− 1)α−1
V (n)∑
k=2
(k − 1)Zk(n) + α
V (n)∑
k=1
kα−1Zk(n)
= (n− 1)(V (n)− 1)α−1 + α
V (n)∑
k=1
kα−1Zk(n) (2.7)
For 1 < α ≤ 2, we can use kα−1 ≤ k,
∑
kZk = 2n, to get∑
kαZk(n) ≤ (n− 1)(V (n)− 1)
α−1 + 2nα ≤ n(V (n)α−1 + Cα), (2.8)
where Cα = 2α is a constant that only depends on α. If p = ⌈α − 1⌉ ≥ 2 so that
2 ≤ p < α ≤ p+ 1, we iterate estimate (2.7) p times to get∑
kαZk(n) ≤ (n− 1)(V (n)− 1)
α−1 + (n− 1)α(V (n)− 1)α−2 + · · ·
+ (n− 1)α(α− 1) · · · (α− p+ 2)(V (n)− 1)α−p
+ α(α − 1) · · · (α− p+ 1)
∑
kα−pZk(n)
≤ n(V (n) + Cα)
α−1 (2.9)
where we use 0 < α− p ≤ 1 and kα−p ≤ k, noting
∑
kZk(n) = 2n. We obtain the
final estimate using the Binomial expansion (with remainder), noting that V (n) ≥
1, α > p ≥ 2 and C > 0 together imply, for some θ ∈ (0, 1),
(V (n) + C)α−1 = V (n)α−1 + (α− 1)V (n)α−2C + · · ·
+
(α− 1)(α− 2) · · · (α− p+ 1)
(p− 1)!
V (n)α−pCp−1
+
(α− 1)(α− 2) · · · (α− p)
p! · (V (n) + θC)p+1−α
Cp
≥ V (n)α−1 + (α− 1)V (n)α−2C
+
p−1∑
ℓ=2
(α− 1)(α− 2) · · · (α− ℓ)
ℓ!
V (n)α−ℓ−1Cℓ.
We thus obtain (2.9) by noting V (n) ≥ 1 and picking Cα sufficiently large, so that
(α− 1)Cα ≥ α+ 2α(α− 1) · · · (α− p+ 1)
Cℓα ≥
α · ℓ!
α− ℓ
, ℓ = 2, 3, . . . , p− 1,
Applying the estimates (2.8) and (2.9) to the weight S(n), we get
S(n) =
n∑
k=1
kγZk(n) ≤
{
n(V (n)γ−1 + Cγ) for 1 < γ ≤ 2
n(V (n) + Cγ)
γ−1 for γ > 2
(2.10)
Clearly, V (n) ≤ n so that lim supn S(n)/n
γ ≤ 1. This estimate is better than the
bound in (2.6) by a factor of 2. More importantly, the bound in (2.10) involves V (n)
and is therefore useful for our purposes. In passing, we note another bound of S(n),
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namely S(n) ≤ nγ + n, is obtained in equation (4.2.3) in [12], by an optimization
procedure.
In what follows, with respect to (possibly random) quantities U(n) and u(n) > 0,
we signify that
• U(n) is O(u(n)) if lim supn↑∞ |U(n)|/u(n) <∞ a.s.
• U(n) is o(u(n)) if lim supn↑∞ |U(n)|/u(n) = 0 a.s.
• U(n) & u(n) if lim inf U(n)/u(n) > 0 a.s.
• U(n) . u(n) if lim supU(n)/u(n) <∞ a.s.
• U(n) ≈ u(n) if U(n) & u(n) and U(n) . u(n).
We will need a preliminary estimate on the growth of V (n).
Proposition 4. For each 0 < ǫ < 1, the maximum degree V (n) satisfies
lim inf
n→∞
V (n)
n1−ǫ
> 0 a.s.
Proof. Step 1. First, we observe that V (n) ր ∞ a.s. The probability that the
maximum value increases by 1 at time n+ 1, given Fn, is bounded below,
ZV (n)(n)V (n)
γ
S(n)
≥
C
n
,
using (2.10) and ZV (n)(n), V (n) ≥ 1, so that, respectively for 1 < γ ≤ 2 and γ > 2,[
V (n)γ−1
V (n)γ−1 + Cγ
]
≥ (1 + Cγ)
−1 and
[
V (n)
V (n) + Cγ
]γ−1
≥ (1 + Cγ)
1−γ .
Hence,
∑
P (V (n + 1) − V (n) = 1|Fn) = ∞, and it follows from a Borel-Cantelli
lemma (Thm. 5.3.2 in [11]) that V (n)ր∞ a.s. We note a version of this argument
is used for the model in [8].
Step 2. The idea now is consider V (n) in a log scale. Consider the evolution of
∆(n) =
∑V (n)−1
j=1 j
−1 ≈ log(V (n)). As V (n) ր ∞, we have that ∆(n) ր ∞ a.s.
Note also, our initial condition on G1 yields ∆(2) = 1.
The increments δ of ∆ are given, conditioned on Fn, by
δ(n+ 1) = ∆(n+ 1)−∆(n) =
{
V (n)−1 with prob.
ZV (n)V (n)
γ
S(n)
0 with prob. 1−
ZV (n)V (n)
γ
S(n)
Let also ρ denote the associated martingale, with differences δ(j+1)−E[δ(j+1)|Fj]
(bounded by 1), and quadratic variation
〈ρ〉(j) =
n−1∑
j=1
E
[
(δ(j + 1)− E[δ(j + 1)|Fj ])
2|Fj ].
We may compute
E[(δ(n+ 1)− E[δ(n+ 1) | Fn])
2|Fn] (2.11)
=
1
V (j)2
(
1−
ZV (j)(j)V (j)
γ
S(j)
)ZV (j)(j)V (j)γ
S(j)
≤
1
V (j)2
.
Step 3. From the martingale decomposition of ∆, we get
∆(n) = 1 +
n−1∑
j=2
ZV (j)(j)V (j)
γ−1
S(j)
+ ρ(n).
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From (2.10) and ZV (n)(n) ≥ 1, we obtain, for n ≥ 2, that
∆(n+ 1)−∆(n) ≥
V (n)γ−1
S(n)
+ ρ(n+ 1)− ρ(n)
≥
Dγ(V (n))
n
+ ρ(n+ 1)− ρ(n), (2.12)
where
Dγ(V (n)) =
{(
1 + Cγ/V (n)
γ−1
)−1
for 1 < γ ≤ 2,
(1 + Cγ/V (n))
1−γ
for γ > 2,
so that Dγ(V (n))ր 1 as V (n)ր∞ for all γ > 1.
Step 4. Since V (n) ր ∞ a.s., by bounded convergence, limn↑∞E[Dγ(V (n))] =
1. Consequently, given 0 < ǫ0 < 1, there is a sufficiently large deterministic time
n0 such that E[Dγ(V (n))] ≥ 1 − ǫ0, for n ≥ n0. Summing (2.12) over times from
n0 to n yields
E∆(n+ 1) ≥ E∆(n0) + (1− ǫ0)
n∑
j=n0
1
j
.
Then, E∆(n) & (1− ǫ0) log(n). By Jensen’s inequality, and the bound log(V (n)−
1) ≥ ∆(n)−∆(2) a.s., following from
∫ b
1 x
−1dx ≥
∑b
j=2 j
−1, we have logEV (n) ≥
E logV (n) & E∆(n) and so EV (n) & n1−ǫ0 .
Hence, by Jensen’s inequality, applied to φ(x) = x−2, and (2.11), we have
E〈ρ〉(j + 1)− E〈ρ〉(j) ≤ E
[
V (j)−2
]
≤
(
EV (j)
)−2
. j−2(1−ǫ0).
Now note E〈ρ〉(n0) ≤ n0 by (2.11) and V (j) ≥ 1. Then, with the choice ǫ0 = 1/4
say, monotone convergence yields
limE〈ρ〉(n) = E lim〈ρ〉(n) ≤ n0 + C
∑
j≥n0
j−2(1−ε0) <∞.
Step 5. As supnEρ
2
n = supnE〈ρ〉(n) < ∞ by Step 4, standard martingale
convergence results (cf. Thm. 5.4.5 [11]) imply that ρn converges to a limit random
variable ρ∞ a.s and also in L
2. We note, as ρ∞ ∈ L
2, it is finite a.s.
Step 6. Given 0 < ǫ < 1, noting again V (n) ր ∞ a.s., we may choose now a
(random) time n1 such that Dγ(V (n)) ≥ (1− ǫ) and ρ(n) ≥ ρ∞−1. Note also that
|∆(n) − log(V (n))| < 1 and | log(n) −
∑n−1
j=1 j
−1| < 1 for all n. Summing (2.12),
from n1 to n, we thus have
∆(n) −∆(n1) ≥ (1− ǫ)
n−1∑
j=n1
1
j
+ ρ(n)− ρ(n1)
and so ∆(n) − (1 − ǫ) logn ≥ ∆(n1) − (1 − ǫ) log(n1) + ρ∞ − 3 is bounded below
a.s. Hence, for a constant C, depending on the realization, we have a.s. that
V (n) ≥ Cn1−ǫ for all large n. 
We now address the growth of Z1(n) and {Φk(n)}.
Proposition 5. Let ǫ > 0 be such that γ′ ≡ γ(1− ǫ) > 1 and γ′/(γ′ − 1) is not an
integer. We have a.s. that
lim
n↑∞
M1(n)
n
= 0, lim
n↑∞
Z1(n)
n
= 1 and lim sup
n↑∞
Φk(n)
nk−(k−1)γ′ ∨ 1
<∞.
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Proof. Proposition 4 implies that, for any 0 < ǫ < 1, S(j) ≥ V (j)γ & j(1−ǫ)γ .
Write, noting the decomposition (2.1), that
1
n
Z1(n) =
1
n
Z1(1) +
1
n
n−1∑
j=1
(
1−
w(1)Z1(j)
S(j)
)
+
1
n
M1(n). (2.13)
Since Z1(1) = 2, the first term on the right-hand side equals 2n
−1. The second
term can be estimated using Z1(j) ≤ j + 1, so that
Z1(j)
S(j)
≤
j + 1
jγ′
= O(j1−γ
′
).
Then, if 1 < γ′ < 2, the sum
n−1∑
j=1
Z1(j)
S(j)
= O(n2−γ
′
). (2.14)
If γ′ = 2, this sum is O(log(n)) and, if γ′ > 2, this sum is convergent. Note, in
particular, in all cases that the sum in (2.14) is o(n) a.s.
We now analyze the quadratic variation 〈M1〉(n). Noting (2.2), we have n+1−
Z1(n) =
∑n−1
j=1
w(1)Z1(j)
S(j) +M1(n) and
1
2
n∑
j=j0
w(1)Z1(j)
S(j)
≤ 〈M1〉(n) ≤
n∑
j=1
w(1)Z1(j)
S(j)
= o(n),
where j0 is chosen large enough.
If the sum
∑n−1
j=1
w(1)Z1(j)
S(j) converges, then M1(n), being a bounded difference
martingale, must converge, as otherwise lim infM1(n) = −∞, which is impossible
as n − Z1(n) ≥ 0 (cf. (2.5)). On the other hand, if the sum diverges, then, by
the law of the iterated logarithm (2.4), M1(n) is at most (o(n) log log(o(n)))
1/2. In
either case, n−1M1(n) → 0 a.s. Also, from the decomposition (2.13), we conclude
that Z1(n)/n→ 1 a.s.
We now turn to the counts {Φℓ}. Since Φ1(j) = j+1, we have limn↑∞
Φ1(n)
n = 1.
Assuming that the proposition statement for {Φℓ} holds for index k − 1, we will
prove it for k.
Note, by the induction hypothesis,
n−1∑
j=1
w(k − 1)Zk−1(j)
S(j)
≤
n−1∑
j=1
w(k − 1)Φk−1(j)
jγ′
= O
(
nk−(k−1)γ
′
∨ 1
)
.
By the computations (2.3), the quadratic variation 〈Qk〉(n) satisfies
1
2
n−1∑
j=j0
w(k − 1)Zk−1(j)
S(j)
≤ 〈Qk〉(n) ≤
n−1∑
j=1
w(k − 1)Zk−1(j)
S(j)
= O
(
nk−(k−1)γ
′
∨ 1
)
,
where again j0 is chosen large enough.
Consider the equation
Φk(n) = Φk(1) +
n−1∑
j=1
w(k − 1)Zk−1(j)
S(j)
+Qk(n).
If the sum
∑n−1
j=1
w(k−1)Zk−1(j)
S(j) converges, then as Φk is nonnegative, lim inf Qk(n)
cannot equal −∞; hence, Qk(n), being a bounded difference martingale, must also
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converge (cf. (2.5)). If, however, the sum diverges, by the law of the iterated
logarithm (2.4), Qk(n) is of the order
Qk(n) = O
((
nk−(k−1)γ
′
log lognk−(k−1)γ
′)1/2)
.
In either case, we derive that Φk(n)/n
k−(k−1)γ′ ∨ 1 = O(1). 
Recall, for each k ≥ 1, that Φk(n) is nondecreasing. By the last proposition,
for 0 < ǫ < 1 such that γ(1 − ǫ) > 1, there is a finite index B, in particular B =
⌈γ(1− ǫ)/(γ(1− ǫ)−1⌉, such that limn↑∞ΦB(n) =: ΦB(∞) is a.s. finite. Moreover,
there is a (random) finite time NB such that ΦB(n) = ΦB(∞) for n ≥ NB.
Proposition 6. Only one (random) node represented in the count ΦB(∞) has di-
verging degree, while all the other nodes in this count, and elsewhere in {Gn}n≥NB ,
have bounded degree a.s.
Proof. Since the maximum degree V (n) diverges a.s. (Proposition 4), we have
ΦB(NB) ≥ 1, and also that vertices from the set corresponding to ΦB(NB) are
selected infinitely many times. Denote the (random) finite number of vertices corre-
sponding to ΦB(NB) by {x1, . . . , xm}. There are countable possible configurations
of this set.
Now, given that an infinite number of selections are made in a fixed finite set
{y1, . . . , ym} at times {sj}, we see that vertex yi is chosen at time sj+1, conditioned
on the state at time sj , with probability
w
(
dyi(sj)
)
/
m∑
ℓ=1
w
(
dyℓ(sj)
)
. (2.15)
Let s0 = 1 and {y1(j), . . . , ym(j}j≥0 be the degrees of these vertices at times
{sj}j≥0, according to this conditional update rule.
Such a ‘discrete time weighted Polya urn’, {y1(j), . . . , ym(j)}j≥0, can be em-
bedded in a finite collection of independent continuous time weighted Polya urns,
{U1, . . . , Um}. Let Ui be an urn process which increments by one at time t with
rate w
(
Ui(t)
)
and initial size given by w(dyi (1)). Since w(d) = d
γ and γ > 1, so
that
∑
w(d)−1 <∞, the urn Ui explodes at a finite time Ti a.s. Let τj be the jth
time one of the urns {Ui}
m
i=1 is incremented. The discrete time weighted Polya urn
system is recovered by evaluating the continuous time process at times τj for j ≥ 1.
Indeed, from properties of exponential r.v.’s, given the state of the system at time
τj , the urn Ui rings at time τj+1 with probability w
(
Ui(τj)
)
/
∑m
ℓ=1 w
(
Uℓ(τj)
)
, the
same as (2.15).
Now, one of the continuous time urns, say Ui, explodes first, meaning it is selected
an infinite number of times. Another urn Uj cannot also explode at the same time
Tj = Ti since Ti, being a sum of independent exponential r.v.’s, is continuous and
independent of Tj . Hence, a.s. after a (random) time, selections in the finite system
are made only from one (random) urn or vertex.
Hence, by decomposing on the countable choices of the set {x1, . . . , xm} cor-
responding to ΦB(NB), we see that there is exactly one vertex in the set with
diverging degree a.s. All the others in the set are only selected a finite number of
times, and therefore have finite degree a.s.
With respect to the graphs {Gn}, vertices in the counts {Zk}
B−1
k=1 , by definition
have degree bounded byB−1. Hence, all vertices in the graph process have bounded
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degree, except for the maximum degree vertex, which diverges a.s. Similar types of
argument can be found in [8] and [2]. 
We now derive a.s. and L1 limits with respect to V (n) and S(n). These we
remark partly addresses the question in (1.5).
Proposition 7. We have, a.s. and in L1 that
lim
n↑∞
1
n
V (n) = 1 and lim
n↑∞
1
nγ
S(n) = 1.
Proof. By Proposition 5, Z1(n) = n + o(n) and Φ2(n) =
∑
k≥2 Zk(n) = o(n) a.s.
By Proposition 6, V (n) is achieved at a fixed (random) vertex, say v, a.s. By (1.1)∑
k≥1 kZk(n) = 2n so that, for all large n,
V (n) =
(
2n− Z1(n)
)
−
V (n)−1∑
k=2
kZk(n)
Recall the index B before Proposition 6, and let ΦˆB(∞) be the vertices represented
by ΦB(∞). We have, by Propositions 5 and 6, for all large n, that
V (n)−1∑
k=2
kZk(n) =
B−1∑
k=2
kZk(n) + finite total degree of vertices in ΦˆB(∞) \ {v}
= o(n).
Since Z1(n)/n→ 1 a.s. by Proposition 5, we obtain therefore that V (n)/n→ 1 a.s.
Further, for all large n, the weight of the graph equals
S(n) = weight of v + Z1(n) +
B−1∑
k=1
kγZk(n)
+finite total weight of vertices in ΦˆB(∞) \ {v}
= (n+ o(n))γ + n+ o(n) a.s.,
from which the desired a.s. limit for S(n)/nγ is recovered.
The L1 limits follow from bounded convergence, as 0 ≤ V (n) ≤ n, and 0 ≤
S(n)/nγ ≤ 2, say by (2.6). 
We now show Theorem 1.
Proof of Theorem 1. To establish the first part, when γγ−1 > k ≥ 1, we show by
induction that a.s.
lim
n→∞
1
nk−(k−1)γ
Mk(n) = 0 and lim
n→∞
1
nk−(k−1)γ
Zk(n) = ak. (2.16)
The base case k = 1 has been shown in Proposition 5. Suppose now that the
claim holds for Mk−1(n) and Zk−1(n). Write
1
nk−(k−1)γ
Φk(n) =
1
nk−(k−1)γ
n−1∑
j=1
w(k − 1)Zk−1(j)
S(j)
+Qk(n).
By the asymptotics of S(j) in Proposition 7, and the assumption, we have a.s.
Zk−1(j)
S(j)
≈ jk−1−(k−1)γ .
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Then, as k − (k − 1)γ > 0, we have a.s.
1
nk−(k−1)γ
n−1∑
j=1
w(k − 1)Zk−1(j)
S(j)
→
w(k − 1)ak−1
k − (k − 1)γ
.
Also, by the computations (2.3), the quadratic variation 〈Qk〉(n) satisfies a.s.
〈Qk〉(n) ≈
n−1∑
j=1
w(k − 1)Zk−1(j)
S(j)
≈
w(k − 1)ak−1
k − (k − 1)γ
nk−(k−1)γ .
Then, by the law of the iterated logarithm (2.4), we have a.s.
Qk(n) = O
((
nk−(k−1)γ log lognk−(k−1)γ
)1/2)
.
Therefore, a.s., we obtain
lim
n→∞
1
nk−(k−1)γ
Qk(n) = 0 and lim
n→∞
1
nk−(k−1)γ
Φk(n) =
w(k − 1)ak−1
k − (k − 1)γ
.
To update toMk(n) and Zk(n), we observe, by (2.2), that the quadratic variation
of Mk(n) is of order a.s.
〈Mk〉(n) .
n−1∑
j=1
w(k − 1)Zk−1(j)
S(j)
+
n−1∑
j=1
w(k)Zk(j)
S(j)
(2.17)
. Cnk−(k−1)γ +
n−1∑
j=1
Φk(j)
S(j)
. Cnk−(k−1)γ + Cnk+1−kγ .
Note that k + 1 − kγ < k − (k − 1)γ. Hence, by the law of the iterated logarithm
(2.4), we have Mk(n)/n
k−(k−1)γ → 0 a.s. Moreover,
Zk(n) =
n−1∑
j=1
w(k − 1)Zk−1(j)
S(j)
−
w(k)Zk(j)
S(j)
+Mk(n)
=
n−1∑
j=1
w(k − 1)Zk−1(j)
S(j)
+ o(nk−(k−1)γ).
Therefore, we have a.s.
lim
n→∞
Zk(n)
nk−(k−1)γ
=
w(k − 1)ak−1
k − (k − 1)γ
= ak,
concluding the proof of (2.16).
To show the second item, when γγ−1 = k ≥ 2 is an integer, that is a.s.,
lim
n→∞
1
log(n)
Mk(n) = 0 and lim
n→∞
1
log(n)
Zk(n) = bk,
the argument is quite similar, following closely the steps above and is omitted.
We now consider the third item, when k > γ/(γ − 1). Let r = ⌊γ/(γ − 1)⌋+ 1
be the smallest integer strictly larger than γ/(γ − 1). We now show that Φr(n)
converges a.s. Then, we would conclude, for k > γ/(γ − 1), as Φk(n) ≤ Φr(n) and
Φk(n) is nondecreasing, that Φk(n) converges a.s.
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Note r− 1 ≤ γ/(γ − 1) and Φr(n) =
∑n−1
j=1
w(r−1)Zr−1(j)
S(j) +Qr(n). In particular,
by the previous items, Zr−1(j)/S(j) ≈ j
(r−1)(1−γ) is summable as (r−1)(γ−1) > 1.
Hence, Qr(n), being a bounded difference martingale, also must converge by (2.5),
as its liminf is not −∞ since Φr(n) ≥ 0. Hence, Φr(n), being nondecreasing,
converges a.s.
Finally, the second part (2) follows from directly from Propositions 6 and 7. 
2.3. Refined asymptotics and fluctuations for Zk(n). We now prove Theorem
2 and Corollary 3, which give a description of the lower order nonrandom terms as
well as the fluctuations in the counts Zk(n).
Proof of Theorem 2. We consider first the part when 2 ≤ k < γ/(γ − 1). Recall
that A = ⌊γ/(γ − 1)⌋, and the initial decomposition of Zk(n),
Zk(n) =
n−1∑
j=1
w(k − 1)Zk−1(j)
S(j)
−
w(k)Zk(j)
S(j)
+Mk(n). (2.18)
By (1.1) and by Theorem 1 that counts of vertices with degrees larger than A are
bounded, we have n+ 1 =
∑
k≥1 Zk(n) = Z1(n) + · · ·+ ZA(k) + O(1), and hence
Z1(n) = n− Z2(n)− · · · − ZA(n) +O(1).
Also, by the remarks below (2.6), by Theorem 1 again, and by Proposition 6 that
the maximum is achieved at a fixed vertex, we have, for all large n, that n − 1 =∑n
k=2(k−1)Zk(n) = V (n)+
∑A
k=2(k−1)Zk(n)+O(1), and so V (j) = j−
∑A
k=2(k−
1)Zk(j) +O(1). Hence,
S(j) = V (j)γ +
A∑
k=1
w(k)Zk(j) +O(1)
=
(
j −
A∑
k=2
(k − 1)Zk(j)
)γ
+
A∑
k=1
w(k)Zk(j) +O(1).
One may now further decompose Zk−1(j), Zk(j) and S(j), and successively
decompose in turn the resulting counts. Recall that, when γ/(γ − 1) is an integer,
by Theorem 1, ZA(n) = O(log(n)). Recall the leading orders of {Zk(n)}
A
k=1 in
Theorem 1. Recall, also, the martingale Mk(n), when 2 ≤ k < γ/(γ − 1), is
of order
(
n(k−(k−1)γ log lognk−(k−1)γ
)1/2
, using (2.17) and (2.4). Similarly, when
A = γ/(γ − 1), the quadratic variation of MA(n) is of order log(n) and so MA(n)
is of order (log(n) log log log(n))1/2.
Any term, involving martingales, arising after the initial decomposition is of
lesser order than Mk(n) and may be omitted. Indeed, the largest term arising from
decomposing S(j) in the sum in (2.18) is
∑n−1
j=1
w(k−1)Zk−1(j)(γj
−1M2(j))
jγ , which is
of order nk−(k−1)γ−γ/2
√
log logn2−γ . On the other hand, the largest term arising
from decomposing the numerators in the sum in (2.18) is
∑n−1
j=1
w(k−1)Mk−1(j)
S(j) ,
which is of order n(k−1−(k−2)γ)/2+1−γ
√
log log(n(k−1−(k−2)γ)/2). Given that γ > 1,
both orders are smaller than n(k−(k−1)γ)/2.
Moreover, following these martingale calculations, any term η(n) of order less
than n(k−1−(k−2)γ)/2 in the decomposition of Zk−1(n) will contribute a term in the
computation of Zk(n) of order less than n
(k−(k−1)γ)/2. Also, any term ζℓ(n) in the
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decompositions of Zℓ(n), with respect to S(n), of order less than n
(2−γ)/2 will give
a term of order less than n(k−(k−1)γ)/2 in computing Zk(n).
After a finite number of iterative decompositions, we may decompose Zk(n) as
the sum of a finite number of nonrandom diverging terms of orders larger or equal
to n(k−(k−1)γ)/2, the martingale Mk(n), and a finite number of other (possibly
random) terms whose order is less than n(k−(k−1)γ)/2.
By Theorem 1, as the dominant order of Zℓ(j) is n
ℓ−(ℓ−1)γ, when ℓ < γ/(γ− 1),
and ZA(j) = O(log(j)) when A = γ/(γ − 1), the nonrandom divergent orders,
larger or equal to n(k−(k−1)γ)/2, which appear in the decomposition of Zk(n) are
all of the form nm−(m−1)γ where k ≤ m ≤ k∗, and k∗ is the largest integer so that
k∗ − (k∗ − 1)γ ≥ (k − (k − 1)γ)/2.
By these decompositions, the coefficients {ckk+ℓ}
k∗−k
ℓ=0 are found from matching
the powers of n in the conditions
Yk(n)−
n−1∑
j=1
w(k − 1)Yk−1(j)− w(k)Yk(j)
T (j)
= o(n(k−(k−1)γ)/2) (2.19)
where, for 2 ≤ k < γ/(γ − 1),
Yk(n) = c
k
kn
k−(k−1)γ + · · ·+ ckk∗n
k∗−(k∗−1)γ ,
Y1(n) = n−
∑A
k=2 Yk(n), and
T (n) = (n−
A∑
k=2
(k − 1)Yk(n))
γ +
A∑
k=1
w(k)Yk(n).
More precisely, the procedure is to sequentially compute, for each ℓ ≥ 0 fixed,
the values ckk+ℓ as k runs through 2 ≤ k < γ/(γ − 1), with the provision that
k + ℓ ≤ k∗.
In section 3, we reprise this procedure to derive the coefficients, and work through
an illustrative example.
To show the central limit theorem, when 2 ≤ k < γ/(γ − 1), we need to show
that
Mk(n)
n(k−(k−1)γ)/2
⇒ N(0, ak).
Let ξ
(n)
j = n
−(k−(k−1)γ)/2
{
dk(j + 1) − E[dk(j + 1)|Fj]}, for 1 ≤ j ≤ n − 1, define
increments of the martingale array {Mk(j)/n
(k−(k−1)γ)/2 : 1 ≤ j ≤ n − 1, n ≥ 2}
with respect to sigma-fields {F
(n)
j = Fj : 1 ≤ j ≤ n− 1, n ≥ 2}.
Note that, a.s.,
max
1≤j≤n−1
|ξ
(n)
j | ≤ n
−(k−(k−1)γ)/2 → 0.
Also, the conditional variance,
n−1∑
j=1
E
[
(ξ
(n)
j )
2|Fj
]
=
1
nk−(k−1)γ
〈Mk〉(n).
Since S(j) ≈ jγ (Proposition 7) and Zℓ(j) ≈ aℓj
ℓ−(ℓ−1)γ when 1 ≤ ℓ ≤ k (Theorem
1), noting the quadratic variation formulas (2.2), the conditional variance is of form
n−(k−(k−1)γ)
∑n−1
j=1
w(k−1)Zk−1(j)
S(j) +o(1), which converges a.s. to w(k−1)ak−1/(k−
(k − 1)γ) = ak.
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Hence, when 2 ≤ k < γ/(γ − 1), the standard Lindeberg assumptions for the
martingale central limit theorem, Corollary 3.1 in [14], are clearly satisfied, and the
desired Normal convergence holds.
When 2 ≤ k = γ/(γ − 1) is an integer, the theorem statement follows from an
easier version of the same argument. Indeed, after initial decompositions, noting
that j−γZk−1(j) = j
(k−1)(1−γ) = j−1 by Theorem 1,
Zk(n) =
n−1∑
j=1
w(k − 1)Zk−1(j)
S(j)
+Mk(n)
= bk log(n) +O(1) +Mk(n).
The quadratic variation of (log(n))−1/2Mk(n), inspecting formulas (2.2), converges
a.s. to bk. The Normal convergence follows now as above.
When γ/(γ − 1) < 2, that is when γ > 2,
n− Z1(n) = −2 +
n−1∑
j=1
w(1)Z1(j)
S(j)
−M1(n).
The sum converges as the summand is of order n1−γ . Since n − Z1(n) ≥ 0, the
bounded difference martingale M1(n) must also converge, as its liminf cannot be
−∞ (cf. (2.5)). Hence, Z1(n)− n converges a.s.
Similarly, note (i) the remarks below (2.6), (ii) the maximum V (n) is achieved at
a fixed (random) vertex v and other vertices have bounded degree (Proposition 6),
and (iii) ΦA+1(n) converges (Theorem 1) and so the set of corresponding vertices
stabilizes after a random time to a finite set ΦˆA+1(∞). Then, for all large n, a.s.
n− V (n) = −1 +
A∑
k=2
(k − 1)Zk(n) + weight of vertices in ΦˆA+1(∞) \ {v}.
By Theorem 1, as γ/(γ − 1) < 2, the sum in the above display converges a.s. as
n ↑ ∞. Hence, V (n)− n converges a.s. 
Proof of Corollary 3. As in the proof of Theorem 2, we recast (1.1) as
Z1(n) = n− Z2(n)− Z3(n)− · · · − ZA(n) +O(1)
V (n) = n− Z2(n)− 2Z3(n)− · · · − (A− 1)ZA(n) +O(1).
We now argue in the setting when γ/(γ−1) > 2, as the case γ/(γ−1) = 2 is similar
and easier.
Since the order of the conditional variance of M2(n) is n
1−γ/2, and the martin-
gales Mk(n) are of lower order for k > 2, we have
lim
n↑∞
1
n1−γ/2
(
Z1(n) +M2(n)− n+
2∗∑
k=2
2∗∑
ℓ=k
ckℓn
ℓ−(ℓ−1)γ
)
= 0 a.s. (2.20)
lim
n↑∞
1
n1−γ/2
(
V (n) +M2(n)− n+
2∗∑
k=2
2∗∑
ℓ=k
(k − 1)ckℓn
ℓ−(ℓ−1)γ
)
= 0 a.s.
and Corollary 3 follows with c1ℓ =
∑2∗
k=2 c
k
ℓ and mℓ =
∑2∗
k=2(k − 1)c
k
ℓ . 
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3. Example
We first recall the procedure that yields asymptotic expansions for the solutions
of (2.19) when γγ−1 ≥ 2, in other words, 1 < γ ≤ 2. Recall also that A = ⌊
γ
γ−1⌋.
Define gauge sequences (or asymptotic scales) ϕℓ(j), for 0 ≤ ℓ < A, by
ϕℓ(j) =
{
jℓ+1−ℓγ 0 ≤ ℓ < 1γ−1
log(j) ℓ = A− 1 = 1γ−1 .
Note that, ϕℓ(j) is diverging for l = 0, 1, 2, . . . , A − 1, limj↑∞
ϕℓ+1(j)
ϕℓ(j)
= 0. We get
φA−1(j) = log(j) only if
γ
γ−1 is an integer. It is easy to verify that
n−1∑
j=1
ϕℓ−1
jγ
≈


(ℓ + 1− ℓγ)−1ϕℓ(n) + O(1) 1 ≤ ℓ <
1
γ−1
ϕA−1 +O(1) ℓ =
1
γ−1
O(1) ℓ = A.
Consequently, substituting asymptotic expansions for Yk up to O(ϕℓ−1) in the right
hand side of (2.19) will generate the corresponding asymptotic expansions up to
O(ϕℓ) on the left hand side, and we can iterate this procedure to find the complete
asymptotic expansions of the solutions of (2.19).
In expanding (2.19), we need only retain the diverging, non-random terms, that
are on scales equal to or larger than the fluctuations given by the martingales Mk,
to obtain the expansions in Theorem 2 and Corollary 3. The quadratic variation
computation in (2.17) yields
〈Mk〉(n) = O (ϕk−1(n)) ,
so that by (2.4), we need to retain terms up to O(ϕk∗−1), where
k∗ =
⌊
γ
2(γ − 1)
+
k
2
⌋
= max
{
ℓ
∣∣∣ lim
j↑∞
√
ϕk−1(j)
ϕℓ−1(j)
<∞
}
for k = 2, 3, . . . , A.
We remark, in the case k = γ/(γ − 1) is the integer A, that k∗ = k.
For ℓ = 0, 1, 2, . . ., sequentially compute ckk+ℓ as k runs through 2 ≤ k ≤ A, with
the provision that k + ℓ ≤ k∗. If we arrange the coefficients ckj in a rectangular
array with row index k and column index j, this procedure corresponds to first
computing the main diagonal, then the first super-diagonal, and then the second
and so on.
We now illustrate this procedure by considering the explicit case γ = 5/4. This
corresponds to when γ/(γ−1) = 5, an integer. The corresponding gauge sequences
are ϕ0(j) = j, ϕ1(j) = j
3/4, ϕ2(j) = j
1/2, ϕ3(j) = j
1/4, ϕ4(j) = log(j). Retaining
terms up to the order of the square root of ϕk−1, for 2 ≤ k ≤ 5, we posit expansions,
Y2(j) = c
2
2j
3/4 + c23j
1/2 + o(j1/2),
Y3(j) = c
3
3j
1/2 + c34j
1/4 + o(j1/4),
Y4(j) = c
4
4j
1/4 + o(j1/4),
Y5(j) = c
5
5 log(j) + o(log(j)).
Although we know ckk = a(k), from the asymptotics in Theorem 1, we will however
compute them as part of the procedure as a check on the method.
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For ℓ = 0, k = 2, we have Y2(j) = c
2
2j
3/4 + o(j3/4), Y3(j) = O(j
1/2), Y4(j) =
O(j1/4), Y5(j) = O(log(j)), so that Y1 = j − c
2
2j
3/4 + O(j1/2) and T (j) = (j −
c22j
3/4 +O(j1/2))γ .
Equation (2.19) now yields
c22n
3/4 + o(n3/4) =
n−1∑
j=1
j − (1 + 2γ)c22j
3/4 +O(j1/2)
(j − c22j
3/4 +O(j1/2))5/4 + j + (2γ − 1)c22j
3/4 +O(j1/2)
=
4
3
n3/4 + o(n3/4)
where we obtain the second line by expanding the summand as a series in j about
j =∞. Consequently c22 =
4
3 =
w(1)
2−γ in agreement with Theorem 1.
Applying the same method, sequentially, with k = 3, 4 and 5 yields
c33n
1/2 + o(n1/2) =
n−1∑
j=1
4
32
γj3/4 +O(j1/2)
(j − c22j
3/4 +O(j1/2))5/4 + j + (2γ − 1)c22j
3/4 +O(j1/2)
=
8
3
2γn1/2 + o(n1/2)
c44n
1/4 + o(n1/4) =
n−1∑
j=1
8
32
γ3γj1/2 +O(j1/4)
(j − c22j
3/4 +O(j1/2))5/4 + j + (2γ − 1)c22j
3/4 +O(j1/2)
=
32
3
6γn1/4 + o(n1/4)
c55 log(n) + o(log(n))
=
n−1∑
j=1
32
3 24
γj1/4 + o(j1/4)
(j − c22j
3/4 +O(j1/2))5/4 + j + (2γ − 1)c22j
3/4 +O(j1/2)
=
32
3
24γ log(n) + o(log(n))
These values for c33, c
4
4 and c
5
5 also agree with the conclusions of Theorem 1, namely,
c33 = a3 =
w(2)w(1)
(2 − γ)(3− 2γ)
, c44 = a4 =
w(3)w(2)w(1)
(2− γ)(3− 2γ)(4− 3γ)
,
and c55 = b5 = w(4)a4.
Using these values, we have the refined expansions:
Y2(j) =
4
3
j3/4 + c23j
1/2 + o(j1/2),
Y3(j) =
8
3
2γj1/2 + c34j
1/4 + o(j1/4)
Y4(j) =
32
3
6γj1/4 + o(j1/4),
Y5(j) =
32
3
24γ log(j) + o(log(j)).
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Now, we set ℓ = 1 and we again iterate over k. For k = 2, (2.19) yields
4
3
n3/4 + c23n
1/2 + o(n1/2) =
n−1∑
j=1
j − 43 (1 + 2
γ)j3/4 +O(j1/2)
(j − 43j
3/4 +O(j1/2))5/4 + j +O(j3/4)
=
4
3
n3/4 −
(
4
3
−
8
3
2γ
)
n1/2 +O(n1/4)
showing that c23 = −
(
4
3 −
8
32
γ
)
and all deterministic remainder terms in the ex-
pansion of Y2(j) are actually O(j
1/4). For k = 3, we get
8
3
n1/2 + c34n
1/4 + o(n1/4) =
n−1∑
j=1
c232
γj3/4 −
(
4
32
γ + 836
γ
)
j1/2 + o(j1/2)
(j − 43j
3/4 +O(j1/2))5/4 + j +O(j3/4)
=
8
3
2γn1/2 −
16
9
(2γ + 6 · 4γ + 6 · 6γ)n1/4 +O(log(n))
=⇒ c34 = −
16
9
(2γ + 6 · 4γ + 6 · 6γ) .
Consequently, for γ = 54 , from Theorem 2, Corollary 3 and (2.20), we have the
central limit theorems
lim
n↑∞
1
n3/8

Z1(n)− n+ 43n3/4 +
(
16
3 2
γ − 43
)
n1/2
−Z2(n) +
4
3n
3/4 +
(
8
32
γ − 43
)
n1/2
V (n)− n+ 43n
3/4 +
(
8 · 2γ − 43
)
n1/2

⇒ N



00
0

 , 4
3

1 1 11 1 1
1 1 1




lim
n↑∞
1
n1/4
(
Z3(n)−
8
3
2γn1/2 +
16
9
(2γ + 6 · 4γ + 6 · 6γ)n1/4
)
⇒ N
(
0,
8
3
2γ
)
lim
n↑∞
1
n1/8
(
Z4(n)−
32
3
6γn1/4
)
⇒ N
(
0,
32
3
6γ
)
lim
n↑∞
1√
log(n)
(
Z5(n)−
32
3
24γ log(n)
)
⇒ N
(
0,
32
3
24γ
)
. (3.1)
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