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We demonstrate that the Maximum Lyapunov Exponent for computable dynamical systems is
isomorphic to the maximum capacity of a noiseless, memoryless channel in a Shannon communication
model. The isomorphism allows the understanding of Lyapunov exponents in the simplified terms
of Information Theory, rather than the traditional definitions in Chaos Theory. This work provides
a bridge between fundamental physics and Information Theory to the mutual benefit of both fields.
The result suggests, among other implications, that machine learning and other information theory
methods can be successfully employed at the core of physics simulations.
Information Theory is a relatively new field of study
introduced by Shannon in 1948, providing mathe-
matical understanding of how information can be
measured, stored and transmitted between senders
and receivers, meant in the most generic way possible.
Today, Information Theory represents the foundation
of telecommunications, signal processing and machine
learning, e.g., Artificial Neural Networks are defined in
Information Theory as universal encoders [1].
Shannon’s formulation [2] defines information as the
message, and its flow as a channel-mediated commu-
nication model. As Fig. 1 depicts, information is the
content of a message that is sent by a sender to a
receiver, passing through a channel. In order for the
channel to pass the message, it needs to be encoded,
and in order for the receiver to understand the message,
it must be decoded. All these elements, known as the
Shannon Communication Model, can be meant either
very generally or very specifically without a change in
the paradigm. For example, consider a speech system
consisting of a person A, the sender, who wants to
communicate his/her idea, a spoken message, to person
B, the receiver. For the success of the communication,
person A, using the vocal cords and the mouth-nose
complex, must encode the message into codified sound
waves: the verbal language. The air bulk between
person A and person B represents the channel through
which the encoded message propagate as sound waves,
and the ear of person B is the decoder able to transform
the codified sound waves back into electrical signals that
the brain can use to infer person A’s ideas contained in
the message. The communication happened successfully
if person B’s idea is an accurate enough inference of
person A’s idea.
The channel in this scenario is considered to be noisy,
which means that the encoded message gets distorted by
the channel, and therefore the chances that the message
cannot be correctly transmitted are not negligible. In
this example, the noise can either come from the channel
itself dampening the amplitude of the signal. Noise
can also be introduced in the channel by polluting it
with additional undesired background noise consisting
of other sound waves. In contrast, an ideal, noiseless
channel will not be affected by any noise. However,
noiseless channels can only be ideal, and they are
studied to understand the theoretical limits of how real
channels function. Channels could also have memory
or be memoryless. A memory channel’s behavior is
influenced by the input, while memoryless channels
exhibit input-independent behavior.
The most important measure to establish the quality
of communication is the channel capacity [2], which mea-
sures how much information can be successfully commu-
nicated per unit of time by a certain channel, given a
certain message. A channel is characterized by its chan-
nel capacity C:
C = sup
pX(x)
I(X;Y ), (1)
where X and Y are, respectively, the encoded input and
output of the channel; pX(x), is the marginal distribution
[1], which is the probability distribution of the variables
contained in the subset x for a given set X; and I(X;Y )
is the mutual information [1], which measures the mutual
dependence between the X and Y . Information Theory
models rely on probability theory, and they are generic.
Such a stochastic formulation stems from certain funda-
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FIG. 1: Schematic of Shannon’s communication model. X and Y represent the channel’s encoded input and output respectively.
mental assumptions, e.g., that information can be treated
statistically and that the Central Limit Theorem (CLT),
which can be summarized by saying that when the size
of a set of independent distributions tends to infinity, the
convolution of all the distributions in the set converges
to a Gaussian distribution. In the stochastic definition X
and Y are true random variables that are not necessar-
ily correlated, hence the statistical mutual dependence
formulation in Eq. 1. However, in reality the message
always needs time to transition from input to output
through a channel, hence we can define the channel as
a time-dependent function N(t) that maps the input X
to the output Y as follows [1, 2]:
Y
X
= N(t). (2)
Such relationship already suggests that a channel com-
munication could in principle be treated as the time-
evolution of a dynamical system in physics, where X and
Y would represent respectively the initial and final state,
and N(t) the equation of motion for such equivalent dy-
namical system.
Thanks mainly to the work of Shannon and Hartley, sev-
eral models have been reformulated in a more practical
form to describe the behavior of real-world communica-
tion systems. For example, the channel capacity (Eq. 1)
can be reformulated using the Shannon-Hartley theorem
[2], for a noiseless, memoryless channel as:
C = lim
t→∞
1
t
log2
(
Y
X
)
, (3)
where t is the sampling period. The log2(x) is an encod-
ing operator for x and it returns the real-valued number
of bits necessary to represent the message, and if t is
expressed in seconds, then the dimensions of C are:
C = [s−1][bits]. (4)
This formulation exposes that C necessarily depends on
the sampling frequency t−1 and on the input of the chan-
nel X, while the ratio Y/X is determined by the nature
of the channel (see Eq. 2).
The amount of information passing through the channel
is called signal [2], and it can be defined as:
S = log2(Y )− log2(X) = log2
(
Y
X
)
, (5)
which is the bit-wise difference between output and
input. The sampling frequency t−1 is commonly called
bandwidth.
Among the main contributors to the foundation of
modern Chaos Theory, which is a branch of mathemat-
ics stemming from the study of non-linear dynamical
systems in Physics, Kolmogorov and Sinai thoroughly
investigated the link between Information Theory and
Physics. Their work resulted into the stochastic inter-
pretability of physical phenomena, especially at a quan-
tum level, commonly referred to as Stochastic Physics or
Stochastic Mechanics [3]. However, because of the gener-
ality and the abstraction of the used probabilistic formu-
lations, their theoretical work needs non-trivial interpre-
tation and adaptation to be used for real-world physical
systems.
Another important contributor to Chaos Theory is Lya-
punov, who developed several, more practical tools for
characterizing the behavior of non-linear dynamical sys-
tems. More specifically, the chaotic behavior of com-
putable Hamiltonian dynamical systems can be charac-
terized by the Lyapunov Exponents (LE), a set of quanti-
ties that estimate the rate of separation between infinites-
imally close trajectories [3]. For example, let a 3D Hamil-
tonian dynamical system of arbitrary form consisting of
N particles, defining a 6N -dimensional phase space. For
each particle, we can calculate two trajectories, starting
from two distinct points in phase space initially separated
by a distance |δZ(t0)| at time t0. The separation distance
|δZ(t)| at any time t > t0, t → ∞ can be calculated as
follows:
lim
t→∞ |δZ(t)| = |δZ(t0)| limt→∞ e
λt, (6)
where λ is the Lyapunov exponent for each particle. We
can reformulate Eq. 6 to highlight λ as follows [3]:
λ = lim
t→∞
1
t
ln
( |δZ(t)|
|δZ(t0)|
)
. (7)
Therefore, for our system there will be a set of 6N Lya-
punov exponents, known as Lyapunov spectrum. Because
our system is symplectic, the volume of the phase space
is preserved, thus resulting in a total of 3N negative and
33N positive Lyapunov exponents, the sum of them be-
ing zero. The presence of positive Lyapunov exponents
is a necessary but not sufficient condition for a dynami-
cal system to be defined as chaotic. However, in chaotic
systems, the larger the LEs, the faster the chaotic sys-
tem will become unpredictable. For this reason, the most
important Lyapunov exponent is the largest, commonly
referred in literature as Maximum Lyapunov Exponent
(MLE), and it is obtained by assuming that the initial
separation is infinitesimally small, as follows [3]:
λM = lim
t→∞ lim|δZ(t0)|→0
1
t
ln
( |δZ(t)|
|δZ(t0)|
)
, (8)
where λM is the MLE. Lyapunov exponents can repre-
sent the exponential separation between trajectories of
the same system for two infinitely close initial states,
but could also represent the separation between the
real trajectory of a dynamical system and its discrete,
finite-state, computable surrogate [3].
The similarity between Eq. 3 and Eq. 7 is already
evident. In fact, the two formulations are isomorphic. In
this article we want to demonstrate such isomorphism,
list and briefly discuss what we believe to be the most
important implications of this relationship both in
Information Theory and in Physics.
ISOMORPHISM
Let Ψ be an noiseless, memoryless, channel conveying
an initial separation distance X = |δZ(t0)| at time t0 to
a final separation distance Y = |δZ(t)| at time t, with
t→∞ in a Hamiltonian dynamical system:
Ψ : X → Y. (9)
The signal S sent by the channel can be quantified,
according to Eq. 5, as follows:
S = log2
(
Y
X
)
= log2
( |δZ(t)|
|δZ(t0)|
)
. (10)
Hence, the channel capacity λΨ of the channel Ψ can be
calculated as:
λΨ = lim
t→∞
1
t
log2
(
Y
X
)
(11)
= lim
t→∞
1
t
log2
( |δZ(t)|
|δZ(t0)|
)
. (12)
The forms of the Eq. 7 and 12 are similar. Since an
isomorphism [4] exists between logarithms:
logx(a)
∼= logy(a)
logy(x)
∀{a, x ∈ R1 | a, x > 0}, (13)
by induction, we identify the following isomorphism:
λ ∼= λΨ. (14)

DISCUSSION
To the best of our knowledge, the isomorphism
presented above has never been formalized before. Each
implication is deep enough to deserve the writing of
a separate manuscript. Therefore, we will only list
and briefly comment on each of the most important
consequences of this isomorphism, both from Chaos
Theory and Information Theory perspectives.
We would like to refresh the reader about Artificial
Neural Networks (ANNs) being defined as universal
encoders in Information Theory [1]. The reported
isomorphism implies that ANNs can be thought of and
can be used as non-linear, chaotic-approximant memory
storage units, implementable in hardware, able to learn
with enough accuracy any dynamical system trajectory.
ANNs can therefore be used to predict states of the
system that were not part of the input dataset, without
explicitly calculating the system’s equations of motion.
The Lyapunov Exponent (or channel capacity) of a
dynamical system can be seen as the amount of bits
necessary to keep track of the time evolution of the
system’s states with satisfactory accuracy. Because of
that, this isomorphism represents the first step towards
the creation of a new field of investigation based on the
adoption of Deep Learning and other Machine Learning
methods to accurately simulate dynamical systems
trajectories without explicitly solving the equations of
motion. Such approach represents a revolution in the
field of computational physics. It is well known [3, 5, 7, 8]
that Information Theory models are comparable to 1D
recursive maps in Chaos Theory. This isomorphism
implies that the computation of any N−dimensional
dynamical system can always be reduced to compute 1D
recursive maps without loss of generality: we can call this
new definition as principle of computer-representability
invariance of a physical system. From such principle it
immediately follows that the complexity reduction of
data representation translates into increased encoding
complexity. This suggests that lossless compression
could be seen as a complexity-preserving transformation.
Another important implication of this isomorphism is
that a new metric, the Maximum Channel Capacity CM ,
can be defined for a noiseless, memoryless channel as fol-
lows:
CM = lim
t→∞ limX→0
1
t
log2
(
Y
X
)
, (15)
4which we proved hereby to be isomorphic to Eq. 8.
Differently from what was already reported by Shannon
(Eq. 3), we introduced the limit limX→0, which has the
physical meaning of an infinitesimally small message to
be sent through a channel. In this form, we actually
measure the maximum channel capacity needed for a
particular channel independently on the size of the input,
rather than a specific, input-dependent channel capacity,
thus defining the upper limit of possible capacities for
the range of accepted inputs.
Kolmogorov-Sinai (KS) Entropy, a very important and
well-known metric for the study of dynamical systems,
can be defined as the sum of the positive Lyapunov
exponents of a dynamical system [3, 6–8]. This iso-
morphism reveals that analogously, KS Entropy can
also be measured as the total bit rate corresponding
to the sum of the positive channel capacities of a
communication system. Hence, this result extends the
validity of Lyapunov analysis to all known systems
treatable by Information Theory, although we should
remark that Lyapunov exponents have been previously
used, not surprisingly, to determine the channel capacity
of finite-state Markov channels and memory channels
[9, 10].
We are also aware of the work done by M. Ebeid about
the stochastic relationship between LEs and Information
Theory limits, using Control Theory models [11]. Our
work validates and significantly extends the results
previously reported by M. Ebeid. We prove that the LE
is not simply equal to the communication rate in some
broad family of channels, as M. Ebeid reported, but the
LE is in fact isomorphic to the communication rate. We
additionally propose a fully deterministic formulation,
in net contrast with the exclusively stochastic approach
adopted by M. Ebeid, suggesting that systems studied
by information theory can also be legitimately described
deterministically and viewed in physics as dynamical
systems.
CONCLUSIONS
In conclusion, this isomorphism constitutes a decisive
proof that Information Theory models can be adopted
for the analysis and characterization of dynamical
systems simulation data, including the possibility of
rationally using Machine Learning to accelerate the
sampling of the phase space of Hamiltonian systems.
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