For a square-free bivariate polynomial p of degree n we introduce a simple and fast numerical algorithm for the construction of n×n matrices A, B, and C such that det(A+x B+ y C) = p (x, y). This is the minimal size needed to represent a bivariate polynomial of degree n. Combined with a square-free factorization one can now compute n × n matrices for any bivariate polynomial of degree n. The existence of such symmetric matrices was established by Dixon in 1902, but, up to now, no simple numerical construction has been found, even if the matrices can be nonsymmetric. Such representations may be used to efficiently numerically solve a system of two bivariate polynomials of small degree via the eigenvalues of a two-parameter eigenvalue problem. The new representation speeds up the computation considerably.
Introduction
where p i j ∈ for all i, j, be a bivariate polynomial of degree n, where we assume that p i j 0 for at least one index such that i + j = n. We say that matrices A, B, C ∈ m×m , where m ≥ n, form a determinantal representation of order m of the polynomial p if det(A + x B + y C) = p(x, y).
It is known since Dixon's 1902 paper [5] that every bivariate polynomial of degree n admits a determinantal representation with symmetric matrices of order n. However, the construction of such matrices is far from trivial and up to now there have been no efficient numerical algorithms, even if we do not insist on matrices being symmetric. We introduce the first efficient numerical construction of determinantal representations that returns n × n matrices for a square-free bivariate polynomial of degree n, which, with the exception of the symmetry, agrees with Dixon's result. For non square-free polynomials one can combine it with a square-free factorization to obtain a representation of order n.
Our motivation comes from the following approach for finding roots of systems of bivariate polynomials, proposed by Plestenjak and Hochstenbach in [16] . Suppose that we have a system of two bivariate polynomials p(x, y) := 
The idea is to construct matrices A 1 , B 1 , C 1 of size m 1 ×m 1 and matrices A 2 , B 2 , C 2 of size m 2 ×m 2 such that det(A 1 + x B 1 + y C 1 ) = p(x, y),
and then numerically solve the equivalent two-parameter eigenvalue problem [1] (A 1 + x B 1 + y C 1 ) u 1 = 0,
Here it does not matter whether the matrices are symmetric. Except in some special cases, we get m 1 m 2 > n 1 n 2 and thus (5) is a singular two-parameter eigenvalue problem. Its finite regular eigenvalues, which can be computed numerically with a staircase type algorithm [9] , are the roots of (3). This is a generalization of a well-known approach to numerically compute the roots of a univariate polynomial as eigenvalues of its companion matrix. The first phase, where we construct determinantal representations, should be computationally simple and return matrices as small as possible. It is easy to see that for a polynomial of degree n we need matrices of order at least n. There exist procedures, which use slow symbolic computation and other expensive steps, that do return representations of order n for certain bivariate polynomials, but they are computationally too complex. For example, the method from [12] , based on the proof from [5] , returns n × n symmetric matrices for a polynomial of degree n that satisfies the so called real zero condition, but it is too slow for our purpose. As the first step in [12] is to find zeros of a system of bivariate polynomials of degree n and n − 1, this clearly can not be efficient enough for our needs. In addition, we need a determinantal representation for any bivariate polynomial of degree n.
In our approach to the computation of roots of a system of bivariate polynomials we must find the right balance. As we can not exploit the symmetry in (4), it is not necessary that the matrices have this property. If we want a representation with small matrices this might take too much time in the first phase, while a representation with large matrices slows down the second phase. By using the most efficient representations at the time with matrices of order 1 6 n 2 + (n), a numerical method was implemented in Matlab [14] that is competitive to some existing methods for polynomials up to degree 9, see [16] for details.
The computational complexity of the new construction of determinantal representations that we give in the paper is just slightly above that of the construction used in [16] , yet the matrices are much smaller. While the matrices in [16] are of order 1 6 n 2 + (n), the new construction gives matrices of the minimal possible order n for a square-free bivariate polynomial of degree n. This decreases the overall asymptotic complexity of solving the system (3) via determinantal representations from (n 12 ) to (n 6 ) when n = n 1 = n 2 . Moreover, if both polynomials p 1 and p 2 are square-free, then m 1 m 2 = n 1 n 2 and (5) is a nonsingular two-parameter eigenvalue problem, which is much easier to solve numerically than a singular one.
The rest of the paper is organized as follows. In Section 2 we give a short overview of existing determinantal representations. In Section 3 we show that a square-free polynomial can always be transformed into a form required by the algorithm in Section 4, where we give a determinantal representation of order n for a square-free bivariate polynomial of degree n. In Section 5 we extend the representation of order n to non square-free polynomials and discuss other options for such polynomials. We end with some numerical experiments in Section 6 and conclusions in Section 7.
Overview of existing determinantal representations
In the semidefinite programming (SDP) there is a large interest in symmetric determinantal representations of the real zero polynomials, a particular subset of polynomials related to the linear matrix inequality (LMI) constraints. For an overview, see, e.g., [10, 20] . A real bivariate polynomial p satisfies the real zero condition with respect to (x 0 , y 0 ) ∈ 2 if for all (x, y) ∈ 2 the univariate polynomial p (x, y) (t) := p(x 0 + t x, y 0 + t y) has only real zeros. A two-dimensional LMI set is defined as (x, y) ∈ 2 : A + x B + y C 0 , where A, B, and C are symmetric matrices of size m × m and 0 stands for positive semidefinite. For this particular subset of polynomials there do exist some procedures that involve slow symbolic computation and other expensive steps, see, e.g., [12, 13] . However, besides being too slow these algorithms are limited to the real zero polynomials only.
While in SDP and LMI the matrices have to be symmetric or Hermitian, this is not important in our case. We are looking for a simple and fast numerical construction of matrices as small as possible that satisfy (2) .
Here is a list of some available determinantal representations for generic bivariate polynomials. The first group of determinantal representations has the property that the elements of matrices A, B, and C depend affine-linearly on the coefficients of the polynomial p. Such determinantal representations are named uniform in [3] . The first such representation of order n 2 is given by Khazanov in [7] as a special case of a linearization of a multiparameter polynomial matrix. This is improved to a representation or order 1 2 n(n + 1) by Muhič and Plestenjak in [9, Appendix]. Quarez [17] gives symmetric representations of multivariate polynomials, which results in a representation of order 1 4 n 2 + (n) for a bivariate polynomial. A smaller nonsymmetric uniform representation of the same asymptotic order is described in [16] . Recently, a uniform representation of order 2n−1 was presented in [3] , which is the first uniform representation such that the order of matrices grows linearly and not quadratically with n. All uniform representations do not require any computation, the construction is very simple and fast as one just puts the coefficients of p on prescribed places in the matrices A, B, and C.
If we allow computations, we can obtain smaller representations. In [16] , a representation of order 1 6 n 2 + (n) is given. This representation is used in [14] as a part of a numerical method for the roots of a system of bivariate polynomials that is competitive to the existing numerical methods for polynomials of small degree. In the following sections we upgrade the approach from [16] to obtain minimal determinantal representations of order n while maintaining approximately the same complexity of computations involved in the construction.
Preliminary transformations
We can homogenize (1) into
where (x, y, z) are points in the projective plane. It is easy to see that if n × n matrices A, B, C are such that det(
This also works in the opposite direction. If we construct a determinantal representation (7) with matrices of order n of the homogeneous polynomial p h , then we get a determinantal representation of p(x, y) by simply setting z = 1. The homogeneous form gives us are more freedom in the following sense. We can apply a linear change of variables 
where T is a nonsingular 3 × 3 matrix, and transform p h (x, y, z) into a homogeneous polynomial p h ( x, y, z). If we find matrices A, B, and C for p h such that det( z A+ x B + y C) = p h ( x, y, z), this gives a determinantal representation of p after we substitute x, y, z back to x, y, z and set z = 1. We say that a polynomial (1) is square-free if it is not a multiple of a square of a nonconstant polynomial. The following result that relies on Bézout's theorem and Bertini's theorem (see, e.g., [18] ), ensures that our construction can be applied to any square-free polynomial. PROOF. Let be the zero set of p h . When is smooth, it follows from Bertini's theorem that a generic line intersects in distinct points. This can be easily extended to the case when has finitely many singular points, which is true for a square-free polynomial. Namely, in the Zariski topology the lines containing a singular point form a proper closed subset of all possible lines. As p has degree n, there are n points in ∩ by Bézout's theorem.
On the other hand, if p is not square-free then p(x, y) = q(x, y) k r(x, y), where k ≥ 2 and q is a non-constant polynomial. Clearly, each intersection of an arbitrary line with the zero set of q h , the homogenization of q, appears with multiplicity at least k in ∩ .
Let (1) be a bivariate polynomial p of degree n that we want to linearize. We can assume that p has the following properties:
are simple.
The above holds for a generic square-free polynomial p. If not, one can apply a random linear substitution (8) . In particular, an equivalent formulation of (b) is that in the projective plane the line z = 0 and the curve p h (x, y, z) = 0 intersect in n distinct points. If follows from Theorem 1 that this holds after a random linear substitution (8) .
In a preliminary step of the construction we apply a linear substitution of the form
where we set s and t so that p 0n = p 0,n−1 = 0 in the transformed polynomial p while properties (a) and (b) still hold. Indeed,
) that all roots of (9) shift for s and thus remain simple. It is easy to see that
Therefore, if we select s as one of the roots of (9) and
then coefficients p 0n and p 0,n−1 are both zero. Note that t is well defined because all roots of (9) are simple and thus h ′ (s) 0.
Determinantal representation for a square-free polynomial
Let (1) be a bivariate square-free polynomial of degree n that we want to linearize. After the preliminary linear transformations from the previous section we can assume that:
are simple and nonzero, (c) p 0n = p 0,n−1 = 0.
The construction is based on bivariate polynomials q 0 , . . . , q n−1 , constructed recursively as
where each coefficient f i j has a linear form f i j = α i j x +β i j y with α i j = 1 for i < n−1. It follows from the construction (11) that q j is a bivariate polynomial of degree j for j = 0, . . . , n − 1. The ansatz for a determinantal representation of p is an n × n bivariate pencil
One can see from (11) and (12) that
6 It follows that det(A + x B + y C) = d(x, y) and we will show how to set the values of α i j , β i j , and γ 00 , γ 10 , γ 1 , . . . , γ n−2 so that det(A + x B + y C) = p(x, y).
For a better understanding we first give a quick overview of the algorithm. Then we explain the details and give the complete procedure in Algorithm 3, followed by an example. In the quick overview we display the structure of a polynomial by a diagram, where dots in the j-th row stand for zero or nonzero coefficients at x j−1 , x j−2 y, . . . , y j−1 , respectively. The following diagram is for the case n = 5. Notice the two white dots representing p 04 = p 05 = 0.
p =
We build the representation (12) in a loop by adding subdiagonals from top to bottom and elements in the first row from right to left. We start by taking α i1 = 1 and
agrees with the part of p of degree n and we get a residual of degree n − 1 with a zero coefficient at y n−1 . In case n = 5 we get
where r (1) is a polynomial of degree 4 with a zero coefficient at y 4 . Now we add f 22 , . . . , f n−1,2 in the second subdiagonal to annihilate the part of degree n − 1. In case n = 5 we get
There are n − 1 free parameters β 22 , . . . , β n−1,2 and α n−1,2 in f 22 , . . . , f n−1,2 to zero n − 1 coefficients in the residual. We show later that this can be done by applying a direct formula for α n−1,2 and solving a nonsingular triangular system of linear equations for β 22 , . . . , β n−1,2 . Notice that the introduction of f 22 , . . . , f n−1,2 does not affect the part of the determinant of degree n. Next we add γ n−2 to make the coefficient at y n−2 zero. In case n = 5 we get
By comparing (15) to (14) we see that we reduced the degree of the residual by one and preserved the form where the coefficient at y d , where d is the degree of the residual, is zero. In a similar way we fix the remaining parameters. We start the step with the residual r (k−1) , which has degree n− k +1 and a zero coefficient at y n−k+1 . In the first part we set f kk , . . . , f n−1,k so that the new residual s (k) has degree n − k. Then we set γ n−k to annihilate the term y n−k in s (k) and obtain the residual r (k) for the next step. We continue in the same manner until the final residual r (n−1) has the form γ 00 + γ 10 x. In our example, after two additional steps, we get
where r (4) (x, y) = γ 00 + γ 10 x. We obtain the final determinantal representation by putting γ 00 + γ 10 x at position (1, 1) in (12) .
Let us show in more details the step from the residual r 
It is clear from (16) that q
are equal for j < k and differ only in terms of degree j − k + 1 or less for j ≥ k. We take
= r
select the terms of degree n − k + 1 and form
Notice that r
= 0, therefore we can write
where h n−k is a polynomial of degree n − k. It follows from (17) and (18) that in order to zero all terms of degree n − k + 1 in
n−1 has to agree with h n−k . By comparing q
n−1 we see that we have to set the parameters β kk , . . . , β n−1,k and α n−1,k so that
This is equivalent to finding β kk , . . . , β n−1,k , and α n−1,k such that
By inspecting the coefficients at t n−k in (19) we get
For the remaining parameters β kk , . . . , β n−1,k it follows from (19) that
where g n−k−1 is a polynomial of degree n − k − 1. We need β kk , . . . , β n−1,k such that g n−k−1 is a linear combination of the polynomials
The following lemma shows that such β kk , . . . , β n−1,k do exist because the above polynomials form a basis for the set of polynomials of degree less than or equal to n − k − 1.
Lemma 2. Polynomials w 1 , . . . , w n−k defined in (23) form a basis for all polynomials of degree less than or equal to n
PROOF. We have n − k polynomials w 1 , . . . , w n−k of degree n − k − 1. If we look at the matrix of values of these polynomials in points ξ 1 , . . . ,
we see that the matrix is lower triangular with nonzero elements on the diagonal, because it follows from (23) that w ℓ (ξ j ) = 0 for j < ℓ and w ℓ (ξ ℓ ) 0 for ℓ = 1, . . . , n − k. The matrix is therefore nonsingular and the polynomials w 1 , . . . , w n−k satisfy the Haar condition. As a result w 1 , . . . , w n−k form a basis for all polynomials of degree less than or equal to n − k − 1.
It is well known that two polynomials of degree n − k − 1 or less are equal if they have the same values at n − k distinct points. We use this to write down a system of linear equations for β kk , . . . , β n−1,k from (21) and (22) by choosing ξ 1 , . . . , ξ n−k as n − k distinct points. This gives
and we know from Lemma 2 that the system is nonsingular. In addition to being lower triangular the system is also banded, and thus can be solved efficiently with the forward substitution. Once we set the coefficients f kk , . . . , f n−1,k the updated polynomials q
n−1 give the intermediate residual
We now insert γ n−k q
to zero the coefficient at y n−k . A simple computation shows that we have to choose
which is well defined because ξ 1 , . . . , ξ n−2 0. The new residual is
and compared to (17) the degree of the residual is reduced by one. We repeat the procedure and after n − 1 steps we get the final residual r (n−1) (x, y) = r (n−1) 00
x. The overall algorithm is presented in Algorithm 3. 
r(x, y)
for m = 1, . . . , n − k 11.
for ℓ = 1, . . . , m 12.
14.
Remark 4.
In Algorithm 3 we require that all roots of (10) are simple and nonzero. The nonzero condition is related to expression (25) for γ n−k that involves only the roots ξ 1 , . . . , ξ n−2 . Thus it is sufficient that the roots of (10) are simple. If one of the roots is zero we order them so that ξ n−1 = 0 and then everything works fine.
To further clarify the algorithm, we give Example 5 with most of the details for the construction of a determinantal representation of a bivariate polynomial of degree 5. 
The roots, which are all simple and nonzero, are
This gives the coefficients f 11 , . . . , f 41 in the first subdiagonal of (12):
The coefficient at q 4 in the first row of (12) is 2x. The corresponding residual is
Now we enter the main loop.
• (k = 2) From the terms of r (1) of degree 4 we define
and divide s 4 (t, 1) by 2t to obtain h 3 (t) = 4t 3 + 7 2 t 2 − 4t − 4. Now we have to find the coefficients β 22 , β 32 , β 42 , and α 42 such that
We get α 42 from (20) as α 42 = 4 − 2 = 2. This gives
For β 22 , β 32 , and β 42 we set the linear system 
When we insert the values we get  
We compute γ 3 from (25) to annihilate the term y 3 in s (2) . We get γ 3 = −4/(ξ 1 ξ 2 ξ 3 ) = 2. The residual at the end of step k = 2 is
• (k = 3) From r (2) we get h 2 (t) = 2t 2 + 3 2 t − 5. Now we need β 33 , β 43 , and α 43 such that
We get α 43 from (20) as α 43 = 2 − 1 = 1. This gives
For β 33 and β 43 we set the linear system
When we insert the values we get . This gives
We compute γ 2 = −6/(ξ 1 ξ 2 ) = −3 from (25) to annihilate the term y 2 in s (3) . The residual after step k = 3 is
• (k = 4) From r (3) we get h 1 (t) = t − 3 2 . Now we have to find coefficients β 44 and α 44 such that h 1 (t) = α 44 t + β 44 . Clearly, the answer is α 44 = 1 and β 44 = − 3 2 . The new residual is
From (25) we compute γ 1 = 4/ξ 1 = −2. The final residual after the main loop is r (4) (x, y) = 1 + 2x.
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The final 5 × 5 determinantal representation is
Let us remark that the polynomial in Example 5 was constructed in such way that the roots ξ 1 , . . . , ξ n−1 are all real, which results in real matrices in the determinantal representation. In a generic case, even if the polynomial is real, the roots can be complex and the representation has complex matrices.
Determinantal representation for a non square-free polynomial
If a bivariate polynomial p is not square-free, then it cannot be transformed into a polynomial that satisfies the conditions of Algorithm 3. In such case we have several options.
First, for a polynomial of degree n ≤ 5 we can apply the algorithm in [4] that returns a determinantal representation of order n for a non square-free polynomial as well. For a polynomial of degree n > 5 we can use one of the available symbolic or numerical tools, e.g., NAClab [22] , and factorize p into a product p( We arrange them in block diagonal matrices A = diag(A 1 , . . . , A k ), B = diag(B 1 , . . . , B k ), and C = diag(C 1 , . . . , C k ) and get n × n matrices such that det(A + x B + y C) = p(x, y). So, combined with a square-free factorization, one can find a determinantal representation of order n for each bivariate polynomial of degree n.
As the square-free factorization is more complex than Algorithm 3, it takes most of the computational time in the above procedure. In our case, where we use representations to compute roots of a system of two bivariate polynomials, it is more efficient for polynomials of small degree to use larger representations that can be constructed faster. For instance, for each polynomial of degree n there exists a uniform determinantal representation of order 2n − 1 [3] . As an example, a uniform representation of order 7 for the polynomial (1) of degree n = 4 is 
14 The construction of a uniform representation of order 2n − 1 is immediate, but we need more time in the second phase to numerically solve a larger associated two-parameter eigenvalue problem, which is singular in addition. Still, for polynomials of small degree this might altogether be faster than using a representation of order n that requires a square-free factorization.
Numerical examples
A new numerical approach for computing roots of systems of bivariate polynomials by constructing determinantal representations of the polynomials and solving the obtained twoparameter eigenvalue problem was proposed in [16] . Using the representation of order 1 6 n 2 + (n) for a bivariate polynomial of degree n (we refer to this method as Lin2) it was shown that the approach is competitive for polynomials of degree 9 or less. In order to overcome some difficulties that we noticed while testing MinRep, some heuristics were applied in the implementation. In practice, even if the polynomial satisfies the initial conditions of Algorithm 3, i.e, the roots of (10) are nonzero and simple, the obtained matrices A, B, and C can be such that the error between p(x, y) and det(A + x B + y C), caused by the numerical computation, is too large. This happens for instance when the roots of (10) are ill-conditioned. Also, when the roots of (10) are close to each other, then linear systems (24) can be ill-conditioned. A usual remedy for this is to apply a random linear transformation (8) .
To get out of such troubles, we compute the determinantal representation and check its quality by computing
δ (in our experiments we use ε = 10 −4 , k = 200, and δ = 10 −8 ), then we first compute a new representation of the polynomial, where we exchange the roles of x and y, and, if this does not help, then we apply a random change of variables (8) . We noticed that this heuristics does not improve the situation for polynomials of degree 11 or more. It seems that for a generic bivariate polynomial the largest safe degree, when we can expect that the method works, is 10. This does not mean that the method cannot fail for polynomials of smaller degree. Similar to other methods based on determinantal representations, this can happen for some systems that appear to be to difficult for this approach and require computation in higher precision. The results in Table 1 show that the new representation has a big potential as it is much faster than the previous ones. The results were obtained on a 64-bit Windows version of MATLAB R2015b running on an Intel Core i5-6200U 2.30 GHz processor with 8 GB of RAM. For each n we apply the methods to the same set of 50 real and 50 complex random polynomial systems of degree n and measure the average time. The accuracy of all methods on this random set of polynomials is comparable. For MinUnif, where determinantal representations have real matrices for real polynomials, we report separate results for polynomials with real and complex coefficients. Although MinRep is still the fastest method for 11 ≤ n ≤ 15, the computed roots are in most cases useless and, based on the results from [3] , we rather suggest that MinUnif is applied to polynomials of such degree. As in MinUnif no computation is involved in the construction of determinantal representations, this phase is not affected by numerical errors.
On the other hand, the matrices in MinUnif are approximately double size compared to the matrices in MinRep and to extract the final solution one has to compute the finite eigenvalues of a pair of singular pencils, which is more delicate than solving a regular pencil with the QZ algorithm in MinRep. A future research might give more insight into the cases when MinRep does not perform so well and further improve the method.
We performed a limited number of tests comparing MinUnif to the square-free factorization approach from Section 5. We observed that the square-free factorization approach is faster for polynomials of degree n ≥ 8. Although MinUnif is faster for polynomials of degree n = 6 and n = 7, it is also less accurate because of the multiple roots. We therefore recommend to use the square-free factorization for all non square-free polynomials of degree n ≥ 5.
Conclusions
We presented a numerical construction for the determinantal representation of a squarefree bivariate polynomial of degree n with matrices of order n. The computation requires only routines for roots of univariate polynomials of degree n and solutions of linear systems of order less than n, both should be available in any numerical package. When combined with a square-free factorization, we believe that this is the first construction that reaches the theoretical lower order from Dixon's theorem for all bivariate polynomials. We do not get symmetric matrices, but this is not really important in our application.
The new representation can be used to numerically compute the roots of a system of bivariate polynomials. Compared to the previous results, the new representation speeds up the computation considerably.
