Theory of magnetic skyrmion glass by Hoshino, Shintaro & Nagaosa, Naoto
ar
X
iv
:1
71
2.
09
78
2v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
28
 D
ec
 20
17
Theory of magnetic skyrmion glass
Shintaro Hoshino1 and Naoto Nagaosa1,2
1RIKEN Center for Emergent Matter Science (CEMS), Wako, Saitama 351-0198, Japan
2Department of Applied Physics, The University of Tokyo, Bunkyo, Tokyo 113-8656, Japan
(Dated: December 29, 2017)
Skyrmions and skyrmion crystal (SkX) discovered in chiral magnets show unique physical prop-
erties due to their nontrivial topology such as the stability against the annihilation and the motion
driven by the ultralow current density, which can be advantageous for the device applications such
as magnetic memories. Especially, the chiral dynamics, i.e., the velocity perpendicular to the force
acting on a skyrmion, is a key to avoid the impurity potential and enhances its mobility. However,
the collective pinning of SkX occurs by the disorder, which is crucial for its low energy properties.
Here, we study theoretically the low energy dynamics of SkX in the presence of disorder effects in
terms of replica field theory, and reveal nonreciprocal collective modes and their electromagnetic
responses along the direction of external magnetic field. The physical quantities such as the relax-
ation rate of µSR/NMR and the pinning frequency show a dramatic change associated with the
topological phase transition from the helical state to SkX. These results provide a firm basis to
explore the glassy state of SkX.
I. INTRODUCTION
The spin orderings in magnets offer many interesting
physics. The typical magnets are the ferromagnets or
antiferromagnets with the collinear structures. In these
cases, the ground state of the spin system as well as the
electronic state are rather simple and well understood.
On the other hand, noncolinear spin configurations in
magnets are the focus of recent intensive researches,
which include the nontrivial ground states such as the
helical/spiral magnetic state, and the excited states such
as the domain walls, vortices, and magnetic bubbles [1–
3]. The magnetic field or its gradient is a possible way to
drive these spin textures [2, 3], while the recent develop-
ment is their current-driven motion induced by the spin
transfer torque in the metallic systems [4–6]. Therefore,
the close relation between the electronic conduction and
magnetic texture has become an important issue.
In particular, the chiral magnets, which have an
antisymmetric interaction between spins known as
Dzyaloshinskii-Moriya (DM) interaction [7, 8], show a va-
riety of intriguing phenomena caused by nontrivial spin
configurations [1]. The most natural one is the heli-
magnetic state (HMS) since the DM interaction prefers
the winding of spins. Under the external magnetic field
B, three helical spin structures with wavevectors per-
pendicular to B are superposed to result in the trian-
gular crystal of skyrmion, i.e., skyrmion crystal (SkX)
[9–11]. SkX has been experimentally identified by using
the techniques such as neutron scattering [12], Lorentz
transmission electron microscopy [13], scanning tunnel-
ing spectroscopy [14], and is now observed in many chiral
magnets such as metallic MnSi, (Fe,Co)Si, FeGe [14–17].
These materials have recently been intensively investi-
gated because of their topological properties: noncolin-
ear spin textures of SkX have nontrivial winding number.
While their basic properties have been well understood
for pure systems, in real materials there are always disor-
ders from e.g. crystal defects or impurities. This is clear
from the finite threshold critical current density jc to de-
rive the motion by spin transfer torque effect, i.e., the
impurity pinning [15]. It is expected that the disorder
modifies the low energy dynamics of the SkX, which can
be studied by X-ray diffraction, µSR resonance, NMR,
optical conductivity, and ac magnetic susceptibility. The
magnetic SkX appears in the presence of spin-orbit cou-
pling and both time-reversal and spatial inversion sym-
metry breaking, and hence they are closely related to
multiferroic properties. Especially, the insulating mul-
tiferroic skyrmionic system Cu2OSeO3 has been found
[18, 19]. Note also that the glassy behavior in multifer-
roics has been recently studied in a magnetoelectric insu-
lator BaCo6Ti6O19 [20] where the spin-orbit interaction
plays an important role as in chiral magnets.
Pinning phenomenon has been intensively studied for
the charge density wave (CDW) and spin density wave
(SDW), vortex lattice in type-II superconductors, and
Wigner crystal [21–28]. Because of the broken trans-
lational symmetry, the corresponding Goldstone modes,
i.e., phasons, govern the low energy dynamics. Phasons
can be regarded as the acoustic phonon of the charge,
spin, and vortex crystals, respectively. There are two
types of pinning, i.e., strong pinning and weak pinning.
The former occurs when the impurity pinning strength is
very strong and the phason is pinned at each impurity,
while the weak impurities collectively pin the phason in
the latter case [21, 22]. In the weak pinning case, there
appears a typical size of the domain ξp called pinning
length over which the phason varies of the order of π.
The resultant glassy state is characterized by a power-law
dependence in spatial correlation function and magnetic
form factors [24, 25]. This has been known as a Bragg
glass state and has been discussed in disordered systems
such as the superconducting vortex lattice [29]. Also the
typical energy scale, i.e., pinning frequency ωp, appears,
and it creates a gap in phason dispersion.
Although these accumulated knowledge is helpful to
understand the disordered SkX, there are several new
2features distinct from CDW, SDW, vortex lattice, and
Wigner crystal. (i) The gyrodynamics due to the topo-
logical skyrmion number relates the x- and y-components
of the SkX displacement as the canonical conjugate pair
[30], and hence its dispersion becomes ωq ∝ q2 in sharp
contrast to the cases of CDW and SDW. Although this
feature is common with the vortex lattice and Wigner
crystal, the phason is overdamped in the vortex lattice
and not well defined, while it is underdamped in SkX [30].
Wigner crystal is more similar to SkX, but the magnetic
properties are unique to SkX. (ii) There are nonrecip-
rocal nature of dynamics and electromagnetic responses,
i.e., the difference between parallel and anti-parallel to
the external magnetic field B, which is closely related
to the chirality of the system. This can be detected by
e.g. the directional propagation of magnetic collective
modes as well as the directional dichroism analogous to
that observed in insulating multiferroics [31]. (iii) As
the external magnetic field B increases, there occurs the
first-order topological phase transition from HMS to SkX
state, which offers a unique opportunity to compare var-
ious physical properties in these two cases as shown in
Fig. 1. Namely, HMS (topologically trivial) is similar
to the conventional SDW, while the SkX is character-
ized by the nontrivial topology. Already the orders of
magnitude difference in the threshold current density jc
has been reported experimentally [15, 17], and theoreti-
cally analyzed [30]. (iv) It is also possible to compare the
two-dimensional thin film sample and three-dimensional
single crystal sample of the same material. The pinning
properties depend strongly on the dimensionality, and
this comparison provides useful information.
As for the impurity effects on SkX, there have been
previous works that discuss the pinning-depinning tran-
sition and the movement of skyrmions [32–37]. These
works study the non-equilibrium dynamics of skyrmions
in terms of numerical simulation. On the other hand, the
glassy nature of SkX below the critical current density
has still remained to be explored both theoretically and
experimentally. In this paper, we study the disorder ef-
fect on SkX and HMS in terms of replica field theory orig-
inally developed for spin glass and later applied to CDW,
SDW, vortex lattice, and Wigner crystal [24–28, 38, 39].
The present theory provides predictions on the domain
size ξp, threshold current density jc, pinning frequency
ωp, nonreciprocal dispersion of phasons, ac conductivity
σxx(ω) and σxy(ω), ac magnetic susceptibility χµν(q, ω),
and relaxation time T1 in µSR and NMR, in terms of the
strength of the impurities and their density. The com-
parison between two and three dimensions, together with
the SkX state and HMS are summarized in Tables I, II
and III.
FIG. 1: Illustrations for (Top) disordered magnetic SkX and
(Bottom) disordered HMS in two dimensions. Color grada-
tions indicate the spatially varying phase, whose characteris-
tic length scale is ξp defined in Eq. (15).
II. EFFECTIVE ACTION AND GREEN
FUNCTION FOR DISORDERED SKYRMION
CRYSTALS
We begin with the Hamiltonian for the two (d = 2) and
three (d = 3) dimensional chiral ferromagnets (FM) with
Dzyaloshinskii-Moriya (DM) interaction in the presence
of pinning potentials: H = HDMFM + Hpin. The ferro-
magnetic part HDMFM contains the symmetric Heisen-
berg exchange −JSi · Sj between the nearest neigh-
bor spins Si and Sj, and antisymmetric DM interaction
D · (Si ×Sj) with D pointing to the direction along the
bond [7, 8]. This Hamiltonian describes chiral magnets
with cubic symmetry such as MnSi. We also consider the
external magnetic field B. Assuming that the character-
istic length scale for a magnetic texture is much longer
than the lattice constant, we obtain the following Hamil-
tonian [40]
HDMFM =
∫
dr
ad
[
Ja2
2
(∇S)2 +DaS · (∇ × S)− gsµBBSz
]
,
(1)
Hpin =
∫
dr
ℓd
V (r)(Sz)2, (2)
where D = |D|, gs ≃ 2 is the g-factor and µB is the
Bohr magneton. The magnetic field is applied along the
z axis. The impurity or disorder effect enters through
3the pinning potential V . The length a is a lattice con-
stant and ℓ (> a) is an averaged distance between impu-
rities. In real materials, the impurities or defects do not
break the time-reversal symmetry, and then the simplest
form of the disorder potential is a form of random mag-
netic anisotropy which is bilinear in S. For simplicity,
we take only the z-component as in Eq. (2), which pins
each skyrmion at its center. We assume that the impu-
rity potential V has a Gaussian distribution and satisfies
V (r)V (r′) = V 2impℓ
dδ(r − r′) where overline means the
impurity average. We note the relation V 2imp ≃ V (r)2.
We expect Vimp ∼ J , since impurity effects considered
in this paper may enter through the lattice defect which
modifies interactions. In the following, we concentrate
on SkX. The results for HMS are given in Appendix B,
and we will compare the results between SkX and HMS
in Sec. V.
The spin moment for skyrmion spin texture is charac-
terized by a hexagonal pattern in the magnetic structure
factor [12], and is given by [41, 42]
S = S
3∑
i=1
[ηiQˆi +
√
1− η2ini], (3)
ni = zˆ cos(Qi · r + φi) + Qˆi × zˆ sin(Qi · r + φi), (4)
where the three helical spin structures are superposed.
The wave vectors are defined by Qˆ1 = (−
√
3xˆ − yˆ)/2,
Qˆ2 = (
√
3xˆ − yˆ)/2, and Qˆ3 = yˆ. The magnitude
Q ≡ |Qi| = D/Ja characterizes the size of magnetic
skyrmions. Here we have introduced the phason field
φi, which describes the low-energy dynamics of SkX, and
the other field ηi is its canonical conjugate variable. The
field variable φi represents a modulation of helix along
Qi where the spins are directed inside the plane perpen-
dicular to Qi, and ηi corresponds to a tilt of the spin
moment from this plane [41, 42].
The elementary excitation at low energy and at long
wavelength is described by two-component phason fields
defined by φx = (−φ1 + φ2)/
√
2 and φy = (−φ1 − φ2 +
2φ3)/
√
6, which are regarded as local displacement fields
by multiplying Q−1. The similar linear combinations also
apply to ηi, which defines ηx and ηy. There is also the
symmetric (breathing) part φs = (φ1+φ2+φ3)/
√
3, but
its dynamics is absent in the low-energy theory of pha-
sons and is not important [42]. Furthermore, the DM
interaction along z direction, which is a source of nonre-
ciprocity discussed in this paper, does not have influence
on this symmetric part of phason. For these reasons we
here neglect it.
Assuming that the spatial modulation of φi and the
magnitude of ηi are small, we can write the low-energy
effective Hamiltonian as
HDMFM ≃
∫
dr
ad
∑
αβ
[
JS2a2
2
δαβ(∇φα)
2 +
1
2
ηαg
−1
βα(−i∇)ηβ
]
,
(5)
gˆ−1(q) = JS2a2Q21ˆ + 3iDS2aqz ǫˆ, (6)
where the suffices α, β indicate x and y. We have in-
troduced the antisymmetric tensor ǫxx = ǫyy = 0,
ǫxy = −ǫyx = 1. Putting the Berry phase term with
imaginary time representation [30, 42, 43]
SB = ~S
∫
dr
ad
∑
αβ
∫ ~/kBT
0
dτ
[
9i
8
φαǫαβφ˙β − 3i
2
ηαδαβφ˙β
]
(7)
together, we obtain the effective action in the low-energy
limit as S = SB +
∫
dτHDMFM for clean systems. Here
T is a temperature. The first term in Eq. (7) is specific to
SkX [30]. The topological property characterized by the
numberNSkX = (4π)
−1 ∫ dAn·(∂xn×∂yn) is responsible
for this term, where the integral
∫
dA is performed over
the two-dimensional area and n = S/S. With this low-
energy effective action, the partition function is given by
Z =
∫
D{φα}D{ηα}e−S /~. The functional integral with
respect to ηα can be performed without approximations,
and then only the phason modes need to be considered.
By combining the pinning potential given in Eq. (2)
with the above model, we can obtain the effective action
that determines the low-energy dynamics in the presence
of disorder effects. Using the replica field theory com-
bined with a Gaussian variational approximation [24, 27,
39], we obtain the response functions, whose derivations
are summarized in Appendix A. Thus the phason Green
function Gαβ(q, ω) = 〈φα(q, ω)φβ(−q,−ω)〉/ad~ is given
by
Gˆ
−1(q, ω) =
[
JS2a2q2 − 9J~
2
4D2
ω2 +Σ1 − iΣ2~ω
]
1ˆ
+
[
9iS~
4
ω +
27iJ2~2a
4D3
ω2qz
]
ǫˆ, (8)
for ω > 0, where we have introduced the static self-energy
Σ1 and the damping part iΣ2~ω valid for ω → 0. The
qz-linear term in Eq. (8) (also in Eq. (6)) appears only
for d = 3 and vanishes for d = 2. It represents the mir-
ror symmetry breaking along z (magnetic field) direction.
Note that this term is characteristic for SkX where three
helices are superposed, and is not found in the single helix
state. With use of this Green function, we can also explic-
itly write down the Green function Fαβ = 〈ηαηβ〉/ad~ for
the η-field as
Fˆ (q, ω) = gˆ(q) +
(
3S~ωgˆ(q)
2
)2
Gˆ (q, ω), (9)
where gˆ(q) corresponds to a static susceptibility. Equa-
tion (9) can be derived if one starts from the action before
performing the integration with respect to η-field. The
4self-energy coefficients are
Σ1 =
(
3V 2impSa
3
4πJ3/2ℓ3
)2
, (10)
Σ2 =
√
9JΣ1
D2
+
(
9S
4
)2
≃ 9S
4
, (11)
Σ
(2D)
1 =
3V 2impS
2a2
2πJℓ2
, (12)
Σ
(2D)
2 =
√
9JΣ1
2D2
+
(
9S
4
)2
≃ 9S
4
. (13)
We have neglected the high-order ω2qz term in evaluating
the self-energy. In the final expression for Σ2, we have
kept the leading order term by taking the weak disorder
limit as Σ1 → 0.
The form of the damping coefficient Σ2 in Eqs. (11)
and (13) originates from the first term in Eq. (7) related
to the topological property of SkX. The value Σ2 ∼ S is
much enhanced compared to the case without this term,
i.e. the case of HMS (see Appendix B), for weak impu-
rities. This is due to the dramatic change in the energy
dispersion for phasons in the presence of the topological
term (see Sec. III and Fig. 2), which creates a large num-
ber of low-energy states that are involved in the damping
process. We note that the damping becomes zero if we
take the impurity potential Vimp as zero, since this ω-
linear form of the self-energy is derived for frequencies
much smaller than the characteristic pinning frequency
ωp which goes to zero when Vimp → 0 as discussed in the
next.
The static part of self-energy introduces new en-
ergy and length scales. To see these quantities, we
first consider the Euler-Lagrange equation of motion∑
β G
−1
αβ (i∇,−i∂t)φβ(r, t) = 0. For the low-lying ex-
citation mode without spatial modulation, the equa-
tion of motion has the form of the damped oscillator
φ¨α + 2ζωpφ˙α + ω
2
pφα = 0 where ωp and ζ (> 0) are pin-
ning frequency and dimensionless damping ratio. The
specific forms of these constants are
~ωp =
2
√
2Σ1
9S
, ζ =
1√
2
. (14)
The resonance frequency is
√
1− ζ2ωp which can be de-
fined for ζ < 1, and the damping rate is given by ζωp.
Namely, the phasons for SkX are located in the under-
damped regime near the critically damped case at ζ = 1.
These expressions are valid for both d = 3 and d = 2, and
the explicit parameter dependences of pinning frequen-
cies are summarized in Tab. I. The pinning frequency for
d = 3 (ωp ∝ V 4impℓ−6) is strongly dependent on Vimp and
ℓ, and is smaller than the one in the two-dimensional
case (ωp ∝ V 2impℓ−2) for weak impurity potentials. Intu-
itively this behavior can be understood as follows: in two
dimensions the skyrmion can be pinned by a point-like
pinning center. On the other hand, in three dimensions,
we have the skyrmion strings each of which is pinned
by impurities, but the segment between pinned points
can be modulated. Thus the pinning is effectively much
weaker in three dimensions.
The static part Σ1 also defines a new characteristic
length scale called pinning length ξp given by
ξp = a
√
JS2
Σ1
∼ a
(
Jℓd/2
Vimpad/2
) 2
4−d
, (15)
which is also listed in Tab. I. We can show that this
length scale represents the collective pinning by weak im-
purities [21, 22, 26]. To demonstrate this in the context
of magnets, we first introduce the energy density from
the spatial modulation with the length scale ξ caused by
impurities:
E(ξ) =
JS2
ξ2ad−2
−
√
(VimpS2)2nimpξd
ξd
. (16)
Here nimp ∼ ℓ−d is the impurity density. The first and
second terms are energy loss of the ferromagnetic inter-
action and energy gain due to the impurity potential,
respectively. One can see that the pinning length ξ ∼ ξp
minimizes this energy density. Thus the present Gaus-
sian variational approximation used in the replica field
theory is valid for weak-pinning regime with ξp ≫ ℓ.
From Tab. I, we have the ratio ξp/ℓ ∼ (Vimp/J)2(a/ℓ)2
in d = 3, which indicates that the system is located in
the weak pinning regime for a ≪ ℓ and Vimp ∼ J . In
d = 2, we have the relation ξp/ℓ ∼ Vimp/J and there is
no a/ℓ factor. Thus the pinning length for d = 3 is much
longer than that for d = 2, corresponding to the smaller
pinning frequency in d = 3 than in d = 2.
At the end of this section, we comment on a nature
of the Bragg glass. While the static properties are ba-
sically similar to the ones in the previous works for vor-
tex lattice [25, 44], let us take a look at this behav-
ior based on our model. The mean squared phason
field variable, meaning the roughness, are calculated as
B(r) ≡ 〈[φα(r)− φα(0)]2〉 ≃ (4 − d) ln(r/ξp) at large
distance with r ≫ ξp. This logarithmic growth is char-
acteristic for the Bragg glass. With this quantity, we
can obtain the impurity-averaged spin correlation func-
tion as 〈S(r) · S(0)〉 ≃ 3S2(r/ξp)−(4−d)/3 which shows
the power-law decay. Because of this slowly decaying
property, the Bragg glass state is referred to as a qua-
siordered state [25]. Correspondingly, the Fourier trans-
formed quantity also shows a power-law behavior, which
can be measured by elastic neutron scattering measure-
ment as in the vortex lattice [29]. For chiral magnets, the
pinned crystal states have been identified experimentally
[12, 17] and theoretically [34] at small pinning poten-
tial, which is expected to be the skyrmion Bragg glass
discussed in this paper. In contrast, for a perfect crys-
tal B(r) ≃ const. is satisfied and the Fourier transformed
magnetic form factor becomes a delta function in q-space.
With stronger disorder effects, on the other hand, we can
5have a power-law increase in the function B(r), which re-
sults in an exponential decay of the spin correlation func-
tions. These two cases are clearly distinguished from the
Bragg glass state.
The existence of Bragg glass has been debated over
the years. While there have been supports for the exis-
tence after the proposal of this state in three dimensions
[29, 45, 46], the renormalization group theory suggested
the absence of the Bragg glass even in the three dimen-
sions: the perturbative analysis for the XY model shows
the lower-critical dimension dlc ≃ 3.9 [47, 48], which is far
beyond d = 3. There is a counter argument that this con-
clusion relies on the perturbative analysis around the crit-
ical point and the higher-order perturbations will modify
the critical dimension into dlc = 2 [49]. On the other
hand, the non-perturbative scaling analysis has also been
performed to give dlc ≃ 3.8 [48, 50]. Here, the truncated
version of functional renormalization group equations has
been used, which however may differ from results ob-
tained for the non-truncated version [49]. Recently, the
existence of Bragg glass has been further supported by
theoretical and experimental investigations for density-
wave glasses [51–53].
In two dimensions, on the other hand, it is naively
expected that the generation of dislocations, or vortices
in phason field variables, can occur under the presence
of disorders and can change the picture of quasiordered
state [45, 54, 55]. However, the characteristic length scale
for dislocations is shown to be much longer than the pin-
ning length, and there can be a wide region where the
Bragg glass behavior is observed [25, 54, 56]. Indeed, the
pinned Wigner crystal state has been interpreted as a
quasi-Bragg glass state in two dimensions [28]. In d = 3,
the dislocation loop energetically costs much more than
the d = 2 case, and the Bragg glass state can be more
robustly present [25].
III. NONRECIPROCITY IN DISPERSION
RELATION
Here we discuss the dispersion relation of phasons,
which is determined by the poles of the Green functions
in Eq. (8). Let us first consider the clean case without
impurities. For the three dimensional SkX, we have two
kinds of excitation modes and can write the dispersions
at small wave vectors as
~ωlow(q) ≃ 4Ja
2S
9
q2 − 16J
3a4S
81D2
q4 − 16J
4a5S
27D3
q4qz +O(q
6),
(17)
~ωhigh(q) ≃ D
2S
J
+ 3DaSqz +
4Ja2S
9
q2 + 9Ja2Sq2z +O(q
3).
(18)
The quadratic form in the low-energy branch at small q is
characteristic for SkX [30], and the schematic illustration
for the dispersion relations are shown in the left panel of
Fig. 2. This behavior originates from the Berry phase
term connecting the field variables φx and φy in Eq. (7),
with which a rotational motion is generated [30].
In Eqs. (17) and (18), we keep the lowest-order terms
with respect to qz, which represents the nonreciprocity
along magnetic field (z) direction characteristic for SkX
in d = 3. For the lower energy branch ωlow, the qz term
appears in the form q4qz . This is because the presence of
qz-linear term makes the energy negative to cause insta-
bility, and is not allowed. For the higher ωhigh branch,
on the other hand, the qz-linear term can appear. The
minimum of the frequency ωhigh(q) is lowered by this qz-
linear term, and the energy shift is estimated as
~∆ωhigh ∼ D
2S
J
(19)
which is similar to the ferromagnetic state (see Appendix
D). If this bottom of the dispersion relation touches the
zero energy by e.g. tuning DM interaction along z-
direction, the instability toward modulation along z di-
rection will occur. For two dimensions, we get the dis-
persion relations by disregarding the qz-dependent terms,
and nonreciprocal nature does not arise in the xy-plane
[42]. The absence of nonreciprocal dispersion applies also
to HMS (see Appendix B). Thus the qz terms in the dis-
persion relation in three dimensional SkX shows a sharp
contrast with SkX in d = 2 and HMS in d = 2, 3.
In the presence of impurities, the lower excitation spec-
trum has a peak at finite frequency, and the dispersion
relation ω′low(q) is defined as
~ω′low(q) ≃ ~ωp −
4
√
2J2aΣ21
27D3S3
qz +
4Ja2S
9
q2 +O(q3),
(20)
where we have neglected the attenuation to visualize
the dispersion relation. The qz-linear term can now be
present since the energy gap is generated from impurity
pinning, and the excitation energy remains finite even
with this term. This is illustrated in the right panel of
Fig. 2. The shift of minimum position in the ω′low branch
due to the qz-linear term is estimated as
~∆ω′low ∼
J3Σ41
D6S7
(21)
which is very small compared to ~ωp in the weak disorder
case. For ωhigh, the effect of impurities does not enter in
the leading order.
Physical intuition about these excitation modes can be
obtained by analyzing the equations of motion in the uni-
form limit with q = 0. These equations are easily solved,
and one can see that the above two modes ω′low and ωhigh
correspond to the clockwise and counter clockwise mo-
tions with the frequencies ω′low = ωp and ωhigh =
D2S
~J .
These clockwise and counter clockwise natures are also
reflected in the signs of the qz-linear terms as in Eqs. (18)
and (20).
6FIG. 2: Schematic pictures of dispersion relations along qz
direction for the three dimensional SkX in (Left) clean case
and (Right) dirty case. The dispersion relation in the Right
panel is determined by the peak positions of the response
functions.
IV. RESPONSE FUNCTIONS
A. Local magnetic response
Let us consider the magnetic response of SkX. We first
define the real-space dynamical magnetic susceptibility
by χµν(r, r′, t) = 〈Sµ(r, t)Sν(r′, 0)〉. We can rewrite it
in terms of dynamical phason variables in the lowest or-
der. The Fourier transform with respect to relative coor-
dinates is given by
χµν(q, ω) ≃ S
2
Q2
∑
ij
Qµi Q
ν
j 〈ηi(q, ω)ηj(−q,−ω)〉
+
S2
4
∑
iσ
nµiσn
ν
i,−σ 〈φi(q − σQi, ω)φi(−q + σQi,−ω)〉
(22)
where µ, ν = x, y, z and niσ = zˆ− iσQˆi× zˆ with σ = ±1.
The spatially fast oscillating part has been dropped and
ω > 0 is assumed. We also define the quasi-local mag-
netic response function by χµνloc(ω) = Ω
−1∑
q χ
µν(q, ω)
with Ω being a volume of the system, which has the form
χµνloc(ω) ≃ δµν(δµx + δµy + 2δµz)
~adS2
2Ω
∑
q
Gxx(q, ω).
(23)
Since the relation η ∼ ωφ holds from the canonical con-
jugate relation for a dynamical part, we have neglected
the η-field contributions which are small at low frequen-
cies. Neglecting also the qz-linear term that appears as a
higher-order contribution, we obtain the imaginary part
of local magnetic susceptibility for three dimensions as
Imχzzloc(ω) ≃
~
2Σ2ω
8πJ3/2S
√
Σ1
, (24)
and for two dimensions
Imχ
(2D)zz
loc (ω) ≃
~
2Σ2ω
4πJΣ1
. (25)
(a) (c)
(b) (d)
(e)
(g)
(f)
(h)
FIG. 3: Frequency dependences of local magnetic response
functions for (a) SkX in d = 3, (b) SkX in d = 2, (c) HMS in
d = 3, and (d) HMS in d = 2. The electrical conductivities
are also shown for (e) SkX in d = 3, (f) SkX in d = 2, (g)
HMS in d = 3, and (h) HMS in d = 2. The typical parameters
for MnSi are used for the plots (see Sec. V).
With these expressions the local magnetic relaxation rate
is derived as
1
T1T
=
A2kB
~3
lim
ω→0
Imχzzloc(ω)
ω
, (26)
where A is a ‘hyperfine’ interaction parameter which has
the dimension of energy. The detailed expressions for lo-
cal magnetic relaxation rate are summarized in Tab. I.
When the disorder effect becomes weaker, the magnetic
relaxation rate is increased because of the more low-
energy state density of phasons that are involved in the
relaxation process. The typical frequency dependences of
local magnetic spectrum for three and two dimensional
SkX are also shown in Figs. 3(a) and (b), which have
peaked structures around ω = ωp reflecting a resonance
at pinning frequency (see Sec. V for a choice of parame-
ters).
7B. Dynamical coupling to uniform external fields
We consider the coupling between skyrmion spin tex-
ture and external electromagnetic fields. This can be
obtained in a manner similar to the discussion for CDW,
where the dynamics of phasons carry the electrical cur-
rent [58]. For a triple helix structure of SkX, we super-
pose the results for the single helix case which are derived
by picking up the lowest-order electron bubble contri-
bution (see Appendix C). We then obtain the following
couplings with uniform electric and magnetic fields in the
action:
Sext =
∫
dtdr
[
e~2∆2N ′′(0)Q√
6mad
φ ·E −
√
6gse~S
4mad
η ·B
]
,
(27)
where we have defined the vectors φ = (φx, φy, 0) and
η = (ηx, ηy, 0). The mean-field for electrons is given by
∆ = 12JHS with JH being a Hund coupling from Coulomb
repulsive interaction, and N(0) is the density of states at
Fermi level. We note the relation N ′′(0) ∼ ε−3F where
εF ∼ ~2ma2 is the Fermi energy.
The electrical conductivity σαβ is defined by the rela-
tion jα =
∑
β σαβEβ , and is given by
σαβ(ω) = a
d
(
e~2∆2N ′′(0)Q√
6mad
)2
iωGαβ(0, ω). (28)
The typical frequency dependences for d = 3 and d = 2
are plotted in Figs. 3(e) and (f), respectively (see Sec. V
for a choice of parameters). The spectrum has a peaked
structure at ω ≃ ωp, and the conductivity becomes zero
when the frequency approaches to zero. This is a typical
behavior of the pinned state of elastic media [21, 28]. It
is characteristic for d = 2 that the two resonance peak
structures can be seen in the dynamical spectral func-
tions as shown in Fig. 3(f). This is because the pinning
frequency ωp is comparable to the higher energy branch
(∼ D2S/J) in dispersion relation shown in Fig. 2. In
contrast, the two energy scales are much separated in
the three dimensional SkX as shown in Fig. 3(e), since
the pinning frequency in d = 3 is much smaller than in
d = 2 as discussed before. We note that the low-energy
properties for SkX (and also for HMS) are gapless since
the conductivity behaves as σ(ω) ∝ ω2. This is similar
to the behavior of the Bose glass [57].
Next we consider the magnetic response functions. The
dynamical susceptibility defined by Mα =
∑
β χαβBβ ,
where M is the magnetization per unit volume, is given
by
χαβ(ω) = a
d
(√
6gse~S
4mad
)2
Fαβ(0, ω), (29)
where F is defined in Eq. (9). We can also have the
cross term representing the magnetoelectric effect: Mα =
χMEαβ Eβ . The response kernel has the form
χMEαβ (ω) =
3gse
2
~
4∆2N ′′(0)
8m2Da2d−2
iωGαβ(0, ω). (30)
These response functions (σαβ , χαβ , χ
ME
αβ ) at ω = ωp in
the weak disorder limit are listed in Tab. I. While the pin-
ning frequency is sensitively dependent on the dimension
of system, the response functions at resonance frequen-
cies are not the case. This insensitivity is characteristic
for SkX, where the ω-linear term appears in Green func-
tions due to their topological properties. In contrast, the
values are dependent on the dimensionality for HMS (see
Tab. II). A further comparison between SkX and HMS is
given in Sec. V.
C. Directional dichroism in three dimensional SkX
We can also show that a directional dichroism, where
the responses to external electromagnetic waves propa-
gating in the directions +q and −q are different, ap-
pears along the magnetic field direction (parallel to zˆ)
for the three dimensional SkX. In the realistic situation,
since the conductivity from conduction electrons is much
larger than the one from phason contribution, and also
the electromagnetic field is reflected and cannot pene-
trate through the sample, we expect the possible obser-
vation in insulating compounds.
Noting the relations E = −∂tA and B = ∇ × A,
the dynamical coupling term (27) can be rewritten in
terms of vector potential. We then obtain the current
in the form jµ =
∑
ν ΠµνAν with µ, ν = x, y, z. For
q = (0, 0, qz), i.e. the light propagating along z-direction,
only the kernels Πxx,Πyy,Πxy,Πyx are finite and are
given by the following 2× 2 matrix:
Πˆ(qz , ω) = a
d
(√
6gse~S
4mad
)2
q2z gˆ(qz) + a
d
[
e~2∆2N ′′(0)Q√
6mad
1ˆ +
3
√
6gse~
2S2
16mad
iqz gˆ(qz)ǫˆ
]2
ω2Gˆ (qz , ω), (31)
which produces the difference between the responses for +qz and −qz. Let us estimate the magnitudes of the
8directional dichroism at the resonance frequencies where
the response function becomes maximum. We use the
relation ω = c|qz| with c being the speed of light and
assume that the polarization of light is along x-direction.
We can then write down the ratio between the energy ab-
sorption coefficients for the lights having the wave vectors
+qz and −qz as
ImΠxx(−ω/c, ω)
ImΠxx(+ω/c, ω)
≡ 1 + r(ω)
1− r(ω) . (32)
The effect of directional dichroism is maximized when
r ∼ 1. For a typical value of ω, we choose ω = ωp and ω =
D2S
J~ which correspond respectively to the characteristic
energies for lower (ωlow) and higher (ωhigh) branches in
the dispersion relations shown in Fig. 2. The quantity r
for each case is estimated as
rlow ≡ r(ωp) ∼
V 4imp
SD3J
(a
ℓ
)6( εF
JH
)2
vF
c
, (33)
rhigh ≡ r(D2SJ~ ) ∼
J
SD
(
εF
JH
)2
vF
c
. (34)
where we have used the expressions for the Fermi en-
ergy εF ∼ ~2ma2 and Fermi velocity vF ∼ ~ma for an order
estimation. The value of rlow should be much smaller
than the unity because of the factor (a/ℓ)6. Hence the
directional dichroism is more likely to be observed in the
higher-energy ωhigh branch. Let us also estimate the
value of the absorption coefficient. The intensity I of
light decays as I = I0e
−αx with x being a distance that
the light travels inside the material. The coefficient α for
both ωlow and ωhigh branches is given by
α =
Reσxx(
D2S
J~ )
cǫ0
∼ S
3
a
(
e2
4πǫ0~c
)(
JH
εF
)4(
D
J
)2
,
(35)
where ǫ0 is a permittivity of vacuum. As shown in the
next section, a moderate absorption coefficient α can be
obtained for three dimensional SkX.
If we take q ⊥ zˆ, the directional dichroism does not
appear in our model. On the other hand, it has been
suggested that such an effect can be detected by the
light propagating along the xy-plane [59] by assuming the
cubic symmetry of the crystal. However, this material-
specific effect is not included in the present model. Our
directional dichroism discussed here is rather related to
the general feature of the three dimensional SkX, and is
not specific to a particular material.
V. DISCUSSION
As discussed above, we have clarified the characteris-
tic properties for SkX in the presence of disorders. In
order to make a closer connection with real materials,
it is useful to estimate typical values of the parameters
and physical quantities. Let us first consider the dis-
tance ℓ between impurities, which can be estimated from
the critical current density jc for SkX realized in metal-
lic compounds such as MnSi. To do this, we consider
the energy density for spin-transfer torque introduced by
external current [30, 42]:
Hext =
B
Q
∫
dr
ad−3
∑
αβ
ǫαβ(Sjext,α)φβ (36)
We have introduced the uniform emergent magnetic field
B ∼ Q2~/|e|, which corresponds to the number density
of skyrmions. Within this expression, the anisotropy for
jc does not appear. At the critical current density j = jc,
this energy is put equal to the pinning energy given in the
second term of the right-hand side in Eq. (16). This is
similar to the estimation for the electric-field depinning of
CDW with weak impurities [22]. We obtain the relation
BSjc
Qad−3
∼ VimpS
2
(ξpℓ)d/2
. (37)
Based on this, the expressions of critical current densities
for three and two dimensions are obtained and are listed
in Tab. I. As in the pinning frequency, the critical cur-
rent density for d = 3 also becomes much smaller than
the one in d = 2. With increasing the size of skyrmions,
i.e. Q→ 0, the energy supply from the external current
decreases because of B ∝ Q2 as seen in Eq. (37), which
leads to the larger critical current density. This is in
sharp contrast with the ordinary density waves, where
the critical current density becomes smaller when the
modulation period increases since the driving force is not
dependent on the period.
The relation in Eq. (37) is used to estimate the dis-
tance ℓ between impurities. For the SkX phase in the
three dimensional material MnSi, we take J ≃ 13meV,
D/J = 0.1 [60, 61] and S = 0.1. The characteristic
energy scale ωhigh for the higher-energy phason mode is
given by D2S/J (see Fig. 2), whose relevant frequency is
∼ 1GHz. We also use the lattice constant a = 2.9 A˚ [61],
and assume Vimp ≃ J for the impurity potential. With
the experimental critical current density jc = 10
6A/m2
[15, 17], we obtain ℓ ∼ 1 nm. The pinning frequency and
length in three dimensional SkX are then ωp/2π ∼ 106Hz
and ξp ∼ 103 nm, respectively, indicating that the sys-
tem is well located in the collective or weak pinning
regime (ξp/ℓ ∼ 103). For two dimensions, the depen-
dences of pinning frequency on the potential Vimp and
the distance ℓ is weaker compared to the d = 3 case,
which results in the shorter pinning length ξp/ℓ ∼ 101.
Hence the two-dimensional SkX is nearly located at the
edge of the region where the weak-pinning approxima-
tion can be applied. The shorter pinning length corre-
sponds to the larger pinning frequency which is the order
of ωp/2π ∼ 109Hz comparable to D2S/~J . This is the
reason why we see the two resonance peaks in σ(ω) with
a single window as shown in Fig. 3(f).
9SkX ωp ξp 1/T1T Reσ(ωp) Reχ(ωp) Reχ
ME(ωp) jc
d = 3
V 4impS
3a6
~J3ℓ6
J2ℓ3
V 2impa
2
A2kBℓ
3
~V 2impSa
3
e2S3J4HD
2
~aε4FJ
2
e2aε2FJ
~2D2
e2SJ2H
~εFD
|e|Sa4V 4imp
~ℓ6DJ2
d = 2
V 2impS
3a2
~Jℓ2
Jℓ
Vimp
A2kBℓ
2
~V 2impSa
2
e2S3J4HD
2
~ε4FJ
2
e2a2ε2FJ
~2D2
e2SaJ2H
~εFD
|e|SV 2imp
~ℓ2D
ratio
(
Vimp
J
)2 (
ℓ
a
)
−4 (
Vimp
J
)
−1 (
ℓ
a
)2
ℓ
a
a−1 a−1 a−1
(
Vimp
J
)2 (
ℓ
a
)
−4
TABLE I: Dependencies of physical quantities on the parameters (J,D, a, S, Vimp, ℓ, εF, JH) included in the theory of the
disordered SkX. Here we omit the constant factors. The results for the clean limit without disorders can be derived by taking
the limit Vimp → 0 or ℓ → ∞.
HMS ωp 1/T1T Reσ(ωp) Reχ(ωp) Reχ
ME(ωp)
d = 3
DV 2impSa
3
~J2ℓ3
A2kB
~DJS
e2S3ℓ3J4HD
3
~a4ε4FJV
2
imp
e2aε2FJ
~2D2
e2Sℓ3J2HJ
~a3V 2impεF
d = 2
DVimpSa
~Jℓ
A2kBℓ
~VimpSDa
e2S3ℓJ4HD
3
~aε4FVimpJ
2
e2a2ε2FJ
~2D2
e2SℓJ2H
~εFVimp
ratio
Vimp
J
(
ℓ
a
)
−2
Vimp
J
(
ℓ
a
)
−1 (
Vimp
J
)
−1 (
ℓ
a
)2
a−1 a−1
(
Vimp
J
)
−1 (
ℓ
a
)2
a−1
TABLE II: Analogous table to Tab. I but here for helimagnets. The expression for ξp in helimagnets is same as that in SkX
and is not shown.
As emphasized in the introduction, it is characteristic
for chiral magnets that the physical quantities in SkX
and HMS can be directly compared, which is not the
case for the other disordered systems such as CDW, vor-
tex lattice and Wigner crystals. This situation leads us
to a deeper understanding of the pinned elastic media.
We summarize the results for HMS in Tab. II (see Ap-
pendix B for derivation). The dynamical quantities (local
magnetic spectrum and conductivities) are also plotted
in Figs. 3(c), (d), (g), (h), where the single peak appears
in the spectrum as is different from SkX. This is because
there is only one phason field variable and the dispersion
relation has only one branch as shown in the dotted line
in the left panel of Fig. 2. It is characteristic for three
dimensional HMS that there is no ω dependence in local
magnetic spectrum as shown in Fig. 3(c), which is re-
lated to the fact that the HMS in d = 3 is located at the
critically damped case with ζ = 1 in our model.
The ratios between the quantities in SkX and HMS
are also given in Tab. III. First let us look at the pin-
ning frequency in Tab. III for d = 3. Since the ratio
is given by ωSkXp /ω
HMS
p ∝ (Vimp/J)2(a/ℓ)3 with the re-
lations a ≪ ℓ and Vimp ∼ J , the pinning frequency is
substantially reduced once we enter the SkX phase from
HMS. This change is a consequence of the gyro dynamics
that appears only in SkX. In contrast, the pinning length
is determined by the statics in the limit ω → 0, and is
nearly unaffected except for a constant factor. In d = 2
the ratio is ωSkXp /ω
HMS
p ∝ (Vimp/J)1(a/ℓ)1, which also
suggests the reduced pinning frequency in SkX, but the
difference is much milder than the d = 3 case.
The change in dynamics between SkX and HMS is re-
flected also in different local magnetic responses. For
SkX, the local magnetic relaxation rate has the form
1/T1 ∝ V −2impℓ3 for d = 3 and ∝ V −2impℓ2 for d = 2. On the
other hand, 1/T1 for HMS has a weaker dependence on
the impurity profiles, and notably the HMS in d = 3 has
no dependence on impurities. This results in an enhanced
local magnetic relaxation rate 1/T1 in SkX compared to
HMS. The enhancement of 1/T1 originates from the dif-
ference of the low-lying energy modes which are ω ∼ q2
for SkX and ω ∼ |q| for HMS, where the quadratic dis-
persion creates the more low-energy states.
According to Tab. III, for ac conductivity (σ) and mag-
netoelectric susceptibility (χME), the ratio between SkX
and HMS are sensitively dependent on the impurity pro-
files, while the magnetic susceptibility (χ) is not. This
is because the phason field φ is directly involved in the
expression of σ and χME as in Eqs. (28) and (30), and
the low-energy dynamics is much modified by impurities.
For χ, on the other hand, the η-field conjugate to φ is in-
stead relevant, whose Green function is given by Eq. (9)
and has the constant part gˆ. Because of the presence
of this static susceptibility, the low-energy dynamics is
not sensitive to the weak disorders and there is not much
difference between SkX and HMS.
We have also proposed the possible observation of di-
rectional dichroism for three dimensional SkX. By assum-
ing the magnitude relations c/vF ∼ 102, D/J ∼ 10−1 and
JH/εF ∼ 1 in Eqs. (32), (33) and (34), we get rhigh ∼ 1
and expect that the directional dichroism is possibly ob-
served in the higher-energy ωhigh branch. As for the ab-
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SkX / HMS ωp ξp 1/T1T Reσ(ωp) Reχ(ωp) Reχ
ME(ωp)
d = 3
V 2impS
2a3
J2ℓ3
1
DJℓ3
V 2impa
3
V 2impa
3
DJℓ3
1
V 2impa
3
DJℓ3
d = 2
VimpS
2a
Jℓ
1
Dℓ
Vimpa
Vimpa
Dℓ
1
Vimpa
Dℓ
TABLE III: Ratio between physical quantities for SkX and HMS listed in Tabs. I and II.
sorption coefficient α defined by Eq. (35), it is estimated
as α ∼ 10−7a−1. Hence the sample thickness t ∼ 1 mm
that gives αt ∼ 1 is appropriate for detecting the direc-
tional dichroism along the magnetic field direction.
VI. SUMMARY
We have investigated the dynamical properties of the
disordered magnetic skyrmions at low energies by us-
ing the replica field theory combined with the Gaussian
variational approximation. The Green functions for the
phasons, which describes the low-frequency and long-
wavelength behaviors, have been explicitly calculated.
With these quantities, we have obtained the pinning fre-
quency and length specific to the pinned skyrmion states.
The magnetic and electric response functions have been
derived in two and three dimensional skyrmion crystals,
and compared with the results of the topologically trivial
helimagnetic state to illuminate the characteristic prop-
erties of magnetic skyrmions in the presence of disor-
ders. The difference of the low-energy glassy properties
between these two states is prominent, and hence the
chiral magnets are regarded as a unique system to show
the topological phase transition among the glassy states
by tuning temperature or applied magnetic field, which
provide a deeper understanding for physics of disorders.
These features of disordered magnetic skyrmions should
give a clear distinction from the other physical systems
previously discussed.
Specifically for the three dimensional skyrmion crystal,
we have clarified the nonreciprocal nature of collective ex-
citation modes and their electromagnetic responses along
the direction of external magnetic field. The nonrecipro-
cal properties of chiral magnets put forward a new point
of view for the elastic media, and can be further inves-
tigated in the other related systems such as three di-
mensional vortex lattices in noncentrosymmetric super-
conductors. Our results for pinned regime of skyrmions
can also be a foundation for further exploring the glassy
states and nonreciprocal responses in the moving regime
under the electronic current.
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Appendix A: Derivation of effective action for
skyrmion crystal
Here let us derive the effective action for the disordered
SkX. The effect from pinning potentials is incorporated
by using a replica trick [24–26, 39]. Within this theo-
retical framework, the free energy after averaging over
impurity configuration is evaluated by using the relation
lnZ = limn→0 1n lnZ
n for n ∈ Z. The effective action for
the n-replicated system is written as
Seff =
n∑
a=1
1
ad
∑
qαβ
∫
dτ
[
9i~S
8
ǫαβφaα(q, τ)φ˙aβ(−q, τ) + JS
2a2q2
2
δαβφaα(q, τ)φaα(−q, τ)
+ φ˙aα(q, τ)
(
9~2J
8D2
δαβ − 27i~
2J2aqz
8D3
ǫαβ
)
φ˙aβ(−q, τ)
]
− V
2
impS
4ad
4~ℓd
∑
ab
∫
dr
ad
∫
dτdτ ′
[∑
i
cos (φai(r, τ) − φbi(r, τ ′))
]2
, (A1)
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which describes the low-energy physics of disordered pha-
sons. For analysis, we take the Gaussian variational ap-
proximation [26, 39], in which the system is described by
the action
S0 =
1
2ad
∑
ab
∑
qn
∑
αβ
× φaα(q, ωn) [G−1(q, iωn)]baβα φbβ(−q,−iωn) (A2)
and the variational functional is also defined as Svar =
−~ lnZ0+〈Seff−S0〉0 where Z0 =
∫
D{φα} exp[−S0/~].
The bosonic Matsubara frequency is given by ~ωn =
2πnkBT . We introduce the self-energy from impurities
by the relation (G−1)abαβ = (G
−1
V=0)
ab
αβ − σabαβ , and the sta-
tionary condition of variational functional with respect
to the self-energy σ gives a set of equations to determine
the Green function. Finally, the Green function of the
original system is given by Gαβ = limn→0 1n
∑
aG
aa
αβ .
Physically n replicas represent many metastable states
induced by impurities, and have similar properties:
Gaa = G0. As for the off-diagonal elements of the Green
function, one possible situation is that these replicas are
symmetric and the correlation functions between repli-
cas are not dependent on replica index: Gab = G1 for
a 6= b (replica symmetric solution). However, it has
been known that this solution is unstable for two and
three dimensions [39]. Hence we need to consider the
replica symmetry broken solution. By assuming the hi-
erarchical replica symmetry breaking ansatz [38], the off-
diagonal components can be labeled by the one param-
eter u ∈ [0, 1]. This procedure is proven to be exact in
the Sherrington-Kirkpatrick model for a spin glass [62].
The self-energy can be written in the form σ(iωn) =
Σ1(1 − δn0) + I(iωn) with I(iωn → 0) = Σ2~|ωn|, which
is finite only for the diagonal component [28]. Assuming
the full replica symmetry breaking solution, we obtain
an explicit form of the self-energy after straightforward
calculation similar to Refs. [26] and [28]. The equations
that determine Σ1 and I(iωn) are derived as
1 =
6V 2impS
4a2d
ℓdΩ
∑
q
1
[G0αα(q, 0) + Σ1]
2
, (A3)
I(iωn) =
6V 2impS
4a2d
ℓdΩ
∑
q
[
1
G0αα(q, 0) + Σ1
− Gαα(q, iωn)
]
,
(A4)
where Gˆ0(q, iωn) is the free phason Green function with-
out disorder effects, and Gαβ = 〈φαφβ〉/ad~ is the full
version given by Gˆ−1(q, iωn) = [Gˆ0(q, iωn)]−1− σ(iωn)1ˆ.
In the quantum theory of (2+1) dimensional skyrmion
system, i.e. the d = 2 case in our model, the response
function has a static self-energy Σ1, which reflects the
localization of skyrmions as in the case of the Bose glass
[26, 57].
By performing the analytic continuation iωn → ω, the
real-frequency Green function is written in the 2× 2 ma-
trix form, which is explicitly written in Eq. (8) of the
main text. Since the Green functions are derived with
the Matsubara formalism, the results can be applied at
finite temperatures. While the functional form of real-
frequency Green functions after the analytic continuation
does not depend on temperature, we note that the tem-
perature dependence enters through the parameters such
as a modulus S of the spin moment.
Appendix B: Results for helimagnetic state
We here summarize the properties of HMS, which are
compared to SkX. The spin configuration for the simple
HMS is given by
S = Sηyˆ + S
√
1− η2 [zˆ cos(Qy + φ) + xˆ sin(Qy + φ)] ,
(B1)
where the modulation vector is along y-direction (Qˆ =
yˆ). After integrating out the η-field, we obtain the effec-
tive low-energy action for phason replica fields as
Seff =
∑
a
∫
dτ
∫
dr
ad
[
JS2a2
2
(∇φa)
2 +
J~2
2D2
φ˙2a
]
− V
2
impS
4ad
4~ℓd
∑
ab
∫
dr
ad
∫
dτdτ ′ cos2 (φa(r, τ)− φb(r, τ ′)) .
(B2)
Tracing the same procedure given in the SkX case, we
obtain the Green function
G (q, ω)−1 = JS2a2q2 − J~
2
D2
ω2 +Σ1 − iΣ2~ω, (B3)
where the self-energy coefficients are given by
Σ1 =
(
V 2impSa
3
2πJ3/2ℓ3
)2
, Σ2 =
√
4JΣ1
D2
, (B4)
Σ
(2D)
1 =
V 2impS
2a2
πJℓ2
, Σ
(2D)
2 =
√
2JΣ1
D2
(B5)
The pinning length is given by ξp = a
√
JS2/Σ1, which
has the same form as SkX. The coefficient is however dif-
ferent and the ratios between SkX and HMS cases are
given by ξSkXp /ξ
HMS
p =
2
3 for d = 3 and ξ
SkX
p /ξ
HMS
p =
√
2√
3
for d = 2. The shorter pinning length for SkX is due to
the fact that the triple helices in SkX generate more pin-
ning energy than the single helix state considered here.
Note that this value is dependent on the specific form of
the pinning potential.
The equation of motion has the form of a damped os-
cillator, and the pinning frequency ωp and damping ratio
ζ is determined as
~ωp = D
√
Σ1
J
, ζ =
DΣ2
2
√
JΣ1
(B6)
12
FIG. 4: Illustration for the lowest-order coupling between
phason field and vector potential.
for three and two dimensions. The pinning frequencies
for HMS are listed in Tab. II. The damping ratio is es-
timated as ζ = 1 for d = 3 and ζ = 1/
√
2 for d = 2.
Namely, the HMS in d = 3 is located at the critically
damped case.
From the pole of the Green function, we can also have
the dispersion relation
~ω(q) = DSa|q| (B7)
for phason in the clean HMS. With the disorder effects
it becomes
~ω′(q) ≃ ~ωp + DS
2a2
2
√
J
Σ1
q2 +O(q4). (B8)
We note that this excitation mode is accompanied by an
attenuation. Thus the nonreciprocity does not appear as
distinct from the dispersion relations for SkX.
Appendix C: External field-spin coupling in
single-helix case
We consider the phason-(uniform) external field cou-
pling following the theory for CDW in one dimension [58].
We begin with the electron Hamiltonian
He =
∑
σσ′
∫
drc†σ(r)
{[
1
2m (−i~∇− eA)2 − εF
]
δσσ′
−JHS(r) · σσσ′} cσ′(r) (C1)
where εF =
~
2k2
F
2m is the Fermi energy and JH is the Hund
coupling. The coupling to η (∼ ωφ) is here neglected,
since it gives a higher-order contribution compared to φ
field. With this Hamiltonian, we can obtain the lowest-
order contribution for the field-phason coupling which
involves the electron-hole bubble shown in Fig. 4. The
bubble part Fµ connecting the vector potential Aµ and
phason field φ is explicitly written in the Matsubara fre-
quency domain as
Fµ(q, iωm) = −4e∆2kBT
∑
nk
× (v
µ
kvk+Q − vµk+Qvk) · ~q + (vµk+Q − vµk)i~ωm
[(i~εn − εk)(i~εn − εk+Q)− 4∆2]2 (C2)
where we have defined the fermionic Matsubara fre-
quency ~εn = (2n+ 1)πkBT , the mean-field ∆ =
1
2JHS,
the single-particle excitation energy εk =
~
2k2
2m − εF and
velocity vk =
~k
m . We have kept only the leading order
terms. Assuming εF ≫ ∆ and kF ≫ Q, the coupling
term is given in the Hamiltonian form by
HE =
e~2N ′′(0)∆2
3mad
∫
dr φQ ·E, (C3)
where we have introduced the electric field E = −∂tA
and the density of state N(0) at the Fermi level. We note
the relation N ′′(0) ∼ 1/ε3F.
The coupling between uniform magnetic field and spin
is given by the Zeeman interaction [42]:
HB = −gsµB
∫
dr
ad
B · S (C4)
= − gse~S
2mQad
∫
dr ηQ ·B. (C5)
Since the phason part has a fast spatially oscillating fac-
tor eiQy, the dominant contribution comes from the η-
field.
Appendix D: Dispersion relation for ferromagnetic
state
Let us derive the dispersion relation for the excitation
from the ferromagnetic state, to make a comparison with
SkX and HMS. The spin moment is given by S = Szˆ in
the ground state. The classical spin-wave analysis gives
the dispersion relation
~ω(q) = gsµBB +
1
2
JSa2q2 +DSaqz (D1)
which is obtained based on Eq. (1). In contrast to HMS,
here the nonreciprocity along z direction appears in the
dispersion relation.
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