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We study the composition operator CΦ on holomorphic Sobolev spaces induced by an
analytic self-map Φ of Bn in Cn that extends to be smooth on Bn . We characterize the
boundedness and the compactness of CΦ on A
p
α,s , and prove the jump phenomenon of CΦ
on Apα,s . Moreover, we show an interesting result that the boundedness of CΦ on A
p
α,s is
equivalent to the compactness of CΦ : A
p
α,s → Aqβ,t for appropriate Aqβ,t , for example Aqβ,t =
Apα+1/4,s . We provide examples to show that our results are sharp.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and statement of results
Let Bn be the open unit ball centered at origin in Cn and write H(Bn) for the space of all holomorphic functions on Bn .
Let |z| = 〈z, z〉 12 where 〈z,w〉 = z1 w¯1 + · · · + zn w¯n is the Hermitian inner product of z = (z1, . . . , zn) and w = (w1, . . . ,wn)
in Cn .
For 0< p < ∞ and α > −1, the weighted Bergman space Apα(Bn) is the space of all f ∈ H(Bn) for which
‖ f ‖p
Apα
=
∫
Bn
∣∣ f (z)∣∣p(1− |z|2)α dV (z) < ∞
where dV is the normalized volume measure on Bn . And the Hardy space Hp(Bn) consists of all f ∈ H(Bn) such that
‖ f ‖pHp = sup
0<r<1
∫
∂Bn
∣∣ f (rζ )∣∣p dσ(ζ ) < ∞
where dσ is the normalized surface measure on ∂Bn . For the notational conveniences, we let A
p
−1(Bn) = Hp .
For f ∈ H(Bn), let f (z) =∑∞k=0 fk(z) be the homogeneous expansion of f . For s  0, the fractional derivative of f of
order s is deﬁned by
Rs f (z) =
∞∑
k=1
ks fk(z).
Note that for s = 1, R1 = R =∑nj=1 z j ∂∂z j is the radial differential operator.
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H. Koo, I. Park / J. Math. Anal. Appl. 369 (2010) 232–244 233For 0< p < ∞, s 0 and α −1, the holomorphic Sobolev space Apα,s is deﬁned as
Apα,s(Bn) =
{
f ∈ H(Bn): Rs f ∈ Apα(Bn)
}
with ‖ f ‖Apα,s = ‖Rs f ‖Apα + | f (0)|.
Throughout this paper, Φ denotes a nonconstant holomorphic self-map of the unit ball Bn in Cn . Associated with Φ , the
composition operator CΦ on H(Bn) is deﬁned by
CΦ f = f ◦Φ.
By the well-known Littlewood’s subordination principle every composition operator on the unit disc is bounded on Hardy
or Bergman spaces. But there is a large class of composition operators on the unit ball which are not bounded Apα(Bn), for
example CΦ is not bounded on A
p
α(B2) when Φ(z1, z2) = (z21 + z22,0). More surprisingly, in [5] the authors constructed a
polynomial mapping Φ : B2 → B2 which is one-to-one on B2 and so that CΦ is unbounded on H2(B2).
When n  2 and Φ ∈ C3(Bn), in [16] W.R. Wogen found a condition on Φ which is necessary and suﬃcient for CΦ to
be bounded on Hp(Bn). See (2.1) of Section 2 for Wogen’s condition. This was extended to the weighted Bergman spaces,
Apα(Bn), in [7] and to the polydisc setting in [8]. In [7], the jump phenomenon was ﬁrst noticed: If CΦ is not bounded on
Apα(Bn), then CΦ does not map A
p
α(Bn) into A
p
α+(Bn) for any 0  < 1/4. I.e., if CΦ is not bounded on A
p
α(Bn), then CΦ
does not map Apα(Bn) into certain larger spaces.
When n = 1, compact composition operators are well characterized for many analytic function spaces. J.H. Shapiro com-
pletely characterized the compactness of a composition operator on Apα for α  −1 in terms of the Nevanlinna counting
functions [13]. For Bergman spaces on the unit disc, the compactness is equivalent to the non-existence of the angular
derivative [10]. Angular derivative type characterization of compact composition operators on Bergman spaces of the unit
ball is obtained in [15] when CΦ is bounded on smaller spaces. On the other hand, compact composition operators on small
spaces on the unit disc were characterized by the relative compactness of the image of the unit disc under the symbol
map [12,3].
In this paper, assuming Φ is suﬃciently smooth up to the boundary, for example Φ ∈ Cs+4(Bn), we characterize the
boundedness and the compactness of CΦ on A
p
α,s and prove the jump phenomenon on A
p
α,s . Moreover, we prove an equiv-
alence relation between the boundedness and certain compactness property of CΦ .
Our ﬁrst main result is the boundedness and the compactness criteria for the holomorphic Sobolev spaces on Bn .
Theorem 1.1. Let 0< p < ∞, α −1, s 0 and Φ ∈ Cs+4(Bn). We assume s is a non-negative integer if α = −1. Then:
(1) CΦ : A
p
α,s → Apα,s is bounded if and only if Φ satisﬁes Wogen’s condition.
(2) CΦ : A
p
α,s → Apα,s is compact if and only if Φ(Bn) ⊂ Bn.
The boundedness characterization extends the results on Apα(Bn) [16,7] to the holomorphic Sobolev spaces A
p
α,s(Bn).
Our result here is in contrast to the unit disc case where the boundedness of a composition operator Cϕ on A
p
α,s(B1) is
equivalent to ϕ ∈ Apα,s(B1) if the function space Apα,s(B1) is suﬃciently small [3].
Our compactness characterization is a certain extension of the results on the Möbius invariant subspace [12] and on
Apα,s(B1) [3] to holomorphic Sobolev spaces on the unit ball. In [12] and [3], the underlying spaces are small with general
symbols, but in here the symbol map is smooth with the underlying spaces more general.
Next, we prove the jump phenomenon for the holomorphic Sobolev spaces and certain equivalence relation between
boundedness and compactness. The equivalence (2) of the following theorem is an interesting result which trivially holds
for n = 1 and is new even for the weighted Bergman spaces when n 2.
Theorem 1.2. Let 0< p,q < ∞, α,β −1, s, t  0 andΦ ∈ Cs+4(Bn)∩ Ct+4(Bn). We assume s is a non-negative integer if α = −1
and t is a non-negative integer if β = −1. Then:
(1) If CΦ : A
p
α,s A
p
α,s , then CΦ : A
p
α,s A
q
β,t for (qt − β − n− 3/4)/q > (ps − α − n− 1)/p.
(2) CΦ : A
p
α,s → Apα,s if and only if CΦ : Apα,s → Aqβ,t is compact, where (qt − β − n − 3/4)/q = (ps − α − n − 1)/p, and either
(α, s) = (β, t) and α > −1 or p  q.
The jump phenomenon (1) was ﬁrst noticed in [7] for p = q and s = t = 0, and extended to other settings [9,8]. But
the proof of [7] has an essential error on the estimate of certain Taylor series coeﬃcient, as we discuss in Remark 3.7 and
Example 3.8. We get around this problem by directly estimating a sharp lower bound of the size of certain Carleson box,
which provides a new proof of the jump phenomenon for the weighted Bergman spaces (see Corollary 3.6). As a special
case of (1), if we take p = q and s = t , we have
CΦ : A
p
α,s A
p
α,s ⇒ CΦ : Apα,s Apα+,s (0  < 1/4).
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CΦ : A
p
α,s A
p
α,s ⇒ CΦ : Apα,s Ap−
p
α+n+1
α,s (0  < 1/4).
We give examples to show that (1) fails in general when (qt − β − n− 3/4)/q = (ps − α − n− 1)/p.
The equivalence (2) is an interesting result which trivially holds for n = 1. When n = 1 CΦ : Apα,s(B1) → Apα,s(B1) is
always bounded by Littlewood’s subordinate principle, and hence CΦ : A
p
α,s(B1) → Apα+1/4,s(B1) is always compact. As a
special case of (2), if we take p = q and s = t , we have
CΦ : A
p
α,s → Apα,s bounded ⇐⇒ CΦ : Apα,s → Apα+1/4,s compact.
And if α = β and s = t , then
CΦ : A
p
α,s → Apα,s bounded ⇐⇒ CΦ : Apα,s → A
p− p4(α+n+1)
α,s compact.
We give examples to show that (2) fails in general when (qt − β − n− 3/4)/q < (ps − α − n− 1)/p.
In Section 2, we collect well-known facts which will be used in the proofs of the main theorems. We introduce Wogen’s
condition, various inclusion relations between holomorphic Sobolev spaces and Faà di Bruno’s formula for the radial deriva-
tive. In Section 3, we analyze the local behavior of the symbol map near certain boundary points and get the size estimate
of certain Carleson box induced by the symbol map. In Section 4 we prove our main theorems.
We often abbreviate inessential constants involved in inequalities by writing X  Y for positive quantities X and Y if the
ratio X/Y has a positive upper bound. Also, we write X ≈ Y if X  Y and Y  X .
2. Background
In this section we collect well-known facts which will be used in later sections. We recall Wogen’s condition and the
inclusion relations between holomorphic Sobolev spaces. We also provide a version of Faà di Bruno’s formula for the radial
derivative.
For η ∈ ∂Bn , we denote Φη by
Φη(z) =
〈
Φ(z),η
〉
.
For any ζ ∈ ∂Bn , we denote by Dζ the directional differential operator deﬁned as
Dζ =
n∑
j=1
ζ j
∂
∂ζ j
.
Then, for any ζ,η, τ ∈ ∂Bn with Φ(ζ) = η and 〈ζ, τ 〉 = 0, we have
DζΦη(ζ )
∣∣DττΦη(ζ )∣∣
where DττΦη = Dτ DτΦη . For a proof of this inequality, see Lemma 6.6 of [4] for example. Wogen’s condition is the strict
inequality in the above inequality. More precisely, we will say “Φ satisﬁes Wogen’s condition” if
DζΦη(ζ ) >
∣∣DττΦη(ζ )∣∣ for all ζ, τ ∈ ∂Bn with 〈ζ, τ 〉 = 0 and Φ(ζ) = η ∈ ∂Bn. (2.1)
This condition was introduced by W.R. Wogen in [16] and shown to characterize when a composition operator induced by
a smooth symbol is bounded on Hp(Bn) (for a proof see Theorems 6.14 and 6.15 of [4]), and this was extended to A
p
α(Bn)
in [7].
Theorem 2.1. (See [16,7].) Let 0< p < ∞, α −1 and Φ ∈ C3(Bn). Then, CΦ is bounded on Apα(Bn) if and only if Φ satisﬁes (2.1).
In extending boundedness and compactness results of composition operators on the weighted Bergman spaces to the
holomorphic Sobolev spaces, the inclusion relations between analytic function spaces play an important role. First, note that
for all p > 0, s 0, α −1 and  > 0
Apα,s+ ⊂ Apα,s ⊂ Apα+,s (2.2)
where each inclusion is compact. The inclusion is trivial, and a proof of the compactness of the inclusions is given, for
example, in Lemma 4.3 of [2] for n = 1, and the same argument works for n  1. And the same argument gives the
compactness of the following inclusion for α > −1;
Ap+α,s ⊂ Apα,s. (2.3)
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with α1 − α2 = p(s1 − s2), we have
Apα1,s1 ≈ Apα2,s2 . (2.4)
Using this relation for Apα,s we can always assume s to be an integer when α > −1.
Also, recall the inclusion relations among the spaces Apα,s for different values of p and α, Theorem 5.13 in [1]. When
0< p1 < p2 < ∞, αi −1 and si  0 for i = 1,2
Ap1α1,s1 ⊂ Ap2α2,s2 if
α1 + 1+ n
p1
− α2 + 1+ n
p2
= s1 − s2, (2.5)
and the inclusion is continuous.
The holomorphic Sobolev norm deﬁned with the fractional derivative is not easy to calculate, but when α > −1 the
following result (Theorem 5.3 in [1]) together with (2.4) makes it easy to estimate the holomorphic Sobolev norm.
For the multi-index J = ( j1, j2, . . . , jn), let | J | = j1 + · · · + jn and denote ∂ J f = ∂ | J | f
∂z
j1
1 ···∂z jnn
.
Proposition 2.2. Let k be a positive integer, α −1 and 0< p < ∞. Then for f ∈ Apα,k
‖ f ‖Apα,k ≈
k∑
| J |=0
∥∥∂ J f ∥∥Apα .
Next lemma is a version of Faà di Bruno’s formula for the radial derivative. Faà di Bruno’s formula is the higher order
derivative formula for composite functions, and see [6] for Faà di Bruno’s formula for the usual derivative in one variable.
Let Z+ be the set of positive integers and for m ∈ Z+ let
Am =
{
(I1, . . . , Im): I = (α,β,γ) ∈ Z2+ × {1, . . . ,n}
}
,
A =
∞⋃
m=1
Am,
‖I‖ = α1β1 + α2β2 + · · · + αmβm (I ∈ Am).
For Ψ = (φ1, . . . , φn) and I = (I1, . . . , Im) ∈ Am with I = (α,β, γ), let
RIΨ = (Rα1φγ1)β1(Rα2φγ2)β2 · · · (Rαmφγm)βm .
With these notation, the following is a version of Faà di Bruno’s formula for the radial derivative. This can be proved by a
simple mathematical induction and we omit the proof.
Lemma 2.3. LetΦ = (φ1, φ2, . . . , φn) : Bn → Bn be analytic and let Z0 = Z+ ∪ {0}. Given a positive integer s and f ∈ H(Bn), we have
Rs( f ◦Φ) =
∑
1| J |s, J∈Zn0
∂ J f ◦Φ
∑
‖I‖=s, I∈A
c( J , I)RIΦ.
Moreover, when Φ = (φ,0, . . . ,0) we have
Rs( f ◦ φ) =
(
∂ s f
∂zs1
◦ φ
)
(Rφ)s +
s−1∑
j=1
∂ j f
∂z j1
◦ φ
∑
‖I‖= j, I∈A
c( J , I)RIφ.
3. Local analysis
In this section we analyze the symbol map Φ near Φ−1(∂Bn) ∩ ∂Bn . The key estimates of this section, Lemmas 3.4
and 3.5, are the lower bounds of the size of certain Carleson boxes which play the key role in the proof of our main
theorems.
The following facts about partial derivatives at a ﬁxed point of ∂Bn are from Lemma 6.6 of [4].
Lemma 3.1. Let D j = ∂∂z j for j = 1, . . . ,n. For Φ = (φ1, . . . , φn) : Bn → Bn of class C3(Bn) with Φ(e1) = e1 , we have
(1) D1φ1(e1) (1− |φ1(0)|)/(1+ |φ1(e)|) > 0;
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(3) D1φ1(e1) |DkkΦ1(e1)| for k = 2,3, . . . ,n.
Next lemma is the Taylor expansion of the coordinate function when the equality in (3) of Lemma 3.1 holds.
Lemma 3.2. Suppose φ : Bn → B1 is analytic of class C4 on Bn, φ(e1) = 1 and D1φ(e1) = D22φ(e1). Then, there are constants λ > 0,
a ∈ C and b ∈ R such that
φ(z) = 1− λ[1+ az2]
[
(1− z1)− z22/2
]+ ibz32 + O (|1− z1|2 + |z2|4 + ∣∣z′3∣∣2)
for z near e1 where z′3 = (z3, . . . , zn).
Proof. Let λ = D1φ(e1). Then λ > 0 and D jφ(e1) = 0 for j = 2, . . . ,n from Lemma 3.1, and hence the Taylor expansion of φ
at e1 is
φ(z) = 1− λ[(1− z1)− z22/2]+ a1(1− z1)z2 + a2z32 +
n∑
j=3
a j z2z j
+ O (|1− z1|2 + |1− z1||z2|2 + |z2|4 + (1− |z1|)∣∣z′3∣∣+ |z2|2∣∣z′3∣∣+ ∣∣z′3∣∣2)
= 1− λ[(1− z1)− z22/2]+ a1(1− z1)z2 + a2z32 +
n∑
j=3
a j z2z j + O
(|1− z1|2 + |z2|4 + ∣∣z′3∣∣2).
For s, t ∈ (0,1) with 1− t2 = (1− s2)2, let zs = (z1, . . . , zn) ∈ ∂Bn with
z1 = t, z2 = s
√
1− t2, z j = eiθ
√
1− t2
√
1− s2, zi = 0 for i /∈ {1,2, j}.
Then, as s → 1− we have
φ(zs) = 1− λ
[
(1− t)− s
2(1− t2)
2
]
+ eiθa js
(
1− t2)√1− s2 + O ((1− s)3).
Since |φ|  1 and 2(1 − t) − s2(1 − t2) = (1 − t)2 + (1 − s2)(1 − t2) = O (|1 − s|3), it follows that a j = 0 for j = 3, . . . ,n.
Therefore, the Taylor expansion of φ at e1 is
φ(z) = 1− λ[1+ az2]
[
(1− z1)− z22/2
]+ pz32 + O (|1− z1|2 + |z2|4 + ∣∣z′3∣∣2)
where a = −a1/λ and p = a2 + a1/2.
For 0< s < 1, we have
φ
(
s,±
√
1− s2,0′)= 1− λ[1± a√1− s2 ][(1− s)2/2]± p(1− s2)3/2 + O ((1− s)2)
= 1± p(1− s2)3/2 + O ((1− s)2).
Since φ(s,±√1− s2,0′) 1, we have p = 0. 
Lemma 3.3. Let g(z) = (1+ az2)(1− z1 − z22/2)− ibz32 with b ∈ R. Let z j = x j + iy j for j = 1,2 and for , t ∈ (0,1) let
Gt, =
{
z ∈ C2: (1− x1)2 < t, 0
(
1− x21 − x22
)
< t,
∣∣y1 + x2 y2 + bx32∣∣< t, |y2|2 < t}.
If 0< t,  < 10−5 , then∣∣g(z)∣∣ 12(1+ √|b| + |a| + |ab|)t, z ∈ Gt, .
Proof. Let z ∈ Gt, . Since (1− x1)2 < t and 0 (1− x21 − x22) < t ,
x22 
(
1− x21
)= 2(1− x1)− (1− x1)2 < 2√t. (3.1)
Note that
2(1− z1)− z22 =
[
(1− x1)2 +
(
1− x21 − x22
)+ y22]− 2i[y1 + x2 y2],
2ibz32 = 2
[
b
(
y32 − 3x22 y2
)]+ 2i[b(x32 − 3x2 y22)].
Therefore, we have
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 t + t + t + 2|b|t3/2 + 12√|b|t

(
3+ 14√|b|)t.
And for the imaginary part, using (3.1) we have,∣∣(2(1− z1)− z22 − 2ibz32)∣∣ 2∣∣y1 + x2 y2 + bx32∣∣+ 3∣∣x2 y22∣∣
 3t.
Similarly we have∣∣z2[2(1− z1)− z22]∣∣ (|x2| + |y2|)(∣∣(1− x1)2 + (1− x21 − x22)+ y22∣∣+ 2|y1 + x2 y2|)
 3t1/4
(
3t + 2∣∣y1 + x2 y2 + bx32 − bx32∣∣)
 3t1/4
(
5t + 8|b|t3/4)

(
1+ 24|b|)t.
Combining all the estimates, we have
2
∣∣g(z)∣∣ ∣∣(2(1− z1)− z22 − ibz32)∣∣+ ∣∣az2[2(1− z1)− z22]∣∣

(
3+ 14√|b|)t + 3t + |a|(1+ 24|b|)t. 
For ζ ∈ ∂Bn and δ > 0, let S(ζ, δ) be the Carleson boxes on Bn deﬁned by
S(ζ, δ) = {z ∈ Bn: ∣∣1− 〈z, ζ 〉∣∣< δ}.
Also, deﬁne S(ζ, δ) by
S(ζ, δ) = {z ∈ Bn: ∣∣1− 〈z, ζ 〉∣∣< δ}.
The following two lemmas are lower bound estimates of the size of Carleson boxes which will enable us to prove the jump
phenomenon and the equivalence relation in Theorem 1.2.
Lemma 3.4. Let β > −1. Let Φ = (φ1, . . . , φn) : Bn → Bn be analytic of class C4(Bn), Φ(e1) = e1 , and D1φ1(e1) = D22φ1(e1). Then,
there is a constant C > 0 such that for all 0< t < 1
Vβ
(
Φ−1
(
S(e1, t)
))
 Ct(n+1+β)−1/4.
Proof. If the conclusion holds for suﬃciently small t > 0, then it holds for all 0< t < 1 with some other constant C . Thus,
for the rest of the proof we assume t is suﬃciently small if necessary.
Fix  ∈ (0,10−5) and let
Ωt, =
{
z ∈ Cn: (1− x1)2 < t, t/2<
(
1− x21 − x22
)
< t,
∣∣y1 + x2 y2 + bx32∣∣< t, |y2|2 < t, ∣∣z′3∣∣2 < t}.
For z ∈ Ωt, , by (3.1) we have
|x2| 2t1/4, |y1| |x2 y2| + |b||x2|3 + t 
(
4+ 4|b|)t3/4. (3.2)
And by (3.1) and (3.2) we have
1− |z|2 = (1− x21 − x22)− y21 − y22 − ∣∣z′3∣∣2
 t/2− [(4+ 4|b|)t3/4]2 − 2t.
Since t is suﬃciently small,(
1− |z|2) t/4 for z ∈ Ωt, (3.3)
which implies Ωt, ⊂ Bn .
By Lemma 3.2, with φ = φ1, there are constants a ∈ C and b ∈ R such that
φ(z) = 1− λ[1+ az2]
[
(1− z1)− z22/2
]+ ibz32 + O (|1− z1|2 + |z2|4 + ∣∣z′3∣∣2)
where λ = D1φ(e1) > 0. If z ∈ Ωt, , then by Lemma 3.3
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and by (3.2)
|1− z1|2 + |z2|4 +
∣∣z′3∣∣2  t.
Therefore, we have∣∣1− φ(z)∣∣ t for z ∈ Ωt, ⊂ Bn (3.4)
which implies
Ωt, ⊂ Φ−1
(
S(e1, t)
)
.
Thus, it suﬃces to show that Vβ(Ωt, ) t(n+1+β)−1/4. By (3.3), we have
Vβ
(
Φ−1
(
S(e1, t)
))
 Vβ(Ωt,) tβV0(Ωt, ). (3.5)
To estimate V0(Ωt, ), note that Ωt, is deﬁned independently in the ﬁrst 2 variables and the last (n−2) variables, which
implies that we can use the product measure. The volume of the projection of Ωt, into the last (n−2) variables is (t)(n−2)
since |z′3|2 < t . Therefore, with G = {(z1, z2) ∈ C2: (z1, z2, z′3) ∈ Ωt,}, we have
V0(Ωt,) = (t)(n−2)
∫ ∫
G
1dy1 dy2 dx2 dx1
= 2t(t)(n−2)
∫ ∫
(1−x1)<
√
t, t/2<(1−x21−x22)<t
∫
|y2|<
√
t
1dy2 dx2 dx1
≈ tn−1/2
∫ ∫
(1−x1)<
√
t, t/2<(1−x21−x22)<t
1dx2 dx1.
For
√
t/2< (1− x1) <
√
t , using the relation (1− x21) = 2(1− x1)− (1− x1)2 we have(
1− x21
)= 2(1− x1)− (1− x1)2 ≈ (1− x1) ≈ t1/2,
and thus∣∣{x2: (1− x21)− t < x22 < (1− x21)− t/2}∣∣= t√
((1− x21)− t)+
√
((1− x21)− t/2)
≈ t3/4.
Therefore, we have
V0(Ωt,) tn+1/4
∫
√
t/2<(1−x1)<
√
t
1dx1
= t(n+1)−1/4.
This together with (3.5) completes the proof. 
When β = −1, we have the following lemma.
Lemma 3.5. Let Φ = (φ1, . . . , φn) : Bn → Bn be analytic of class C4(Bn), Φ(e1) = e1 , and D1φ1(e1) = D22φ1(e1). Then, there is a
constant C > 0 such that for all 0< t < 1
σ
(
Φ−1
(S(e1, t))∩ ∂Bn) Ctn−1/4.
Proof. Let 0<  < 10−5 and t suﬃciently small. Deﬁne the set Γt, ⊂ ∂Bn by
Γt, =
{
z ∈ ∂Bn: (1− x1)2 < t, 0
(
1− x21 − x22
)
< t,
∣∣y1 + x2 y2 + bx32∣∣< t, |y2|2  t, ∣∣z′3∣∣2  t}.
Then, following the same argument as the proof of Lemma 3.4, we have
H. Koo, I. Park / J. Math. Anal. Appl. 369 (2010) 232–244 239Γt, ⊂ Φ−1
(S(e1, t))∩ ∂Bn.
Now, we consider a parametrization Γ : {u ∈ R2n−1: |u| < 1/2} → ∂Bn such that
Γ (u1, . . . ,u2n−1) =
(√
1− |u|2 + iu1,u2 + iu3,u′4
)
,
where u′4 = (u4 + iu5, . . . ,u2n−2 + iu2n−1). Let Λt, be the set
Λt, =
{
u ∈ R2n−1: 1−
√
1− |u|2 < t1/2, 0 |u|2 − u22 < t,
∣∣u1 + u2u3 + bu32∣∣< t, |u3|2  t, ∣∣u′4∣∣2 < t}.
Since 1 −√1− |u|2 < t1/2 implies |u|2 < 2t1/2 − t , we have Λt, ⊂ {u ∈ R2n−1: |u| < 1/2} for small t . And by construction
we have
Γ (Λt,) ⊂ Γt, .
Let
Λ˜t, =
{
u ∈ R2n−1:
√
t1/2 − t < u2 < t1/4,
∣∣u1 + u2u3 + bu32∣∣< t, |u3|2  t, ∣∣u′4∣∣2 < t}.
It is straightforward to see Λ˜t, ⊂ Λt, since 1 −
√
1− |u|2 < t1/2 if and only if |u|2 < 2t1/2 − t . Since σ(Γt,) ≈
V0(Γ −1(Γt, )) V0(Λ˜t, ), it suﬃces to show that
V0(Λ˜t,) tn−1/4.
As in the proof of Lemma 3.4, using product measure we have
V0(Λt,) tn−3
∫
√
t1/2−t<u2<t1/4
∫
|x3|2<t
∫
|u1+u2u3+bu32|<t
du1 du3 du2
 tn−3/2
∫
√
t1/2−t<u2<t1/4
du2
≈ tn−1/4. 
Corollary 3.6. Let 0< p < ∞, α −1 and Φ ∈ C4(Bn). Then,
CΦ : A
p
α(Bn) A
p
α(Bn) ⇒ CΦ : Apα(Bn) Apα+(Bn)
for all 0<  < 1/4.
Proof. Suppose CΦ : A
p
α(Bn) A
p
α(Bn). By Theorem 2.1 Φ does not satisfy Wogen’s condition (2.1). I.e., there are ζ,η, τ ∈
∂Bn such that
DζΦη(ζ ) =
∣∣DττΦη(ζ )∣∣, 〈ζ, τ 〉 = 0.
Since every unitary transformation is an isometry on Apα(Bn), by unitary transformations we may assume ζ = η = e1 and
τ = (0,1,0, . . . ,0).
Therefore, Φ satisﬁes the conditions of Lemmas 3.4 and 3.5, and hence the proof is complete by the well-known Carleson
measure criteria (see Proposition 3.1 of [7] for example). 
Remark 3.7. This jump phenomenon was proved in [7] but it has an error in the proof. Our proof of the jump phenomenon
here is through direct estimates of certain Carleson boxes meanwhile the “dominating” function was used in [7]. In [7] they
showed (i) the jump phenomenon for CΨ where Ψ = (z1 − z22/2,0, . . . ,0) and (ii) if Φ does not satisfy Wogen’s condition
then Ψ “dominates” Φ . Then the jump phenomenon for CΦ followed from (i) and (ii). But Lemma 2.3 of [7], which is
used to prove (ii), has an error. Lemma 2.3 of [7] asserts that b = 0 in our Lemma 3.2, but there was an error in deriving
equation (2.13) of [7]. The following is an example of Φ : Bn → Bn with b = 0 in our Lemma 3.2.
Example 3.8. Let Φ = (φ,0, . . . ,0) where
φ(z) = 1− 2(1− z1 − z22/2)− i2z32.
If 0<  < 1/100, then Φ : Bn → Bn .
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φ(z) = 1− (2(1− x1)− x22 + y22)+ 32x22 y2 − 2 y32
= 1− (1− x1)2 − 
(
1− x21 − x22
)−  y22 − 2 y32 + 32x22 y2
 1− (1− x1)2 − 
(
1− x21 − x22
)−  y22/2+ 32x22 y2.
Using the fact that y21 + x22 + y22  1− x21  2(1− x1), we have(φ(z))2  1− 2(1− x1)2 − 2(1− x21 − x22)−  y22 + 62x22 y2
+ [(1− x1)2 + (1− x21 − x22)+  y22/2− 32x22 y2]2
 1− 2(1− x1)2 − 2
(
1− x21 − x22
)−  y22 + 62x22 y2 + 252(1− x1)2.
Since φ(z) = (2y1 + 2x2 y2)− 2x32 + 32x2 y22, we have(φ(z))2  2[22 y1]2 + 2[x2 y2 − 2x32 + 32x2 y22]2
 2 y21 + 182(1− x1)2.
Putting together we have∣∣φ(z)∣∣2  1− (2− 43)(1− x1)2 − 2(1− x21 − x22 − y21)−  y22 + 62x22 y2
 1− (1− x1)2 −  y22 + 62x22 y2.
If 1/3x22  |y2|, then
− y22 + 62x22 y2 − y22
(
1− 62/3) 0.
If |y2| < 1/3x22, then, since x22  (1− x21) 2(1− x1),
62x22 y2  242(1− x1)2  (1− x1)2/2.
Therefore, for all z ∈ Bn∣∣φ(z)∣∣2  1− (1− x1)2/2. 
4. Proof of theorems
In this section we prove our main theorems. We prove the boundedness and the compactness criteria separately, the
jump phenomenon and the equivalence relation separately. Putting these together, Theorems 1.1 and 1.2 are proved at the
end of this section.
We start with the following estimate for test functions which will be used in proving the jump phenomenon.
Lemma 4.1. For 1/2< a < 1 and c > 0, let
fa,c(z) = (1− az1)−c.
Then, for α −1, non-negative integer k and c > −k + (n+ 1+ α)/p we have
‖ fa,c‖Apα,k ≈ (1− a)
−(c+k)+(n+1+α)/p. (4.1)
Proof. Let c > 0, then for z ∈ Bn and α > −1∫
Bn
(1− |w|2)α
|1− 〈z,w〉|n+1+α+c dV (w) ≈
(
1− |z|2)−c (4.2)
and ∫
∂Bn
1
|1− 〈z, ζ 〉|n+c dσ(ζ ) ≈
(
1− |z|2)−c. (4.3)
For a proof of these formula see Theorem 1.12 in [14] for example.
H. Koo, I. Park / J. Math. Anal. Appl. 369 (2010) 232–244 241If α > −1, then by Proposition 2.2 we have
‖ fa,c‖pApα,k ≈
k∑
| J |=0
∥∥∂ J fa,c∥∥pApα
=
k∑
j=0
C(c, j)pa jp‖ fa,c+ j‖pApα
=
k∑
j=0
C(c, j)pa jp
∫
Bn
(1− |w|2)α
|1− aw1|n+1+α+(p(c+ j)−n−1−α) dV (w),
where C(c,0) = 1 and C(c, j) = c(c + 1) · · · (c + j − 1) for j  1. Thus, by (4.2) with z = (a,0, . . . ,0) we have
‖ fa,c‖Apα,k ≈ (1− a)
−(c+k)+(n+1+α)/p.
Similarly, the case α = −1 can be proved using (4.3) instead of (4.2). 
Theorem 4.2. Let 0 < p < ∞, α  −1 and s  0. We assume s is a non-negative integer when α = −1. Let Φ ∈ Cs+4(Bn). If Φ
satisﬁes Wogen’s condition, then CΦ : A
p
α,s → Apα,s is bounded.
Proof. Suppose Φ satisﬁes Wogen’s condition, by the result of [16] and [7] CΦ is bounded on A
p
α(Bn) for α −1. For s 0
and α > −1, let [s] be the smallest integer greater than or equal to s. Then, by (2.4) we have
Apα,s ≈ Apα+([s]−s)p,[s].
Thus we may assume s is a non-negative integer and Φ ∈ Cs+3(Bn).
By Lemma 2.3 we have∥∥Rs( f ◦Φ)∥∥Apα  ∑
1| J |s
∥∥∂ J f ◦Φ∥∥Apα ∑‖I‖=s, I∈A
∣∣c( J , I)∣∣∥∥RIΦ∥∥L∞(Bn).
Since Φ ∈ Cs+3(Bn) and CΦ is bounded on Apα , we thus have∥∥CΦ( f )∥∥Apα,s  ∑
1| J |s
∥∥∂ J f ◦Φ∥∥Apα + ∣∣CΦ( f )(0)∣∣

∑
1| J |s
∥∥∂ J f ∥∥Apα + ∣∣CΦ( f )(0)∣∣ (4.4)
where the last inequality follows since Φ satisﬁes Wogen’s condition. Since |CΦ( f )(0)|  ‖ f ‖Apα by Cauchy estimate, the
proof is completed by Proposition 2.2. 
The following lemma is a compactness criteria. A version of this is proved for p = q,α = β and s = t = 0 in [4] (Proposi-
tion 3.11 of [4]), and the same proof works here and we omit the proof.
Lemma 4.3. Let 0< p,q < ∞, α,β −1 and s, t  0 Assume s is a non-negative integer if α = −1 and t is a non-negative integer if
β = −1. Then CΦ : Apα,s → Aqβ,t is compact if and only if whenever { fn} is bounded in Apα,s and fn → 0 uniformly on compact subsets
of Bn then CΦ( fn) → 0 in Aqβ,t .
Theorem 4.4. Let 0< p,q < ∞, α,β −1, s, t  0 andΦ ∈ Cs+4(Bn)∩ Ct+4(Bn). We assume s is a non-negative integer if α = −1
and t is a non-negative integer if β = −1. Suppose Φ does not satisfy Wogen’s condition, then
(1) CΦ : A
p
α,s A
q
β,t for (qt − β − n− 3/4)/q > (ps − α − n− 1)/p,
(2) CΦ : A
p
α,s → Aqβ,t not compact when (qt − β − n− 3/4)/q = (ps − α − n− 1)/p.
Proof. As in the proof of the previous theorem, by the equivalence relation (2.4), we may assume s, t are non-negative
integers and Φ ∈ Cs+3(Bn)∩ Ct+3(Bn).
Suppose Wogen’s condition fails. By unitary transformation, we may assume that Wogen’s condition fails at e1 =
(1,0, . . . ,0) with Φ(e1) = e1. Let Φ = (φ,φ2, . . . , φn). Since φ(e1) = 1, we have Rφ(e1) = ∂φ (e1) > 0 by Lemma 3.1, and∂z1
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we see that |Rφ(z)| > 0 for z near Φ−1(e1).
For the rest of the proof choose 1/2 < a < 1 with (1 − a) > 0 suﬃciently small. Let fa,c be the function in Lemma 4.1.
For (1) it suﬃces to show that
‖CΦ( fa,c)‖Aqβ,t
‖ fa,c‖Apα,s
 (1− a)(n+β+3/4−tq)/q−(n+α+1−sp)/p. (4.5)
This is also suﬃcient for (2) since fa,c‖ fa,c‖Apα,s
→ 0 uniformly on compact subsets of Bn , which implies CΦ( fa,c)‖ fa,c‖Apα,s → 0 in A
q
β,t
by Lemma 4.3 if CΦ : A
p
α,s → Aqβ,t is compact.
Since Φ ∈ Ct+3(Bn), by Lemma 2.3 we have∣∣Rt( fa,c ◦Φ)(z)∣∣ ∣∣Dt1 fa,c(Φ(z))(Rφ(z))t∣∣− C ∑
0 jt−1
∣∣D j1 fa,c(Φ(z))∣∣.
Since |Rφ(z)| > 0 for z near Φ−1(e1), for (1− a) > 0 is suﬃciently small, there are constants C1,C2 > 0 such that∣∣Rt( fa,c ◦Φ)(z)∣∣ C1∣∣ fa,c+t ◦Φ(z)∣∣− C2∣∣ fa,c+t−1 ◦Φ(z)∣∣,
for z ∈ Φ−1(S(e1,1− a)). Since 1− a < |1− aφ(z)| = |(1− a)+ a(1− φ(z))| < 2(1− a) for Φ(z) ∈ S(e1,1− a), we have∣∣Rt( fa,c ◦Φ)(z)∣∣ (1− a)−(c+t), (4.6)
on z ∈ Φ−1(S(e1,1− a)).
We ﬁrst prove (4.5) for β > −1. From (4.6) we have
∥∥CΦ( fa,c)∥∥qAqβ,t 
∫
Φ−1(S(e1,1−a))
∣∣Rt( fa,c ◦Φ)(z)∣∣q dVβ(z) Vβ(Φ−1(S(e1,1− a)))
(1− a)(c+t)q .
Thus, by Lemma 3.4 we obtain∥∥CΦ( fa,c)∥∥Aqβ,t  (1− a)(n+β+3/4)/q−(c+t).
By Lemma 4.1, choosing c with n+ α + 1< (c + s)p, we get (4.5). This completes the proof of (1) and (2) for β > −1.
Next, let β = −1. Then,
∥∥CΦ( fa,c)∥∥qAq−1,t 
∫
Φ−1(S(e1,1−a))∩∂Bn
∣∣Rt( fa,c ◦Φ)(ζ )∣∣q dσ .
By the same argument as the case of β > −1 we have∣∣Rt( fa,c ◦Φ)(ζ )∣∣ (1− a)−(c+t), ζ ∈ Φ−1(S(e1,1− a)).
Thus, by Lemma 3.5,
∥∥CΦ( fa,c)∥∥qAq−1,t  σ(Φ
−1(S(e1,1− a))∩ ∂Bn)
(1− a)(c+t)q  (1− a)
(n−1/4)−(c+t)q.
We have (4.5) by Lemma 4.1 and the proof is complete. 
The following example shows that Theorem 4.4 is sharp when β −3/4 and p  q. We do not know if Theorem 4.4 is
sharp for other ranges of the indices.
Example 4.5. Let β −3/4 and p  q. If (qt − β − n − 3/4)/q = (ps − α − n − 1)/p, there is Φ such that CΦ : Apα,s → Aqβ,t
bounded but Wogen’s condition fails.
Moreover, if (qt − β − n − 3/4)/q < (ps − α − n − 1)/p, there is Φ such that CΦ : Apα,s → Aqβ,t is compact but Wogen’s
condition fails.
Proof. Let (qt − β − n− 3/4)/q = (ps − α − n− 1)/p. Then, by (2.4),
Apα,s ⊂ Aqβ−1/4,t
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CΦ : A
p
γ → Apγ+1/4 for γ −1 by Proposition 4.5 of [7]. Therefore, from (4.4) we get∥∥CΦ( f )∥∥Aqβ,t 
∑
1| J |t
∥∥∂ J f ◦Φ∥∥Aqβ + ∣∣CΦ( f )(0)∣∣

∑
1| J |t
∥∥∂ J f ∥∥Aqβ−1/4 + ∣∣CΦ( f )(0)∣∣
 ‖ f ‖Apα,s .
Thus, CΦ : A
p
α,s → Aqβ,t bounded but Wogen’s condition fails.
Moreover, if (qt − β − n − 3/4)/q < (ps − α − n − 1)/p, let α∗ be such that (qt − β − n − 3/4)/q = (ps − α∗ − n − 1)/p.
Then α < α∗ and by (2.4) and (2.5)
Apα,s ⊂ Apα∗,s ⊂ Aqβ−1/4,t,
and the ﬁrst inclusion map is compact. Thus, by the same argument above, CΦ : A
p
α,s → Aqβ,t is compact but Wogen’s
condition fails. 
Theorem 4.6. Let 0< p < ∞, α −1 and s  0. We assume s is a non-negative integer if α = −1. Let Φ ∈ Cs(Bn) ∩ C4(Bn). Then
CΦ : A
p
α,s → Apα,s is compact if and only if Φ(Bn) ⊂ Bn.
Proof. Let K := Φ(Bn) ⊂ Bn . Let { fk} be a bounded sequence in Apα,s such that fk → 0 uniformly on compact subsets of Bn .
Then, it is clear that CΦ( fk) → 0 uniformly on Bn and CΦ is compact on Apα,s by Lemma 4.3.
Conversely, suppose ‖Φ‖∞ = 1. By unitary transformation, we may assume Φ(e1) = e1. From (2.2) in [7] we have
φ1(z) = 1− D1φ1(e1)
[
(1− z1)− Q
(
z′
)]+ O(|1− z1| 32 )
where D1φ1(e1) > 0, |Q (z′)| |z′|22 and z′ = (z2, . . . , zn). Thus, if z ∈ Bn with |1− z1| small, then∣∣1− φ1(z)∣∣ |1− z1| + ∣∣z′∣∣2/2
 |1− z1| +
(
1− |z1|2
)
/2
 2|1− z1|.
That is, there is a small constant  such that for 0< δ < 
S(e1, δ) ⊂ Φ−1
(
S(e1, δ)
)
. (4.7)
First let α > −1. Then, following the same argument of the proof of Theorem 4.4 using (4.6), we have∥∥CΦ( fa,c)∥∥pApα,s 
∫
Φ−1(S(e1,1−a))
∣∣Rt( fa,c+s ◦Φ)∣∣p dVα
 1
(1− a)(c+s)p
∫
S(e1,(1−a))
dVα
≈ ‖ fa,c‖pApα,s
where the last equivalence is from the fact Vα(S(e1,1− a)) ≈ (1− a)n+α+1. Thus CΦ is not compact on Apα,s when α > −1.
Next let α = −1. Since Φ is continuous on Bn , by (4.7) we have
S(e1, δ)∩ ∂Bn ⊂ Φ−1
(S(e1, δ))∩ ∂Bn.
Thus, we have∥∥CΦ( fa,c)∥∥pAp−1,s 
∫
Φ−1(S(e1,δ))∩∂Bn
∣∣ fa,c+s ◦Φ(ζ)∣∣p dσ
 1
(1− a)(c+s)p
∫
S(e1,(1−a))∩∂Bn
dσ
≈ ‖ fa,c‖pAp .−1,s
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proof is complete. 
Theorem 4.7. Let 0< p,q < ∞, α,β −1, s, t  0 and Φ ∈ Cs+4(Bn)∩ Ct+4(Bn). We assume s is a non-negative integer if α = −1
and t is a non-negative integer if β = −1. Let (qt − β − n− 3/4)/q = (ps − α − n − 1)/p, and either (α, s) = (β, t) and α > −1 or
p  q. Then the following are equivalent.
(1) CΦ : A
p
α,s → Apα,s is bounded.
(2) CΦ : A
p
α,s → Aqβ,t is compact.
Proof. The contrapositive statement of (2) ⇒ (1) is part of Theorem 4.4. Also, note that Example 4.5 shows that (2) ⇒ (1)
is sharp when (qt − β − n− 3/4)/q < (ps − α − n− 1)/p if β −3/4 and p  q.
Conversely, suppose CΦ : A
p
α,s → Apα,s is bounded. It suﬃces to show that Apα,s ⊂ Aqβ,t and the inclusion map is compact.
By (2.4) and the assumption, we may assume s, t are non-negative integers.
First, suppose (α, s) = (β, t) and α > −1. Then, by assumption we have q < p. Since the inclusion Apα,s ⊂ Aqα,s is compact
by (2.2), proof is complete.
Next, assume p  q and let  = p/(4q). Then,
sp − α −  − n− 1
p
= − 
p
+ sp − α − n− 1
p
= − 
p
+ qt − β − n− 3/4
q
= qt − β − n − 1
q
.
Thus, by (2.5)
Apα+,s ⊂ Aqβ,t,
and the inclusion is continuous. Since the inclusion Apα,s ⊂ Apα+,s is compact by (2.2), proof is complete. 
Proof of Theorem 1.1. Theorem 1.1(1) follows from Theorems 4.2 and 4.4(1).
Theorem 1.1(2) is Theorem 4.6. 
Proof of Theorem 1.2. Theorem 1.2(1) follows from Theorems 1.1(1) and 4.4(1).
Theorem 1.2(2) is Theorem 4.7. 
Remark. Example 4.5 shows that for certain index ranges Theorem 1.2 is sharp.
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