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Abstract
In this paper, we address the problem of face recognition of low-resolution images under varying light, illumination and blur using
local texture based face representation. The main contribution is the texture representation using Phase-Context which is based on
four-quadrant mask of the Fourier transform phase in local neighborhoods.
The contextual phase generates a more discriminative code ﬁltering responses, and a more eﬀective feature set than the Lo-
cal Phase Quantization (LPQ) descriptor which is suﬀering from the inﬂuence of the noisy ﬁlter responses, the order relation
breakdown of the generated codes, and the discretization eﬀect of the quantization.
The experimental results on CMU-PIE, extended YALE-B and CAS-PEAL-R1 databases show that the Phase-Context methodol-
ogy is more descriptive than LPQ, outperforming the widely used Local Binary Pattern (LBP), and Histogram of oriented Gradients
(HOG).
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Scientiﬁc Committee of IHCI 2014.
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1. Introduction
Biometric-based identiﬁcation using face recognition have received very much attention for recognizing individu-
als. The computer vision researchers are more and more interested in automating physiological information capturing
from human faces, a process that presents an important challenge arising from facial dynamics and other scene con-
ditions. Several representations can be found in the literature1 proposing diﬀerent methodologies for visual face
recognition. The aim is to obtain a descriptor of the face that is robust to variations in pose, lighting and facial expres-
sions. Moreover, an eﬃcient descriptor is that which captures facial attributes that account for the most signiﬁcant
variation between-person faces while minimizing within-person variation. Feature-based methods require precise and
stable localization of facial landmarks which is not ensured with small face images. In this case, the appearance based-
methods, that have attracted more and more attention are more suitable, however they are in the need to a suitable
feature set reliably insensitive to facial dynamics but at the same time closely relevant to inter-person variations.
In this paper, we propose a new texture representation using local phase information named Phase-Context for ef-
ﬁcient face recognition. Experimental results both on CMU-PIE,YALE-B and CAS-PEAL-R1 datasets show that
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Phase-Context representation performs better compared to the state-of-the-art representations. The eﬀectiveness is
assessed against the widely used descriptors such as LPQ, LBP, and HOG.
We brieﬂy discuss related work in Section 2, describe our method in Section 3. Experimental results are presented
in Section 4 and conclusions are given in Section 5.
2. Related work
Many of previous study of face recognition have adopted the concept of holistic processing such as principal com-
ponent analysis (PCA), independent component analysis (ICA) and Fisher’s linear discriminant analysis (LDA). The
initial success of eigenfaces strengthened the idea of matching images in compressed subspaces2.
Recently, local methods have gained much interest following advances in texture description using local descrip-
tors3,4,5,6,7. Ahonen et al.8 proposed to use the histogram of LBP5 as a combination of micro-patterns for a global
description of the face image. The LBP patterns encode the facial regions locally while the whole shape of the face is
recovered by the global histogram. LBP codes are insensitive to monotonic gray scale transformation. In practice, this
type of coding is sensitive to noisy images when the pixel intensity order is not preserved, due to the threshold function
adopted by the operator. Many other LBP variants were proposed in the literature to improve the conventional LBP
method9. Tan and Triggs21 proposed a generalization of LBP and Gabor feature cues combined to a Kernel Linear
Discriminant Analysis.
Histogram of oriented Gradient (HOG) descriptors were proposed by Dalal and Triggs3 for person detection. De´niz
et al.10 investigated HOG descriptors at diﬀerent scales for face recognition. The main idea behind HOG is based
on the local edge information. That is each window region can be described by the local distribution of the edge
orientations and the corresponding gradient magnitude. The local distribution is described by the local histogram
of oriented gradients which is formed by dividing the detection window into a set of small regions called cells, and
within each cell integrate the magnitude of the edge gradient for each orientation bin. This is done for all of the pixels
within the cell. To provide better invariance, the local HOG is normalized over the block of neighboring cells.
More recently, the Local Phase Quantization (LPQ) descriptor was used for face recognition11. LPQ was originally
designed by Ojansivu and Heikkila similarly to the LBP methodology as a texture descriptor6. LPQ is insensitive to
image blurring, and it has proven to be a very eﬃcient descriptor in face recognition from blurred as well as sharp
images11.
3. Fourier transform Phase
In the literature, one can ﬁnd several attempts at designing feature sets using magnitude information. However, the
phase can be a very important source of information12,13.
The phase image is based on computing the local frequency using short-term Fourier transformation (equ.1) on
local M by M neighborhood Nx at each pixel position x of the image f (x).
Fu(x) =
∑
y∈Nx
f (x − y) exp
(
− j2πuTy
)
(1)
Fu(x) is eﬃciently evaluated for all image positions x ∈ {x1, ..., xN} using precomputed 2D ﬁlters at four frequency
points u1 = [a, 0]T , u2 = [0, a]T , u3 = [a, a]T , and u4 = [a,−a]T . The frequency parameter a is ﬁxed to the lowest
non-zero frequency (1/M) as in6. For each pixel position x, the Fourier coeﬃcients are given by
G(x) =
[
Fu1 (x), Fu2 (x), Fu3 (x), Fu4 (x)
]
where Fui (x) is the complex term {Fui (x), Fui (x)} in which and  denote the real and the imaginary parts.
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3.1. Local Phase Quantization
The local phase quantization (LPQ) descriptor6 is based on quantifying the Fourier transform phase by considering
the sign of each component in G(x). This is done by using a simple scalar quantizer
q j(x) =
{
1 if g j(x) ≥ 0
0 otherwise (2)
where g j(x) is the jth component of the vector G(x). The phase information is then represented as a an integer
codeword between 0 − 255 using the eight binary coeﬃcients q j(x)
fLPQ(x) =
8∑
j=1
q j 2 j−1 (3)
In this paper, we refer to this type of coding as codeword-based coding.
Local phase quantization for face description11 used block-based image description similarly to HOG3 and LBP8
methodologies. Face images are divided into small non overlapping regions to extract local 256−dimensional LPQ
histograms which are then concatenated into a single code histogram. The ﬁnal histogram is used as a feature vector
to represent the face image. We used a block-grid size of 8 × 8 that was experimentally ﬁxed.
3.2. Phase-Context
The atomic element in LPQ operator can be considered as the quantized code of the image phase. The encoding
operators have to optimally balance between the accuracy and the robustness of the discretization against data variance.
The LPQ codeword quantizes the phase as an integer code denoting which quadrant the phase belongs to. Figure
(1) shows some examples of frequency responses Fui (x) at the frequency point ui. As we can see, the distance between
the generated codewords (numbers between parenthesis in the left subﬁgure) of a phase that belongs to quadrant Q-III
and codewords of that which goes to Q-IV is dist((0), (1)) = (1), whereas the distance between a codeword with
phase in quadrant Q-III (i.e. (0)) and a codeword of that from Q-II (i.e. (2)) is (2). Quadrants Q-IV and Q-II are direct
neighbors of Q-III and should give the same distances, that is why LPQ encoding is a histogramming-based approach.
Another problem of the LPQ encoding is that it does not consider the noisy response cases.
Fig. 1. Local Phase Quantization (left) vs. Phase-Context “no-quantization” (right)
Considering these issues, we propose to use an alternative approach that is based on a four-quadrant phase context
assessment (Fig. 1). Rather to consider integer codewords encoding as in LPQ (equ. 3), in the Phase-Context, we keep
the signs of the frequency responses and avoid any kind of quantization (equ. 4).
Furthermore, to reduce the inﬂuence of erroneous ﬁlter responses, we consider only phases with coeﬃcient magni-
tude larger than some threshold value τ to avoid sign jittering eﬀect of the noisy ﬁlter responses. For each frequency
ui we set a diﬀerent τ that depends on the mean value of the magnitude
∣∣∣Fui ∣∣∣.
PCui (x) =
{ (
sgn(Fui (x)), sgn(F

ui (x))
)
if
∥∥∥(Fui (x))∥∥∥ ≥ τ
(0, 0) otherwise
(4)
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Fig. 2. Comparison of the distribution of code emergence frequency for Phase-Context pseudo-codes (6561 = 38 codes) on PIE vs.
YALE-B database
Fig. 3. Comparison of the distribution of code emergence frequency for LBP codewords (256 codes) on PIE vs. YALE-B database
Fig. 4. Comparison of the distribution of code emergence frequency for LPQ codewords (256 codes) on PIE vs. YALE-B database
We computed the distribution of code emergence frequency for LBP and LPQ codes, and Phase-Context pseudo-
codes in both CMU-PIE and YALE-B face databases (described below). To be able to represent the distribution of the
code emergence frequency for the Phase-Context, we generate pseudo codes as
∑8
j=1(q j+1) 3
j−1, where q j ∈ {−1, 0, 1}.
The generated pseudo-codes are compatibles with LBP and LPQ codes since they are generated in the same manner
as histograms.
Obviously, for Phase-Context the histogram distributions of the two databases are quite closer and similar patterns
emerge (Fig. 2), however both LBP and LPQ codewords gave a much less similar characteristic signature of the faces
between the two databases (Fig. 3) and (Fig. 4). Moreover, the y-axis ranges of the three sets of representation give
an idea about the uniformity of the corresponding code distribution.
To measure the similarity between two face images, we calculated a scaled L2 distance between the corresponding
Phase-Context descriptors. First, we locally normalize the descriptor such as, for each frequency, it has zero-mean
and unit L2-norm. Then, as shown by equ. (5), scaling factors were applied such as the sub-descriptor corresponding
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to frequency ui has a L2-norm equal to S ui which would put more emphasis on the frequencies that are relevant to the
nature of data.
ScaledPC,ui (x) = S ui ×
( (
PCui (x) − PCui
)
/
∥∥∥PCui
∥∥∥ , (PCui (x) − PCui
)
/
∥∥∥PCui
∥∥∥) (5)
4. Experiments
Two face datasets with diﬀerent lights and illuminations were used in the experiments (Fig. 5). The important
statistics of these datasets are summarized below (see also table 1):
• The ﬁrst dataset is the widely used CMU PIE face database14, which contains 32 × 32 gray scale face images
of 68 persons. Each person has 42 facial images under diﬀerent light and illumination conditions.
• The second dataset is the extended YALE-B face database15,16 which has 38 individuals with around 64 near
frontal images under diﬀerent illuminations per individual.
All the gray-level images were aligned by ﬁxing the positions of the two eyes and normalized to a resolution of
32 × 32 pixels.
Fig. 5. Examples of aligned face images under diﬀerent light and illumination conditions, CMU PIE (top) and Extended YALE-B (bottom)
Table 1. Statistics of the two databases
Dataset Size Dimensionality #of persons
CMU PIE 2 856 32 × 32 68
Extended YALE-B 2 414 32 × 32 38
In both experiments, the Phase-Context was compared to LPQ, LBP, and HOG. In what follows, when we speak
of Phase-Context we mean scaled Phase-Context. Using Principal Component Analysis (PCA), reducing the dimen-
sionality of our Phase-Context descriptor by 4× preserved over 99% of the total variance within the data for both
databases.
The LPBu28,2 operator
17 was used. For the LPQ, we use short-term Fourier transform with Gaussian window and
without decorrelation. The frequency parameter of the operator is ﬁxed to a = 1/M whereas the size of the Gaussian
window was set to (M − 1)/4 as in20 with M = 3.
Similarly to LPQ, the LBP and HOG histograms were extracted independently from the non-overlapping 8 × 8
pixel blocks and then concatenated to build a global descriptor of the face. Recognition was performed using χ2
histogram comparison. For the Phase-Context, the obtained feature vector is standardized such as, for each frequency,
each vector in the data has zero-mean and a given L2-norm.
In the ﬁrst experiment, we follow the same protocol as in11. For each cycle, we selected randomly 23 images of
each of the 68 persons in the database. One image per person was used as gallery image, and the remaining 22 images
were used as probe images for testing. The mean recognition rates were then averaged over 10 000 randomized cycles.
Note that the images we used were 32 × 32 pixels whereas authors in11 cropped images to size 128 × 128 pixels with
less extraneous background.
The average recognition rates with corresponding standard deviations ( s.d. ) for LBP, LPQ, HOG, and Phase-Context
are given in table 2. Clearly, results show that the Phase-Context supports better the low resolution images with
17 Mohamed Dahmane and Langis Gagnon /  Procedia Computer Science  39 ( 2014 )  12 – 19 
higher accuracy (98.5 s.d.0.5%) than LPQ which achieved poor performance (52.7 s.d.2.4%). Whereas, LBP and HOG
led to unsatisfactory recognition rates, respectively, 41.1 s.d.2.2% and 37.3 s.d.1.9%. Besides, a non-negative matrix
factorization based approach18 that was tested exactly on the same images obtained only 75.4%.
Table 2. Recognition performance on CMU PIE
Method GNMF18 LBP LPQ HOG Phase-Context
Rates (%) 75.4 41.1 s.d.2.2 52.7 s.d.2.4 37.3 s.d.1.9 98.5 s.d.0.5
To evaluate the eﬀect of lighting and illumination changes on the recognition performance of each method, images
were preproceeded using the Self-Quotient Image (SQI) normalization19. The accuracy of all of the methods improved
with diﬀerent proportions as the SQI was introduced (table 3). Phase-Context yielded the best recognition average
rate (98.9 s.d.0.4%) with a relative gain1 as lower as 0.4%. The HOG feature set gave the worst performance and was
more sensitive to illumination changes with a very high relative gain of 54%. This is quite natural since HOG is based
on the edge information.
Table 3. Recognition performance on CMU PIE preprocessed face images
Method LBP LPQ HOG Phase-Context
Accuracy (%) 55.3 s.d.2.7 67.4 s.d.2.4 57.1 s.d.3.4 98.9 s.d.0.4
Gain (%) 34 28 54 0.4
The second experiment was conducted on the extended Yale-B dataset, with more diﬃcult illumination conditions
than PIE dataset. The recognition scores are reported in table 4. The Phase-Context still gave the best results (75.8
s.d.2.1%) against (16.1 s.d.1.6%) for the LPQ which gave comparable rate to HOG and LBP. We found that the scaling
values S u1 = 1, S u2 = 9, S u3 = 25, and S u4 = 9 deliver the best average recognition rates over the two databases.
Slightly lower results were achieved with unit scaling values. Generally, best results were obtained when less emphasis
was put on frequency u1 with small S u1 .
Table 4. Recognition performance on YALE-B
Method LBP LPQ HOG Phase-Context
Rates (%) 13.8 s.d.1.4 16.1 s.d.1.6 11.7 s.d.1.4 75.8 s.d.2.1
Similarly to PIE database, the illumination normalization preprocessing on YALE-B face images improved the recog-
nitions rate of all the methods. Obviously, from the scores of table 5, we can see that Phase-Context with (75.9 s.d.2.0%)
performs much better than Local Phase Quantization (21 s.d.1.8%), Histogram of Oriented Gradients (21.2 s.d.1.9%) or
Local Binary pattern with only (14.1 s.d.1.5%).
Globally, the performances achieved on YALE-B dataset explain the presence of more diﬃcult conditions relative to
the CMU-PIE database. Again, the Phase-Context achieved a quite lower gain against the other methods which means
that it is less sensitive to illumination change.
Table 5. Recognition performance on YALE-B preprocessed face images
Method LBP LPQ HOG Phase-Context
Accuracy (%) 14.1 s.d.1.5 21.0 s.d.1.8 21.2 s.d.1.9 75.9 s.d.2.0
Gain (%) 2 30 81 0.13
1 The relative gain is deﬁned as (accuracywith pre-proc. − accuracywithout pre-proc.)/accuracywithout pre-proc.
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To test the robustness of our descriptor against blur, a set of Gaussian blurring kernels σ = [0 : 0.5 : 2] was used to
generate blurred face images. We adopted the same protocol as in11 for testing the methods. The probe images were
blurred while the gallery images used one sharp (original) image per person.
Figures 6 and 7 show the mean recognition rates of the diﬀerent methods relative to the standard deviations of the
blurring kernel. σ = 0 means that sharp images were used as probes without blur.
The performance of Phase-Context is far better than HOG, LPQ, and LBP, despite the blurring kernel we used,
with or without preprocessing. For preprocessed images, recognition rates drop more slightly for blurred images with
σ ≤ 1. For both databases, regardless preprocessing was done or not, Phase-Context produced better performance
(for σ ≤ 1) than all other methods even with no blur. HOG tolerated less blur than LBP and LPQ for σ ≤ 0.5. All the
control methods gave unsatisfactory recognition rates as blur increases from σ = 1.
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Fig. 6. Average recognition rates on the CMU PIE with increasing blur, No preprocessing (left) vs. with preprocessing (right).
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Fig. 7. Average recognition rates on the YALE-B with increasing blur, No preprocessing (left) vs. with preprocessing (right).
Furthermore, we include a comparison to the LBP+Gabor/Kernel Linear Discriminant Analysis (KLDA) ap-
proach21 proposed by Tan and Triggs. KLDA was used to extract discriminant information from the local appearance
cues.
To be fair, we used the same standard experimental protocol from the CAS-PEAL-R122 face database that contains
30 863 images of 1 040 individuals (595 males and 445 females). The gallery set contains 1 040 images, one image
per person. As in21 we used the lighting probe set which contains 2 243 images. There is no overlap between the
gallery and the probe sets, and all images were normalized in size to a resolution of 32 × 32 pixels.
Phase-Context (29.07%) was considerably more accurate than LBP+GABOR/KLDA (14.4%) which achieved more
satisfying score than either feature set alone (Tab. 6). Note though that for training the KLDA on CAS-PEAL-R1, the
authors used an extra training set, which contains 4 frontal images each of 300 subjects who were randomly selected
from the full 1 040 subject data set.
Table 6. Comparison to a generalized LBP and Gabor feature sets.
Method LBP/KLDA GABOR/KLDA LBP+GABOR/KLDA Phase-Context
Accuracy (%) 8.5 10.87 14.4 29.07
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5. Conclusion
In this paper, we addressed an important problem for face recognition which is feature extraction. We deﬁned
Phase-Context as a new feature set based on the phase of the Fourier transform. The idea is to use the four-quadrant
mask of the Fourier transform phase in local neighborhoods and to reduce the inﬂuence of erroneous ﬁlter responses
by privileging phases from ﬁlters with higher magnitude response since the phase of such ﬁlters is more stable. Also,
the proposed Phase-Context can compensate for the order relation breakdown of the handcrafted codes generated by
LPQ. Furthermore, it overcomes the discretization eﬀect of the encoding process.
We showed that the proposed descriptor outperforms the current state-of-the-art methods in facial image analysis
(e.g. LBP, LPQ, HOG). The series of tests conducted on low resolutions images from CMU-PIE, YALE-B and
CAS-PEAL-R1 datasets showed that the Phase-Context is robust to lighting and illumination changes and has a high
discriminative power with a signiﬁcant recognition rate even with severely blurred images. It seems that these methods
are more suited for higher resolutions, and that they are not adapted to be used on much smaller images.
Future work will consider the problem of face recognition in uncontrolled environments where face alignment is a
crucial step.
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