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Abstract
Associated to each set S of simple roots of SL(n,C) is an equivariant fibration X → XS of the com-
plete flag variety X of Cn. To each such fibration we associate an algebra JS of operators on L2(X ), or
more generally on L2-sections of vector bundles over X . This ideal contains, in particular, the longitudinal
pseudodifferential operators of negative order tangent to the fibres. Together, they form a lattice of operator
ideals whose common intersection is the compact operators. Thus, for instance, the product of negative
order pseudodifferential operators along the fibres of two such fibrations, X → XS and X → XT , is a com-
pact operator if S ∪ T is the full set of simple roots. The construction of the ideals uses noncommutative
harmonic analysis, and hinges upon a representation theoretic property of subgroups of SU(n), which may
be described as ‘essential orthogonality of subrepresentations’.
© 2009 Elsevier Inc. All rights reserved.
Keywords: Semisimple Lie groups; Pseudodifferential operators; Noncommutative harmonic analysis; Operator algebras
1. Introduction
Let X = X1 ×X2 be a product of compact manifolds. If A1 and A2 are longitudinal smoothing
operators along the respective product fibrations, then their product A1A2 is a smoothing operator
on X . More generally, if A1 and A2 are longitudinal pseudodifferential operators of negative
order then their product, whilst not being a classical pseudodifferential operator, is certainly a
compact operator on L2(X ). In this article we extend, and generalize, the latter fact to a class of
highly nontrivial multiply-fibred manifolds—the complete flag varieties for Cn.
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R. Yuncken / Journal of Functional Analysis 258 (2010) 1140–1166 1141The motivation for studying longitudinal pseudodifferential operators on flag varieties comes
from the representation theory of semisimple groups, where they appear frequently. For instance,
the Kunze–Stein intertwining operators between principle series representations of SL(n,C) are
of this form (see, e.g., [8]). In [2], Bernstein proposed a longitudinal Sobolev theory related to
such operators. However, as far as the present author is aware, certain desirable properties of
this Sobolev theory seem to fail (see [12, Chapter 5]). In this light, the results presented here
constitute a weaker analytic construction which, while far less powerful than a full Sobolev
theory, is sufficient for certain applications to index theory.
The author’s specific motivation for this work is the Baum–Connes Conjecture, an important
conjecture in equivariant index theory which remains unsolved for discrete subgroups of higher
rank ( 2) semisimple Lie groups. (See, e.g., [4] for an overview of the Baum–Connes Con-
jecture and its many consequences.) For the interested reader, we provide here a sketch of the
motivating application, the full details of which can be found in the preprint [13]. This material
is not necessary for an understanding of what follows.
By work of Kasparov, the Baum–Connes Conjecture follows if one can prove that a particular
canonical element of equivariant bivariant K-theory—the γ element—is trivial, in the weak
sense that it acts trivially upon the K-theory of the reduced group C∗-algebra. While there are
many possible choices of Kasparov cycle representing γ , successful models for rank-one groups
in [7,6,5]1 can in hindsight be seen to be based upon the Bernstein–Gelfand–Gelfand (‘BGG’)
complex ([3], see also [1]). For more discussion of why this complex is a likely starting point for
a construction, see [13].
For G = SL(3,C), the BGG complex is constructed from longitudinal differential operators
along the two equivariant fibrations of the complete flag variety. The conclusion of [13] is that a
Kasparov cycle representing γ can indeed be constructed from this BGG complex. The analysis
involved in the construction relies upon the results presented here. To get a heuristic idea of the
construction, one should use as analogy the construction of the Kasparov product of two K-
homology cycles defined from elliptic differential operators on closed manifolds: underlying this
is a pair of longitudinal operators on the coordinate fibrations of the product manifold.
If a similar construction can be made for general semisimple groups, as is expected, it should
rely upon analysis of the present kind.
Remark 1.1. For rank-one groups, the triviality of γ in the above sense is proven by a homotopy
argument. This part of the proof of the Baum–Connes Conjecture suffers from its own analytic
difficulties when the group has property T. This will certainly be a significant obstacle in the
higher rank cases. We will not speculate here upon possible resolutions of that problem.
We now state the main results, beginning with some important notation.
Let K be a compact semisimple Lie group with Lie algebra k. Let G be the complex semisim-
ple group associated to the complexification g = kC of k. Fix a maximal torus T ⊆ K with Lie
algebra t, so h = tC is the Cartan subalgebra of g. The set of roots of K will be denoted by R. We
fix a choice of positive roots R+ and denote the set of simple roots by Σ .
Given a set S ⊆ Σ of simple roots, let 〈S〉 ⊆ R+ denote the set of roots which are nonnegative
linear combinations of elements of S. To any subset S ⊆ Σ one associates a parabolic subgroup
1 The first proof for discrete subgroups of Sp(n,1) was due to Lafforgue [9] using a different model for γ . The
unpublished proof of Julg [5] referenced here is more in line with the present discussion.
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pS =
⊕
α∈R+
gα ⊕ h ⊕
⊕
α∈〈S〉
g−α
(gα denoting the α-root space of g). We put KS = PS ∩ K. Note that {KS}S⊆Σ is a lattice of
subgroups of K, i.e., KS ⊆ KT if and only if S ⊆ T .
Example 1.2. Let K = SU(n+ 1) with simple roots Σ = {α1, . . . , αn}, where αi is the weight of
the matrix Ei,i+1 ∈ sl(n+1,C) with 1 in the (i, i+1)-entry, and zeros elsewhere. The subgroups
KS (S ⊆ Σ ) are block-diagonal subgroups of SU(n+ 1). In SU(5), for instance,
K{α1,α2} =
⎧⎪⎪⎨
⎪⎪⎩
⎛
⎜⎜⎝
A
ω1
ω2
⎞
⎟⎟⎠ : A ∈ U(3), ω1,ω2 ∈ U(1),det(A).ω1.ω2 = 1
⎫⎪⎪⎬
⎪⎪⎭ .
Note that the semisimple part of KS is a product of special unitary groups.
For S ⊆ Σ , the flag variety K/KS will be denoted by XS . Thus, associated to each S ⊆ Σ , we
have an equivariant fibration
qS : X → XS
of the complete flag variety X = K/T. Note that K∅ = T, so that X∅ = X .
Theorem 1.3. Let K = SU(n), so that X is the complete flag variety for Cn, and let E be a vector
bundle over X . Let S1, . . . , SN ⊆ Σ , and for each i = 1, . . . ,N let Ai be a longitudinal pseu-
dodifferential operator on E of negative order tangent to the fibration X → XSi . If
⋃
i Si = Σ ,
then the product
∏
i Ai is a compact operator on L2(X ,E).
Remark 1.4. This suggests an obvious question about longitudinal pseudodifferential operators
on multiply foliated manifolds in general. Suppose X is a compact manifold which admits two
foliations F1 and F2 with compact leaves. Suppose further that the tangent bundles to the fo-
liations, T F1 and T F2, span a distribution in T X which is totally non-integrable. If Ai is a
longitudinal pseudodifferential operator of negative order along the leaves of Fi (for i = 1,2), is
A1A2 a compact operator on X ?
We suspect the answer is yes. However, this level of generality is greater than is necessary for
the representation theoretic applications we have in mind. Furthermore, the symmetry present in
flag varieties allows us to take a noncommutative harmonic analysis approach to these questions,
as we now describe.
Although this paper is nominally about pseudodifferential operators, the results actually apply
to a much larger class of operators, defined in terms of harmonic analysis. Moreover, the proofs
are facilitated by passing to this larger class of operators.
Throughout, we will use Kˆ to denote the set of irreducible unitary representations of a compact
group K (considered up to unitary equivalence), which are also referred to as K-types.
R. Yuncken / Journal of Functional Analysis 258 (2010) 1140–1166 1143Definition 1.5. Let S ⊆ Σ . Let H be any unitary representation space of K, that is, a Hilbert
space equipped with a unitary representation U : K → B(H). For σ ∈ KˆS , pσ will denote the
orthogonal projection onto the σ -isotypical subspace of H (with the representation U restricted
to KS ).
If F ⊆ KˆS is a collection of irreducibles, we write pF for the projection ∑σ∈F pσ onto the
closed span of the corresponding isotypical subspaces.
In fact, we need to generalize slightly the type of spaces H on which these projections are
defined. For any S ⊆ Σ , the KS -isotypical projections pσ on a unitary representation space H
commute with all weight-space projections (see Lemma 2.1). Thus, pσ is also well defined on
each weight-space.
Definition 1.6. By a harmonic K-space we shall mean any direct sum of weight spaces H =⊕
i (Hi )μi , where μi are weights and (Hi )μi denotes the μi -weight space of a unitary K-repre-
sentation space Hi .
The key example of a harmonic K-space is the L2-section space of a homogeneous line bundle
(see Section 7). Occasionally, we will need to qualify that a harmonic K-space is ‘not too large’,
in the following sense.
Definition 1.7. A harmonic K-space H will be called finite multiplicity if, for each π ∈ Kˆ, pπH is
finite dimensional.
For instance, the regular representation L2(K) is finite multiplicity by the Peter–Weyl Theo-
rem. So too is the L2-section space of any K-equivariant vector bundle over X (Remark 7.1).
The central concept of this paper is the following definition.
Definition 1.8. Let S ⊆ Σ . Let H1 and H2 be harmonic K-spaces and A : H1 → H2 be a bounded
linear map between them. For each σ, τ ∈ KˆS , put Aστ = pσApτ , so that (Aστ )σ,τ∈KˆS is the
matrix of A with respect to the KS -harmonic decomposition. We say A is
(i) KS -harmonically finite if all but finitely many matrix entries Aστ are zero,
(ii) KS -harmonically proper if the matrix (Aστ ) is row- and column-finite, i.e., for each fixed σ
there are only finitely many τ with Aστ or Aτσ nonzero.
If H1 = H2 = H, the set of KS -harmonically proper operators is an algebra, and the KS -
harmonically finite operators form an ideal in that algebra. Closing these in operator-norm, we
obtain a C∗-algebra and ideal.
Definition 1.9. For any S ⊆ Σ , let KS(H1,H2) (resp. AS(H1,H2)) denote the operator-norm
closure of the KS -harmonically finite operators (resp. KS -harmonically proper operators) from
H1 to H2. If H1 = H2 = H, we shall write KS(H) for KS(H,H) and AS(H) for AS(H,H).
It is notationally convenient to think of AS and KS as C∗-categories whose objects are har-
monic K-spaces and whose morphism sets are given by Definition 1.9 above. However, it is worth
remarking that we shall need none of the technicalities of C∗-categories. This framework simply
1144 R. Yuncken / Journal of Functional Analysis 258 (2010) 1140–1166allows us to write A ∈ AS or A ∈ KS , with the domain and target spaces H1 and H2 implied by
the operator A.
It is not true in general that the C∗-categories KS form a lattice of ideals (see Example 3.6).
We make the following adjustment.
Definition 1.10. With A =⋂T⊆Σ AT , define JS = KS ∩ A.
The main result is that the C∗-categories JS form a lattice of ideals. More precisely, we have
the following:
Theorem 1.11.
(i) If S ⊆ T ⊆ Σ then JT is an ideal in JS .
(ii) For any S,T ⊆ Σ , JS ∩ JT = JS∪T .
(iii) If H1 and H2 are finite multiplicity harmonic K-spaces, then JΣ(H1,H2) is the space of
compact operators from H1 to H2.
(See Lemma 3.7 for (i) and Lemma 3.8 for (iii). Property (ii) is proven in Section 5.)
We now wish to relate this harmonic analysis back to longitudinal pseudodifferential oper-
ators. For S ⊆ Σ , let FS denote the foliation of X given by the fibration X → XS , and let
Ψ
−p
FS (E) denote the set of longitudinal pseudodifferential operators of order −p tangent to FS
on a K-homogeneous bundle E over X . Recall that the L2-section space L2(X ;E) is a finite
multiplicity harmonic K-space.
Proposition 1.12. Let K be a product of special unitary groups. Let E be an equivariant vector
bundle over X . For S ⊆ Σ , we have Ψ 0FS (E) ⊆ AS(L2(X ;E)) and Ψ
−p
FS (E) ⊆ JS(L2(X ;E))for any −∞−p < 0.
For the proof, see Section 9. Theorem 1.3 is an immediate corollary of Proposition 1.12 and
Theorem 1.11.
We also note that the norm closure of Ψ−pFS (E) (for any −∞−p < 0) has an interpretation
as compact Hilbert module operators or as a groupoid C∗-algebra. See Section 6.
Remark 1.13. Excluding the case S = Σ , the inclusion Ψ−pFS (E) ⊆ JS(L2(X ;E)) above is far
from an equality, even after passing to the norm closure of the left-hand side. Operators A ∈
Ψ
−p
FS (E) preserve XS -supports, in the sense that if a section s ∈ L2(X ;E) is zero on a given
fibre of X → XS , then so is As. On the other hand, the operator of left translation by any k ∈ K
belongs to AS(L2(X ;E)) (see Remark 7.2), so operators in the ideal JS(L2(X ;E)) need not
preserve XS -supports. Similar remarks hold for Ψ 0FS (E) ⊆ AS(L2(X ;E)).
For S = Σ , the norm closure of Ψ−pFΣ (E) is equal to JΣ(L2(X ;E)) = K(L2(X ;E)) (the
compact operators), while AΣ(L2(X ;E)) = B(L2(X ;E)).
The paper is organized as follows. Sections 2 to 5 deal with the harmonic analysis. Section 2
provides some basics on harmonic decompositions, Section 3 elaborates upon the definition of
the C∗-categories AS and KS , and Section 4 proves some useful lemmas about tensor operators.
R. Yuncken / Journal of Functional Analysis 258 (2010) 1140–1166 1145Section 5 proves the main result—property (ii) of Theorem 1.11. The remaining sections describe
how this harmonic analysis can be applied to longitudinal pseudodifferential operators on the
complete flag variety of Cn.
Some comments on the proof of Theorem 1.11(ii) may be illuminating. At the heart of the
proof one finds the following property of a pair of subgroups of a compact group.
Definition 1.14. Two closed subgroups K1 and K2 of a compact group K will be called essentially
orthotypical if for any irreducible representations σ1 of K1 and σ2 of K2 and any 
 > 0, there are
only finitely many irreducible representations π of K which contain unit vectors ξ1, ξ2, where ξi
is of type σi for Ki (i = 1,2) and |〈ξ1, ξ2〉| > 
.
An equivalent formulation is that the product of the isotypical projections pσ1pσ2 is compact
on any finite multiplicity unitary representation of K. (Cf. Lemma 5.1.)
We prove, for K = SU(n), that if S ∪ T = Σ then the subgroups KS and KT defined above
are essentially orthotypical. We expect the analogous result to be true for arbitrary compact
semisimple groups K. Indeed one might ask the following more general question.
Question 1.15. Is it true for any compact group K that subgroups K1 and K2 are essentially
orthotypical whenever they generate K?
Remark 1.16. Essential orthotypicality for generating subgroups can be viewed as a strong ver-
sion of Kazhdan’s property T. (Compact groups satisfy property T trivially, of course.) Taking
K1 ∪ K2 as a generating set for K, the ‘almost invariant vectors’ definition of property T implies
that there exists a constant 0 < c < 1 with the following property: Let π be an irreducible repre-
sentation of K on V π which contains unit vectors ξi fixed by Ki (i = 1,2). If |〈ξ1, ξ2〉| > c, then
π is the trivial representation of K.
On the other hand, essential orthotypicality says that for any 
 > 0, the condition |〈ξ1, ξ2〉| > 

implies that π belongs to some finite set of irreducibles of K.
2. Harmonic decompositions
Let K be any compact group, and H a closed subgroup. Let U be a unitary representation of
K on a Hilbert space H. As above, for any irreducible representation σ ∈ Hˆ we let pσ denote
the projection onto the σ -isotypical subspace of H (with representation restricted to H). By
orthogonality of characters, this can be written explicitly as
pσ = dimσ.
∫
H
χσ (h)U(h)dh, (2.1)
where χσ is the character of σ .
Lemma 2.1. Let H1, H2 be closed subgroups of K, and let σ ∈ Hˆ1, τ ∈ Hˆ2.
(i) If H1 and H2 commute, then pσ and pτ commute.
(ii) If H1  H2, then pσ and pτ commute.
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pσpτ = dimσ.dim τ.
∫
h1∈H1
∫
h2∈H2
χσ (h1)χτ (h2)U(h1h2) dh1 dh2
= dimσ.dim τ.
∫
h1∈H1
∫
h2∈H2
χσ (h1)χτ
(
h1h2h
−1
1
)
U(h2h1) dh1 dh2.
In both cases (i) and (ii), χτ (h1h2h−11 ) = χτ (h2), so the latter integral equals pτpσ . 
Now we specialize to the case where K is compact semisimple and H = KS , for some S ⊆ Σ ,
as defined in the introduction.
Consider first the case S = ∅, for which K∅ = T. The irreducible representations of T corre-
spond to the weights μ of K, via the exponential map. The corresponding harmonic projections—
which we will denote by pμ rather than the cumbersome peμ—are the projections onto the weight
spaces of a K-representation.
More generally, for any S ⊆ Σ , the family of projections {pσ | σ ∈ KˆS} gives an orthogonal
decomposition of any unitary representation space of K. Note that, by Lemma 2.1, the weight-
space projections pμ commute with all of the projections pσ for σ ∈ KˆS . Thus, {pσ | σ ∈ KˆS}
also gives an orthogonal decomposition of any harmonic K-space, as defined in Definition 1.6.
3. C∗-algebras associated to the fibrations
Recall that in Definition 1.9, we defined the C∗-categories KS and AS as the norm-closure of
the KS -harmonically finite and KS -harmonically proper operators, respectively. In this section,
we prove some basic properties of KS and AS .
Recall that for any set F ⊆ KˆS of KS -types, we define pF =∑σ∈F pσ . An operator A be-
tween harmonic K-spaces is KS -harmonically finite if and only if A = pFApF for some finite set
F ⊂ KˆS . In particular, the KS -isotypical projections pσ themselves are KS -harmonically finite, as
is pF for any finite F ⊂ KˆS .
If S = T ⊆ Σ , the KT -isotypical projections turn out to belong to AS , although this is not
easy to prove yet. (See Lemma 5.7.) For now, we content ourselves with the easy case where T
is a subset or superset of S.
Lemma 3.1. Let S ⊆ Σ . Suppose A : H1 → H2 is a bounded operator between harmonic
K-spaces which commutes with all projections pσ (σ ∈ KˆS). Then A is KS -harmonically proper,
and hence belongs to AS . In particular,
(i) if T ⊆ S or T ⊇ S then pF ∈ AS for any F ⊆ KˆT .
(ii) if A is an intertwiner between unitary K-representations, then A ∈ AS .
Proof. The main assertion is immediate since pσAp′σ = pσp′σA = 0 for all σ ′ = σ in KˆS . Con-
sequently, (i) follows from Lemma 2.1 and (ii) is trivial. 
Lemma 3.2. If S ⊆ T ⊆ Σ , then KT ⊆ KS .
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set F ⊂ KˆT . Each irreducible representation for KT decomposes into finitely many irreducibles
for KS , so there is a finite set F ′ ⊂ KˆS of KS -types which occur in the members of F . Then
pF = pF ′pF = pFpF ′ , and it follows that A = pF ′ApF ′ . Thus A is KS -harmonically finite.
Taking completions gives KT ⊆ KS . 
For the purpose of the next few lemmas, we will fix an enumeration of the irreducible repre-
sentations of KS as {σ0, σ1, σ2, . . .}. Also, let Fj = {σ0, . . . , σj } ⊆ KˆS .
Recall that a harmonic K-space H is called finite multiplicity if the projections pπ (π ∈ Kˆ) are
all finite rank on H.
Lemma 3.3. If H1, H2 are finite multiplicity harmonic K-spaces, then KΣ(H1,H2) =
K(H1,H2), the algebra of compact operators from H1 to H2.
Proof. Since pF =∑π∈F pπ is finite rank on H1 and H2 for any finite set F ⊆ Kˆ = KˆΣ , KΣ -
harmonically finite operators are finite-rank. Thus KΣ(H1,H2) ⊆ K(H1,H2). On the other
hand, the projections pFj =
∑j
i=1 pσj converge to 1 in the strong operator topology. There-
fore, for any finite rank operator A : H1 → H2, the KΣ -harmonically finite operators pFjApFj
converge to A as j → ∞. Thus K(H1H2) ⊆ KΣ(H1H2). 
The next two lemmas give equivalent characterizations of the C∗-categories KS and AS .
Lemma 3.4. Let K : H1 → H2 be a bounded linear map between harmonic K-spaces. The fol-
lowing are equivalent:
(i) K ∈ KS .
(ii) p⊥FjK → 0 and Kp⊥Fj → 0 in norm as j → ∞.
(iii) pFjKpFj → K in norm as j → ∞.
Proof. For (i) ⇒ (ii), note that the both p⊥FjK and Kp⊥Fj are eventually zero if K is KS -harmon-
ically finite. Thus, (ii) follows for all K ∈ KS by density. For (ii) ⇒ (iii), write K − pFjKpFj =
Kp⊥Fj + p⊥FjKpFj . For (iii) ⇒ (i), note that pFjKpFj is KS -harmonically finite. 
Lemma 3.5. Let A : H1 → H2 be a bounded linear map between harmonic K-spaces. The fol-
lowing are equivalent:
(i) A ∈ AS .
(ii) For any σ ∈ KˆS , p⊥Fj Apσ → 0 and pσAP⊥Fj → 0 in norm as j → ∞.
(iii) For any σ ∈ KˆS , Apσ and pσA are in KS .
(iv) A is a two-sided multiplier of KS , i.e., AK ∈ KS for all right-composable K ∈ KS and
KA ∈ KS for all left-composable K ∈ KS .
Here, left- and right-composable mean that the appropriate domain and target spaces agree.
Proof. (i) ⇒ (ii): If A is KS -harmonically proper the two sequences in (ii) are eventually zero.
By density, (ii) holds for all A ∈ AS .
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(iii) ⇒ (iv): Let K ∈ KS be right-composable with A. By Lemma 3.4(iii), AK =
limj→∞ ApFjKpFj . If A satisfies (iii) then ApFj ∈ KS for all j , so AK ∈ KS . Similarly for
right-composable K ∈ KS .
(iv) ⇒ (i): Let A be a two-sided multiplier of KS . Let 
 > 0. Starting with A0 = A, we will
construct a sequence (Ak)k∈N of two-sided multipliers for KS such that
‖Ak+1 −Ak‖ < 
.2−k−1, (3.1)
as well as a sequence a0, a1, a2, . . . ∈ N such that
p⊥Faj AkpFj = 0 for all 0 j < k, (3.2)
pFjAkp
⊥
Faj
= 0 for all 0 j < k. (3.3)
The norm-limit A∞ of this sequence will be an 
-approximation of A by (3.1), and it will be
KS -harmonically proper as follows. For any σ = σj ∈ KˆS , if σ ′ /∈ Faj ,
pσ ′A∞pσ = lim
k→∞pσ
′Akpσ = lim
k→∞
(
pσ ′p
⊥
Faj
)
Ak(pFj pσj ) = 0,
and pσA∞pσ ′ = 0 similarly. Since 
 is arbitrary, we will conclude that A ∈ AS .
To inductively define Ak+1, assume that we have Ak as above. Since Ak is a two-sided mul-
tiplier, AkpFk ∈ KS and pFkAk ∈ KS . By Lemma 3.4 there is an integer ak (without loss of
generality, larger than k) such that the operators
Bk = p⊥Fak AkpFk
and
Ck = pFkAkp⊥Fak
have norm less than 
.2−k−2. Note that Bk,Ck ∈ KS , so they are trivially two-sided multipliers
for KS . Now put
Ak+1 = Ak −Bk −Ck.
It is clear that (3.1) is satisfied. Since all isotypical projections for KS commute, (3.2) and (3.3)
hold for Ak+1 with 0 j < k. We need to prove them for j = k. Since ak  k we have
p⊥Fak Ak+1pFk = p
⊥
Fak
AkpFk − p⊥Fak BkpFk − p
⊥
Fak
CkpFk
= p⊥Fak AkpFk − p
⊥
Fak
AkpFk − 0
= 0,
and p⊥ Ak+1pFk = 0 similarly. Fak
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Recall that KT ⊆ KS for any S ⊆ T ⊆ Σ . The following example shows that KT is not gen-
erally an ideal in KS .
Example 3.6. Let H be the zero weight space of the right regular representation on L2(K). This
is the space of T-invariant functions, so H ∼= L2(X ). By the Peter–Weyl Theorem, H is a finite
multiplicity harmonic K-space, so KΣ(H) = K(H) by Lemma 3.3. At the other extreme, since
the zero weight projection on H is the identity operator, every bounded operator on H is K∅-
harmonically finite, i.e., K∅(H) = B(H).
If ∅  T  Σ then H contains infinitely many KT -types, namely, any KT -type with non-
trivial 0-weight space. Thus 1 /∈ KT (H). On the other hand, H contains the KT -fixed vectors of
L2(K), which is an infinite dimensional subspace, so the projection onto the trivial KT -type is not
in K(H). We get K∅(H)  KT (H)  KΣ(H), so KT (H) cannot be an ideal in K∅(H) = B(H).
To remedy this, as mentioned in Definition 1.10, we let A =⋂T⊆Σ AT , and define JS =
KS ∩ A.
Lemma 3.7. If S ⊆ T ⊆ Σ , then JT  JS .
Proof. By Lemma 3.2, JT ⊆ JS . Since JS ⊆ A ⊆ AT by definition, Lemma 3.5(iv) shows that
JS multiplies JT . 
Note also that by Lemma 3.2, KΣ ⊆ KS ⊆ AS for all S ⊆ Σ , and thus JΣ = KΣ . Lemma 3.3
gives the following.
Lemma 3.8. If H1,H2 are finite multiplicity harmonic K-spaces, JΣ(H1,H2) is the space of
compact operators from H1 to H2.
4. Tensor operators
Notation 4.1. Throughout, we use 1S to denote the trivial representation of KS for any S ⊆ Σ .
Also, for any σ ∈ KˆS , we use V σ to denote the finite dimensional Hilbert space on which it acts.
The dual representation will be denoted σ †.
Definition 4.2. Let H and H′ be Hilbert spaces. For v ∈ H′, we denote by Θv the operator
Θv : H → H′ ⊗ H; ξ → v ⊗ ξ.
The adjoint of Θv is the operator Θ∗v : w ⊗ ξ → 〈v,w〉ξ .
Lemma 4.3. Let U , U ′ be unitary representations of K on Hilbert spaces H and H′, respectively.
For any v ∈ H′, the operator
Θv : H → H′ ⊗ H; ξ → v ⊗ ξ,
belongs to A =⋂ AS .S⊆Σ
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The representation σ ⊗ σ1, being finite dimensional, contains only finitely many KS -types, so
pσ2Θvpσ1 = 0 for all but finitely many σ2 ∈ KˆS . Moreover, by orthogonality of characters, the
multiplicity of σ1 in σ ⊗ σ2 is the same as the multiplicity of σ2 in σ † ⊗ σ1, which is again zero
for all but finitely many σ2. Hence pσ1Θvpσ2 = 0 for all but finitely many σ2 ∈ KˆS . Therefore
Θv is KS -harmonically proper.
Since the KS -isotypical vectors span a dense subspace of H′, the general case follows from an
approximation argument. 
Using such tensor operators, we can relate any KS -isotypical projection pσ to the projection
p1S onto KS -fixed vectors as follows.
Fix σ ∈ KˆS . Let m = dimV σ , let v1, . . . , vm be an orthonormal basis for V σ and v†1, . . . , v†m
the dual basis of V σ†.
Lemma 4.4. With the above notation, on any Hilbert space H with a unitary representation
of KS , we have
pσ = m.
m∑
i=1
Θ∗
v
†
i
p1SΘv†i
. (4.1)
Note that the projection p1S here is acting on the representation V σ† ⊗ H.
Proof. To begin with, suppose H is itself an irreducible KS -representation, say H = V σ ′ , for
σ ′ ∈ KˆS . By orthogonality of characters, the representation σ † ⊗ σ ′ contains a trivial subrepre-
sentation if and only if σ ′ = σ . Thus, both sides of (4.1) are zero on V σ ′ for σ ′ = σ . On the other
hand, if σ ′ = σ , the trivial subrepresentation of V σ† ⊗V σ is spanned by∑mk=1 v†k ⊗ vk . For each
i, j , we get
vj
Θ
v
†
i−→ v†i ⊗ vj
p1S−→ δij 1
m
m∑
k=1
v
†
k ⊗ vk
Θ∗
v
†
i−→ δij 1
m
vi.
Hence m.
∑m
i=1 Θ∗v†i
p1SΘv†i
vj = vj , for each j = 1, . . . ,m. Eq. (4.1) for H = V σ follows.
Now let Φ : V σ ′ → H be an intertwining operator from any σ ′ ∈ KˆS to a unitary KS -
representation. In the diagram
V σ
′
Θ
v
†
i
Φ
V σ† ⊗ V σ ′
p1S
1⊗Φ
V σ† ⊗ V σ ′
Θ∗
v
†
i
1⊗Φ
V σ
′
Φ
H
Θ
v
†
i
V σ† ⊗ H
p1S
V σ† ⊗ H
Θ∗
v
†
i H
the left and right squares obviously commute, while the middle square commutes because 1 ⊗Φ
is an intertwiner (Lemma 3.1(ii)). Since the top row equals pσ the bottom row equals pσ on the
image of Φ . Such images span a dense subspace. 
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lemma as follows. Let ι : V σ† ↪→ V π be an inclusion of σ † as a KS -subrepresentation of
some K-representation π . (Such a representation π always exists—for instance the induced
representation IndKKS σ
† contains σ † as a KS -subrepresentation, by Frobenius Reciprocity.) Let
wi = ι(v†i ) ∈ V π for i = 1, . . . ,m. The commuting diagram
H
Θ
v
†
i
V σ† ⊗ H
p1S
ι⊗1
V σ† ⊗ H
Θ∗
v
†
i
ι⊗1
H
H
Θwi
V π ⊗ H
p1S
V π ⊗ H
Θ∗wi H
immediately yields the following.
Lemma 4.5. On any Hilbert space H with a unitary K-representation,
pσ = m.
m∑
i=1
Θ∗wip1SΘwi . (4.2)
5. Lattice of ideals
The purpose of this section is to prove property (ii) of Theorem 1.11, namely that JS ∩ JT =
JS∪T . We begin with a lemma which expands upon the notion of ‘essential orthotypicality’ from
the introduction.
Lemma 5.1. Let K be as above and S,T ⊆ Σ . The following are equivalent.
(i) On any harmonic K-space H, pτpσ ∈ KS∪T (H) for all σ ∈ KˆS , τ ∈ KˆT .
(ii) KS and KT are essentially orthotypical as subgroups of KS∪T , i.e., for any σ ∈ KˆS , τ ∈ KˆT
and any 
 > 0, there exist only finitely many irreducible representations π ∈ KˆS∪T having
unit vectors ξ ∈ pσV π , η ∈ pτV π with |〈η, ξ 〉| > 
.
(iii) For any σ ∈ KˆS and any 
 > 0, there exist only finitely many irreducible representations
π ∈ KˆS∪T having a unit vector ξ ∈ pσV π and a unit vector η fixed by KT with |〈η, ξ 〉| > 
.
Proof. (i) ⇒ (ii): Let σ ∈ KˆS , τ ∈ KˆT and π ∈ KˆS∪T . Let H = L2(K) with the right regular
representation. Note that every π ∈ KˆS∪T occurs with nonzero multiplicity in L2(K).
By assumption, pσpτ ∈ KS∪T , so by Lemma 3.4(ii), for any 
 > 0 there exists a finite set
F ⊆ KˆS∪T such that ‖p⊥F pσpτ‖ < 
. Note that p⊥F commutes with pτ and pσ (Lemma 2.1). If
π /∈ F , then for any unit vectors ξ ∈ pσpπH and η ∈ pτpπH,
∣∣〈η, ξ 〉∣∣= ∣∣〈p⊥F η, ξ 〉∣∣= ∣∣〈p⊥F pτη,pσ ξ 〉∣∣= ∣∣〈p⊥F pσpτη, ξ 〉∣∣< 
.
This proves (ii).
(ii) ⇒ (iii): Immediate, by letting τ be the trivial representation of KT .
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the case where H is a unitary representation space for K. Fix 
 > 0, and let F be the fi-
nite set of irreducible KS∪T representations which contain vectors ξ, η as in (iii) above. Then
|〈p1T p⊥F v,pσp⊥F w〉| < 
 for any v,w ∈ H, so
∥∥(p⊥F p1T )∗(p⊥F pσ )∥∥= ∥∥p⊥F (p1T pσ )∥∥= ∥∥(p1T pσ )p⊥F ∥∥< 
.
Therefore, by Lemma 3.4,
pσp1T ∈ KS∪T . (5.1)
We want to generalize (5.1) from the trivial representation 1T of KT to arbitrary τ ∈ KˆT .
From Lemma 4.5, we can choose a representation π of K and unit vectors w1, . . . ,wm ∈
V π , such that pτ = m.∑mi=1 Θ∗wip1T Θwi . The operators Θwi are in AS by Lemma 4.3, so by
Lemma 3.5, there exist finite sets Fi ⊆ KˆS of KS -types such that
∥∥pσΘ∗wip⊥Fi∥∥< 
/m2. (5.2)
Now,
pσpτ = m.
m∑
i=1
pσΘ
∗
wi
p1T Θwi
= m.
m∑
i=1
pσΘ
∗
wi
pFip1T Θwi +m.
m∑
i=1
pσΘ
∗
wi
p⊥Fip1T Θwi . (5.3)
Note that (5.1) implies pFip1T ∈ KS∪T , and since pσ ,Θwi ∈ AS∪T , the first term of (5.3) is
in KS∪T . By (5.2), the second term has norm less than 
, and since 
 was arbitrary, pσpτ ∈
KS∪T . 
We next describe a structural reduction that can be made in proving the equivalent properties
of Lemma 5.1. We follow the notation of the introduction, namely, g is the complexification of k,
h is its Cartan subalgebra, and pS is the parabolic subalgebra of g associated to S ⊆ Σ , for which
kS = pS ∩ k.
Let S,T ⊆ Σ , and put Σ ′ = S ∪ T . The Lie algebra kΣ ′ of KΣ ′ is the intersection of k with
the reductive part
⊕
λ∈〈Σ ′〉
gλ ⊕ h ⊕
⊕
λ∈〈Σ ′〉
g−λ. (5.4)
of pΣ ′ . Next, let h′ be the subalgebra of h spanned by the commutators [gλ,g−λ] with λ ∈ 〈Σ ′〉,
so that the semisimple part of (5.4) is
g′ :=
⊕
′
gλ ⊕ h′ ⊕
⊕
′
g−λ.λ∈〈Σ 〉 λ∈〈Σ 〉
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of kΣ ′ , and we get the decomposition kΣ ′ = k′ ⊕ z. Let KΣ ′ = K′.Z be the corresponding decom-
position at the group level. (The subgroups K′ and Z may have nontrivial but finite intersection.)
Since K′ is itself semisimple, with simple root set Σ ′ = S∪T , we may associate to the subsets
S,T ⊆ Σ ′ subgroups K′S,K′T of K′, just as we did for K. Thanks to the decomposition above,
their Lie algebras are related to those of KS and KT by kS = k′S ⊕ z, kT = k′T ⊕ z. Thus we have
decompositions
KΣ ′ = K′.Z, KS = K′S.Z, KT = K′T .Z.
Lemma 5.2. With notation as above, if K′S and K′T are essentially orthotypical subgroups of K′
then KS and KT are essentially orthotypical subgroups of KΣ ′ .
Remark 5.3. The converse is also true, although we shall not need it.
Proof. By Schur’s Lemma, any irreducible representation π of KΣ ′ is scalar on the central sub-
group Z, and π remains irreducible upon restriction to K′. Likewise, irreducible representations
σ ∈ KˆS , τ ∈ KˆT are scalar on Z and irreducible upon restriction to K′S and K′T , respectively.
Suppose K′S and K′T are essentially orthotypical subgroups of K′. Fix σ ∈ KˆS and τ ∈ KˆT , and
let 
 > 0. If π ∈ KˆΣ ′ contains the KS -type σ and the KT -type τ nontrivially, then the restriction
π |Z is equal to σ |Z (and also, for that matter, τ |Z). If moreover there exist unit vectors ξ ∈ pσV π
and η ∈ pτV π with |〈η, ξ 〉| > 
, then the K′S -type of ξ and K′T -type of η are prescribed, and
hence there are only finitely many possibilities for the restriction π |K′ . Since KΣ ′ = K′.Z, this
gives only finitely many possibilities for π . 
Throughout the remainder of the paper, we make the standing assumption that K is a
product of special unitary groups,
∏N
i=1 SU(ni) (ni  2). It is worth remarking, however, that
we expect the results to be true for arbitrary compact semisimple groups.
Proposition 5.4. The equivalent properties of Lemma 5.1 are true for any S,T ⊆ Σ (with K a
product of special unitary groups).
Proof. We work inductively on the size of S ∪ T . If #(S ∪ T ) = 0 or 1, the result is immediate
from Lemma 3.2. So let #(S ∪ T ) = n 2, and suppose we have proven the proposition for any
lesser cardinalities. By Lemma 5.2, it suffices to prove that K′S and K′T are essentially orthotypical
subgroups of the group K′. Replacing K by K′, which is itself a product of special unitary groups
(cf. Example 1.2), we may therefore assume without loss of generality that S ∪ T = Σ .
We start with the case K = SU(n+ 1). Let the simple weights of K be Σ = {α1, . . . , αn}, as in
Example 1.2. The heart of the proof is the case
S = Σ \ {αn}, T = Σ \ {α1}. (5.5)
This case is proven by a technical computation, which for clarity we separate out as Lemma 5.5
below. Let us assume for the moment that we have proven this case and proceed to the other
cases.
Still with K = SU(n + 1), let S,T ⊆ Σ be arbitrary, subject to S ∪ T = Σ . Without loss of
generality, α1 ∈ S (otherwise interchange S and T ). Let S′ = S \ {α1}, T ′ = T \ {α1}. Let σ |S′
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and similarly define τ |T ′ ⊆ KˆT ′ . Then
pσpτ = pσpσ |S′pτ |T ′pτ .
Now #(S′ ∪ T ′) = #(Σ \ {α1}) = n − 1, so pσ |S′pτ |T ′ ∈ KΣ\{α1} by the inductive hypothesis.
Thus, for any 
 > 0, there is a finite set F1 ⊆ KˆΣ\{α1} such that
‖pσpτ − pσpF1pσ |S′pτ |T ′pτ‖ < 
. (5.6)
Next consider the product pσpF1 . Let S′′ = S \ {αn} and T ′′ = Σ \ {α1, αn}. As above, we let
σ |S′′ denote the finite set of irreducible representations occurring in the restriction of σ to KS′′ ,
and let F1|T ′′ denote the finite set of irreducible representations of KT ′′ which occur in the restric-
tion of any ρ ∈ F1 to T ′′. Then pσpF1 = pσpσ |S′′pF1|T ′′pF1 . Again, the inductive assumption
implies pσ |S′′pF1|T ′′ ∈ KS′′∪T ′′ = KΣ\{αn}, so for some finite set F2 ⊆ KˆΣ\{αn}, we have
‖pσpF1 − pσpσ |S′′pF1|T ′′pF2pF1‖ < 
. (5.7)
Combining the approximations (5.6) and (5.7) yields
∥∥pσpτ − pσpσ |S′′pF1|T ′′(pF2pF1)pσ |S′pτ |T ′pτ∥∥< 2
.
Here, pF2pF1 ∈ KΣ by the assumed case (5.5). All the other projections are in AΣ by
Lemma 3.1. Since 
 was arbitrary, we conclude that pτpσ ∈ KΣ .
We now deal with the case where K is a product of special unitary groups, K =∏Ni=1 K(i) with
K(i) = SU(ni). Here, irreducible representations of K are of the form ⊗i πi , where πi ∈ Kˆ(i).
Let Σi ⊆ Σ denote the set of roots of K which come from roots of K(i). Put Si = S ∩ Σi ,
Ti = T ∩ Σi . Then KS =∏i K(i)Si , where K(i)Si is the subgroup of K(i) associated to the set of
simple roots Si ⊆ Σi . For σ ∈ KˆS , we have a corresponding decomposition σ =⊗i σi , with
σi ∈ Kˆ(i)Si . We also have pσ =
∏
i pσi . Similarly, for τ ∈ KˆT we have pτ =
∏
i pτi , with all the
analogous notation. Since pσi and pτj commute for i = j ,
pσpτ =
∏
i
pσipτi .
By the preceding cases, pσipτi ∈ KΣi for each i, so for any 
 > 0, we can find finite sets Fi ⊆ Kˆ(i)
such that ‖pσipτi − pσipτipFi‖ < 
/N . Therefore,
∥∥∥∥∥pσpτ − pσpτ
(
N∏
i=1
pFi
)∥∥∥∥∥
N∑
i=1
∥∥∥∥∥(pσpτ − pσpτpFi )
(
N∏
j=i+1
pFi
)∥∥∥∥∥< 
.
Now
∏N
i=1 pFi = pF , where F is the finite set {
⊗
i πi | πi ∈ Fi} ⊆ KˆΣ . Thus, pσpτ can be
arbitrarily well approximated by elements of KΣ . 
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Gelfand–Tsetlin bases for the irreducible representations of SU(n). We provide a quick review
of Gelfand–Tsetlin bases here, which we take from the expository article of Molev [10].
The irreducible unitary representations of SU(n) are in correspondence with irreducible C-
linear representations of its complexified Lie algebra sl(n,C). One begins by considering irre-
ducible representations of gl(n,C). The weights of gl(n,C) are indexed by n-tuples of integers
λ = (λ1, . . . , λn), which act on the Cartan (diagonal) subalgebra by the formula
λ :
⎛
⎝ t1 . . .
tn
⎞
⎠ →∑
i
λi ti .
A weight is dominant if the entries are descending: λ1  · · · λn. These are the highest weights
of irreducible gl(n,C)-representations.
Let πλ denote the irreducible representation of gl(n,C) with highest weight λ. One now
considers the successive restrictions of this representation to the ‘upper-left’ subalgebras gn ⊇
gn−1 ⊇ · · · ⊇ g1, where
gk =
(
gl(k,C) 0
0 I
)
.
It is known that the irreducible representations of gn−1 ∼= gl(n − 1,C) which occur in πλ are
precisely those with highest weights μ = (μ1, . . . ,μn−1) satisfying the interlacing conditions
λi  μi  λi+1 (i = 1, . . . , n− 1). (5.8)
Moreover, these representations all occur with multiplicity one. Thus, a nested sequence of irre-
ducible subrepresentations of gn−1, . . . ,g1 is specified uniquely by the rows of a Gelfand–Tsetlin
pattern
Λ =
⎛
⎜⎜⎜⎜⎜⎜⎝
λn,1 λn,2 · · · · · · · · · λn,n−1 λn,n
λn−1,1 λn−1,2 · · ·λn−1,n−2 λn−1,n−1
. . . . .
.
λ2,1 λ2,2
λ1,1
⎞
⎟⎟⎟⎟⎟⎟⎠
,
satisfying the interlacing conditions
λk+1,i  λk,i  λk+1,i+1 (i = 1, . . . , k; k = 1, . . . n− 1), (5.9)
where, the kth row (λk,1, . . . , λk,k) is the highest weight of the gk-subrepresentation. The re-
sulting irreducible representations of g1 ∼= gl(1,C) are one-dimensional, so choosing a nonzero
vector from each defines an orthogonal basis for the representation space of πλ.
In the most elegant choice (due to Želobenko), these orthogonal basis vectors are not of unit
length. If we denote the basis vector corresponding to the Gelfand–Tsetlin pattern Λ by ξΛ, and
1156 R. Yuncken / Journal of Functional Analysis 258 (2010) 1140–1166set lk,i = λk,i − i + 1, then the norm of ξΛ is
‖ξΛ‖2 =
n∏
k=2
∏
1ij<k
(lk,i − lk−1,j )!
(lk−1,i − lk−1,j )!
∏
1i<jk
(lk,i − lk,j − 1)!
(lk−1,i − lk,j − 1)! . (5.10)
(We also follow the notational convention that if Λ is an inadmissible pattern, that is it does
not satisfy the interlacing conditions (5.9), then ξΛ = 0.) The advantage of Želobenko’s choice
is the simplicity of the formulae for the representation πλ in this basis. Let Ep,q denote the
n× n-matrix with all entries zero except for a 1 in the (p, q)-position. Then
πλ(Ek,k)ξΛ =
(
k∑
i=1
λk,i −
k−1∑
i=1
λk−1,i
)
ξΛ, (5.11)
πλ(Ek,k+1)ξΛ = −
k∑
i=1
(lk,i − lk+1,1) · · · (lk,i − lk+1,k+1)
(lk,i − lk,1) · · · ∧ · · · (lk,i − lk,k) ξΛ+δk,i , (5.12)
πλ(Ek+1,k)ξΛ =
k∑
i=1
(lk,i − lk−1,1) · · · (lk,i − lk−1,k−1)
(lk,i − lk,1) · · · ∧ · · · (lk,i − lk,k) ξΛ−δk,i , (5.13)
where Λ± δk,i is the Gelfand–Tsetlin pattern obtained by adding ±1 to the entry λk,i of Λ, and
the symbol ∧ in the denominator indicates that the zero term should be omitted.
In particular, Eq. (5.11) shows that each Gelfand–Tsetlin vector ξΛ is a weight vector with
weight
(s1 − s0, s2 − s1, . . . , sn − sn−1), (5.14)
where sk =∑ki=1 λk,i is the sum of the entries in the kth row (and s0 = 0 by convention).
Now restrict the representations πλ from gl(n,C) to sl(n,C). Note that two representations
πλ and πλ′ restrict to the same representation of sl(n,C) if, and only if, they differ by a multiple
of the trace, i.e., πλ(X) − πλ′(X) = Tr(X) for all X ∈ gl(n,C). On diagonal elements the trace
is precisely the weight (1,1, . . . ,1). Hence two Gelfand–Tsetlin patterns define the same basis
vector for the sl(n,C)-representation πλ = πλ′ if and only if they differ in each entry by a fixed
overall constant.
Lemma 5.5. Inside K = SU(n) (n 3), let
KS =
⎧⎪⎪⎨
⎪⎪⎩
⎛
⎜⎜⎝
0
A
...
0
0 · · · 0 z
⎞
⎟⎟⎠ : A ∈ U(n− 1), z ∈ S1, z(detA) = 1
⎫⎪⎪⎬
⎪⎪⎭ ,
KT =
⎧⎪⎪⎨
⎪⎪⎩
⎛
⎜⎜⎝
z 0 · · · 0
0
... A
⎞
⎟⎟⎠ : A ∈ U(n− 1), z ∈ S1, z(detA) = 1
⎫⎪⎪⎬
⎪⎪⎭ .0
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 > 0. There are only finitely many irreducible representations π of SU(n) which
contain unit vectors ξ ∈ pσV π and η ∈ p1T V π with |〈η, ξ 〉| > 
.
Proof. Suppose the representation π ∈ Kˆ contains a unit vector η fixed by the subgroup KT . If
we put η′ = π(w)η, where
w =
⎛
⎝ 1. . .
1
⎞
⎠ ,
then η′ is fixed by w KT w−1 = KS , and hence is annihilated by the complexified Lie algebra
(kS)C. Note that (kS)C contains the upper-left subalgebra gn−1, so η′ is a multiple of the Gelfand–
Tsetlin vector ξΛ0 with all entries of the pattern Λ0 below the top row being zero (modulo
addition of a constant in each entry). In view of the interlacing conditions (5.9), we must have
Λ0 =
⎛
⎜⎜⎜⎜⎝
m 0 · · · 0 −m′
0 0 · · · 0 0
. . . . .
.
0 0
0
⎞
⎟⎟⎟⎟⎠
for some m,m′  0. Moreover, η′ is of weight zero, since (kS)C contains the Cartan subalgebra h,
so by (5.14), m = m′. Thus, we conclude that the representation π of K necessarily has highest
weight of the form λ = λm = (m,0, . . . ,0,−m).
Let πm = πλm , and let η = ηm be a KT -fixed unit vector in V πm . Then ηm has weight zero
and is annihilated by πm(Ek,k+1) for each k = 2, . . . , n − 1. By the weight formula (5.14), the
zero-weight space of πm is spanned by the Gelfand–Tsetlin vectors whose patterns have zero
row-sums, i.e.,
⎛
⎜⎜⎜⎜⎝
m 0 · · · 0 −m
mn−1 0 · · · 0 −mn−1
. . . . .
.
m2 −m2
0
⎞
⎟⎟⎟⎟⎠ . (5.15)
We will denote such a Gelfand–Tsetlin pattern by Λ(M), where M is the n-tuple (m =
mn,mn−1, . . . ,m2,m1 = 0) with mmn−1  · · ·m2  0.
Let xΛ = ξΛ‖ξΛ‖ , the normalized Gelfand–Tsetlin vectors. We claim that
∣∣〈ηm,xΛ(M)〉∣∣=
∏n−1
k=2(2mk + k − 1)
1
2
(n− 2)! 12 (m+n−2
n−2
) . (5.16)
This will prove the lemma, for the following reason. Let σ ∈ KˆS . If πm contains the KS -
type σ nontrivially, then by the interlacing conditions (5.8), the highest weight of σ as an
sl(n−1,C)-representation must be of the form (q,0, . . . ,0,−q ′) for some 0 q, q ′ m. More-
over, if q = q ′, the Gelfand–Tsetlin patterns occurring in this sl(n−1,C)-subrepresentation have
1158 R. Yuncken / Journal of Functional Analysis 258 (2010) 1140–1166nonzero (n−1)th row-sum, and thus all Gelfand–Tsetlin vectors have nonzero weights by (5.14).
Thus the only KS -types in which there can exist ξ with 〈ηm, ξ 〉 = 0 are those with highest weight
(q,0, . . . ,0,−q) for some q ∈ N. Denote this KS -type by σq .
Let 
 > 0. Let ξ ∈ V πm be a unit vector of KS -type σq . Write ξ in the Gelfand–Tsetlin basis:
ξ =∑Λ bΛξΛ. Since the weight zero Gelfand–Tsetlin vectors of type σq in πm are the ξΛ(M)
with mn−1 = q , we get
∣∣〈ηm, ξ 〉∣∣∑
M
|bΛ(M)|.
∣∣〈ηm,xΛ(M)〉∣∣,
where the sum is over M = (m,q,mn−2,mn−3, . . . ,m2,0). The number of such n-tuples M is
bounded by qn−3, and since ‖ξ‖ = 1, each |bΛ(M)| 1. Thus, the formula (5.16) gives
∣∣〈ηm, ξ 〉∣∣ qn−3 · (2q + n− 1)
1
2 (n−2)
(n− 2)! 12 (m+n−2
n−2
) = C(m+n−2
n−2
) ,
for some constant C independent of m. It follows that there are only finitely many m ∈ N—
and hence finitely many representations πm—for which this inner product can be greater than 
,
which proves the lemma.
Therefore, let us prove Eq. (5.16). For 1 < k < n, let M ± ek denote the n-tuple (mn, . . . ,
mk ± 1, . . . ,m1). Recall also that we use Λ ± δk,i to denote the pattern obtained by adding ±1
to the (k, i)-entry of Λ. Note that Λ(M) + δk,i does not satisfy the interlacing conditions (5.9)
unless i = 1 or k. Note also that Λ(M)+ δk,k = Λ(M − ek)+ δk,1.
Recall that ηm satisfies πm(Ek,k+1)ξΛ(M) = 0 for k = 2, . . . , n − 1. Write ηm in the unnor-
malized Gelfand–Tsetlin basis for πλ:
ηm =
∑
M
aMξΛ(M).
By the Gelfand–Tsetlin formula (5.12),
πm(Ek,k+1)ξΛ(M)
= − (mk −mk+1)(
∏k−1
j=1(mk + j))(mk +mk+1 + k)
(
∏k−2
j=1(mk + j))(2mk + k − 1)
ξΛ(M)+δk,1
− (−mk −mk+1 − k + 1)(
∏k−2
j=0(−mk − j))(−mk +mk+1 + 1)
(−2mk − k + 1)(∏k−2j=1(−mk − j)) ξΛ(M)+δk,k
= (mk+1 −mk)(mk+1 +mk + k)(mk + k − 1)
(2mk + k − 1) ξΛ(M)+δk,1
+ (mk+1 −mk + 1)(mk+1 +mk + k − 1)mk ξΛ(M−ek)+δk,1,(2mk + k − 1)
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πm(Ek,k+1)ηm =
∑
M
aMπm(Ek,k+1)ξΛ(M) = 0,
we see that
(mk+1 −mk)(mk+1 +mk + k)(mk + k − 1)
(2mk + k − 1) aM
+ (mk+1 −mk)(mk+1 +mk + k)(mk + 1)
(2mk + k + 1) aM+ek = 0,
so that
aM+ek = −
(mk + k − 1)
(mk + 1) ·
(2mk + k + 1)
(2mk + k − 1)aM, (5.17)
for k = 2, . . . , n− 1.
For each fixed k = 2, . . . , n − 1, Eq. (5.17) gives a recurrence relation which can be used to
reduce the parameter mk . Thus reducing m2, . . . ,mn−1 to zero in turn, we get
a(m,mn−1,...,m2,0) = ±
(
n−1∏
k=2
mk−1∏
i=0
(i + k − 1)
(i + 1) ·
(2i + k + 1)
(2i + k − 1)
)
a(m,0,...,0)
= ±
(
n−1∏
k=2
(mk + k − 2)!
mk!(k − 2)! ·
(2mk + k − 1)
(k − 1)
)
a(m,0,...,0)
= ±a(m,0,...,0)
(n− 2)!
(
n−1∏
k=2
(mk + k − 2)!
mk!(k − 2)! · (2mk + k − 1)
)
. (5.18)
This computes the coefficients aM of ηm up to an overall scalar factor of a(m,0,...,0). In order to
determine this scalar (up to phase), we use that the norm of ηm is 1. We first compute ‖ξΛ(M)‖ by
Eq. (5.10). This is straightforward but tedious. The k = 2 term in (5.10) is m2! (2m2)!m2! = (2m2)!.
For 3 k  n, the terms with i = 1 give
(mk −mk−1)!(∏k−3j=1(mk + j)!)(mk +mk−1 + k − 2)!
0!(∏k−3j=1(mk−1 + j)!)(2mk−1 + k − 2)!
× mk!(
∏k−3
j=1(mk + j)!)(2mk + k − 2)!
mk−1!(∏k−3j=1(mk−1 + j)!)(mk +mk−1 + k − 2)!
= (mk −mk−1)! ·
(
k−3∏ (mk + j)!
(mk−1 + j)!
)2
· mk−1!
mk! ·
(2mk + k − 2)!
(2mk−1 + k − 2)! ;
j=0
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mk−1!mk!
(mk −mk−1)! .
Thus,
‖ξΛ(M)‖2 =
n∏
k=3
[(
k∏
j=3
(mk + j − 3)!
(mk−1 + j − 3)!
)2
·mk−1!2 · (2mk + k − 2)!
(2mk−1 + k − 2)!
]
(2m2)!
=
(
n∏
j=3
n∏
k=j
(mk + j − 3)!
(mk−1 + j − 3)!
)2
·
(
n∏
k=3
mk−1!
)2
×
(
n∏
k=3
(2mk + k − 2)!
(2mk−1 + k − 3)!
1
(2mk−1 + k − 2)
)
(2m2)!
=
(
n∏
j=3
(mn + j − 3)!
(mj−1 + j − 3)!
)2( n∏
k=3
mk−1!
)2
×
(
(2mn + n− 2)!
(2m2)!
n∏
k=3
1
(2mk−1 + k − 2)
)
(2m2)!
= (2m+ n− 2)!
(
n∏
k=3
(m+ k − 3)!2mk−1!2
(mk−1 + k − 3)!2 ·
1
(2mk−1 + k − 2)
)
= (2m+ n− 2)!
(
n−1∏
k=2
(m+ k − 2)!2mk!2
(mk + k − 2)!2 ·
1
(2mk + k − 1)
)
. (5.19)
Combining (5.18) and (5.19), we have
‖aMξΛ(M)‖2 = |a(m,0,...,0)|2. (2m+ n− 2)!
(n− 2)!2
×
(
n−1∏
k=2
(m+ k − 2)!
(k − 2)!
)2( n−1∏
k=2
(2mk + k − 1)
)
. (5.20)
Since ηm is a unit vector, the sum of the quantities (5.20) over all descending n-tuples M =
(m,mn−1, . . . ,m2,0) is 1. Note that only the final term in (5.20) depends on the variables
m2, . . . ,mn−1. For that term the sum is given by a combinatorial identity
∑
mmn−1······m3m20
(
n−1∏
k=2
(2mk + k − 1)
)
= (n− 2)!
(
m+ n− 2
n− 2
)2
,
which we prove in Lemma 5.6 below. Thus,
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(n− 2)!2
×
(
n−1∏
k=2
(m+ k − 2)!
(k − 2)!
)2
(n− 2)!
(
m+ n− 2
n− 2
)2
. (5.21)
Dividing (5.20) by (5.21) gives
‖aMξΛ(M)‖2 =
∏n−1
k=2(2mk + k − 1)
(n− 2)!(m+n−2
n−2
)2 .
Since |〈ηm,xΛ(M)〉| = |〈aMξΛ(M), xΛ(M)〉| = ‖aMξΛ(M)‖, this proves Eq. (5.16). 
We needed the following combinatorial identity.
Lemma 5.6. Let n 3. For any m ∈ N,
∑
mmn−1······m3m20
n−1∏
k=2
(2mk + k − 1) = (n− 2)!
(
m+ n− 2
n− 2
)2
. (5.22)
Proof. The identity
m∑
i=0
(2i + p)
(
i + p − 1
p − 1
)2
= p
(
m+ p
p
)2
(5.23)
can be easily proven by induction on m, with the key inductive computation being
p
(
(m− 1)+ p
p
)2
+ (2m+ p)
(
m+ p − 1
p − 1
)2
=
(
m+ p
p
)2[
p
m2
(m+ p)2 + (2m+ p)
p2
(m+ p)2
]
=
(
m+ p
p
)2[
m2p + 2mp2 + p3
(m+ p)2
]
= p
(
m+ p
p
)2
.
Now Eq. (5.22) is proven by induction on n, as follows. If n = 3, then (5.22) is
m∑
m2=0
(2m2 + 1) = (m+ 1)2,
which is just (5.23) with p = 1. For n > 3, write the left-hand side of (5.22) as
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(
(2mn−1 + n− 2) ·
∑
mn−1mn−2······m3m20
n−2∏
k=2
(2mk + k − 1)
)
=
m∑
mn−1=0
(2mn−1 + n− 2)(n− 3)!
(
mn−1 + n− 3
n− 3
)2
,
by the inductive hypothesis. Applying (5.23) with p = n− 2, gives the result. 
This completes the proof of Proposition 5.4. The proof is unquestionably very computational.
It would be extremely satisfying to have a proof of Proposition 5.4 which is more geometric in
nature, especially given the expected wide generality of the result, as suggested in Question 1.15.
The next result generalizes Lemma 3.1(i).
Corollary 5.7. Let K be a product of special unitary groups, let H be a harmonic K-space,
and let T ⊆ Σ be arbitrary. If τ ∈ KˆT , the projection pτ is in AS(H) for any S ⊆ Σ . Hence,
pτ ∈ A(H) =⋂S⊆Σ AS(H).
Proof. Using Proposition 5.4, for any σ ∈ KˆS , pτpσ ∈ KS∪T ⊆ KS , and pσpτ ∈ KS similarly.
Apply Theorem 3.5(iii). 
Since pσ ∈ KS and JS = KS ∩ A for σ ∈ KˆS , we have the following.
Corollary 5.8. Let K be a product of special unitary groups and H a harmonic K-space, and let
S ⊆ Σ . For any σ ∈ KˆS , pσ ∈ JS(H).
We can now complete the proof of the main theorem: showing that JS ∩ JT = JS∪T for all
S,T ⊆ Σ .
Proof of Theorem 1.11(ii). By Lemma 3.7, JS∪T ⊆ JS ∩ JT . For the reverse inclusion, we
prove that JS.JT ⊆ JS∪T . Suppose A ∈ JS and B ∈ JT . Lemma 3.4 gives arbitrarily close
norm-approximations ApF of A and pF ′B of B , for some finite sets F ⊂ KˆS , F ′ ⊂ KˆT . By
Proposition 5.4, pFpF ′ ∈ KS∪T . Moreover, Corollary 5.7 gives pF ,pF ′ ∈ A, so in fact pFpF ′ ∈
JS∪T . By Lemma 3.7, JS∪T is an ideal in JS and JT , so ApFpF ′B ∈ JS∪T . Since the latter is
an arbitrarily close norm-approximation of AB , we have AB ∈ JS∪T . 
6. Longitudinal pseudodifferential operators on a fibre bundle
In the remainder of the paper, we apply the above harmonic analysis to the titular longitudinal
pseudodifferential operators on the complete flag variety of Cn. In particular, we will prove
Theorem 1.3. We begin with some generalities on longitudinal pseudodifferential operators. Most
of this background can be found in [11].
Let X be a compact manifold and F a foliation of X . Let E be a vector bundle over X . The
set of longitudinal pseudodifferential operators of order p on E, tangent to F , will be denoted
by ΨpF (E).
Put a Riemannian metric on X and Hermitian metric on E, so that we can define the
L2-sections of E. The order zero longitudinal pseudodifferential operators are bounded on
R. Yuncken / Journal of Functional Analysis 258 (2010) 1140–1166 1163L2(X ;E). For any ∞−p < 0, the set of order −p longitudinal pseudodifferential operators
Ψ
−p
F (E) is an ideal in Ψ
0
F (E). The operator-norm closure Ψ
−p
F (E) of this ideal is independent
of −∞−p < 0.
Remark 6.1. Here is a fuller explanation, which goes beyond what we shall use. Let S∗F be the
cosphere bundle of the foliation. The tangential principal symbol map
Symb0 : Ψ 0F (E) → C
(
S∗F ,End(E))
extends continuously to the norm closure of Ψ 0F (E). The kernel of this map contains any longi-
tudinal pseudodifferential operator of negative order, and can be shown to be equal to Ψ−∞F (E).
In fact, the kernel is equal to the groupoid C∗-algebra C∗r (GF ;E) of the foliation.
The ideal Ψ−∞F (E) is much simplified in the case where the foliation comes from a smooth
fibre bundle X q→ Y . One can define a C(Y)-valued inner product on the continuous sections of
E by L2-integration along the fibres:
〈s1, s2〉C(Y)(y) =
∫
q−1(y)
〈
s1(x), s2(x)
〉
x
dVolq−1(y)(x), (6.1)
for s1, s2 ∈ C(X ;E). Using this, C(X ;E) completes to a Hilbert C(Y)-module, which we de-
note by EY (X ;E). The following fact is certainly well known, although we are not aware of a
specific reference. We therefore provide a very brief proof.
Proposition 6.2. The algebra Ψ−∞F (E) is isomorphic to the algebra of compact Hilbert module
operators K(EY (X ;E)).
Proof (sketch). Since X is compact, the choice of metrics on X and E will not affect the alge-
bras. If the fibration is trivial (X = Y × V) and the bundle E is the pullback of a bundle on the
fibre V then the result is a bundle version of the standard fact that the completion of the smooth-
ing operators on a compact manifold is the compact operators. To generalize this, observe that
the bundle E → X is locally of the above product form. Use a partition of unity subordinate to
a finite trivializing cover of Y to show that the two algebras of the proposition are each included
in the other with bounded change in norm. 
7. Homogeneous vector bundles over the flag variety
We now restrict our attention to the complete flag variety X = K/T. For this we will use
the harmonic analysis of the regular representation on L2(K). When working with harmonic
projections pσ on L2(K), we will always take them to be defined with respect to the right
regular representation of K. Also, as earlier, we assume K is a product of special unitary groups∏N
i=1 SU(ni) (ni  2).
Let μ be a weight of K. We use Eμ = K ×T V μ to denote the K-homogeneous vector bundle
over X induced from μ. Thus, the continuous sections of Eμ are identified with
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{
s ∈ C(K) ∣∣ s(kt) = eμ(t−1)s(k) for all k ∈ K, t ∈ T}
= p−μC(K). (7.1)
Hence L2(X ;Eμ) = p−μL2(K) is a harmonic K-space. More generally, any K-homogeneous
vector bundle E over X decomposes equivariantly into homogeneous line bundles, so that
L2(X ;E) is a harmonic K-space.
Remark 7.1. Since L2(K) is a finite multiplicity harmonic K-space, so too are the section spaces
L2(X ;Eμ), and hence L2(X ;E) for any homogeneous vector bundle E over X .
Remark 7.2. The left regular representation of K descends to an action of K on L2(X ;Eμ). Since
this action commutes with the right-isotypical projections pσ , it follows that the left-translation
operators belong to AS , for every S ⊆ Σ . (Cf. Remark 1.13.)
If s1, s2 ∈ C(X ;Eμ) then by the equivariance property (7.1), s1(k)s2(k) is constant on right
T-cosets. This defines a C(X )-valued (ie, pointwise) inner product of sections. It corresponds to
the natural K-invariant Hermitian metric on Eμ.
Recall that associated to each S ⊆ Σ there is a fibration X = K/T qS→ K/KS = XS of the
complete flag variety. The fibre of X → XS is KS/T, which has a KS -invariant measure induced
from Haar measure on KS . This extends to a family of smooth measures on the fibres of X → XS
by left translation by K. From the previous section, there is a C(XS)-valued inner product on
C(X ;Eμ) given by
〈s1, s2〉C(XS)(k) =
∫
h∈KS
s1(kh)s2(kh)dh.
Comparing with Eq. (2.1), we can rewrite this as
〈s1, s2〉C(XS) = p1S (s1s2), (7.2)
where 1S is the trivial representation of KS . We will denote the resulting Hilbert C(XS)-
module completion by ES(X ;Eμ), instead of EXS (X ;Eμ). Note the extreme cases E∅(X ;Eμ) =
C(X ;Eμ) and EΣ(X ;Eμ) = L2(X ;Eμ).
8. Multiplication operators
Recall the Peter–Weyl isomorphism,
L2(K) ∼=
⊕
π∈Kˆ
V π
† ⊗ V π,
(
dimV π
) 1
2 .
(
w†,π(·)v)↔ w† ⊗ v,
which intertwines the right regular representation with
⊕
1 ⊗ π .
R. Yuncken / Journal of Functional Analysis 258 (2010) 1140–1166 1165Lemma 8.1. Let f ∈ C(K). The operator Mf of multiplication by f on L2(K) belongs to A =⋂
S⊆Σ AS .
Proof. Fix S ⊆ Σ . The matrix units,
f (k) = (w†,π(k)v) (8.1)
with π ∈ Kˆ and v ∈ V π , w† ∈ V π†, span a dense subset of C(K). We may further suppose that v
is isotypical for KS—say, v ∈ pσ ′V π for some σ ′ ∈ KˆS—since such vectors span V π . Fix such
an f .
Let σ ∈ KˆS . Let s ∈ L2(K). If s is itself a matrix unit,
s(k) = (η†, ρ(k)ξ),
for some ρ ∈ Kˆ and ξ ∈ V ρ , η† ∈ V ρ†, then the right isotypical projection pσ acts on s as
pσ s(k) =
(
η†, ρ(k)pσ ξ
)
. (8.2)
Multiplying Eqs. (8.1) and (8.2), we get
Mfpσ s(k) =
(
w† ⊗ η†, (π ⊗ ρ)(k)(v ⊗ pσ ξ)
)
.
Since v ∈ pσ ′V π by assumption, the vector v ⊗ pσ ξ lies in a KS -subrepresentation of π ⊗ ρ
isomorphic to σ ′ ⊗σ , which decomposes into a finite set F of KS -types. Thus, for any s ∈ L2(K),
p⊥F Mf pσ s = 0.
The adjoint of multiplication by f is multiplication by f , which is itself a KS -isotypical matrix
unit. (Specifically, if we denote by v → v† the canonical anti-linear isomorphism from V π to
V π†, then f (k) = (w†,π(k)v) = (w,π†(k)v†).) It follows that pσ ′Mfp⊥F ′ = (p⊥F ′Mfpσ ′)∗ = 0
for some finite F ′ ⊂ KˆS . Thus Mf is KS -harmonically proper. Since ‖Mf ‖ = ‖f ‖∞, the result
for general f ∈ C(K) follows from the density of the span of the matrix units. 
Suppose μ and ν are weights for K. If f ∈ C(X ;Eμ) and s ∈ L2(X ;Eν), then the prod-
uct f.s is in L2(X ;Eμ+ν), as can be readily verified from the defining equivariance prop-
erty of (7.1). By Lemma 8.1, the multiplication operator Mf also descends to an operator in
A(L2(X ;Eν),L2(X ;Eν+μ)).
9. Longitudinal pseudodifferential operators on the flag variety
To prove Theorem 1.3, it only remains to prove Proposition 1.12, which states that longitudinal
pseudodifferential operators of negative order tangential to the fibration X → XS are in JS .
Proof of Proposition 1.12. Let E be a K-homogeneous vector bundle over X . From Section 6,
elements of Ψ−pFS (E) are compact operators on the Hilbert module ES(X ;E). By decomposing E
into a direct sum of K-homogeneous line bundles, we are reduced to considering compact Hilbert
module operators from ES(X ;Eμ) to ES(X ;Eν) for some weights μ,ν. These are densely
1166 R. Yuncken / Journal of Functional Analysis 258 (2010) 1140–1166spanned by the rank-one operators, which have the form
A = t2.〈t1, ·〉C(XS),
for some t1 ∈ ES(X ;Eμ), t2 ∈ ES(X ;Eν). By Eq. (7.2), A = Mt2p1SMt1 . Since p1S ∈ JS(Lemma 5.8) and multiplication operators are in A (Lemma 8.1), we have A ∈ JS .
As for the order 0 operators, since the character χσ of any finite dimensional KS -representation
is smooth, Eq. (2.1) describes the KS -isospectral projections on L2(X ;Eμ) as smooth convolu-
tion operators along the fibres of FS . That is, pσ ∈ Ψ−∞FS (E) for all σ ∈ KˆS . Thus, if A ∈ Ψ 0FS (E),
then Apσ and pσA are in Ψ−∞FS (E) ⊆ JS . By Lemma 3.5, A ∈ AS . 
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