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Abstract
This paper presents VEC-NBT, a variation on the unsupervised graph clustering
technique VEC, which improves upon the performance of the original algorithm
significantly for sparse graphs. VEC employs a novel application of the state-of-
the-art word2vec model to embed a graph in Euclidean space via random walks
on the nodes of the graph. In VEC-NBT, we modify the original algorithm to use
a non-backtracking random walk instead of the normal backtracking random walk
used in VEC. We introduce a modification to a non-backtracking random walk,
which we call a begrudgingly-backtracking random walk, and show empirically
that using this model of random walks for VEC-NBT requires shorter walks on the
graph to obtain results with comparable or greater accuracy than VEC, especially
for sparser graphs.
1 Introduction
The word2vec algorithm [Mikolov et al., 2013] has become one of the most commonly used models
for natural language processing, being both faster and more accurate than most other choices for
embedding words into Euclidean space. In the word2vec model, an input corpus of sentences is
used to create a co-occurrence matrix of words in the vocabulary, and the word vectors are optimized
using a cost function related to the adjacencies of words to one another, a process known as Skip-
Gram with Negative Sampling (SGNS). The resulting vectors can be used to perform various natural
language processing tasks such as analogy prediction and sentiment analysis.
This process is not limited to natural language processing. Identifying communities in a graph
requires the definition of some measure of similarity between nodes of a graph. The VEC algorithm
proposed by Ding et al. [Ding et al., 2016] quantifies this similarity by considering the nodes of
a graph as words contained in sentences formed by random walks on the graph. Once this word-
sentence representation is obtained, identifying graph communities is analogous to finding semantic
or syntactic similarity between words in a language, since these similarities are often defined by the
frequency of word pairs or groups in sentences. Starting at each node in the graph, VEC performs
several random walks of fixed length. Using the skip-gram method, where two words are considered
adjacent if they are within a certain distance of each other in one or more of the sentences, each
sentence adds several node-pairs to the co-occurrence matrix of the list of nodes. Word2vec can be
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used to convert the random walks into node embeddings in Euclidean space, which is in effect a
factorization of the co-occurrence matrix, as explained in [Levy and Goldberg, 2014].
The resulting vectors can then be clustered using simple techniques such as k-means clustering.
The clusters identified by this method have been shown to improve considerably on those generated
by classic algorithms such as spectral clustering and acyclic belief propagation [Ding et al., 2016].
However, this algorithm performs less effectively on extremely sparse graphs: if the average degree
of the nodes is lower than 3, the algorithm cannot reliably determine the clusters. Unfortunately,
many real-world graphs have this feature, such as protein-protein interaction graphs, our motivating
example.
We attempt to address these problems with the novel concept of using non-backtracking random
walks to form the sentences, which encourages more homogeneous clusters. A non-backtracking
random walk is a random walk which does not return to the node which it visited in the previous
step. Intuitively, this idea is logical: backtracking does not add any new information to the algorithm,
so reducing the number of repeated edges should produce better embeddings, which in turn give
better clusters. Several groups have conducted theoretical explorations of non-backtracking random
walks, which give a more formal justification to this claim [Krzakala et al., 2013, Alon et al., 2007,
Kempton, 2016]. We discuss some of the key ideas of these papers as well as show experimentally
the clear improvement in performance which results from using non-backtracking random walks.
2 Description
2.1 Notation
Let G = (V,E) be a graph with vertex set V and edge set E, and |V | = n, |E| = m. The adjacency
matrix A of G is defined as the n×n matrix with au,v = 1 if and only if (u, v) ∈ E, and the degree
matrix D of G is the n × n diagonal matrix indexed by v with each diagonal element equal to the
degree of vertex v. A random walk on G is defined as a sequence of vertices (v0, v1, ..., vk), each
connected by an edge in E, where at each step the next vertex is chosen randomly from those neigh-
boring the current step with equal probability. A random walk onG is also a Markov process, where
the transition probability matrix P = D−1A, which gives xkP = xk+1 for starting distribution x0
and k > 0. This recurrence gives the closed form expression xt = x0P t. We can also determine
the stationary distribution pi(v), defined as the distribution such that piP = pi, as dv/vol(G), the
degrees of the nodes divided by the total number of edges. For any non-bipartite connected graph
G, the stationary distribution is the limit lim
t→∞x0P
t [Lova´sz, 1993].
The graph Laplacian L is defined as D − A, and is often represented as one of two normalized
forms, Lsym = I − D−1/2AD−1/2 and Lrw = I − D−1A: Lrw is closely related to P (it is in
fact I − P ), and Lsym is a symmetric matrix which is similar to L and so has the same eigenvalues.
The eigenvalues of Lrw are also closely related to those of L [Luxburg, 2006]. The mixing rate of a
graph, defined as
ρ = lim sup
t→∞
max
u,v
∣∣P t(u, v)− pi(v)∣∣1/t ,
defines how quickly a Markov chain with transition probabilities P reduces to the stationary distri-
bution pi(v), where a lower mixing rate indicates a faster mixing time. The mixing rate is intimately
connected to the second eigenvalue of the graph Laplacian, as detailed in [Lova´sz, 1993]. A Markov
chain is irreducible if every node can be accessed from every other node; it is aperiodic if every
node can have a cycle of any length (for instance, a bipartite graph is not aperiodic since all cycles
for any node will have even length). A Markov chain is ergodic if it is aperiodic and irreducible.
A non-backtracking random walk is defined as a random walk that chooses its next step from all
neighbors except the one it visited in the previous step. A begrudgingly-backtracking random walk
is the same, with the added condition that if the only choice of edge is the one visited previously,
then it will resort to backtracking for that edge. Begrudgingly-backtracking random walks handle
several problems caused by non-backtracking random walks especially on sparse graphs: in a non-
backtracking random walk, walking to a dangling node (a node with only one connecting edge)
forces the walk to end there, resulting in an artificially decreased length of the random walk. In
addition, the dangling nodes will be weighted less heavily than they should be, since they will only
ever be visited once per walk.
2
2.2 Algorithm
The graphs used to measure the performance of VEC-NBT are synthesized using the Stochastic
Block Model (SBM), a canonical graph model used for community detection. SBM builds off of
the classical Erdos-Renyi G(n, p) random graph model, where each edge of a graph with n nodes is
formed with probability p. In SBM, specifically the planted partition model, G(n, p) is additionally
given k clusters and each node is added to one of the clusters with equal probability. Edges are
formed within the cluster with probability a while inter-cluster edges are formed with probability
b, with b lower than a in order to form an assortative graph. We have elected to use graphs with
constant scaling, b = λa. In our model, the probability of an intra-cluster edge being formed is
Qn(k, k) = a =
c
n while that of an inter-cluster edge being formed is Qn(k, k
′) = b = c(1−λ)n . c is
the average degree of nodes within the cluster and determines the sparsity of the graph. λ determines
how connected the various clusters are: λ = 1would imply completely disjoint clusters, while λ = 0
draws no distinction between clusters. Thus, our model can be represented as G(n, k, c, λ), which
fully determines the graph.
To generate a Euclidean embedding of the nodes of the graph, VEC performs r = 10 random walks
per node, each with length l = 60. Since the graphs are unweighted, each neighbor is equally likely
to be chosen. Each random walk is converted into a sentence by counting the number of pairwise
co-occurrences for all node pairs: for the co-occurrence matrix W , Wi,j is the total number of
times node j occurs within w = 8 places of node i in all random walks (this defines a skip-gram
with window size 8). Note that an isolated node (a node with a degree of 0) will not be part of
any sentence, since the random walk will not reach it and random walks starting there will not be
included in the corpus. This observation makes logical sense because a node with no connections
cannot be said to be in any cluster, since there is no information about the node at all.
Once the sentences have been formed, an existing implementation of a popular word embedding
algorithm, namely, word2vec [Mikolov et al., 2013], is used to convert the sentences into vectors.
word2vec takes the corpus of random walks and embeds them into d-dimensional space by means
of a stochastic gradient descent algorithm. An embedding dimension of d = 50 is used in our tests
to correspond to the original parameters used for VEC. Finally, the embeddings are clustered using
a standard k-means clustering scheme.
Algorithm: VEC-NBT
Input : Graph G, Number of clusters k
Output: Estimated label vector y
for node v ∈ V, t ∈ {1 . . . r} do
Sv,t := begrudgingly-backtracking random walk of length l starting at v
end
{Ui}ni=1 := embedding vector for each node generated via word2vec using S
y := clusters given by K-Means on rows of U
VEC is shown to have consistently performed better than standard community detection methods,
such as spectral clustering and acyclic belief propagation, both in accuracy and robustness to random
initialization of the graph [Ding et al., 2016]. However, accuracy is still lower than desirable for very
sparse graphs. In addition, although 60 is not an excessively long random walk, reducing it would
speed up the algorithm.
We propose replacing the simple random walk in VEC with a begrudgingly-backtracking random
walk, through which we find that both the accuracy and the runtime of VEC can be improved
while using shorter random walks. By removing the possibility of revisiting an already encountered
node, the begrudgingly-backtracking random walk diffuses over the nodes of the graph faster than
a backtracking random walk due to its faster mixing rate [Alon et al., 2007, Kempton, 2016]. Thus,
a shorter begrudgingly-backtracking random walk can identify the community structure of sparse
graphs better than a simple random walk of greater length. This is a classic example of exploration
vs. exploitation in machine learning and statistics.
3
3 Theory
VEC-NBT produces significantly better clustering than VEC consistently across a range of graph
sparsity levels and number of nodes. This improvement in performance can be attributed to the faster
mixing rate of a begrudgingly-backtracking random walk compared to a simple random walk.
Consider a simple random walk on a non-bipartite graph G where each node u has degree du. This
is a first-order Markov chain with a transition probability matrix P as follows [Lova´sz, 1993].
P (u, v) =

1
du
if uv ∈ E
0 otherwise
As stated in Section 2.1, the stationary distribution for a random walk on G is given by pi(v) =
dv
vol(G)
. However, a non-backtracking random walk on a graph G is a second-order Markov chain.
We impose the additional constraint that G has a minimum degree of 2 for all nodes. To convert this
random walk into a first-order Markov chain, the transition probability matrix P˜ is defined on the
directed edge set of the graph instead of the vertex set [Kempton, 2016]. P˜ is a 2m × 2m matrix
with P˜ ((u, v), (x, y)) representing the transition probability between edge (u, v) to edge (x, y) such
that
P˜ ((u, v), (x, y)) =

1
dv − 1 if v = x, y 6= u
0 otherwise
Note that P˜ is doubly stochastic. It is proven in [Kempton, 2016] that since P˜ is irreducible and
aperiodic, the non-backtracking random walk converges to the stationary distribution
p˜i =
1
vol(G)
where 1 is the unit vector of length 2m.
As discussed in [Kempton, 2016], the mixing rate of the backtracking and the non-backtracking
random walk is equal to the second largest eigenvalues of their respective transition probability
matrices, P and P˜ . Thus, if ρ and ρ˜ are the mixing times of the backtracking and non-backtracking
random walks respectively and λ2 is the second largest eigenvalue of the adjacency matrix of a
d-regular graph G, we have
ρ =
λ2
d
and
ρ˜ =
λ2 +
√
λ22 − 4(d− 1)
2(d− 1) .
Furthermore, [Kempton, 2016, Alon et al., 2007] prove that the non-backtracking random walk has
a faster mixing rate than a backtracking random walk, yielding the following bounds:
For 2
√
d− 1 ≤ λ2 ≤ d :
d
2(d− 1) ≤
ρ˜
ρ
≤ 1
For λ2 ≤ 2
√
d− 1 and d = no(n) :
ρ˜
ρ
=
d
2(d− 1) + o(1)
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In VEC-NBT, we use a begrudgingly-backtracking random walk, a variation of the non-backtracking
random walk. Let Pˆ be a 2m× 2m matrix defining the transition probabilities of the begrudgingly-
backtracking random walk on the edge set of a graph G such that
Pˆ ((u, v), (x, y)) =

1
dv − 1 if v = x, y 6= u
1 if v = x, y = u, dv = 1
0 otherwise
Proposition 1. Pˆ is doubly stochastic.
Proof. Since P˜ has been shown to be doubly stochastic, we only need consider those elements
that would change from P˜ to Pˆ , and these are exactly the rows and columns corresponding to any
dangling nodes. Let x be a node of G with degree 1, connected only to node y; then the single row
going to x, (y, x), has only the element returning to y, (x, y), which has a weight of 1; similarly, the
single column coming from x has only the element that sent it there.
Hence, P˜ is the same as Pˆ , except in the rows and columns of degree-1 nodes: where P˜ has rows
and columns of zeros, Pˆ has a 1 where the edge can be included. Since P˜ is only defined on graphs
where the minimal degree is greater than 1, P˜ is still doubly stochastic, and Pˆ extends the definition
to graphs with singlet connectivity. In this way we can relax the requirement that all elements of G
have minimal degree 2.
We can also show that Pˆ is also irreducible and aperiodic, provided Pˆ has a single connected com-
ponent and at least one element with degree greater than 1: clearly if P˜ is irreducible, extending the
graph to include single edges that can be traveled down and back will not make the chain reducible;
and it can be shown that an irreducible Markov chain with at least one aperiodic node is aperiodic
and P˜ is aperiodic, so adding more nodes will not change that result. Therefore, by the same ar-
gument made for p˜i, we can see that the stationary distribution for the begrudgingly-backtracking
random walk is
pˆi =
1
vol(G)
Thus, we can think of the begrudgingly-backtracking random walk as a variant of the non-
backtracking random walk which only requires the graph G to have du ≥ 1 for each node u. Given
the similarities between the two random walks, we hypothesize that the begrudgingly-backtracking
random walk has a mixing rate that is equal or similar to that of the non-backtracking random walk,
which explains the fast convergence and greater accuracy observed in our experiments. Furthermore,
we suspect that even though the faster mixing rate of the non-backtracking random walk is proven
only for a d-regular graph, it seems to hold in our experiments since the parameter c used to generate
the SBM graphs ensures that each node has a constant average degree. These two points are yet to
be fully explored and formalized.
4 Numerical Results
We compare the performance of VEC and VEC-NBT on SBM graphs generated using the parameters
given through two metrics: Correct Classification Rate (CCR) and Normalized Mutual Information
(NMI). For random walks and embedding, VEC-NBT uses the same parameters used by VEC with
the exception of the length of the random walk (l = 5, 10) and the window size (w = 5) and twice
the number of random walks (r = 20). Here, we show empirically that VEC-NBT consistently
achieves better accuracy than VEC for sparser graphs (low values of c) and comparable accuracy to
VEC at higher sparsity levels.
CCR is defined as the number of correctly classified points divided by the total number of nodes. To
ensure the calculated clustering matches the ground truth, we use a linear sum assignment to match
the cluster assignments to the original labels. Because of this, CCR is defined (at least for 2 clusters)
only between 0.5 and 1, since a measured CCR of 0 would indicate that every 1 was labeled as a
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2 and vice versa - which is in fact a perfect clustering. In our graphs we have plotted CCR as a
percentage between 1/K and 1 where K is the number of clusters.
NMI is defined as the mutual information I(X;Y ) normalized by the square root of the entropies
H(X) and H(Y ):
NMI(X,Y ) :=
I(X;Y )√
H(X)H(Y )
=
H(X) +H(Y )−H(X,Y )√
H(X)H(Y )
,
a more technical metric measuring the information content of the resulting labels.
Figures are shown with the original VEC algorithm (“BT”) with solid lines and our new algorithm
(“NBT”) with dashed lines. CCR and NMI are shown for each algorithm on each plot. Note that red
points correspond to CCR measurements, on a 50-100% scale, and blue points correspond to NMI
measurements, between 0 and 1. NMI tends to be a more accurate indicator of performance.
Unless otherwise specified, the x-axis is the sparsity of the graph, varying from 2 to 20; the number
of clusters is 2; the graph has 10000 nodes; and the walks are 10 steps long.
(a) 1000 nodes (b) 2000 nodes
(c) 5000 nodes (d) 10000 nodes
Figure 1: Performance of both algorithms as a function of sparsity. We show performance for four
differently-sized graphs. Note that measurement performance is noticeably better for VEC-NBT than
for VEC.
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(a) average degree 5 (b) average degree 10 (c) average degree 15
Figure 2: Performance of both algorithms as the number of nodes increases from 100 to 10000 for
three graphs of different sparsity. The x-axis here is the number of nodes and the average degree is
constant for each graph.
(a) 5 step random walks (b) 10 step random walks (c) 20 step random walks
Figure 3: Performance of both algorithms as the random walks increase in length, from 5 to 20
steps, plotting as a function of sparsity, showing that the curve moves rightward as the length of
the walks increase. The improvement between backtracking and non-backtracking random walks is
more visible for shorter walks.
(a) 2 clusters (b) 3 clusters (c) 5 clusters
Figure 4: Performance of both algorithms as the number of clusters increases from 2 to 5. Per-
formance is drastically lowered on anything larger than 2 graphs, but the improvement of using
non-backtracking random walks is still clearly visible.
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5 Conclusion
In this paper, we presented VEC-NBT, which is a modification of VEC [Ding et al., 2016] using non-
backtracking random walks instead of simple random walks. We show experimentally that VEC-
NBT outperforms VEC for SBM model graphs across all ranges of parameters such as the number
of nodes, number of clusters, and the length of the random walk, especially for sparser graphs. We
discuss the theoretical basis for these results - the faster mixing rate of non-backtracking random
walks compared to backtracking random walks. Finally, we analyze the connection between the
begrudgingly-backtracking random walk we used and the non-backtracking random walk on which
it was based. Future work will focus on formalizing our hypotheses about the behaviour of these
two random walks, as well as exploring performance with other graph models which might better
relate to real data.
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