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Alignment Of Business Strategy And IT Strategy In Small Businesses 
Abstract 
Strategic use of IT among SMYIEs has gained much attention recently as both 
reseachers and practitioners view this as one of the avenues for smaller firms to 
compete successfully. However, very little empirical work has been done to 
understand the issue. This study helps to fill this gap in the important research area 
by exploring the alignment of business strategy and IT strategy among UK 
man facturing firms with less than 150 employees. A mail survey of Chief Executive 
Officers generated 256 responses to an eight page questionnaire. 
Factor analysis of the nine business strategy and the nine IT strategy variables 
yielded three business strategy factors and three IT strategy factors which could be 
sensibly identified with strategy areas and which clearly showed a fit between the two 
sets. Based on these two set offactors, the measurement of IS alignment was explored 
using two methods: (1) the `moderation' or interaction approach, and (2) the 
`matching' or difference approach. The finding of this study provides support for past 
observation that the `moderation' approach of measuring fit' is more meaningful 
when the performance criterion is included in the research model. 
By using a multistep cluster analysis, two distinct groups of SMEs are identified based 
on the alignment between quality-oriented, product-oriented, and market-oriented 
business strategy and IT strategy which support these strategies. The group of SiviEs 
which has a high degree of alignment for the three strategy areas are found to achieve 
better organisational performance than the group of SÄLIEs with a low degree of IS 
alignment. Interestingly, the findings of this study also indicate that the degree of 
alignment between business strategy and IT strategy is related to the level of IT 
sophistication and the level of CEO's commitment to IT. 
In summary, this study has extended our understanding of IS alignment and has 
provided useful insights for CEOs of small and medium-sized companies in planning 
their IT utilisation. 
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Introduction 
Chapter One 
INTRODUCTION 
1.1 RESEARCH BACKGROUND 
Information technology (IT) as a source of organisational success has become a 
recurrent theme in literature over the past two decades. IT is said to be the lifeblood 
of an organisation (Steiner, 1969), an engine for business doing what the steam engine 
did in the days of the Industrial Revolution (Scott Morton, 1991). It is the most 
powerful competitive weapon, a strategic business factor for business survival 
(Treacy, 1986) and perhaps the single most important source of major market share 
changes among firms (Porter and Millar, 1985). It is widely recognised as a new 
systemic enabler to initiate change in products or services and the marketplace. Its 
acceptance as a vital force in the competitive environment of modem firms is almost 
universal (Maidique and Patch, 1988). 
While most of the above studies focused on large organisations, it is observed that the 
use of IT by small and medium-sized enterprises (SMEs) has also increased over the 
last decade (Maltal and Lewis, 1995). The most commonly cited reasons for the 
increase of IT utilisation are lower cost and advances in technology that have made IT 
user-friendly and easier to use. However, small businesses are different from large 
businesses in their use of IT. Ein-Dor and Segev (1981) suggested that the key 
differences are regarding resources, structure, maturity, and decision time frames. 
Small businesses lack the necessary resources (Malone, 1985), spend a smaller 
portion of their income on their computer operations (Delone, 1988), have less in- 
house expertise (Raymond, 1985; Yap, et al., 1992), and spend a greater portion of 
their IT budget on hardware (Delone, 1988). The IT function in small businesses 
tends to be more centralised and higher in the organisation structure (Raymond, 
1985), and there is little planning (Stair et al., 1989). Blili and Raymond (1993) 
i 
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argued that the difference in the use of IT by small businesses is due to the specificity 
faced by these organisations., The characteristics of the specificity of SMEs include 
environmental specificity (e. g. uncertainty), organisational specificity (e. g. informal 
structure), decisional specificity (e. g. reactive and intuitive decision-making), and 
psycho-sociological specificity (e. g. dominant role of the CEO). In general, small 
businesses are observed to have a lower level of maturity in IT utilisation compared to 
the larger counterparts. 
Despite the specificity and constraints faced by SMEs, recent studies have indicated 
that the strategic use of IT is within the grasp of some innovative small firms. 
Bergeron and Raymond (1992) found that IT can be used as a strategic weapon by 
SMEs to maintain their competitiveness and attain a favourable position within their 
sector of activity. Naylor and Williams (1994) conducted a study among UK SMEs 
and found that small firms are more successful with IT than is generally believed and 
that successful use of IT demands innovative management skills in order that the 
information generated is used creatively. However, these two studies were based on 
case studies of SMEs using IT. While studies of this nature more fully explore the 
opinions and behaviours of respondents, they are company specific and suffer from a 
lack of generalisability. Furthermore, the studies explored the strategic use of IT in a 
general manner, without a thorough operationalisation of the concept. 
This study attempts to fill the gap in this important research area. Instead of 
exploring a wide spectrum of strategic uses of IT, this research focuses on the 
alignment of business strategy and IT strategy. Earl (1993) noted that the degree to 
which the IS plan is aligned with the business strategy is an essential characteristic of 
the IS planning process. Flynn and Goleniewska (1993) highlighted that IS 
alignment is one of the main aspects of the strategic uses of IT in organisations. 
V 
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1.2 OBJECTIVES OF THE STUDY 
Chan and Huff (1993) found that IS strategic alignment was consistently related to 
various dimensions of IS effectiveness. Similarly, Das et al. (1991) cited an A. T. 
Kearney (1984) study showing that organisations that integrated business plans with 
IS plans generally outperform those that do not. Hence, it is not surprising that 
alignment between strategic business planning and IS planning has been given 
significant attention in recent year (Reich and Benbasat, 1996) and has been ranked 
among the top issues facing IS executives (Brancheau and Wetherbe, 1987). 
While most of these studies suggest that IS strategic alignment has advantages for big 
firms, this study attempts to explore the issue in the context of smaller businesses. 
The main theme of this thesis centres around a few fundamental questions, such as, 
`Can SMEs achieve strategic use of IT? ', `Do SMEs align their business strategy with 
IT strategy? ', `Can the level of alignment between business strategy and IT strategy 
explain the degree of organisational success among SMEs? ', and `How does the IT 
orientation of an SME influence the alignment of business strategy and IT strategy? '. 
While addressing these issues and empirically exploring the uses of IT in SMEs, the 
primary objectives of this study are: 
" To study the relationship between the alignment of business strategy and IT 
strategy and organisational performance, 
9 To identify the relationship between IT sophistication and the alignment of 
business strategy and IT strategy, 
" To identify the relationship between CEO's commitment to IT and the alignment 
of business strategy and IT strategy, 
" To identify the relationship between use of External IT Expertise and the 
alignment of business strategy and IT strategy, 
" To validate the measurement of 'IS Alignment' or `strategic fit' within the context 
of SMEs. 
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1.3 CONTEXT OF THE STUDY 
This study explores the alignment of business strategy and IT strategy among SMEs 
in the United Kingdom. The `IT' domain is explored within the context of two 
principal elements: (1) information, and (2) technology, both of which are deemed to 
be the elements to competitive success for organisations. Information and technology, 
either together or individually, are suitable for strategic analysis; they have been cited 
as offering major business and management opportunities which can be used to gain 
competitive advantage, to improve productivity and performance, to enable new ways 
of managing and organising, and to develop new businesses (Earl, 1989). 
The context within which IT is investigated is the manufacturing sector -- a sector 
which is characterised as among the earliest to adopt IT for the small businesses. 
Hence, it is more likely that SMEs in this sector will have a higher level of IT 
maturity and, therefore, are more likely to be in the position of aligning their IT 
strategy to business strategy. Moreover, prior work by Cragg (1990) had shown that 
manufacturing firms vary widely in their use of IT and therefore provide the desired 
range of levels of IT sophistication. The sample includes SMEs representing all SIC 
classifications for the sector, and covers all areas throughout England, Scotland and 
Wales. The SMEs included in the study are firms which have employees in the range 
of 50 to 150. This size of firm was chosen because it provides a meaningful analysis 
related to the research objectives. 
1.4 SIGNIFICANCE OF THE STUDY 
Small businesses need to innovate and upgrade in order to stay competitive. They can 
use IT to help develop their markets, increase sales turnover, raise profitability, secure 
their positions within the industry and gain competitive edge (Lincoln and Walberg, 
1987). However, they lag behind larger businesses in the use of IT due to the 
constraints of financial resources, a lack of trained personnel and a short-range 
management perspective imposed by a volatile competitive environment. At the same 
4 
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time, most of IT research has focused on large organizations. There is a lack of 
research exploring the strategy adopted by small firms in IT utilisation and whether 
small businesses use IT to achieve competitiveness. 
One of the distinctive contributions of this study, to the field of information 
management, is the exploration of IS alignment in the context of SMEs. Numerous 
studies have been conducted to examine the integration between strategic planning 
and IS planning among the larger organisations. However, as highlighted by Blili and 
Raymond (1993), one of the ambiguities which afflict IT is concerned with the 
relevance or accessibility of strategic use of IT in SMEs. This study is among the 
earliest to explore the issue of alignment between business strategy and IT strategy in 17 
SMEs. The finding of this research provides empirical evidence that IS alignment is 
indeed within the grasp of a substantial proportion of SMEs in the manufacturing 
sector. 
The positive relationship between IS alignment and large firms performance has been 
identified by past researchers (Chan, 1992; Burn, 1996). This study extends the 
findings to the context of small businesses. While causal relationships cannot be 
deduced from this study, the findings provide better understanding of the strategic role 
of IT among small to medium-sized organisations. 
Thirdly, the identification of factors which contribute most to IS alignment among 
SMEs deepens current understanding of how effective IT planning is carried out in 
these organisations. Such findings are a necessary foundation for the eventual 
development of effective IT strategies for small businesses. 
The fourth area of contribution of this research is on the validation of measurement of 
IS alignment in the context of SMEs. Most past studies which measure 'IS strategic 
fit' or IS alignment were done in the context of large organisations (Henderson and 
Venkatraman, 1993; Das et al., 1991; Weill, 1990; Chan, 1992). Raymond, et. al. 
(1995) explore the concept of `ft' among small businesses, but their focus was on the 
link between IT and organisational structure. The findings of this study provide 
5 
V 
Introduction 
support for past observations that the `moderation' or interaction approach in 
measuring `fit' is more meaningful than the `matching' approach when the 
performance criterion is included in the research model. 
Another contribution of this study can be seen from a methodological standpoint. 
Past studies on the strategic use of IT, particularly in the context of small businesses, 
have been either prescriptive or based on case studies. In this study, a large-scale mail 
survey has been succesfully used to gather information on the strategic use of IT, 
which in itself is a contribution to the application of research methods in this 
important domain. 
1.5 ORGANISATION OF THE THESIS 
Chapter One gives an overview of the thesis, the identification of the research 
problems, the reasons for undertaking this research and the significance of the study. 
Chapter Two reviews the literature related to IT and small businesses. Due to the 
nature of the research, a brief review related to aspects of business strategy and 
strategic use of IT in general is also included. Chapter Three discusses the research 
model and descriptions of the research propositions to be tested. Chapter Four 
outlines the research method used in collecting data for analysis, as well as the 
process of refinement of the research instrument. Chapter Five discusses the content 
of the questionnaire which is the research instrument used for this study. Chapter Six 
reports on the descriptive statistics related to the sample. Chapter Seven offers an 
indepth discussion on the analysis and measurement of alignment between business 
strategy and IT strategy. Two approaches of measurement of `fit' are discussed, 
namely, the Matching Approach and the Moderation Approach. Chapter Eight 
presents and discusses the results of cluster analysis. Cluster solutions for both 
approaches are discussed and analysed. Chapter Nine offers an indepth discussion on 
the testing of research propositions as well as critical analysis of other findings. The 
final chapter, Chapter Ten, summarises the results and concludes by offering 
recommendations for managers and suggestions for further research. 
6 
V 
Literature Review 
Chapter Two 
A REVIEW OF LITERATURE AND RELATED RESEARCH 
2.1 INTRODUCTION 
Information systems (IS) researchers have been advised repeatedly to ground their 
research in relevant reference disciplines. The relevant discipline for the IS-strategy 
research stream is primarily business strategy (Venkatraman, 1986). Since the focus of 
this study is to explore IS alignment among small to medium-sized enterprises (SMEs), 
the other relevant discipline is small business research. In the discussion that follows, IS 
literature describing the the extent of IT utilisation and the level of IT success among 
SMEs is introduced. This is followed by an overview of related business strategy 
research and research related to strategic use of IT. The last part of the chapter highlights 
the importance of fit between business strategy and IS strategy and performance 
implications associated with this fit. 
2.2 LITERATURE RELATED TO IT UTILISATION IN SMEs 
The recent interest in SME development stems from the belief that small firms generally 
are a source of growth towards fuller employment (DTI, 1995). This is particularly 
evidenced from the increasing need to look towards internalisation of the SME as a 
catalyst for growth (Lowe and Doole, 1996). As Gibb (1996) observes: ' .. exploiting the 
potential of the indigenous sector (SMEs) as an engine of growth, using appropriate 
technology and local resources, is seen as an alternative development model to the 
traditional large scale intensive "stages of growth" paradigm. ' SMEs currently 
represent some 90% of the enterprises in the European Community where their influence 
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significantly impacts upon the activities of their larger corporate counterparts and 
consequently the economy as a whole (Storey, 1994). 
Research on IT and small firms is beginning to receive much attention lately, however, 
much more is needed in order to gain better understanding of the impact of IT adoption in 
small business. A review of the literature indicates that most previous studies on IT and 
small business focus on adoption and utilization of the technology (Farhoomand and 
Hrycyk, 1985; Malone, 1985; Baker, 1987; Lees and Lees, 1987; Stair et al., 1989; 
Nazem, 1990; Jackson and Palvia, 1991; Schleich et al., 1990) and information system 
success factors (Raymond, 1985; Montazemi, 1988; Delone, 1988; Raymond, 1990(b); 
Schleich et al., 1990; Yap et a!., 1992; Palvia et al., 1994; Lai, 1994). Other issues 
which are discussed include IT impacts (Yap and Walsham, 1986; Cragg, 1990; Lai, 
1994), evolution of computing (Cragg and King, 1993), attitudes and concerns (Nickell 
and Seado, 1986; Alpar and Ein-Dor, 1991; Ray et al., 1994), usage of specific 
technology such as decision support systems, expert systems, EDI (Chen, 1989; May et 
al, 1991; Raymond, 1992; Bergeron et al., 1992), role of government in IT adoption (Yap, 
et a!., 1993; Yap and Thong, 1997), and end-user computing (Raymond, 1990(a)). 
Recently, the issue of strategic use of IT by small businesses has begun to receive much 
attention (Bergeron and Raymond, 1992; Lin, et al., 1993; Blili and Raymond, 1994; 
Naylor and Williams, 1994) including exploring the possibility of implementing business 
process re-engineering or BPR among small businesses (Chang and Powell, 1997). 
Cooley et al. (1987) reviewed past research on IT and small businesses and suggested 
that future research should be focused on the life cycle of information services growth, 
structure of the IS function, end-user computing (EUC), IS planning, and Decision 
Support Systems (DSS). Raymond (1990a) highlighted that one of the research areas for 
IT in small businesses that requires further investigation is EUC. Since these reviews, 
research on IT and small businesses has developed to cover not only areas suggested but 
more timely issues such as strategic use of IT. However this area of investigation 
remains at an infancy stage. 
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2.2.1 SMEs and IT Sophistication 
There have been many descriptive studies on the general use of computers by small firms 
(Farhoomand and Hrycyk, 1985; Malone, 1985; Nickell and Seado, 1986; Baker, 1987; 
Lees and Lees, 1987). Most of these surveys reveal that the utilization of IT among 
small firms is estimated to be within the range of 27% to 68%, depending on location, 
size, and nature of the business surveyed (Nickell and Seado, 1986; Nazem, 1990; 
Schleich et al., 1990a). Generally it is believed that small businesses lag behind their 
larger counterparts in the use of technology (DeLone, 1981; Yap, 1990). In the use of IT, 
previous studies in the UK and US have found that the diffusion of IT in small businesses 
has been much slower than in large businesses (DeLone, 1981). In a country such as 
Singapore, the government has introduced incentives to increase the rate of diffusion of 
IT among small businesses (Yap, et al., 1993; Yap and Thong, 1997). 
The most dominant type of hardware used by small businesses is 
microcomputers/workstations (Lefebvre and Lefebvre, 1988; Dye et al., 1991; Jackson 
and Palvia, 1990). `Vordprocessing and accounting are the most widely used software 
packages in small businesses (Schleich et n1., 1990; Jackson and Palvia, 1990; Dye et al., 
1991). Generally, most of the applications are routine or transactional applications (Stair 
et al., 1989; Kagan et al., 1990). 
The sources of software vary with the nature of the business and types of application 
required (Nazem, 1990). Although off-the-shelf packaged software is the most popular, 
other sources such as custom programmed and self-developed software remain 
prominent. Whether or not small business users are satisfied with the packages is less 
clear. Nazem (1990) found that small businesses are generally satisfied with the 
packaged software, despite an apparent lack of vendor support services and training 
facilities. The findings of the study by Heikkila et al. (1991), however, show that small 
businesses have often been disappointed with their software packages. The 
disappointment is frequently a result of the inability of the package to adapt to the needs 
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of the company especially among small businesses with more than 50 employees. Fuller 
(1996) supported the view and argued that the key problem appears to relate to the 
relatively poor degree of conceptual `fit' between what software tools are offered and 
what is needed, with neither users nor suppliers in a strong position to communicate to 
each other. He, therefore, proposed a model which enables observers to identify where 
inefficiencies might occur. 
A majority of small businesses do not employ IT specialists (Lees and Lees, 1987). This 
is due to the inherent characteristic of many small businesses that they lack the financial 
resource, and therefore hiring a full-time IT specialist is not cost-effective. Typically, the 
small business owner/manager is responsible for all IS activities, although he is not adept 
in many of the roles. Another alternative currently employed by many small businesses 
is to consider the use of outside expertise, such as consultants and computer vendors 
(Gable, 1991). 
Yap (1989) conducted a survey of small firms in Singapore to identify the problems faced 
in computerization. The findings suggest that small businesses face a number of 
problems arising from the lack of financial resources, a lack of trained personnel and a 
short-range management perspective. These intrinsic characteristics of small firms 
adversely affect the composition of the computer environment which comprises 
equipment, people and techniques. As a result, small firms are very dependent on 
external help and advice. In addition, top management is often unaware of its role and 
underestimates the complexity of computerization. 
A study by Jackson and Palvia (1990) revealed the specific problems of. (i) hardware 
selection and support, (ii) software documentation and support, (iii) insufficient personnel 
time, expert help or training and in-house expertise, and (iv) conversion of business 
problems to computer solution. Schleich et al. (1990) found a similar list of problem 
areas related to IT implementation in small businesses. They concluded that a greater 
commitment to system planning is a key to reducing many of the problems mentioned. 
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Raymond (1989) examined the implementation and utilisation of management 
information systems in small businesses and concluded that the problems faced are not 
technological in nature; they are much more organisational and individual in nature. The 
management of an organisation's information resources is not generally at the heart of the 
preoccupation's of small business managers, in spite of the increasing importance of 
these resources for the organisation. 
Despite the above problems, there has been growth in the level of IT sophistication 
among SMEs. Several studies suggest that Nolan's growth stages model is worth testing 
on small firms (Cooley et al., 1987; Stair et al., 1989). Cragg and King (1993) were the 
first to conduct a study on small firm IT evolution. They found that there was a 
considerable variability in IT growth between firms and classified the influencing factors 
into motivating factors and inhibiting factors. The strongest motivating factor was the 
owner's enthusiasm toward computing, while the strongest inhibiting factors were lack of 
IS knowledge, lack of managerial time, poor support, and limited financial resources. 
In a follow-up study, Cragg and Zinatelli (1995) traced the evolution of information 
systems in the firms studied ealier. Based on a longitudinal study over an eight year 
period, they found that, in many small firms, computing efforts have become more 
sophisticated and have evolved, particularly in terms of hardware, software, and end-user 
computing. They noted, however, that there are three main problem areas which inhibit 
IS evolution, namely inadequate hardware and software, lack of internal expertise, and 
insufficient attention by management to IS. In conclusion, Cragg and Zinatelli argued 
that none of the stages of growth models reviewed by Saarinen (1989), which were based 
on experiences of large organizations, applied in full. They further suggested that 
innovation theory be used to explain IS evolution in future research. 
Despite an increase in the level of sophistication of IT over the years, there have been few 
changes in IT management practices among small businesses (Cragg and King, 1992). 
Various studies indicate that small businesses do not perform adequate planning of the 
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use and operation of IT/IS (Lees and Lees, 1987; Stair et a!., 1989; 
Schleich et a!., 1990). 
Montazemi (1987) found that most small businesses tend to spend insufficient resources 
on both information requirements analysis and on information systems planning. 
Consequently this results in a lack of appropriate policies towards IT assessment and 
adoption. The finding was supported by Lefebvre and Lefebvre (1988), who found 80% 
of the small firms studied had no master plan and had done no cost-benefit analysis 
related to computerization. This absence of formal planning seems to reflect the 
decision-making context of small firms. 
In conclusion, small firms have to face different challenges in carrying out 
computerization than larger companies, due to the inherent characteristics and different 
scenarios in which small firms operate. Despite the above constraints, most small firms 
have a very positive attitude towards computerization (Ray et al., 1994). They found that 
both owner/manager and users believe that computer technology has had a positive 
influence on their firms. Furthermore, a number of small firms have been successful in 
applying specific technologies like knowledge-based systems (May et al., 1991), 
Decision Support Systems (Raymond, 1992), and Electronic Data Interchange (Bergeron 
et al., 1992). What is important is for small business owners to identify the important 
factors that can contribute towards the success of IT utilization. 
2.2.2 Success Factors for IT Implementation in SMEs 
Studies aimed at identifying the factors that contribute towards the success of information 
systems in small business have been extensive. Raymond (1985) was among the first to 
study the relationship between organizational characteristics and the success of MIS in 
the context of small business. Using user information satisfaction and level of system 
utilization as surrogate measures of MIS success, Raymond found information system 
success factors to include the proportion of applications developed internally, the number 
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of administrative applications and on-line applications, and whether the IS function is 
placed at a high organizational level. 
Delone (1988) conducted a similar study on manufacturing firms, but taking actual use 
and computer impact as the two measures of MIS success. The findings indicate that IS 
success is positively related to CEO knowledge of computers, CEO involvement, type of 
computer used, level of planning and sophistication of control. Delone argued that the 
CEO is the key to the realization of the potential impact of IT on small business. 
In a follow-up study, Montazemi (1988) investigated relationships that exist between 
organizational characteristics and end-user satisfaction and found that end-user 
computing correlates with the number of systems analysts present, intensity of 
information requirement analysis, level of user involvement, level of computer literacy, 
proportion of interactive application systems, and degree of decentralization. 
More recently, Yap, Soh and Raman (1992) explored further the influence of 
organizational factors on IS success. They selected some of the factors that were 
previously studied and extended the model to include the external expertise factor. User 
information satisfaction was used as a surrogate measure of IS success. The survey, 
which was conducted on Singapore-based small firms, revealed that IS success is 
positively associated with consultant effectiveness, vendor support, IS experience, 
sufficiency of financial resources, CEO support, and user participation. The result of a 
cross-study comparison highlights organizational action (CEO support and user 
participation) as a broad class of factors which receives consistent empirical support. 
Palvia et al. (1994) argued that several past studies on computing and small businesses 
actually focused on medium-sized firms where there is a formal MIS department and a 
community of end-users (Farhoomand and Hrycyk, 1985; Nickell and Seado, 1986; 
DeLone, 1988; Lind et a!., 1989; Stair et al., 1989). They argued that the very small 
business (with 50 or less employees) computing environment is fundamentally different 
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from their larger counterparts. They investigated the relationship between business 
characteristics, individual characteristics and the degree of computing and found the 
factors to include the size of the business, the computing skill of the owner/manager, and 
the age of the business. Another significant finding is that profitability of the business is 
hardly ever a factor in determining the amount of use, or the type of use of computers in 
very small businesses. 
In another study (1990b), Raymond proposed a contingency approach relating selected 
organizational factors, namely organizational size, maturity, resources, time frame, and IS 
sophistication to IS success. The findings indicate that while organizational time frame 
and IS sophistication have a direct effect upon satisfaction and usage, the effect of size, 
maturity, and resources is mediated by IS sophistication. This seems to justify a 
contingency rather than a direct approach to the impact of the organizational context on 
computer-based information systems. A summary of the methods, hypotheses, and 
detailed findings of the above studies is presented in Appendix A. 
In conclusion, despite numerous studies on IS success factors, the results are far from 
clear. The only factor which has received much support is the role of the owner/manager 
in small business computerization (DeLone, 1988; Yap et al., 1992; Palvia et al., 1994). 
A possible reason for the inconsistent f 
ldings is that IS may have evolved overtime , and 
similarly, success factors could be expected to change over time (Cragg and Zinatelli, 
1995). Methodological differences could be another explanation, as each study defines 
the dependent variable differently, althpugh a majority used end-user satisfaction as the 
surrogate measure for IS success (Raymond, 1985; Montazemi, 1987; Raymond, 1990(b); 
Yap et al., 1992). 
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2.2.3 The Role of CEO in the Computerisation of SMEs 
Top management support is often prescribed as critical for fully tapping the benefits of 
information technology. Previous studies in large organisations have established the 
importance of top management support in information systems implementation (Sanders 
and Courtney, 1985; Jarvenpaa and Ives, 1991). By virtue of their leadership role, top 
management is able to ensure sufficient allocation of resources and act as a change agent 
to create a more conducive environment for IS implementation (Lucas, 1981). 
In the context of small businesses the study of top management support has focused on 
the chief executive officer (CEO). This is because most small businesses have a flat 
organisational structure and are managed by the owner who is usually the CEO. 
Jarvenpaa and Ives (1991) noted that hands-on management in IS projects might be much 
more important in a small business where the CEO commonly makes most key decisions 
and is perhaps the only one who can harness IT to corporate objectives and strategy. 
Empirical evidence of a strong relationship between CEO support and IS effectiveness in 
small businesses is provided by Delone (1988), Yap, Soh and Raman (1992) and Thong 
et al. (1993). 
Martin (1989) has identified a range of different involvement patterns among the CEOs in 
small firms. These patterns can be summarized in terms of a typology of five behaviours 
which display markedly different levels of personal involvement: 
1. CEO is not involved, even in key decisions relating to IT implementation. 
2. CEO is involved in a managerial , supervisory capacity. 
3. CEO is closely involved in IT implementation, and takes part in detailed choices 
and/or design decisions. 
4. CEO is directly involved technically, and takes part in software development. 
5. CEO routinely interacts directly, hands-on, with IS. 
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The above discussion indicates that CEO support for IS implementation can be in several 
forms. The Jarvenpaa and Ives (1991) study differentiates between `executive 
participation' and `executive involvement' in large organisations. Executive participation 
refers to the CEO's activities or substantive personal interventions in the management of 
IT. In other words, executive participation refers to the behaviours and activities 
performed. Executive involvement, on the other hand, is concerned with the 
psychological state of the CEO, reflecting the degree of importance placed on IT by the 
the chief executive. The results of the study suggest that executive involvement is more 
strongly associated with the firms's progressive use of IT than executive participation. 
The above findings seem to be supported by a study by Magal and Lewis (1995) in the 
context of small business. They attempted to identify the factors affecting IT success in 
small businesses, focusing on the owner/manager's knowledge of technology as the major 
contributor to IT. The findings of the study indicated that owner/manager's awareness of 
IT is a critical factor in determining IT success, while the relationship between 
owner/manager's attitude and IT success is an indirect one, mediated by awareness. This 
implies that, while positive attitudes are important, IT use is driven by knowledge and 
awareness of what the technology can do for the firm. 
2.2.4 The Role of External IT Expertise in the Computerisation of SMEs 
Many past studies have identified external suppliers and consultants as important to the 
process of IT adoption (Lees and Lees, 1987; Yap et al., 1992; Geisler, 1992). The main 
reasons given are the lack of technical expertise in the small business, the lack of actual 
time and resource available to implement change and to compensate for the lack of `fit' 
between the system supplied and the tasks required to be done. In the view of 
Farhoomand and Hrycyck (1985), the most significant problem is the lack of technical 
support. The lack of relevant technical skills in the small business is commented on by 
Montazemi (1988). 
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The impact of using external expertise such as IT consultants however, is less clear. Soh 
et al. (1992) found that computers were used more by small businesses with consultants 
than those without the assistance of consultants. They also found that computerisation 
success was positively associated with the capability, experience and effectiveness of the 
consultant during the feasibility study phase. Geisler (1992) asserts the importance of 
ongoing support from the vendor and other sources of assistance. Lees and Lees (1987) 
however, found that small business overestimated the impact of consultants and vendors 
and underestimated the impact of the involvement of the chief executive/owner-manager. 
Evidence by Monsted (1993) shows that small business owners not only seek advice 
from consultants, but involve a range of informal sources, especially for technical advice. 
These `techies' include immediate family, friends and acquantancies who may have no 
understanding of the needs of the business. The process of using such people is criticised 
by Monsted. It certainly does not explicitly resemble Gable's (1991) method for IT 
consulting in small businesses, outlined in Soh et al. (1992) as (1) assess client and 
consultant compatibility; (2) identify and address specific organisational goals; and (3) 
accomodate evolving project objectives. 
Thong et al. (1994) conducted a study to examine more closely the impact of engaging IT 
consultants and IT vendors on systems effectiveness. The result shows that small 
businesses that adopt the vendor-only approach have more effective information systems 
than small businesses that adopt the consultant-vendor approach. 
The above discussion indicates that further research is needed to examine the role and 
impact of using external IT expertise in SMEs. While extensive research has been done 
in the context of large organisations on the importance of IT outsourcing (for example, 
Michell and Fizgerald, 1997), limited stujlies are available to investigate the use of IT 
external expertise among UK small businesses. 
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2.2.5 IT Utilisation and SMEs' Performance 
As in large organizations, studies which focus on the relationship between the level of IT 
usage and small firm financial performance are beginning to receive more attention. In a 
survey of medical supply companies, Cron and Sobol (1983) reported that 
computerization may significantly increase the total operating expenses of small 
businesses and the potential for significant cost savings may be limited in this situation. 
This view was supported by Raman (1990) who observed that computerization in small 
business does not offer much scope for cost reduction in the traditional areas, and 
intangible benefits become the key factors in decisions about investment in computer 
systems. 
In contrast, a study by Garsombke and Garsombke (1989) of US small manufacturing 
companies (less than 50 employees) found that greater utilisation of robotics and 
computerisation is linked most strongly to performance factors. The use of automated 
technologies such as material cutting and welding does not seem to enhance performance. 
A study which actually focused on the relationship between IT and small business 
performance was conducted by Cragg (1990). The hypothesis tested was that there is a 
positive and significant relationship between IT sophistication and the financial 
performance of small firms. A survey of 289 small engineering firms in the UK revealed 
that there is no direct correlation between IT sophistication and small firms financial 
performance. An in-depth analysis of selected firms only provided limited evidence to 
help explain the findings. 
In another study, Cragg and King (1992) explored the proposition that IS sophistication is 
one cause of small firm success. They expanded the definition of IS sophistication to 
include the type of IS application, diffusion of IS, and managerial decisions supported by 
IS. Financial performance was measured by using return on sales and sales growth. The 
findings suggested that firms with more sophisticated IS performed no better than firms 
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with no or less sophisticated IS. In their discussions, Cragg and King raised several 
points suggesting that not enough is known about small firm computing, particularly the 
impacts of IS. 
In an attempt to understand the issue further, Raymond, Pare and Bergeron (1995) 
conducted an empirical study to investigate the link: between IT and organizational 
structure, the link between IT and enterprise-level performance, and the link between 
technology-structure fit and performance in the context of small firms. They adopted a 
continency theory approach and conducted a mail survey of 100 small firms in Canada. 
The findings of the study suggest that there is a positive association between IT 
sophistication and structural sophistication, and the relationship between IT management 
and structural sophistication is stronger among better-performing firms than among 
worse-performing firms. The study is also the first to provide empirical evidence for the 
positive impact of IT on enterprise-level performance. 
The above literature suggests that the impact of IT on small business is still an 
ambiguous area that warrants further exploration. This ambiguity which relates to the 
relationship between IT and organisational performance is also observed in larger 
organisations. Performance is determined by the interaction of various factors. The 
impact of IT on performance may not be a direct one, but intermediated by other factors, 
such as the alignment between business strategy and IT strategy. The following 
discussions will highlight key studies in the business strategy literature and IT strategy 
literature which are particularly relevant. 
1 
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2.3 BUSINESS STRATEGY LITERATURE 
The literature on business strategy is extensive. This section, however, presents only the 
business strategy literature which is relevant to this research. 
2.3.1 Aspects of Business Strategy 
There has been extensive study of business strategy in large organisations. The word 
`strategy' can be described as "the match an organisation makes between its internal 
resources and skills (sometimes collectively called competencies) and the opportunities 
and risks created by its external -environment" (Hofer and Schendel, 1978). Its purpose is 
to establish a match between the organisation and its environment. 
The definition of strategy put forward by Chandler (1962) has included determination of 
goals and objectives as part and parcel of a strategy, besides the courses of action that 
need to be taken towards achieving these ends. Hofer and Sehendel (1978) however, 
believe that the goal setting process should be considered separately. Indeed, most 
researchers have excluded goal setting as part of strategy formulation (Hambrick, 1984). 
Mintzberg (1978) concluded that strategy formulation could be viewed as an interplay 
between the intended and realised strategy. In this interplay, not all intended (developed 
purposefully and conciously) strategy would be realised. Indeed, strategy could be 
formed `unconciously' (emergent strategy) and realised as the result of situational forces. 
As he elaborated later: 
".. some strategic moves may be made `deliberately' through a formal process. 
Others 'emerge' 
, 
from within the organisation. The latter may simply reflect 
developments that had not been foreseen in the grand plan, or the process may be 
demonstrating the importance of the informal side of an organisation..... such 
considerations become more relevent for small firms" (Mint_berg, 1990). 
ýý 
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Motivated by the views of Mintzberg (1978), this study focused on realised strategy, 
emphasising actions rather than intentions, which is more relevant to the context of 
SMEs. Strategic planning is still not generally practised by SMEs so it is unlikely that 
business strategy is developed in advance (intended strategy). Moreover, Mintzberg 
(1978) argued that by looking at the intended strategy one might obtain a false view of 
the consequential effect of a strategy to performance. 
2.3.2 Measuring Business Strategy 
In strategy-related research, the emphasis can be placed on strategy as content or on 
strategy as process. Content is concerned with the type of strategic decision, while 
process focuses on its formulation and implementation. The focus of this study in on the 
strategy content. 
Much of the original strategy measurement work involved the use of typologies. Porter 
(1980) is responsible for perhaps the best known strategy typology -- a classification 
scheme encompassing cost leadership, differentiation, and focus strategies. Miles and 
Snow (1978) is another well-known strategy typology, which identifies defenders, 
prospectors, and analyzers as viable strategic orientations of organisations. Both 
strategy typologies have been widely adopted by researchers in the strategic management 
discipline as well as IS discipline. The advantage to IS researchers of measuring strategy 
in terms of typologies is the relative ease of operationalisation of this approach. The 
limitations, on the other hand, include a lack of precision in measurement, and a reliance 
on a single-item, categorical scale. 
Venkatraman (1989) employs a comparative measurement approach which does not 
categorise companies into classification schemes but rather the assessment of fine 
differences between business strategies based on competitive orientations. While the 
instrument has high face validity and reliability, it has not been widely used by others in 
the business strategy field (Chan, 1992). / 
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Recent empirical studies of strategy have focused on the identification of strategic 
taxanomies, an approach considered to be `state of the art' (Robinson and Pierce, 1988). 
This approach involves grouping strategy-related variables in an orderly and concise 
manner. 
While the work of Venkatraman (1989) and Miles and Snow (1978), for example, has 
been more concerned with assessing competitive orientation, most other strategy 
researchers have been concerned primarily on assessing product-market strategy. Besides 
Porter (1985), another well-known work related to product-market strategy is Ansoff's 
(1965) matrix. Ansoff defined four main strategies based on the opportunities for new 
products and new markets. These are are shown in the matrix in Table 2-1. 
Table 2-1 Ansoff s Product-Market strategy 
PRODUCT 
MARKET I EXISTING NEW 
EXISTING 
NEW 
Market Penetration Product development 
Market extension Product diversification 
Market penetration means that the organisation seeks to increase sales for its present 
products in its present markets through more aggressive promotion and distribution. 
Market extension implies that the organisation must seek increased sales by launching its 
existing products into new markets. 
Product-development requires the firm to introduce improved products into its existing 
markets. 
Product diversification involves introducing both new products and new markets. 
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In conclusion, there are several ways of operationalising the business strategy construct 
as adopted by studies on large organisations. The following section will explore its 
applicability in the context of SMEs. 
2.3.3 Business Strategy for SMEs 
While studies on the role of business strategy in large organisations are extensive, the 
issue is just gaining attention among small business researchers. Julien et al. (1997) 
conduct an empirical investigation related to business strategies adopted by small firms in 
exporting products. Gunasekaran et al. (1997) have attempted to identify productivity 
and quality improvement strategies for SMEs in the manufacturing sector. 
Interestingly, economists too began to realise the role of business strategy in small firm 
success (Storey, 1994; Barkham et al., 1996). Storey (1994) considers business strategy 
as one of the three main components that contribute towards growth among small firms. 
The other two components are the entrepreneurial characteristics and firm characteristics. 
In his study, Storey defined strategy as `actions which are taken by the small business 
owner once in business'. The studies reviewed by Storey assessed 14 distinct elements of 
business strategy for their impact on small business growth. The key points to emerge 
are that growth can be associated with strategies to: , 
" share equity with external individuals/organisations 
" create and operate effectively a strong management team 
" occupy exploit market niches where competition is less severe and where quality 
advan tages can be maximised. 
Barkham et al. (1996) extended and empirically tested. variables identified in the above 
study to examine further the role of business strategy in small firm growth. The main 
finding is that marketing strategy was most strongly associated with company growth. 
The important variables in this respect are: the importance attached to marketing by the 
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owner-manager, a desire to improve sales and marketing, the undertaking of market- 
research and an emphasis on pricing as a strategy. Another strategy supported is product 
development as indicated by the number of new products. 
Reid's (1993) study attempted to explore Porter's (1980) generic strategy in the context 
of small businesses. To be able to transfer comfortably from large to small firms using 
Porter's framework, Reid made the following necessary and crucial modifications: 
1) life cycle effects play an important role i. e. small firms are mostly at an early life- 
cycle activity, much of the effort is devoted to establishing a competitive niche rather 
than defending it as may happen in a more mature firm. 
2) Take market segment, rather than the market as a whole, as the small firm's natural 
domain. SMEs are simply too small to be active at a generic industry-wide level. 
Porter's (1980) three overall strategies are: (1) cost leadership, (2) differentiation, and (3) 
focus. A differentiation strategy aims to emphasize the uniqueness of a product as 
perceived by the customer. The relevant strategic target is the industry. A cost 
leadership strategy aims to exploit scale, scope, and other economies, producing a highly 
standardised, homogeneous product, using state of the art technology. Again this strategy 
is aimed industry-wide. Neither of the above strategies above is usually feasible for an 
SME because it is aimed at the industry as a whole. Probably more appropriate is a focus 
strategy, combining elements of product differentiation and cost leadership, directed at a 
specific market segment in a unique way. 
A focus strategy, aimed at the particular market segment, therefore seems most likely to 
offer the SME a competitive advantage. A focus strategy involves a judicious mix of 
differentiation and cost control at the level of a single market segment, or more usually, 
several highly interrelated market segments. The focus strategy emphasised for the 
SMEs was more on differentiation than cost leadership (Reid, 1993). Quality customer 
service is regarded as a source of differentiation. Expenditure is incurred to increase 
product differentiation and this raises the unit cost of production. Reid (1993) found that 
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the choice typically made by the cases that he studied was to seek relatively low cost 
forms of product differentiation, emphasising rapid response, quality of service and 
personal treatment of customers. 
Having explored aspects of business strategy and their application in the context of small 
businesses, the following section will present the literature related to strategic use of IT. 
2.4 STRATEGIC INFORMATION SYSTEMS LITERATURE 
2.4.1 Strategic Use of IT 
`Strategic information systems' have been described as information systems used to 
support or shape an organisation's competitive strategy (Wiseman, 1988). These systems 
can significantly impact business performance as measured by one or more key 
performance indicators, contribute to attaining a strategic goal, or fundamentally change 
the way in which a company competes (Canning-McNurlin, 1986). 
King (1988) argued that, to be strategic, an information system must either have a 
significant positive impact by providing a sustainable competitive advantage or a 
significant negative impact if it is not implemented. Parsons (1983) discussed several 
potential impacts of information technology. He also argued that information technology 
can affect a firm's ability to execute a particular generic strategy - overall cost leadership, 
product/service differentiation, or market niche concentration (Porter, 1980). In this way, 
strategic information systems can result in improved market positions, more productive 
and cost-efficient value-added chains, and other non-market gains. 
Despite these frequent references in the IS literature to strategic impacts of information 
systems, there have been only a few attempts to date to measure or quantify the degree 
and impact of the strategic support provided (Henderson and Venkatraman, 1989,1993; 
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Das et al., 1991; Sethi, 1988; Weill, 1990; Chan, 1992). These studies are briefly 
discussed below. Most IS studies have qualitatively addressed the impacts of information 
systems on business strategy and performance. 
Henderson and Venkatraman (1989,1993) discussed four domains of strategic choice: 
business strategy, IT strategy, organisational infrastructure and processes, and IT 
infrastructure and processes (see Figure 2-1). The concept of strategic alignment adopted 
Evas based on two building blocks: strategic fit and functional integration. `Strategic fit' 
was described in terms of coherence between strategy (e. cy. business strategy or IT 
strategy) and the supporting infrastructure and processes. IT functional integration was 
described in terms of the coherence between the business and IT at the strategy level 
and/or at the infrastructure-process level. 
BUSINESS DOMAIN IT DOMAIN 
Business Strategy 
. 4_ IT Stratecy 
Organisational 
Infrastructure and IS infrastructure 
L Processes and processes 
Legend: <- -- -> Functional integration 
<- > Strategic fit 
Figure 2-1 Strategic Alignment Model 
Henderson and Venkatraman (1993) discussed three different views of alignment: 
`bivariate fit', `cross-domain alignment' and `strategic alignment'. IT planning to 
enhance bivariate fit involves seeking congruence between two domains of strategic 
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choice (e. g. IT strategy and IT infrastructure and processes). IT planning to establish 
cross-domain alignment involves seeking congruence across multiple domains 
sequentially. Strategic alignment involves organisational transformation, and was 
achieved through seeking congruence across multiple domains concurrently via single 
and double loop processes. Henderson and Venkatraman (1993) hypothesized that IT 
planning aimed at achieving `strategic alignment' would result in the most effective IT 
management. 
Das et al. (1991) also developed a comprehensive model involving business strategy, IS 
planning, fit , and 
financial performance. They proposed that: 
1. The content and process of strategic IS planning could be a source of competitive 
advantage. 
2. Fit (i. e. internal consistency between competitive strategy and strategic IS planning) 
would be positively associated with company financial performance. 
3. The fit among dimensions of a firm's strategic IS planning within a particular 
competitive strategy would be positively associated with company financial 
performance. 
4. For a given competitive strategy, failue to match theoretical profiles for content and 
process variables would be associated with diminished financial performance. 
Das et al. did not empirically test their model, but instead described how it could be 
tested. 
Sethi (1988) developed an instrument to assess the extent to which an information 
technology application provides competitive advantage. He operationalised the construct 
using eleven dimensions which include `the systems's synergy or alignment with the 
business' as one of the dimensions of the competitive advantage from IT application. 
Sethi measured synergy as follows: 
[the] extent to which the application is a key, integral part of the firm's business 
strategy; alignment with the company's marketing policies and practices; whether 
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the application exploits unique resources possessed by the firm; the firm's 
technical expertise in the area of the application; top management's involvement 
and support of the application; and the firm's ability to continually innovate and 
enhance the application. (Sethi, 1988) 
The focus of Sethi's study is to assess the degree to which each dimension of competitive 
advantage was related to the sustainability of IS benefits, the target users of the system, 
company size, business planning sophistication, and data processing department status 
and sophistication. 
Weill (1990) studied IT investment in sixty-eight manufacturing firms in US. He 
hypothesized that company strategy and performance goals determined many operational 
business decisions, including the decision about appropriate levels of investment in IT. 
Weill found that firms which invested heavily in strategic IT were associated with 
relatively lower growth in the productivity of non-production employees and in sales in 
the short term. However, in the long term (after a lag of at least three years), there was 
some evidence that these firms were associated with significantly higher Return on Assets 
(ROA). He concluded that heavy investment in strategic IT was a somewhat risky 
strategy, with potentially high payoff, in the long term, for a few successful early IT 
adopters. 
Chan (1992) conducted empirical research to examine the link between alignment or 
strategic fit of business strategy and IT strategy and business performance for large US 
companies. Her definition of `strategic fit' is similar to Henderson and Venkatraman's 
definition of `strategic integration'. The research model is shown in Figure 2-2. 
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Business 
Strategic 
PERFORMANCE Orientation 
Strategic Fit 
IS Strategic I IS Effectiveness 
Orientation 1 11 
Figure 2-2 Chan's Research Model 
Chan's study relates the measure of IS alignment to IS effectiveness and business 
performance. A business strategy measure was adopted from Venkatraman's (1989) nine 
strategic orientations. The measurement for IT strategy was developed by Chan which 
assesses specific uses of IT in terms of the support they provided for the nine strategic 
orientations. In other words, the IS strategic orientation items were developed in parallel 
to the business strategic orientations. The findings of the research indicate that there is a 
positive association between IS alignment and performance. 
More recently, Burn (1996) conducted a longitudinal study which examines both IS and 
business strategies using an external-internal alignment model. The findings of the study 
indicate that there is strong support for an alignment model which follows a lead-lad 
strategy or a dynamic model of change. Burn (1996) suggested that in order to foster IS 
innovation, the model requires to be managed through a 'r'evolutionary cycle which 
resembles a professional juggling act rather than a managed stage growth process. 
While the above studies were conducted among large organisations, the following section 
will highlight studies on strategic use of IT among SMEs which is the focus of this 
research. 
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2.4.2 SMEs and Strategic Use of IT 
Most suggested IS strategic applications highlight the advantages for bid firms. I'D 
However, SMEs too can benefit from them as shown by Bergeron and Raymond (1992). 
It should be recognised that the problems encountered by smaller firms are different from 
those encountered by large firms, and require different managerial approaches. Blili and 
Raymond (1993) highlighted some aspects of the specificity related to small firms may 
have a particular effect on the development, introduction and use of strategic information 
systems in SMEs. Table 2-2 is a schematic summary of the environmental, 
organisational, decisional, psycho-sociological and information systems aspects of small 
business specificity. 
Table 2-2 Characteristics of the specificity of StNIEs with respect to strategic information systems 
(Blili and Raymond, 1993) 
Eurironinenral specificity 
" Uncertainty: with respect to technological environment 
" Vulnerability: with respect to competitive forces 
Organisational specificity 
" Structure mostly informal, minimal differentiation 
" Resources: `poverty' in terms of human and financial resources 
Decisional specificity 
" Strategic decision-making cycle: short-term, reactive (versus proactive) 
" Decisional process: intuitive, based on experience, little use made of information and formal 
managerial techniques, focus on physical flows (versus information flows) 
Psycho-sociological specificity 
" Dominant role of the entrepreneur: limited information sharing, limited delegation of decision-making 
" Psychological climate: favourable attitude towards information systems, but few expectations 
Information systems specificity 
" Information systems function: not very advanced stage, subordinated to the accounting function, very 
little expertise, experience and training in information systems management 
" Information systems complexity: emphasis on administrative (rather than managerial) applications, 
based on packaged (rather than tailored) software, little technical expertise 
" Information systems success: under utilisation of information systems, little impact on decisional and 
organisational effectiveness 
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In recent years, the use of IT has been a key concern for many small business strategies. 
The major reason to develop IT in a small business is to cope with the information 
overload and to gain competitive advantage (Farhoomand and Hrycyk, 1985). Lin, 
Vassar and Clark (1993) highlighted IT in small business as unique in the sense that: (1) 
its value is subject to limited resources, (2) it is strategic in nature, and (3) it plays a 
crucial role in corporate strategy. They argued that small business executives need to 
adopt a strategic approach in implementing information systems, which will effectively 
integrate all the IT functions into the organization. Small business executives need both 
an awareness of the information technologies which are shaping the future of firms and 
the courage to create the changes in organizational culture required to support IT 
functions. 
Bergeron and Raymond (1992) introduced the concept of using "Information Systems for 
Competitive Advantage" (ISCA) and proposed a methodology specifically designed to 
identify their applications in SMEs. The methodology for planning ISCA was tested in 
five small and medium-sized manufacturing enterprises. Bergeron and Raymond 
concluded that IT can be used as a strategic weapon by SMEs to maintain their 
competitiveness and attain a favourable position within their sector of activity. However, 
they maintained that in-depth investigations of actual implemented systems should be 
conducted to provide a truer test of the effectiveness of the methodology presented. 
Blili and Raymond (1993) argued that one of the major ambiguities that affects 
information technology is concerned with the relevance or accessibility of the strategic 
use of IT in SMEs. They set out to analyse the basic strategic applications of IT against 
the background of the technological specificity of SMEs. The subsequent examination 
revealed that, despite the sophistication of the technology and the investment required in 
both financial and human terms, it is already within the grasp of some innovative small 
firms. Blili and Raymond, therefore, concluded that IT planning is vital and thus 
proposed a framework for proactive management of the threats and opportunities that IT 
represents for SMEs. 
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While the above two studies were conducted in Canada, Naylor and Williams (1994) 
carried out a study to relate the level of successful use of IT in UK small firms to factors 
which may have contributed to this success. The findings suggest that small firms are 
more successful with IT than is generally believed and that successful use of IT demands 
innovative management skills in order that the information generated is used creatively. 
Fuller (1996) observed that despite these assertions, it appears that in general the use of 
IT by SMEs does not achieve competitive advantage. Given that theoretically they might 
be expected to be more competitive, and in practice they are not, it is important to 
discover why this is the case. In an attempt to understand this problem, he explored 
further the issue of IT adoption among small businesses. He highlighted that IT adoption: 
" requires a strategic focus 
" has significant resource implications 
" increases complexity in the short-term, though helps manage increased complexity 
overall 
" provides an opportunity to learn and improve over time 
" requires the use of external expertise 
According to Fuller, the key problem appears to relate to the relatively poor 'fit' between 
what software tools are offered and what is needed, with neither users nor suppliers in a 
strong position to communicate with each other. Based on the idea of 'recursive 
learning' and `needs fulfilment', he proposed a holistic model of technology transfer as a 
device for identifying inefficiencies in the overall process of developing and absorbing 
small business information technology. 
In conclusion, the above discussion highlights that most of past studies exploring the 
strategic use of IT among small businesses are either prescriptive in nature, or empirical 
researches with small sample sizes. Furthermore, the findings of these studies. are 
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inconclusive. This implies that more research is needed to understand this issue which 
warrants this study being undertaken. The following section presents a discussion on the 
concept of strategic `fit' and its measurement, as applied in IS research. 
2.4.3 Strategic `Fit' or IS Alignment 
The need to develop a fit between information systems (IS) strategies and business 
strategies has long been emphasized by researchers (Lederer and Sethi, 1988; Henderson 
& Venkatraman, 1989; Galliers, 1991; Henderson & Venkatraman, 1993; Chan & Huff, 
1993). Several different perspectives on alignment or fit exist: the focus can be on factors 
external to the company , 
internal to the company, or both. Depending on the 
investigation, the content of fit or the process of arriving at fit may be the subject of study 
(Venkatraman and Camillus, 1984). 
The idea of the organisation fit, match, congruence or consonance of information 
systems has been quite common in IS research. The concept has its roots in contingency 
theory (livari, 1992). The concept of 'fit' expresses an idea that the object of design (e. g. 
an information system) must match its context in order to be effective. Van de Ven & 
Drazin (1985) identify three operational meanings of the concept 'fit': 
1) The selection approach, in which fit is an assumed premise that an 
organisation must adapt to its context in order to survive or to be effective. 
2) The interaction approach, in which fit is an interaction between pairs of 
organisational context-structure factors regarding performance or conformity 
to a relationship of context and design. 
3) The systems approach, in which fit is the internal consistency of multiple 
contingencies and structural and performance characteristics. ., 
Drazin and Van de Ven (1985) pointed out that the operationalisation of fit must depend 
on the definition of fit adopted, and vice versa. It was recognised, in this study, that . the 
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various models/theories of fit tested were not likely to receive equal empirical support. 
This in turn, would have implications for the definition of fit supported by this study. 
In the context of strategic IS research, the selection approach hypothesizes that there will 
be naturally occurring congruence between strategy and information systems, but does 11> 
not address performance implications. The interaction approach attempts to explain 
variations in performance by examining specific strategy and IS factors in pairs. (For 
example, the congruence between specific dimensions of business strategy and specific 
dimensions of IS strategy might be examined. ) This approach assumes that strategy and 
IS can each be decomposed into elements that can be examined independently. The 
systems approach is holistic. It relies on multivariate analyses to examine patterns of 
consistency among multiple strategy and IS characteristics, and their impacts on 
performance. 
Venkatraman (1989) published a more refined classification for the concept of fit, in 
which he distinguishes six interpretations of `fit' as shown in Figure 2-3. 
LOW 
Degree of 
specificity of the 
functional form of 
fit-based 
relationship 
HIGH 
Fit as Profile Fit as Gestalts 
Deviation 
Fit as Mediation Fit as Covariation 
Fit as Moderation Fit as Matching 
Criterion-specific Criterion-free 
MANY 
Number of 
variables in the 
fit equations 
FEW 
Figure 2-3 Choice of anchoring the specification of fit-based relationships (Venkatraman, 
1989) 
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The focus of the article is on the analytical issues and statistical methods for testing the 
fit. The measurement of fit can be depicted as follows: 
moderation (calculated using regression or ANOVA interaction terms); 
mediation (modeled structurally using indirect or intermediate variables); 
matching, (operationalised using difference scores or regression residuals); 
gestalts (arrived at via cluster analysis); 
profile deviation (operationalised using pattern analysis); and 
covariation (computed using factor analysis). 
Each of these approaches requires a different mathematical model and has different 
theoretical implications (Schoonhoven, 1981; Venkatraman, 1989b). The approaches 
differ primarily on three dimensions: the number of variables they employ (i. e. their 
complexity); the extent to which the detailed nature of fit can be specified (typically, the 
more variables in the equation, the less specific the researcher can be about the form of 
the fit-based relationship); and the degree to which fit calculations require the 
specification of a criterion variable (e. g. financial performance). 
Iivari (1992) in his discussion on the concept of 'fit', has made a comparison between the 
views of 'fit' by Van de Ven & Drazin (1985), Kickert (1983) and (Venkatraman, 1989). 
The following diagram is adapted to reflect the three views. 
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Table 2-3 A comparison of the concept of `fit' 
Van de Ven's 
(1985) 
classification 
Kickert's (1983) 
view of the concept of ` fit' 
Venkatraman's 
(1989) classification 
Selection Mediation 
approach z -°> --'> }' 
(1) 
z z z 
Interaction 
h 
>y 
ýý Moderation R 
Matchin approac X yX y g 
(2) (3) (4) x (5) 
Systems Gestalt 
approach Profile deviation 
Kickert (1983) identifies five interpretations of situational dependence. If we denote the 
situation by z, the structure by x and the effectiveness by y, these cases can be depicted as 
follows: (1) z --> x --> y, (2) z --> (x --> y), (3) z+x --> y, (4) x*z --> y, and (5) 
(z <--> x) --> Y. According to Kickert, in the first case, the situation is assumed to 
determine the structure, and the effectiveness depends universally on the structure. In the 
second case, the situation influences the relationship between structure and effectiveness, 
in the third, the situation and structure have an independent effect upon effectiveness, 
whereas in the fourth, the influence is interactive. Finally, in the fifth case, the assumed 
specific congruence between situation and structure influences the effectiveness. 
Venkatraman's moderator perspective reflects the interaction approach, including cases 
z --> (x --> y) (strength of moderation) and z*x --> y (form of moderation) and the 
mediation perspective has the mathematical form of z --> x --> y, corresponding to the 
selection approach. The matching perspective in Venkatraman (1989) reflects the 
mathematical form (x <--> z) --> y of the interaction approach, and :, the gestalt and 
profile deviation types-of-fit, reflect the systems approach. The final case, the covariation 
perspective, is not easily interpretable in the framework of Figure 2-2 (livari, 1992). 
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In his extensive review on the IS literature on the organisational fit of information 
systems, livari (1992) found that the concept of 'organisational fit of information 
systems' has been dominated by the selection approach. This implies a unidirectional 
causal model which assumes that the organisational context determines IS characteristics. 
Based on Huber and McDaniel's (1986) argument, livari (1992) emphasized that the 
relationship between information systems and their organisational context is likely to 
become more and more of a reciprocal matter. This means that unidirectional causalities 
expressing the fact that either the organisational context determines the charateristics of 
an information system, or vice versa, may be too simplistic. 
This study focuses on the content of the fit between company information systems and 
strategy. IS strategic fit has been studied in terms of the degree of coherence existing 
between realised business strategy and realised IS strategy. The processes involved in 
achieving this fit have not been examined. 
This study primarily utilises interaction approaches to the measurement of strategic fit. A 
selection approach was thought to be less appropriate because of its lack of emphasis on 
performance outcomes. A systems approach was not employed because the complexity it 
would have introduced was not thought to be justified. Two simple approaches have 
been modeled - fit as matching and moderation. The complementary information 
obtained by attempting to utilise a number of approaches permitted measurement 
triangulation and a more complete understanding of the strategy-IS relationship. 
2.5 SUMMARY 
This chapter highlights the issues related to IT utilisation in SMEs. From the review of 
past literature, it appears that there is lack of empirical research conducted in the area of 
strategic use of IT among SMEs. Despite extensive research conducted to examine the 
impact of IS alignment on large firms' performance, there have been only limited 
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attempts to explore the issue in the context of small businesses. This study attempts to 
fill this gap. The next chapter highlights the research model which is used as a basis for 
the study undertaken. 
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Chapter Three 
RESEARCH FRAMEWORK 
3.1 INTRODUCTION 
The previous chapter has thoroughly reviewed the literature related to IT utilisation in 
small and medium-sized companies. In particular, a review of the strategic use of IT 
among SMEs has also taken place. 
This chapter presents a research framework to determine the relationships between 
research variables. The research variables are classified based on the (1) variables 
relating to business strategy, (2) variables relating to IT strategy, (3) variables relating 
to IT orientation, and (4) variables relating to organisational performance. The chapter 
finally discusses the research propositions to be investigated. 
3.2 RESEARCH MODEL 
The literature review in the previous chapter failed to find a model which linked IS 
alignment with SMEs' organisational performance. The majority of the theories, 
methodologies and frameworks for strategic information systems planning have been 
developed through studies of large companies. According to Levy et al. (1996), the 
key assumptions made in Information Systems Strategy (ISS) studies of large 
organisations include: 
" Competitive advantage is important and that its achievement is contained within 
the organisation. 
" Strategic planning is assumed to be understood and exists in the organisation. 
" The value of management information is understood. 
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" Availability of disaggregated power centres. 
" Existence of an IS department. 
Levy et al. (1996) argued that not all the assumptions are valid in the context of small 
businesses. Therefore, in moving towards the identification of a framework for ISS 
for SMEs, it is necessary to consider not only the opportunities which can be achieved 
through ISS but cognisance must be taken of the need to recognise the very different 
circumstances under which SMEs function. 
This study represents an attempt to explore IS alignment in the case of small to 
medium-sized businesses. SMEs are mainly 'organic' in nature and can be seen as an 
extension of the entrepreneur's own personality (Kets de Vries, 1977). Structurally 
they are typically informal with minimal differentiation among units (Vlintzberg, 
1979). As highlighted earlier, most SMEs do not have IS departments and IT 
planning is done very informally (Levy et at., 1996). As such, the research model 
for this study has to be adapted to reflect the specificity of the SMEs. An overall 
research model is represented in Figure 3-1. 
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Figure 3-1 The Research Model 
The research model in Figure 3-1 shows that the three main variables explored by this 
study are IS alignment, organisational performance and IT orientation. IS alignment 
refers to the `match' or `fit' between business strategy and IT strategy of an SME. 
Hence, prior to the identification of the degree of 'fit', the study needs to obtain 
information related to business strategy and IT strategy. This bivariate approach of 
measuring IS alignment is similar to the one adopted by Chan's (1992) study. 
One of the main aims of this study is to examine the impact of alignment between 
some aspects of business strategy and the corresponding IT strategy on organisational 
performance. Therefore, organisational performance is included in this study as the 
dependent variable, as suggested by Ginsberg and Venkatraman (1985) who proposed 
that any comprehensive strategy study should include performance. 
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IT orientation is seen as essential in the success of an overall corporate information 
system and requires the strength of a company's commitment to information. 
According to Fletcher et al. (1992), a company which recognises the value of 
information will be more prepared to invest in technology and more likely to 
encourage the necessary skills required to use the technology. IT orientation is 
defined as the degree to which an organisation recognises and commits itself to 
information and technology. The recognition and the commitment towards IT are 
exhibited by the extent to which an organisation is prepared to invest in resources and 
make itself accountable for the success and failure of IT. This study has considered 
the following areas as manifestations of IT orientation: 
0 IT Sophistication 
" Top management's support and commitment towards IT 
" Reliance on external IT expertise 
The above three variables are included in the research model as antecedent factors 
which influence the degree of IS alignment in organisations. The degree of IS 
alignment in turn influences the organisation's performance, a dependent variable. 
The following section will present a discussion on the major variables included in the 
research model. The aim of the discussion is simply to justify the inclusion of the 
variables and briefly present the measures that are used for each of the variables. A 
full discussion of their operationalisation and links to the literature is presented in 
Chapter Five. 
3.3 MAJOR VARIABLES 
A major motivation for the research was to examine the importance of aligning 
business strategy and IT strategy. Hence, the emphasis is on the variables Business 
Strategy, IT Strategy, IS Alignment and Organisational Performance. Other variables 
explored are IT contextual variables, such as, IT Sophistication, CEOs' IT 
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Commitment and External IT Expertise. A greater understanding of these variables 
could assist SMEs with many decisions related to IT utisation. 
3.2.1 Business Strategy 
Johnson and Scholes (1993, p. 10) define strategy as "the direction and scope of an 
organisation over the long term: ideally, which matches its resources to its changing 
environment, and in particular its markets, customers or clients so as to meet 
stakeholder expectations ". While adopting the above definition, the process of 
deriving business strategy in the context of SMEs is more evolutionary and less 
formal than their larger counterparts. Quinn (1980) used the term logical 
incrementalism to reflect this approach, which is a move away from perceiving 
strategy making as an all-encompassing activity, delineated by a neat sequence of 
steps. Instead, the logical incrementalist perspective demonstrates how strategies are 
formed from broad concepts which are translated into specific organisational 
commitments. 
Most strategy studies are done in the context of large organisations. Strategic 
behaviour on the part of small businesses is often fraught with uncertainty and 
misdirection. Typically, small businesses are often forced to operate in market niches 
which are relatively small in size and may be lacking in adequate growth or 
profitability opportunities, unless skillfully exploited. Limited physical, financial and 
human resources, a lack of idustrial experience and business acumen on the part of 
owner-managers of small businesses are frequently to blame for poor exploitation of 
these fragile niches. Nevertheless, if the small business is to grow and prosper, rather 
than simply to survive, it must properly identify, develop and implement the requisite 
business strategy. As reflected in Chapter 2, these strategies may not be formalised or 
planned, but emerge as a result of consistent business decision-making. 
Various past studies have influenced the development of measures of business 
strategy adopted for this study (Barkham et al., 1996; Pratten, 1991; Reid et al., 1993; 
Cambridge SBRC, 1992; Hall, 1995). Most of these studies attempt to identify the 
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key factors which contribute towards small firms competitiveness. Eventually, it was 
decided to use nine business strategy items collected from the works of various 
authors. These items and their sources are exhibited in Table 3-1. 
Table 3-1 Literature used for business strategy items 
Business Strategy items Sources of Literature 
Pricing Strategy Barkham et al. (1996); Pratten (1991); Reid et al. 
(1993); Cambridge SBRC (1992) 
Quality Product Strategy Cambridge SBRC (1992); Hall (1995) 
Product Differentiation Strategy 
Product Diversification Strategy 
New Product Strategy 
New Market Strategy 
Quality Service Strategy 
Intensive Marketing Strategy 
Production Efficiency Strategy 
3.2.2 IT Strategy 
Barkham et al. (1996); Reid et al. (1993); Cambridge 
SBRC (1992) 
Barkham et al. (1996); Cambridge SBRC (1992) 
Barkham et al. (1996); Pratten (1991) 
Barkham et al. (1996) 
Pratten (1991); Cambridge SBRC (1992) 
Pratten (1991); Hall (1995); Cambridge SBRC (1992) 
Barkham et al. (1996); Pratten (1991) 
Earl (1989) develops a strategic framework which differentiates between three 
interrelated types of strategy formation -- information systems (IS), information 
technology (IT) and information management (IM) strategies. IS strategy is business- 
led, and demand-oriented and is concerned with either supporting existing business 
strategies or developing new strategic IT choices. IT strategy according to Earl is 
concerned with `how' IS strategies will be implemented. It is described as activity 
based, supply-oriented and technology focused. Earl defines IM strategy as 
organisation based, relationships oriented and management focused. Earl's (1989) 
distinction of the three levels of strategy in IT may not be applicable in the context of 
small businesses as SMEs do not generally have formalised strategic planning. 
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Wilson (1989) adopts a more general approach and defines IS strategy as: 
"An information systems strategy brings together the business aims of the 
company, an understanding of the information needed to support those aims, 
and the implementation of computer systems to provide that information. It is 
a plan for the development of systems towards some future vision of the role 
of information systems in the organisation. " 
Initially it was decided to use Wilson's (1989) approach and simply use the term IS 
strategy, instead of distinguishing the IS, IM and IT strategy. However, in the pre-test 
interviews, it was discovered that small business managers did not distinguish 
betweeen IS and IT and preferred the use of the term `IT'. Hence, it is decided to use 
the term `IT strategy' instead of 'IS Strategy'. 
While many researchers argue that most small businesses are informal and lack IT 
planning, it is believed that `emergent' and unformalised IT strategies do exist. This 
study adopted a similar approach to Chan's (1992) study where the instrument was 
developed to assess specific uses of (rather than monetary investment in) information 
technology in terms of the support provided for business strategy. Since this 
instrument highlighted actual deployments of IT, emphasizing realised, as opposed to 
intended, IS strategy, it is appropriate for the small business context. However, it 
should be emphasised that Chan's IS strategy items were developed in parallel to 
Venkatraman's (1989) business strategy items. Since this study does not adopt the 
same business strategy items, the measures for IT strategy for this research relate to 
the proposed business strategy items discussed in the previous section. The proposed 
set of IT strategy items for the study are shown in Table 3-2. 
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Table 3-2 Proposed set of IT Strategy dimensions 
IT Strategy 
IT support for Pricing Strategy 
IT support for Quality Product 
IT support for Product Differentiation 
IT support for Product Diversification 
IT support for New Product 
IT support for New Market 
IT support for Quality Service 
IT support for Intensive Marketing 
IT support for Production Efficiency 
3.2.3 IS Alignment 
Henderson and Venkatraman (1992) used the term `strategic integration' to refer to 
the link between business strategy and IT strategy. Chan (1992) used the term 
`strategic fit' for the same concept of fit between business strategy and IT strategy. In 
trying to avoid confusion related to terminologies, this study adopts the most common 
term used for this purpose, that is, IS alignment. The definition of IS alignment 
adopted for this study is as follows: 
"The synergy or coherence between business strategy and IT strategy" 
Luftman et al. (1993) mentioned that in essence, business and information 
technology strategies are in alignment when business objectives are enabled, 
supported, and stimulated by IT strategies. 
As discussed earlier in Chapter Two, this study is based on the interaction approach of 
measuring `fit'. The interaction approach attempts to explain variations in 
performance by examining specific strategies and IS factors in pairs. For example, the 
congruence between specific dimensions of business strategy and specific dimensions 
of IS strategy is examined. This perspective has been employed because its 
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simplicity more than compensates for its lack of completeness. Two simple 
approaches have been modeled - `fit' as `moderation' and `fit' as `matching'. Fit as 
moderation is modeled as the interaction between business strategy and IT strategy, 
while fit as matching is based on the difference between the two strategies. The 
complementary information obtained by attempting to utilise a number of approaches 
permitted measurement triangulation and a more complete understanding of the 
strategy-IS relationship. 
3.2.4 Organisational Performance 
Organisational performance is the main dependent variable in the study. While this is 
an important variable for the research, unfortunately, it is difficult to define the term 
clearly because there is ambiguity as to what organisational performance is and how it 
can be measured. Performance is viewed differently by different organisations and 
there are various approaches used to measure performance. Meanwhile, researchers 
have offered a variety of organisational performance measures: some view it from a 
financial standpoint, or use `objective' measures, while others consider non-financial 
measures or `subjective' measures. 
The main advantage of employing a financial-based performance measure is its 
objectivity. However, it suffers serious drawbacks when used purely as a measure of 
organisational performance or the performance of specific actions. Since published 
financial figures often reflect differences in accounting procedures, comparison 
between companies based on these figures often produce erroneous conclusions. In. 
the context of small businesses, these figures are often not available, and even if they 
are available, the level of accuracy is still questionable as small firms do not'normally 
adopt as advanced accounting procedures as their larger counterparts. Furthermore, 
because the financial-based measure concentrates on short term, narrowly defined 
economic gains, it tends to become increasingly inadequate as a measure of IT 
performance as the benefits evolve (Doswell, 1990). 
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Non-financial or subjective measures are used to capture a wider concept of business 
performance not measured by static financial measures. These measures are 
sometimes used as surrogates where there is difficulty in getting primary data (Floyd 
and Wooldridge, 1990). The rationale for using a non-financial measure is to 
overcome the shortcomings of financial measures. However, because it depends on 
the assessment or opinion of people, it has been criticised for its lack of objectivity. 
Despite this criticism, the use of subjective assessment is gaining popularity recently 
as an alternative (or complimentary) to an objective measure. It has been suggested 
that the subjective measure, in the long run, will be as important as the more tangible, 
objective short term financial measure (Doswell, 1990). A subjective approach to 
measuring company performance was employed by leading researchers (Khandwalla, 
1977; Buckley et al., 1988). 
This study focuses on subjective measures of organisational performance and adopted 
the instrument developed by Khandwalla (1977) who measured the index of 
subjective performance based on the manager's assessment of the company's ability, 
relative to its competitors. These measures are: (1) Long-term profitability, (2) 
Availability of financial resources, (3) Sales growth, and (4) Image and clients' 
loyalty. Khandwalla found that these measures correlated fairly strongly with 
objective performance measures. Dess & Robinson (1984) support the argument that 
subjective measures of performance correlate strongly with objective measures, and 
recommend the use of subjective measures especially when obtaining non-financial 
data. Furthermore, the instrument was validated in the small business context by. 
Miller (1987) and Raymond (1996). 
3.2.5 IT Sophistication 
In identifying the effects of information technology on organizations, a number of 
researchers have attempted to characterize this technology (Cheney and Dickson, 
1982; Montezemi, 1987; Raymond, 1988). Most of these studies have used Nolan's 
"stages of EDP growth" model (Nolan, 1973 and 1979) as a theoretical foundation. A 
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first attempt at conceptualising IT sophistication and validating an instrument to 
measure this concept in the specific context of SMEs was made by Raymond and Pare 
(1992). These researchers defined IT sophistication as `a construct which refers to the 
nature, complexity and interdependence of IT usage and management in an 
organization. ' This construct is multi-dimensional and includes aspects related to 
technological support, information content, functional support, and management 
practices. 
While this is a comprehensive characterization of IT in terms of the current IT usage 
and management in organizations, it does not include future consideration of IT 
utilization. Furthermore, the managerial dimension encompassed both the `internal' 
aspect such as top management support and the `external' aspects such as the 
alignment of IT to the organisational objectives and use of external expertise. Since 
the focus of this study is on the impact of IS alignment on performance, it is necessary 
to distinguish IT strategy (which focus on the external domain) from other aspects of 
IT sophistication. Therefore, `IT sophistication' in this study refers only to the 
technological, informational, functional, and the internal aspects of managerial 
dimensions of Raymond and Pare's IT sophistication measure. As mentioned earlier, 
the operationalisation of these dimensions is discussed in Chapter Five. 
3.2.6 CEO's Commitment to IT 
The IS literature has the notion that top management support in IS implementation 
leads to a more successful computer use in both large and small business. Galliers 
(1991) studied general management problems in implementing IT and found that 
among the key factors inhibiting planning and implementation are commitment and 
involvement of management. McFarlan et al. (1983) argued that the chief executive 
officer's leadership is most needed in applications of strategic importance to the firm. 
In small businesses, Yap et al. (1992) and Delone (1988) have shown that CEO 
support in IS implementation leads to more successful IS. As the CEO is a major 
information user due to the many roles he or she plays, the CEO is in a position to 
identify critical business applications to computerise. Being the most influential 
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person in small business, the CEO has a major influence on the success of an 
information system implementation. Hence, it is viewed necessary to include the 
CEO's commitment to IT in this research. While Jarvenpaa and Ives (1991) 
distinguish between `executive participation' and `executive involvement', the term 
'CEOs' IT commitment' used by this study refers to both types of CEOs support, i. e. 
CEOs activities or substantive personal interventions in the management of IT, as well 
as the attitude of the CEOs, reflecting the knowledge and the degree of importance 
placed on information technology. 
In the context of small businesses, De Lone (1988) found that "if the small business is 
to suceed in its computer use, the chief executive must be willing to commit 
substantial personal energy to the realisation of the aim" (p. 57). Cragg (1992) 
included the number of hours the CEO spent at the terminal as a measure of CEO's 
personal commitment to IT. Yap et al. (1992) measure top management support for IT 
by considering the CEO's involvement in decision-making and managing IT 
implementation. While the above studies focused on CEO's involvement, Magal and 
Lewis (1995) argued that the CEO's IT knowledge is another important contributor to 
computerisation in small businesses. They defined IT knowledge generally in terms 
of awareness of, familiarity with, exposure to, or a working knowledge of technology, 
rather than expertise. Following the above discussion, this study attempts to measure 
CEO's IT commitment by considering three dimensions: (1) Personal IT usage 
(Cragg, 1992), (2) Familarity or knowledge of common software packages (adapted 
from Magal and Lewis, 1995), and (3) Involvement in IT selection and 
implementation (adopted from Cragg, 1992). 
3.2.7 External IT Expertise 
Small businesses have poor understanding of computers and lack sufficient internal 
computer expertise (Lees & Lees, 1987; Gable, 1991). Small businesses also face 
difficulties in recruiting and retaining internal IS experts due to scarce qualified IS 
experts and limited career advancement prospects. Hence, small businesses have 
more problems with IS implementation and are more dependent on external IT 
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expertise, in the form of consultants and vendors, compared with larger businesses 
(Thong, et al., 1994). Thong et al. (1993) found that high quality external IS 
expertise is even more critical than top management support in the case of 
Singaporean small companies. Therefore, this study included the variable on external 
IT expertise to explore its link with alignment and performance. 
Based on past studies by Yap, et al. (1992) and Thong, et al. (1994), external IT 
expertise is defined as IT consultants or IT vendors. IT consultants provide 
consultancy services which include performing information requirement analyses of 
the business needs, recommending suitable computer hardware and software, and 
managing the implementation of information systems (Thong, et al., 1994). IT 
vendors provide computer hardware, software packages, technical support, and user 
training (Thong, et al., 1994). 
Since small businesses may rely on various sources for IT advice, this study attempts 
to measure the use of external IT expertise by seeking information related to the 
importance of IT consultants and IT vendors besides other sources of IT advice and 
assistance. Naylor and Williams (1994) include a similar measure to obtain 
information related to information systems acquisition. Besides the sources of IT 
advice, the other dimension included in the study concerns the type of advice obtained 
from selected sources. 
3.2.8 Other Variables 
Besides the major variables discussed above, other variables explored by the study are 
variables relating to demographics. The inclusion of demographic factors in studies 
on small businesses is very common as the small business sector is very diverse 
(Nooteboom, 1994). It is envisaged that some demographic factors may have an 
influence on the alignment between business strategy and IT strategy. Following past 
studies such as the Cambridge SBRC's (1992) national survey, this research includes 
demographic variables such as company ownership, company size, company age, 
legal form, industry, and characteristics of the CEO. The background of the CEOs is 
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included in most SMEs studies because of the important role /influence of CEOs in 
the small business environment. 
Based on the above discussion, the research model presented in Figure 3-1, can now 
be modified to incorporate all of the specified dimensions and variables. The 
enhanced research model is presented in Figure 3-2. 
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Figure 3-2 The Enhanced Research Model 
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3.4 RESEARCH PROPOSITIONS 
Because so many contingency factors (e. g. sectors, company sizes, organisational 
structures), are encountered in strategy-related research, the proposed relationships 
between business strategy, IS strategy, IS strategic fit, the role of IT external expertise 
and CEO, and business performance were expected to be difficult to detect. 
Therefore, in this study, these relationships have been referred to as propositions 
instead of hypotheses. The term `proposition' was seen to be more tentative, reflecting 
the exploratory nature of this research and the complexities involved in uncovering 
the proposed research relationships. Research propositions explored in this research 
are described in the following sections. 
Figure 3-2 shows that there are two tiers to the model. The first tier (the right side of 
the model) represents the relationship between IS alignment and organisational 
performance which relates to the first research proposition; and the second tier (the 
left-side of the model) represents the relationship between IT orientation and IS 
alignment. This relates to the second, third and fourth research propositions. A 
discussion of research propositions is presented in the following sections. 
3.4.1 IS Alignment and Performance 
Prior research suggested that IT utilisation can bring many benefits to firms. 
However, IS research has never been able to demontrate fully the impact of IT on 
organisational performance, as inconclusive results are obtained in most empirical 
studies (Floyd & Wooldridge, 1990; Cragg & King, 1992). Rather than continuing to 
examine the impact of IT sophistication (combining both the internal and external 
domains of IT) on organisational performance, this study seeks to explore the impact 
of aligning business strategy and IT strategy on organisational performance. This 
relationship is represented by R1 in Figure 3-2, and reproduced in Figure 3-3. 
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IS Alignment Organisational 
Performance 
Figure 3-3 IS Alignment and Performance 
Strategic fit has performance implications: generally, the better the fit, the better the 
company performance (Fry and Killing, 1989). Lufman et al. (1993) emphasized that 
for companies to succeed in an increasingly competitive, information-intense, 
dynamic environment, the alignment of business strategy and IT strategy is a 
necessity. Chan and Huff (1993) have provided empirical support for the. positive 
relationship between IS strategic alignment and business performance. While these 
studies are conducted in the context of large organisations, a similar relationship 
between IS alignment and performance is postulated for the small to medium-sized 
organisations. 
Proposition 1: 
SMEs which align their IT strategy to their business strategy are more likely to be 
successful than those that do not align their IT strategy with business strategy. 
3.4.2 IT Sophistication and Alignment 
Firms that have extensive resources at their disposal and recognise them as their assets 
may gain a competitive edge by deploying them in support of or to strengthen their 
business (King et al., 1989). Henderson and Venkatraman (1992) emphasised the 
importance of aligning the internal and external domains of IT i. e. inadequate fit 
between IT strategy and IS infrastructure and processes will lead to a failure in 
deriving benefits from IT investments. Therefore, having an appropriate level of IT 
infrastructure is necessary to provide for resource flexibility and fast response to 
corporate requirements. The findings by Chan (1992) also indicate that an appropriate 
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level of IT infrastructure is seen as associated with the capability to align IT strategy 
and business strategy. 
Garsombke and Garsombke (1989) found that there is a positive association between 
the use of robotics and computerisation and organisational performance among small 
manufacturing firms. The level of IT sophistication relates to the level of IT 
organisational learning of the company. As a company moves higher on the IT 
organisational learning curve, it is more likely that the company will implement IS 
alignment. The relationship between the level of IT sophistication and the degree of 
IS alignment is represented by R2 in Figure 3-2, and reproduced in Figure 3-4. 
IT Sophistication IS Alignment 
Figure 3-4 IT Sophistication and IS Alignment 
Proposition 2: 
SMEs with high level of IT sophistication are more likely to align their IT strategy 
with business strategy than those companies with a low level of IT sophistication. 
3.4.3 CEO's IT Commitment and Alignment 
The importance of executive involvement and top management support is well 
advocated by many IS researchers in both large and small business organisations 
(Galliers, 1991; DeLone, 1988; Yap et al., 1992; Palvia et al., 1994) In the context of 
small businesses, the CEO's personal commitment to IT can determine the success or 
failure of the computerisation project. Since CEOs are in the best position to 
understand the objectives and directions of the business, having this commitment, 
therefore, will allow them to match IT deployment with these needs. Naylor and 
William's (1994) study found that managerial factors such as flexibility of approach 
56 
Framework 
and commitment to innovation as the key factors that contribute towards SMEs ability 
to achieve competitive advantage. 
Based on the above, it is expected that in organisations wherein top management or 
the CEO involvement and support is prevalent, there will be a higher degree of 
strategic use of IT than in those whose CEO's commitment to IT is less prevalent. 
The strategic use of IT may be reflected in a higher degree of alignment between IT 
strategy and business strategy. This relationship is represented by R3 in Figure 3-2, 
and reproduced in Figure 3-5. 
CEO's IT IS Alignment 
Commitment 
Figure 3-5 CEO's IT Commitment and IS Alignment 
Proposition 3: 
SMEs with high level of CEO's IT commitment are more likely to have their IT 
strategy aligned with their business strategy than those that have a low level of CEO's 
IT commitment. 
3.3.4 External IT Expertise and IS Alignment 
The importance of IT consultants to IS implementation in small business has been 
highlighted by Gable (1991) and Kole (1983). Previous researchers have also 
provided empirical evidence of a positive relationship between IS effectiveness and 
the level of consultants' effectiveness (Yap, et al., 1992; Thong et al., 1993). The 
primary duties of an IT consultant are to provide consultancy services i. e. performing 
information requirement analyses of the business needs, recommending suitable 
hardware and software, and managing implementation of the information systems 
(Thong et al., 1994). The assistance offered by IT consultants on IS planning enables 
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the company to gain a broader perspective and therefore be more likely to align their 
IT strategy with business strategy. The relationship between IT external expertise and 
IS alignment is represented as R4 on the research model in Figure 3-2 and reproduced 
in Figure 3-6. 
IT External IS Alignment 
Expertise 
Figure 3-6 IT External Expertise and IS Alignment 
Proposition 4: 
SMEs that engage external IT expertise are more likely to align their IT strategy with 
their business strategy than those that do not engage external IT expertise. 
3.5 SUMMARY 
This chapter has comprehensively discussed the research model and the research 
variables in the context of existing literature. The research variables are classified 
according to variables relating to Business Strategy, IT Strategy, Organisational 
Performance, IT Sophistication, CEO's IT commitment and External IT Expertise. 
The next chapter presents the details related to the design for this research. 
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Chapter Four 
RESEARCH DESIGN 
4.1 INTRODUCTION 
In the previous chapter a theoretical framework upon which this study is based was 
developed in order to answer the research questions, and important variables have also 
been identified. Having identified the variables and developed the research 
propositions for the study, the next stage is to design a research method that 
constitutes the best way of data gathering in order to test the propositions. The 
purpose of this chapter is to review some of the research designs that were used in 
past information system (IS) studies, followed by a discussion of the rationale for a 
particular design to be chosen for this study. The chapter then discusses the sampling 
frame, refinement of the research instrument, and data collection procedure that was 
followed. Finally, the chapter presents a discussion of non-response bias related to 
the survey. 
4.2 IS RESEARCH STRATEGIES 
By reviewing previous studies' methodologies, this section provides a guide to the 
research design and methodology employed in this study. Galliers (1985) identified a 
list of eight major research strategies currently being undertaken in the IS field. The 
list was updated by Galliers (1992) to be: (1) Action research, (2) Simulation, (3) 
Phenomenological studies, (4) Forecasting, (5) Surveys, (6) Case studies, (7) 
Laboratory experiment, and (8) Field experiment. 
Farhoomand (1992) conducted a survey to investigate the trend in MIS-related 
research strategies for the period 1977-1985. He found over 57 % of the published 
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research belongs to the empirical class, which is much greater than the 30 % reported 
by Hamilton and Ives (1983) whose period of study is 1970-1979. The majority of 
empirical studies found by Farhoomand are either case study or survey 
(approximately 25 % each out of the 57 %) and the remainder are divided between 
experiment and field test (4.1 % and 1.7 % respectively). 
The case study approach is commonly used especially in the study of less understood 
issues such as business strategy. Case studies are most appropriate when the 
researcher is interested in the relation between context and the phenomenon of 
interest. The researcher has no control over the phenomenon under study, but can 
control the scope and time of the examination. The researcher may or may not have a 
clearly defined independent and dependent variables. 
The strength of the case study approach is that it enables the capture of reality in 
considerably greater detail, than is possible with the survey approach. It is good at 
identifying new variables and possible relationships. As a result, the case study 
approach has been found to be very useful for theory building. On the other hand, its 
weaknesses include the fact that its application is usually restricted to a single 
organisation/event, and the difficulty in acquiring similar data from a statistically 
meaningful number of similar organisations, and hence the problems associated with 
making generalisations from individual case studies (Galliers, 1992). Therefore, its 
utility in theory testing is limited. 
Survey research, on the other hand, involves examination of a phenomenon in a wide. 
variety of natural settings. This examination is essentially a snapshot of practices, 
situations or views at a particular point in time, undertaken using questionnaires or 
(structured) interviews, from which inferences may be made (Galliers, 1992). The 
researcher has very clearly defined independent and dependent variables and a 
specific model of the expected relationships which are tested against observations of 
the phenomenon. 
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According to Pinsonneault and Kraemer (1993), there are three distinct characteristics 
of survey research: 
1. The purpose of the survey is to produce quantitative descriptions of some aspects 
of the studied population. 
2. The main way of collecting information is by asking people structured and 
predefined questions. 
3. Information is generally collected about a fraction of the study population (a 
sample), but it is collected in such a way as to be able to generalise the findings to 
the population. 
4.3 THE CHOSEN RESEARCH DESIGN 
Choosing the best research design is a matter of appropriateness. The `question of 
research method cannot be answered without careful consideration of the nature of the 
objects under study' (Romano, 1989, p. 41). Furthermore, `no single approach is 
always or necessarily superior; it all depends on what we need to find out and on the 
type of question to which we seek an answer' (Oppenheim, 1992, p. 12). 
Since the main aim of this research is to compare business performance across SMEs 
with different levels of alignment between business strategy and IT strategy, the 
survey approach is thought to be more appropriate than the case study approach. The 
major strength of the survey approach was seen to be the ability to collect data from a 
large number of firms. Thus allowing quantitative analysis in the testing of inferences 
and also the potential to generalise the findings to many types of small to medium- 
sized organisations. 
Moreover, the case study approach relies heavily on in-depth interviews. It is 
recognized that one of the preconditions for a successful in-depth face-to-face 
interview is the willingness of the respondent (interviewee) to accept the presence of 
the researcher in the organisation and to relay the relevant information (Bell, 1993). 
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The main worry is the risk of not being accepted by the important individuals (i. e. the 
CEOs) who are being studied, especially when the firm is sensitive about the issue of 
organisational performance and the success of IT utilisation. 
One of the major disadvantages of the survey approach is that the important variables 
have to be known in advance. Therefore it can be only used in relatively well 
understood situations. However, the large literature in the area of IS strategic use in 
large firms, and factors affecting the success of IT utilisation in small firms, were 
viewed as a source of likely important variables. 
The research approach using surveys is well described and presented by de Vaus 
(1986) and Fowler (1993). The various types of survey which are regularly used in 
social research include questionnaires, interviews, observation and content analysis. 
The questionnaire is the most widely used data collection technique in survey research 
(de Vaus, 1986). 
The questionnaire method was chosen in order to obtain data from a large number of 
SMEs in the UK. There are three different ways in which the questionnaires can be 
administered: face-to-face interviews, by telephone and mail. 
Face-to-face interviews are best suited to the exploratory stages of research and the 
main advantage of this method is that the researcher can adapt the questions asked as 
necessary. The researcher can also pick up the nonverbal cues from the respondent. 
The main disadvantages of face-to-face interviews are the geographical limitations 
they may impose on the surveys and the vast resources needed if such surveys are 
carried out nationally; therefore, it is both time consuming and costly. 
Telephone interviews are best suited for asking structured questions where responses 
need to be obtained quickly from a geographically spread sample. The main 
disadvantage of this method is that the respondent could unilaterally terminate the 
interviews without warning or explanation by hanging up the phone. 
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The mail questionnaire survey is best suited when a substantial amount of information 
is to be obtained from a geographically dispersed sample through structured questions 
at minimal cost. However, the disadvantage of mail questionnaires is that too many 
questions which require effort on the part of the respondents will result in non- 
response (Jobber, 1991). 
In view of the research objectives, the mail questionnaire approach was chosen as the 
most appropriate data collection method. Besides allowing data collection from 
widely dispersed locations, this method is less time consuming and less costly. 
Furthermore, it can be expected to produce results ranging from almost as good as to 
substantially better than those that can be obtained by more costly methods (Sudman 
and Bradburn, 1984). 
The strengths of mail questionnaire, according to May (1993) are as follows: 
9 If the study is dealing with sensitive issues, its anonymity may be advantageous. 
" The respondents can take their own time to fill in the questionnaire and consider 
their responses. 
" Mail questionnaire can lead to less bias (as opposed to face-to-face interviews) 
resulting from the way questions are asked. 
" It is possible to cover a wider geographical area at a lower cost. 
However, as with other methods, there are some weaknesses of this approach. 
According to May (1993), these include: 
" The need to keep questions relatively simple and straightforward as the researcher 
has no control over how respondents are interpreting the questions. 
" The possibility of probing beyond the answer that the respondents give is absent. 
" There is no control over who answers the questionnaire. 
" The response rate may be low and it is possible that bias in the final sample cannot 
be checked. 
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The most serious problem of mail questionnaires is that of non-response 
(Diamontopoulous & Schlegelmich, 1996) as it has implication for both the quantity 
and quality of the data obtained. Two strategies are suggested for counteracting non- 
response: 
" Make some allowance for non-response by estimating non-response bias or by 
sampling non respondents. 
" Try to minimize the non-response at the outset through careful design and 
execution of the survey. 
This study attempted to implement the second strategy in the most appropriate manner 
within the contraints faced by the researcher. Related to the first strategy, a check for 
potential non-response bias was carried out. 
4.4 THE POPULATION 
As Dollinger (1984) reached different conclusions for manufacturers and retailers, an 
intensive study of one sector seemed to be an appropriate strategy rather than attempt 
to cover many sectors. The manufacturing sector was selected because 
manufacturing provides a large number of firms utilising IT. Moreover, prior work by 
Cragg (1992) had shown that manufacturing firms vary widely in their use of IT and 
therefore provide the desired range of levels of IT sophistication. 
In addition, Storey (1994) observed that there was a resurgence in the importance of 
small manufacturing enterprises as a proportion of the total number of enterprises in 
manufacturing in the UK since the 1970s. Reid et al. (1993) found that in 1986, small 
businesses with less than 200 employees in the manufacturing sector had an 
employment share of 30 % in England and Wales. This research includes all 
industrial sectors in an attempt to gain representation of growing and declining sectors 
at a national level. 
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Unfortunately, there is no single, uniformly acceptable definition of a small firm. The 
definition employed by Bolton in 1971 can be seen to be no longer satisfactory and 
has been superceded by the European Community (EC) definition of a small and 
medium-sized enterprise (SME) as the one which has less than 500 employees 
(Storey, 1994). The value of the definition is that it uses only one criterion, that is, 
employment, but can be subdivided into three categories as follows: 
micro enterprise: 0-9 employees 
small enterprise: 10 - 99 employees 
medium enterprise: 100 - 499 employees 
However, as noted by Storey (1994), a review of the definition of small business 
adopted by researchers revealed that most are likely to continue using their own 
definitions which are appropriate to their particular `target' group. For example, the 
work by Curran, Blackburn and Woods (1991) on small enterprises in the service 
sector, use a `grounded' definition where consultation takes place with owner- 
managers, industry representatives etc., and a consensus emerges as to what this group 
envisages as being a small enterprise within its particular sector. 
Considering the focus of this study, which is on the alignment of IT strategy and 
business strategy, this study targets only SMEs with the number of employees in the 
range of 50 and 150. SMEs with more than 150 employees are more likely to have 
their own IT function, and thus are not included in this study. Very small firms (less 
than 50 employees) were excluded to increase the probability of sampling 
computerised organisations and organisations that to some degree implement business 
strategy and IT strategy. The exclusion of very small firms in studies on IT and small 
businesses has been adopted by other researchers such as Raymond et al. (1995). 
Previous IS studies on small businesses which used about the same size of companies 
include Raymond (1985), Delone (1988), Kagan et al. (1990), and Raymond and 
Bergeron (1992). 
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4.5 SAMPLING FRAME 
A sampling frame is a list from which a sample can be taken and which leads 
ultimately to the sample of units about which information are to be obtained. 
According to Hague and Harris (1993), a suitable and good sampling frame for the 
population being sampled should have the following characteristics: 
" The frame should contain a list of members of the defined population 
" The frame should be a complete, up-to-date list of the population. 
" No population member should be listed more than once. 
" The list should contain information about each individual that could be used for 
stratifying the sample. 
The study needed a comprehensive list of small to medium-sized manufacturing 
companies in the United Kingdom. However, it is anticipated that there would be 
problems of identifying the sampling frame since there is no convenient source which 
contains a list of the above companies. The problem of an ill-defined sampling frame 
in the UK was pointed out by Curran (1986). This is supported by Hague and Harris 
(1993) confirming that there is no single listing of all business establishments in the 
UK. The Business Statistics Office's list, known as 'UK Directory of Manufacturing 
Business', is not comprehensive and contains companies making returns to the 
`Business Monitor'. Those companies making returns, however, have to elect to be in 
the list and only a minority do so. Some researchers consider British Telecom's list as 
an up-to-date reference source (Hakim, 1989; Cragg, 1990). However, Curran and 
Blackburn (1994) consider published lists of any kind would not provide sufficient 
information to be able to construct a good sampling frame; `even when complete, such 
source(s) date quickly, because small enterprises are far from a static population' 
(Curran, 1986, p. 6). By its nature, the small firm sector tends to be heterogeneous and 
difficult to track. However, the coverage of data is generally better for small 
manufacturing firms than for other industries (Midland Bank, 1987). 
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In the absence of any official lists and in an attempt to minimise the problem of 
obtaining an appropriate and up-to-date list of manufacturing firms, the Duns and 
Bradstreet (D & B) database was selected as a reliable source of information on 
Britain's small firm population (Gallagher and Doyle, 1986). The D& B's data base 
has been used in important studies of small businesses by Gallagher and Stewart 
(1986), Daly et al. (1991) and Cambridge SBRC (1992). As with other secondary 
data sources, this database has its limitations (Storey & Johnson, 1986). Doyle and 
Gallagher (1986) agree that there will always be some level of error in all data bases, 
but they maintain that their research indicated that error in D&B files was minimal. 
This database has its origin in the credit rating business and is probably biased as a 
result towards the inclusion of a relatively higher proportion of expanding firms 
seeking finance than is true of the enterprise population as a whole. It is also known 
to under-represent sole proprietorships, partnerships and single-person self-employed 
enterprises compared to the overall enterprise sector. In view of the objective of the 
study on IT and strategy, the problem of bias is less serious than it might otherwise 
be. 
A list of manufacturing companies with employees in the range of 50 to 150 
throughout UK were obtained from the Dun & Bradstreet database. It provides 
trading addresses and the names of Managing Directors, sorted alphabetically on the 
counties. A total of 2272 addresses were available on the diskette, in the format 
which is compatible with Word for Windows, and which enable the researcher to 
conveniently use the Mail Merge facility to produce personalised letters. 
Out of the total addresses received, fifty were used for the pilot survey, and 1400 were 
used for the main survey. Before selecting the addresses, the list was re-sorted so that 
it is in alphabetical order based on the first names of the Managing Directors. This is 
done so that the addresses selected will cover all the counties in the UK, instead of 
just a few. 
The mailing list is guaranteed to be up-to-date and if a mailing results in returned 
envelopes of more than 3% within three months, D&B will refund the whole 
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payment. The main survey only resulted in less than one percent of returned 
envelopes, which support the company's claim of being an up-to-date database. 
4.6 REFINEMENT OF THE QUESTIONNAIRE 
As suggested by Dillman (1978), the questionnaire needs to be refined before data 
collection is carried out. Furthermore, since some part of the research instrument is 
developed uniquely for this research, the process of refining the questionnaire will 
also serve the validation purpose. The refinement of the questionnaire was done in 
three stages: (i) pre-testing with the academics and research students, (ii) pre-testing 
with small business managers, and (iii) pilot testing with small business managers. 
4.6.1 Pre-Test With Academics And Research Students 
The questionnaire was pre-tested with academics in both areas, small business and IT. 
Those in the area of small business emphasized the point that the questionnaire should 
be short, easy to answer, and very well-guided. While those in the IT discipline 
focused more on the content of the questionnaire. The researcher has incorporated 
both views where appropriate. 
4.6.2 Pre-Test With Small Business Managers 
Since this research is exploratory-biased, and most of the instruments are developed 
in-house, it is thought necessary to get preliminary feedback from a few practitioners 
before conducting the pilot survey. The questionnaires were sent to six companies 
with a cover letter indicating that their comments on the questions were sought instead 
of their response to the questions themselves. The addresses of these companies were 
obtained through personal contacts. Since the preference was to have a follow-up 
face-to-face discussion, only companies in the vicinity of Loughborough were 
considered. Three companies agreed to the interview, and the comments given by the 
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managing directors have been very useful towards improving the content as well as 
the wording of the questions. 
Consequently, the following changes were made to the questionnaire to incorporate 
feedback obtained from these practitioners: 
" The term 'IS Strategy' for Question 1 in Section C is replaced with `IT Strategy' as 
managers perceived this terminology to be all-encompassing of IT, and not just the 
hardware and software. 
" The same question was also reworded to reflect the assumption that all companies 
do have IT Strategy regardless of it being formalised or not. 
" The `Quality customer service' item was added to the business strategy variable 
and the corresponding IT strategy variable. 
" An open-ended question was added to allow the respondents to indicate the 
objectives of the proposed systems if they so desire. 
4.6.3 Pilot Survey 
The main purpose of the pilot survey was to achieve more clarification regarding the 
wording of both questionnaire instructions and questions. The questionnaire was sent 
to 50 manufacturing companies for the pilot survey. The list of addresses were 
obtained from the Dun & Bradstreet database purchased for the main survey. As 
suggested by Oppenheim (1992), respondents in pilot studies should be as similar as 
possible to those in the main survey. This is to allow us to test the questions for. 
relevance and sensitivity. 
A total of nine questionnaires were returned after the first mailing, which represents a 
response rate of 18%. After sending a reminder with another copy of the 
questionnaire, eight more questionnaires were received, making a total response rate 
of about 34 %. This return rate was considered sufficiently high to continue with a 
mailed questionnaire. 
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The pilot study provided feedback on the questionnaire itself. The following are the 
main aspects reconsidered for the final copy of the questionnaire: 
" The instructions for the ranking questions were re-worded, as respondents were 
found to tick instead of rank the options; 
" The options for Question 15 in Section A were modified, as responses were found 
to be skewed towards the lower end. Instead of having four options with wide 
ranges, the question was modified to include five options with narrower ranges. 
" The words `current information systems' were used for Question 3 in Section C 
instead of just `information system'. 
Apart from the above minor modifications, there were no other alterations done to the 
questionnaire since the overall impression from the answers given by the 17 
respondents was that the questionnaire was satisfactory. The final version of the 
questionnaire is presented in Appendix 4-1. 
4.7 DATA COLLECTION 
Data collection involved sending out the final questionnaires to Managing Directors 
of 1400 companies. These target respondents were considered appropriate because 
they were more likely to have valid perceptions of the IT approaches and how these 
approaches match the company strategy (Chan and Huff, 1993). 
The questionnaires were mailed out during the first week of February 1997. Following 
the suggestion by Dillman (1978), personalised cover letters and addresses ärre used to 
increase the response rate. A copy of the cover letter is reproduced in Appendix 4-2. 
The cover letter highlights the importance of the study as well as the benefits of 
participating in the survey. The respondents are also promised anonymity and 
confidentiality to encourage response. In addition, a pre-printed `freepost' second 
class return envelope was provided with each questionnaire to facilitate the mailing 
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process. Studies have shown empirically that the provision of a reply-paid envelope 
tends to increase the response rate (Emory, 1985). 
Of the 1400 questionnaires distributed, 249 were returned after a duration of about 
two months. This represents approximately an 18 % response rate, which was similar 
to the pilot response rate. Considering no reminder was sent, this is a very respectable 
result. A national survey on SMEs conducted by the Cambridge SBRC in 1992 using 
a similar database managed to achieve a similar level of response rate only after 
sending a reminder after three weeks. Another study by Raymond et al. (1995) on 
small and medium-sized manufacturing firms in Canada also received 18 % response 
rate. Quoting Assael and Keon (1982), Raymond et al. (1995) noted that the 
somewhat low response rate was to be expected, given the small business context; the 
disdain of owner-managers for anything that smacks of `red tape' is here a more 
plausible explanation for non-response than the characteristics of the sample or the 
nature of the question under study. 
An analysis of the returned questionnaires showed that 239 are usable. Ten 
questionnaires were not usable for the following reasons: 
Table 4-1 Analysis of the unusable questionnaires 
Reasons for not usable No. of questionnaires 
Receivership 1 
Refusal to complete 2 
No computers 3 
Incomplete 4 
Total 10 
Since there were no major changes to the questionnaire following the pilot survey, the 
responses from the pilot study are included in the final total of received 
questionnaires. A summary of the responses is as follows: 
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Table 4-2 A summary of the responses 
Data collection Number of questionnaires 
Questionnaires distributed 1400 
Questionnaires collected 249 
Questionnaires usable 239 
Usable questionnaires from Pilot Survey 17 
Total usable questionnaires 256 
Follow-up reminder 
There was no follow-up reminder sent to the non-respondents after the first mailing of 
the questionnaire for the main survey mainly because of the uncertainty attached to 
the value of sending reminders. As found by Diamantopoulos and Schlegelmilch 
(1996), industrial respondents are indifferent to follow-up efforts (irrespective of 
form). They explained that company executives may perceive a reminder as an 
unwelcome attempt to change a respondent's mind regarding participation. In other 
words, if an individual has already decided not to participate in the survey, it is 
unlikely that any kind of follow-up effort is going to meet with success. Although 
this finding is not well-supported by most of the other literature, there seems to be an 
agreement that follow-up effort is costly and time consuming. In view of these 
contraints, the researcher has decided not to pursue this method of increasing the 
response rate. 
Despite the above fact, achieving a response rate of 18 % after the initial mailing is 
considered satisfactory. It reflects, to some extent, that other methods used to 
improve the response rate have been effective. The total number of usable responses, 
256, is considered sufficient for meaningful data analysis which again reflects the 
quality of the questionnaire and the approach taken in conducting the survey. As 
observed by Herberlein & Baumgartner (1978), the single most important factor 
assuring a high response rate is whether or not surveys are judged to be current and 
important to the respondent. 
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4.8 NON RESPONSE BIAS 
Non response bias, or non response error, in mail surveys arises when the required 
statistical information is not secured from all contacted. It occurs when a researcher 
fails to obtain information from a sufficiently large portion of the population for 
various reasons (e. g. lack of ability or knowledge to respond, or inaccessibility to the 
researcher), and that the missing responses affect conclusions about the variables of 
interest. While it is difficult to eliminate completely the non response bias, one way 
of handling it is by estimating the effects of non response on the overall conclusions 
about the variables of interest. This approach is used when the researcher is faced 
with time and financial constraints as the effort to increase the rate of return becomes 
more costly and time consuming. 
In estimating the effects of non response bias, Amstrong and Overton (1982) use a 
time trend extrapolation method, which assumes that sample members who respond 
less readily (either by answering later or that they require more prodding to answer) 
are more like non respondents. In this method, known characteristics of groups which 
respond readily and less readily are compared and extrapolated. If the groups do not 
differ in their characteristics, it is assumed that there are no systematic differences in 
their responses, suggesting that the non response bias is not a significant factor. 
This method is adopted in this study to analyse non response bias based on the timing 
of the responses received. The respondents were divided into two groups comprising 
the first 30 and the last 30 responses received. The intermediate respondents were 
excluded to clearly demarcate early and late respondents. The groups were compared 
on major variables, namely, business strategy, IT strategy and performance variables. 
The results of a Mann-Whitney test in Table 4-3 showed that, apart from the response 
for `Intensive Marketing' strategy and `IT support for Intensive Marketing Strategy', 
none of the other variables tested produced significant differences (at 5% significance 
level) between early and late respondents. This suggests that, although biases in the 
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responses may exist in the sample of questions tested, they are not a significant factor 
which could affect the conclusions about the variables being studied. 
Table 4-3 Result of Mann-Whitney test between early and late respondents 
Major Variables Mann-Whitney 2-tailed Are they significant 
U significance at 95 % level? 
Product differentiation strategy 369.0 . 
403 Not significant 
Product diversification strategy 393.0 . 
660 Not siginificant 
production efficiency strategy 437.0 . 
882 Not significant 
New Market strategy 391.5 . 
352 Not significant 
Intensive marketing strategy 272.5 . 
007 Significant 
New product strategy 351.5 . 
261 Not significant 
Pricing strategy 364.5 . 
192 Not significant 
Quality service strategy 421.0 . 
754 Not significant 
Quality product strategy 363.0 . 142 
Not significant 
IT support cost reduction strategy 401.0 . 
441 Not significant 
IT support product differentiation strategy 369.5 . 
214 Not significant 
IT support product diversification strategy 415.5 . 
751 Not significant 
IT support production efficiency strategy 354.5 . 116 
Not significant 
IT support intensive marketing strategy 289.0 . 
013 Significant 
IT support new market strategy 351.5 . 
121 Not significant 
IT support new product strategy 425.5 . 
880 Not significant 
IT support quality service strategy 442.5 . 
906 Not significant 
IT support product quality strategy 339.0 . 
086 Not significant 
Public image & client loyalty 440.0 . 
874 Not significant 
Long-term profitability 364.0 . 133 
Not significant 
Financial resources 407.5 . 
504 Not significant 
Sales growth 398.0 . 
387 Not significant 
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4.9 PLAN FOR DATA ANALYSIS 
The type of data analysis that will be carried out for this study is depicted in Figure 4- 
1. 
Raw Data (256) 
Descriptive 
Statistics 
l Factor Analysis 
1 Cluster Analysis 
1 
Test of research 
propositions 
1 
FINDING S 
Figure 4-1 Steps for data analysis 
Descriptive statistics will be examined to find out whether the sample is representative 
or not, as well as to understand more about the study sample. In exploring IS 
alignment, factor analysis will be used to identify the underlying dimensions related to 
the measures of business strategy, IT strategy, and the alignment of these variables. 
Factor analysis has been used by many past researchers on strategy studies where 
`strategic orientations' are identified. 
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Cluster analysis will be used to identify groups of SMEs based on the level of 
alignment between business strategy and IT strategy. Characteristics of these groups 
will be identified. 
In identifying the relationship between the dependent variable (organisational 
performance) and the independent variable (IS alignment), the alignment groups 
identified in the previous stage will be examined against the performance level. The 
use of cluster analysis results in exploring the relationship between variables is used 
by previous IS reseachers (for example Grover and Teng, 1996). Multiple regression 
analysis is used to further explore the relationship between IS alignment and 
performance. 
Finally the result of the testing of the research propositions will be presented and 
discussed, to enable the conclusions to be derived. 
4.10 SUMMARY 
This chapter describes the overall approach taken to test the research propositions. 
Because of the extensive nature of information required in this large scale empirical 
work, data was collected via the mailed questionnaire survey research method. The 
sample consists of 1400 manufacturing firms with the number of employees in the 
range of 50 to 150. Prior to data collection, the questionnaire was refined through the 
process of pre-testing and conducting a pilot survey. The next chapter discusses the 
content of the questionnaire used for the survey. 
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Chapter Five 
QUESTIONNAIRE CONTENT 
5.1 INTRODUCTION 
The research framework discussed in Chapter Three identified six major variables. This 
chapter describes the development of measures for each of the variables used in this 
thesis, and how these measures were incorporated into a questionnaire. 
5.2 THE DESIGN OF THE QUESTIONNAIRE 
The overall aims of the design exercise were to develop a questionnaire which was fit for 
the purpose of effectively addressing the research objectives, yet was as friendly as 
possible to avoid imposing too much time upon busy Chief Executive Officers. A 
number of questions used in this questionnaire were adopted from established research 
because they had been shown to possess high reliability and validity. Others, however, 
were developed specifically to meet the needs of this research. A copy of the 
questionnaire used during the main survey is available in Appendix 4-1. 
Studies have shown that the number and quality of responses is positively correlated with 
the format and the layout of the questionnaire (Berdie et al., 1986). Several steps have 
been taken to ensure a satisfactory response rate. Following the suggestion of Dillman 
(1978) and Sudman & Bradburn (1982), a booklet type questionnaire is used. There are 
three obvious reasons why the use of booklet format in questionnaires is desirable 
(Sudman & Bradburn, 1982): 
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It prevents pages from being lost or misplaced. 
A booklet makes it easier for the respondent to turn the pages. 
-A booklet 
looks more professional and is easier to follow. 
The cover was printed on coloured paper and introduces the purpose of the questionnaire. 
The questions are deliberately structured for ease of answering. There is a variety of 
format of questions, but clear and consistent instructions are maintained throughout the 
questionnaire. For example, for questions which require only one response, the 
respondent is asked to circle the appropriate answer, while for multiple response 
questions, the respondent is asked to tick all relevant answers. Separate instructions are 
given for the ranking questions and for questions with a 5-point Likert scale. 
5.3 THE STRUCTURE OF THE QUESTIONNAIRE 
In sequencing the order of the questionnaire, this study subscribes to the four basic 
principles of ordering suggested by Dillman (1978, pp. 123-125). The four principles 
were applied on the basis that they would increase the respondents's motivation for, and 
confidence, in completing the questionnaire. The four principles are: 
1. Sequence the questions in descending order of importance and usefulness. 
2. Group the questions that are similar in content or question type together. 
3. Take advantage of the cognitive ties that respondents are likely to make among the 
groups of questions in deciding the order of the questions involved. 
4. Position the questions that are more likely to be difficult after questions that are likely 
to be easier to answer. 
Conforming to Dillman's four principles, the questionnaire was structured with five main 
sections, each encompassing a different theme: 
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Section A of the questionnaire consists of a series questions designed to elicit 
background information about the company. This group of questions firstly 
focuses on the company background and elicits information regarding the 
ownership, legal status, industry, the year established, number of employees and 
turnover. The second objective is to determine whether or not the company is 
using computers. The third objective focuses on IT utilisation of the participating 
companies. 
2. Section B of the questionnaire was designed to investigate the business strategies 
adopted by the responding companies. The section comprises nine distinct 
questions. Each question represents a statement related to a strategy area which is 
measured on a 5-point Likert scale, where a score of 1 means that the respondent 
is strongly in disagreement and a score of 5 represents a strong agreement. The 
second objective is to determine whether the SME has a business plan. 
3. Section C of the questionnaire is composed of questions designed to elicit 
information on the IT strategy of the responding companies. Nine distinct 
questions are included to represent statements on IT support related to each of the 
nine business strategy areas of Section B. A similar scale is adopted as in Section 
B. The second objective is to elicit information on other strategy issues. The 
third objective focuses on IT advice which covers the sources of IT advice and the 
types of advice obtained by the participating company. 
4. Section D consists of questions designed to elicit information that relates to 
organizational performance and IT impacts. Each of the variables is measured 
using a 5-point Likert scale. 
5 Section E of the questionnaire was designed to elicit information on the CEOs' 
commitment to IT. The second group of questions focuses on the background of 
the CEOs of the responding companies. 
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In summary, the questionnaire is divided into five sections, each of which is critically 
reviewed in the following sections: 
Section A Company Profile and IT Sophistication 
Section B Business Strategy 
Section C IT Strategy and IT Advice 
Section D Company Performance 
Section E CEO's Commitment to IT and CEO Profile 
5.4 COMPANY PROFILE AND IT SOPHISTICATION QUESTIONS 
The purpose of the questions in this section is to understand the setting of the 
organisation and to find out the level of IT sophistication of the responding companies. 
The company profile questions include questions related to the company's age, ownership 
and legal structure, number of full-time employees, and last year's turnover. Instead of 
asking the specific industry-type, this study asked the respondent to indicate whether the 
company is engineering-based or non-engineering-based. This approach is taken because 
the length of the questionnaire is considered more important in this case than the detailed 
information. These profile questions are common to studies on SMEs and adopted by 
many researchers such as Barkham et al. (1996) and North et al. (1992). 
The measure of IT sophistication is based on Raymond and Pare (1992). They have 
developed and validated an instrument designed to measure an organisation's level of 
sophistication in the use and management of IT. The instrument was tested with a sample 
of small manufacturing (20 - 249 employees) enterprises in Canada. Adopting their 
definition, IT sophistication is defined as a `construct which refers to the nature, 
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complexity and interdependence of IT usage and management in an organisation'. This 
construct is multi-dimensional and includes aspects related to: 
" Technological sophistication --. basically reflecting the number and diversity of 
information technology used by small business, type of hardware, development tools, 
level of hardware decentralisation, diversity of programming language, and 
sophistication of human-machine interface. 
" Informational sophistication -- basically characterised by the nature of its application 
portfolio and degree of system integration. 
" Functional sophistication -- relates to both the structural aspects of the IS function 
(such as the proportion of IT applications targeted at each level of management) and 
to the IT implementation process (for example, assessment and adoption of IT, 
sources of software and user participation). 
" Managerial sophistication -- basically relates to the mechanisms employed to plan, 
control, and evaluate present and future applications (including the formalism of the 
IT planning process, level of alignment with organisational objectives, and position of 
the responsible individual). 
The above instrument had to be adapted for this study because, as discussed in Chapter 3, 
Raymond and Pare's instrument did not distinguish between the internal and external 
domains of the `managerial sophistication' dimension. Since the focus of this study is on 
the impact of IS alignment on performance, it is necessary to distinguish IT strategy 
(which focus on the external domain) from other aspects of IT sophistication. Therefore, 
`IT sophistication' in this study refers only to the technological, informational, functional 
and internal aspects of the managerial dimensions of Raymond and Pare's IT 
sophistication measure. Only selected items (those perceived as most important) from 
Raymond and Pare's (1992) instrument are included in this study as adopting the entire 
set will result in a lengthy questionnaire which may affect the response rate. 
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The following constructs are included in this study: 
1. Type of technology 
According to Lehman (1985), technological sophistication basically reflects the diversity 
of technologies used by small businesses, referring to various domains such as computer 
graphics, CAD/CAM, local and wide area networking. Adopting the item from Raymond 
and Pare (1992), this study includes the list of technologies, with brief descriptions, as 
presented in Table 5-1. The respondents were asked to indicate the technologies that are 
available in the company by ticking the appropriate boxes. 
Table 5--1 Types of Technology 
Type of Technology Brief descriptions 
Accounting applications These applications include payroll, receivables, payables, general ledger, 
order entry and billing 
Office support system These applications include wordprocessing and spreadsheets 
Database systems These applications include personnel and other non-accounting systems 
Computer-assisted These applications are related to inventory management, raw materials 
production management purchasing, production planning and control. E. g. MRP 
Computer-aided design This system facilitate the creation and manipulation of industrial 
drativings. e. g. CAD 
Local Area Network Communication systems which interconnects computers within an 
organisation. e. g. local e-mail, application and data sharing 
External Networks Communication systems which interconnect computers at geographically 
dispersed locations. e. g. EDI, INTERNET and external data sources 
Computer-aided This system automates production by computer operation of numerically 
manufacturing controlled machine tools. e. g. robotics, CAM 
2. Hardware 
Another measure of technological sophistication is the nature of the hardware, for 
example, the number of workstations available in the organisation (Lehman, 1985). 
Raymond and Pare (1992) identified three types of hardware commonly used in small 
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businesses: (1) Standalone PCs, (2) Networked Pcs, and (3) Minicomputers and/or UNIX 
workstations. A similar list is included in this study and the respondents were asked to 
indicate the types of hardware that are available in the company by ticking appropriate 
boxes. 
3. Sources of Software 
The sources of software is argued to be reflective of the informational sophistication of 
small businesses. Although Raymond and Pare (1992) consider the nature of the 
application portfolio as a better measure of informational sophistication, this study does 
not include this measure as it will increase the length of the questionnaire considerably. 
Furthermore, it is argued that the type of technology also reflects to some degree the 
nature of applications implemented within the organisation. The respondents were asked 
to rank the sources of software, as shown in Table 5-2, according to the level of 
importance. 
Table 5-2 Source of software 
Source of software 
Off-the-shelf package 
Custom designed package 
Developed by consultants 
Brief Descriptions 
Ready-made software packages which can be easily purchased 
from software stores, etc. 
Ready-made software but modified by the software vendor or 
internal staff to suit the needs of the organisation. 
Software developed by IT consultants. 
Developed by parent company Software developed by staff of the parent company. 
Developed by IT staff Software developed by IT staff of the organisation. 
Developed by users Software developed by non-IT staff of the organisation. 
4. Availability of IT staff 
According to Ein-Dor and Segev (1981), the availability of internal IS specialists is an 
indicator of IT sophistication. Following Raymond and Pare (1992), an item is included 
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in this study asking the respondents to indicate whether they employ full-time IT staff or 
not. 
5. Decisional level targeted 
According to Raymond (1988), IT sophistication can also be characterised by the 
proportion of IT applications targeted at each decision level. Instead of asking for the 
proportion, this study asked the respondents to rank the three decision levels, namely, the 
operational level, the management control level and the strategic planning level, 
according to the degree of importance. 
6. IT management 
Benbasat et al. (1980) mentioned that in the small business context, planning 
sophistication manifests itself in the degree of formalism of the process, and by the 
position of the responsible individual. Raymond and Pare (1992) consider these measures 
as reflecting the managerial sophistication dimension. This study has adopted these items 
and requested respondents to respond to questions on the person in-charge of the overall 
IT function and the person responsible for IT planning. 
7. IT investment 
Quoting Montazemi (1987), Raymond and Pare (1992) consider the initial investment 
and annual budget allocations as linked to managerial sophistication. This study has 
adopted the item and asked the respondents to indicate their level of IT investment for the 
previous year. 
84 
Questionnaire 
8. Number of years using computers 
Cragg (1990) include this item as part of the instrument used by his study to gauge the 
level of IT experience of small businesses. Raymond and Pare (1992) include a similar 
item. Following these studies, the item is adopted by this research whereby the 
respondents are asked to respond to indicate the year their organisation first bought a 
computer. 
9. Stage of IT Development 
IT maturity has been consistently shown to facilitate strategic IT use (Lederer and 
Mendelow, 1988; Ragunathan and King, 1988). It can be defined as the stage within 
which organisations achieve a certain level of development and growth. For large 
businesses, IT maturity is often associated with the six stages of IT development (Nolan, 
1978). Raymond and Pare (1992) used a similar categorisation as Nolan's stages in their 
study on small businesses. Instead of six stages, this study has adapted the item to 
include only three stages of IT development. The three stages and their brief descriptions 
are shown in Table 5-3. The respondents are asked to tick one of the-boxes associated 
with the stages. 
Table 5-3 Stage of IT Development 
Stage Brief Descriptions 
Initiation A number of small users; much autonomy is given to users; very little planning 
and control of existing systems. 
Diffusion Adaptation of IT by large number of users; rapid growth of hardware, software and 
personnel expenses; planning and control of systems is still done informally. 
Integration IT applications are more integrated; more control procedures are introduced and 
planning of applications is better established. 
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5.5 BUSINESS STRATEGY QUESTIONS 
This section of the questionnaire consists of questions related to the business strategy of 
SMEs in the manufacturing sector. Snow and Hambrick (1980) proposed that at least 
four alternative approaches are available for identifying and measuring strategy variables: 
(1) investigator inference, (2) self-typing, (3) external assessment, and (4) objective 
indicators. This study used the self-typing approach, whereby the CEOs assessed the 
strategies of their own firms using descriptions provided. 
While there have been a few validated instruments for the operationalisation of the 
business strategy variable in the context of large organisations, such instruments are not 
available for small businesses (as reflected in Chapter 2). Some studies which focus on 
small firm competitiveness and strategy use the case study approach, and as such these 
instruments are not validated for a large sample (Reid, 1993; Hendry, et al., 1996). In 
view of this constraint, it was decided to develop business strategy measures based on the 
fragmented information from small business literature. Studies that provide guidance are 
Barkham et al. (1996), Hall (1995), Reid (1993), Cambridge SBRC's survey (1992), and 
Hendry et al. (1996). The list of business strategy items was validated by the small 
business managers during the pre-testing of the instrument. 
The respondents were asked to indicate their level of agreement related to the business 
strategy statements shown in Table 5-4 using a 5-point Likert scale. 
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Table 5-4 Business Strategy items for SMEs 
Business Strategy Statements in the Questionnaire Sources of literature 
Pricing We attempt to be ahead of our competitors by cheaper Barkham et al. (1996); Pratten 
pricing of our products. (1991); Reid et al. (1993); 
Cambridge SBRC (1992) 
Quality Product We attempt to be ahead of our competitors by quality Cambridge SBRC (1992); Hall 
products rather than price. (1995) 
Product We attempt to be ahead of our competitors by Barkham et al. (1996); Reid et 
Differentiation ensuring that our products are distinctively different al. (1993); Cambridge SBRC 
from our competitors. (1992) 
New Product We attempt to be ahead of our competitors in Barkham et al. (1996); 
introducing new products. Cambridge SBRC (1992) 
Product We attempt to be ahead of our competitors by offering Barkham et al. (1996); Pratten 
Diversification a wide range of products. (1991) 
Production We constantly drive to improve the efficiency of our Barkham et al. (1996) 
Efficiency production process. 
Quality Service We attempt to be ahead of our competitors by Pratten (1991); Cambridge 
providing quality service to our customers. SBRC (1992) 
Intensive We attempt to be ahead of our competitors by Pratten (1991); Hall (1995); 
Marketing intensive marketing of our products. Cambridge SBRC (1992) 
New Market We attempted to achieve growth by expanding into Barkham et al. (1996); Pratten 
new markets. (1991) 
5.6 IT STRATEGY AND IT ADVICE QUESTIONS 
The purpose of the questions in this section is to measure the IT strategy of the company. 
Secondly, the questions in this section also attempt to elicit information related to IT 
advice. The two groups of questions are presented under one section of the questionnaire 
because it is considered that they are related. 
1. IT Strategy 
As discussed in Chapter Three, the terminology `IT strategy' is used generally by many 
IS researchers, and there is little agreement on the exact definition of the term. Since the 
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main aim of this study is to examine the relationship between IS alignment and 
organisational performance, this study adopted a similar approach to Chan (1992) where 
the instrument was developed to assess specific uses of information technology in terms 
of support they provided for business strategy. For each measure of business strategy, a 
parallel statement is included for the IT strategy to reflect the support of IT for the 
corresponding business strategy. 
The respondents are asked to indicate their level of agreement to the IT Strategy 
statements shown in Table 5-5. A similar 5-point Likert scale is used. 
Table 5-5 IT Strategy items for SMEs 
IT Strategy Statements in the Questionnaire 
IT support for Pricing Our current systems assist in reducing our costs. 
IT support for Product Our current systems help us to distinguish our products from 
Differentiation those of competitors. 
IT support for Quality Products Our current systems allow us to improve the quality of our 
products. 
IT support for New Products Our current systems enable us to introduce new products 
earlier than our competitors. 
IT support for Production Efficiency Our current systems help in improving the efficiency of our 
production process. 
IT support for Product Our current systems enable our company to diversify our 
Diversification products. 
IT support for Quality Service Our current systems enable our company to provide quality 
customer service. 
IT support for Intensive Marketing Our current systems enable us to embark on an intensive 
marketing of our products. 
IT support for New Markets Our current systems assist us in identifying new markets. 
2. Other IT Strategy issues 
Most IS researchers suggest that there is no single way of measuring IT strategy. Earl 
(1989), for example, mentioned that there are three levels of strategy related to IT. In an 
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attempt to elicit more information other than the alignment of IT to specific business 
strategy, this study included questions on various aspects of IT strategy. These questions 
generally cover Earl's three strategy levels, namely, the IS strategy, the IM strategy and 
the IT strategy. The respondents were asked to indicate their position related to the 
following bipolar alternatives: 
Each decision about a new IT s 4 3 2 1 Decisions about IT investment are guided 
investment is treated D fl 0 0 0 by a formal IT strategy. 
independently. 
We are concerned with using IT to 5 4 3 2 1 We are concerned with using IT to solve 
solve short-term problems. 1-1 El El El medium to longer-term problems. 
We are concerned with matching 5 4 3 2 1 We are concerned with getting the most up- 
the technology to our business 0 0 El El to-date technology. 
needs. 
We are concerned with how to 
better manage our IT resources. 
We are concerned for a greater 
level of integration of our systems. 
The provision of IT facilities and 
support is highly centralised. 
The primary benefits sought of IT 
are improved productivity and 
efficiency. 
5 4 3 2 1 
Q Q Q Q Q 
5 4 3 2 1 
Q Q Q Q Q 
5 4 3 2 1 
Q Q Q Q Q 
5 4 3 2 1 
Q Q Q Q Q 
Managing IT is not as critical as managing 
other resources. 
The majority of our systems are standalone 
applications. 
The provision of IT facilities and support is 
distributed throughout the organisation. 
Systems are justified on a wide range of 
benefits including the attainment of 
competitive advantage. 
3. Sources of IT advice 
The second part of this section of the questionnaire seeks information related to the 
sources of IT advice, as well as type of IT advice sought by SMEs in the manufacturing 
sector. According to Thong, et al. (1994), most SMEs lack technical expertise so they 
are more dependent than larger businesses on external IT expertise such as consultants 
and vendors. Monsted (1993) argued that the sources of IT advice and assistance for 
SMEs include friends, and other informal sources. Hackney and Kawalek (1996) 
conducted studies on providers of services to SMEs and found that Chamber of 
Commerce and Training Enterprise Council (TEC) play important role in the UK. Hence, 
this study includes a wide range of possible sources of IT advice, covering both internal 
and external sources. The respondents were asked to rank the following list of sources of 
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IT advice according to the level of importance: (1) IT Consultants, (2) IT 
Vendors/Dealers, (3) IT staff, (4) Other Staff, (5) Magazines/Trade journals, (6) Business 
associates/Friends, (7) Seminar/Conferences, (8)Training Enterprise Councils (TEC), (9) 
Chamber of Commerce. 
4. Type of Advice 
The question on the type of IT advice obtained was included for four categories of IT 
advice sources: (1) IT consultants, (2) IT vendors/dealers, (3) Local agencies (Chamber 
of Commerce and TECs), and (4) Business associates/friends. The question covers the 
following types of IT advice: (1) Advice on hardware selection, (2) Advice on software 
development, (3) Advice on training, (4) Advice on maintenance, and (5) Advice on 
planning. 
5.7 PERFORMANCE MEASURE QUESTIONS 
An important variable in exploring relationships between organisational issues relates to 
the performance variable. In this questionnaire, performance measurement is developed 
to measure the perceived success of the organisation as viewed by respondents. In 
measuring performance, the questions are adopted from Khandwalla (1977) who 
measured the index of subjective performance based on the level of profitability, growth 
of sales, employee morale, financial strength and public image relative to the industry 
average. In his study, the subjective measure was correlated with an objective financial 
measure and it was found that there was a fairly strong correlation between them. This 
suggests that the index of subjective performance can be used safely as a surrogate for an 
objective performance measure. The instrument was validated in the small business 
context by Miller (1987) and Raymond et al. (1995). Using similar questions, the 
Managing Directors were asked to rate their organisation relative to the industry average 
in terms of long-term profitability, growth rate of sales, financial strength and public 
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image. Each performance measure was measured using a 5-point scale anchored at 1 
with `Veryweak' and at 5 with `Very strong'. 
Besides the organisational performance measure, a question which asked about the 
organisational impacts of IT was included in the questionnaire. The purpose of this 
question is to complement and verify the response given to the previous question which 
relates to the impact of information systems on the performance of the business. While 
the previous questions measure the overall company performance, the questions on IT 
impacts attempt to look closer at the link between IT and organisational performance. 
In a small business, the impact and value of the information systems are likely to be 
achieved by, for example, time savings, and formalising and restructuring the work 
processes (Heikkila et al., 1991). In this study, organisational impact is a perceptual 
measure of the impact of information systems on small business performance in the 
following areas: (1) Time savings and reduction of administration cost at the operational 
level, (2) Decision making and internal integration at the management control level, and 
(3) Image and competitive advantage at the strategic level. Respondents are asked to 
indicate their level of agreement related to the IT impact statements shown in Table 5-6. 
A 5-point Likert scale is again used. 
Table 5-6 Organisational IT impact measures 
Management Level Statements in the Questionnaire 
Operational The introduction of computers has reduced our administration cost. 
IT has helped this firm with time saving/ speeding up our tasks. 
Management Control IT has helped this firm achieve better internal integration. 
IT has improved the quality of decisions in this firm. 
Strategic Planning The company has improved its image since it has been using computers. 
IT has helped this f irm to better compete with our competitors. 
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5.8 CEO'S IT COMMITMENT AND PROFILE QUESTIONS 
The purpose of the questions in this section is to measure the top management's 
commitment towards IT implementation. Most past studies found that CEO's 
commitment to IT is one of the major factors that contributes towards the success of IT 
implementation in small business (DeLone, 1988; Yap et al., 1992; Palvia et al., 1994). 
This study attempts to measure CEO's IT commitment by considering three dimensions 
as discussed below: 
1. Personal IT usage 
Cragg (1990) considers the number of hours spent by the CEO using a personal computer 
(PC) as reflective of the personal commitment to IT. This study adopts the item used by 
Crag, and asked the respondents to indicate their level of PC usage. 
2. IT knowledge 
Magal and Lewis (1995) argued that CEOs' IT knowledge is an important contributor to 
computerisation of small businesses. They defined IT knowledge generally in terms of 
awareness of, familiarity with, exposure to, or a working knowledge of technology, rather 
than expertise. Based on Morris, Burns and Avila's (1989) instrument, Magal and Lewis 
measure IT awareness by providing a representative list of software commonly used by 
small businesses and asked the respondent to indicate the extent to which he or she is 
familiar with the application/software. This study has adapted the Magal and Lewis 
(1995) instrument to cover the following software: (1) word processing, (2) spreadsheet, 
(3) database, (4) accounting/financial, (5) CAD/CAM, (6) external database, and (7) 
Electronic Data Interchange (EDI). The respondents were asked to indicate their level of 
familiarity with and knowledge of the software on a 4-point scale, where a score of 1 
represents `no familiarity' and a score of 4 represents `very knowledgeable'. 
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3. IT involvement 
Yap et al. (1992) measure CEO support in terms of. (1) level of support for the 
computerisation project, (2) frequency of attendance at computerisation project meetings, 
(3) level of involvement in information requirement analysis, and (4) level of 
involvement in decision-making relating to the computerisation project. Cragg (1992) 
measures CEO's involvement by considering five IT implementation areas. As it has 
been tested in small engineering firms in the UK, Cragg's method of measuring IT 
involvement is adopted for this study which covers: (1) definition of needs, (2) hardware 
and software selection, (3) implementation of systems, (4) system maintenance, and (5) 
IT planning. 
5.9 SUMMARY 
This chapter has discussed the content of the questionnaire which is used as the research 
instrument for data collection. The questionnaire has been designed to follow most of the 
recommendations given by Dillman (1978), Sudman and Bradburn (1984) and de Vaus 
(1986). The next chapter presents the descriptive data obtained from the sample taken. 
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Chapter Sir 
THE SAMPLE 
6.1 INTRODUCTION 
This chapter presents the results of descriptive statistics as a basis for understanding 
the characteristics of companies which participated in the study. The profile of the 
responding companies is described, followed by some characteristics of the 
respondents themselves. In the last part of the chapter, the IT experience of the 
responding companies and IT impacts are described. 
6.2 PROFILE OF THE RESPONDING COMPANIES 
As was noted in Chapter Four, a total of 256 useful responses was generated from a 
total of 1400 mailings. This section provides background information on the SMEs 
that participated in the survey. The characteristics examined include type of 
ownership, company type, age of the company, company size, industry, and turnover. 
6.2.1 Type of Ownership 
As small businesses are diverse, a question is included on the type of firm ownership. 
Table 6-1 shows the breakdown of the sample based on types of ownership. 
Table 6-1 Type of Ownership 
Type of Ownership Frequency Percent 
Sole Proprietorship 2 0.8 
Partnership 1 0.4 
Private Company 253 98.8 
Total 256 100.0 
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It is observed from Table 6-1 that the sample is overwhelmingly made up of limited 
companies; only one is a partnership and two are sole proprietorships. This is a 
reflection of the dominance of the company form of organisation in the manufacturing 
sector. A national survey on SMEs conducted by a group of researchers at the Small 
Business Research Centre (SBRC) of Cambridge University (1992) on 2028 British 
SMEs found a similar composition for the manufacturing sector, with `companies' 
accounting for 91% of the sample. The fact that the percentage of companies is 
slightly higher for this study is not surprising as this study focused on medium-sized 
business organisations, while the Cambridge study covers all SMEs. 
6.2.2 Company Types 
Table 6-2 segregates the sample based on whether the company is an independent 
company or a subsidiary of other organisations. 
Table 6-2 Company Types 
Company Types Frequency Percent 
Independent Company 178 69.5 
Subsidiary 
Total 
78 30.5 
256 100.0 
The result shows that about a third of the companies in the sample are subsidiaries of 
other companies. While most studies on small businesses exclude subsidiaries from 
their sample, the reseacher is of the opinion that the inclusion of subsidiaries will not 
affect the achievement of the research objectives for this study. However, since the 
proportion of subsidiary companies is quite large, it was decided to conduct statistical 
tests to find out whether there is any significant difference between the two groups of 
companies related to major research variables. The detailed results are presented in 
Appendix D. Based on the results of Mann-Whitney tests, it is found that none of the 
variables tested produced a significant difference (at 5% significance level) between 
independent companies and subsidiaries of other companies. Hence, it is concluded 
that both types of companies can be treated as one sample for further analysis. 
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6.2.3 Company Age 
Company age is one of the most studied demographic factors for small business 
research. This is especially so for studies which focus on survivability of small 
businesses. This study has included this variable as it is anticipated that age may 
influence the ability to utilise IT for competitiveness. Table 6-3 exhibits the the 
breakdown of the age of companies in the sample. 
Table 6-3 Company's Age 
Company age \ Frequency Valid Percent 
10 years or less 41 16.7 
11 - 20 years 90 36.7 
21 - 30 years 43 17.6 
31 - 40 years 27 11.0 
Above 40 years 44 18.0 
Total 245 100.0 
The result in Table 6-3 indicates that the sample includes manufacturing SMEs with a 
wide range of company age. It is observed that most of the companies in the sample 
(about 37%) were founded between 11 and 20 years ago. Overall, the result shows 
that a majority of companies in the sample are more than ten years old (83%); only 
about 17% were founded less than ten years ago. This implies that most of the 
responding firms are mature companies which have accumulated a substantial 
amount of experience in manufacturing their products. 
6.2.4 Number of Employees 
The number of employees has been used in many studies to indicate the size of a 
company. Table 6-4 shows a breakdown of the sample based on the number of full- 
time employees. 
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Table 6-4 Number of Full-time Employees 
Number of employees Frequency Percent 
Less than or 50 28 11.0 
51 - 100 149 58.0 
101-150 61 23.9 
Over 150 18 7.1 
Total 256 100.0 
The result in Table 6-4 shows that slightly more than half (58%) of the companies in 
the sample have a number of full-time employees in the range 51 to 100. Only a tiny 
proportion (7%) has more than 150 employees and another small fraction (11%) has 
less than 50 employees. Despite the original request to Dun & Bradstreet to have 
companies with employees in the range of 50 to 150, it appears that the sample, at the 
time the study was conducted, includes companies which lie outside the range. This 
is a reflection of the dynamic nature of small firms' employment. 
The literature on small business suggests that very small businesses (less than 50 
employees) behave differently from their larger counterparts (Ganguly, 1985), 
including IT utilisation (Palvia et al., 1994). To find out whether there is a significant 
difference between companies with less than 50 employees and those with more than 
50 employees, statistical tests were conducted. The results are available in Appendix 
E. Based on the results of Mann-Whitney tests for the two groups of companies on 
selected variables, it is found that apart from responses for `New Market Strategy', 
`Sales Growth' and `Long-term Profitability', none of the other variables tested 
produced significant differences (at 5% significance level) between companies with 
less than 50 employees and those with more than 50 employees. This suggests that, 
although biases in the responses exist in the sample of questions tested, they are not a 
significant factor which could affect the conclusion by including the smaller 
companies as part of the study sample. 
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6.2.5 Company's Turnover 
To gauge the financial performance of the SMEs in the sample, a question is included 
which asks about the company's turnover for the previous year. The results are shown 
in Table 6-5. 
Table 6-5 Company's Turnover 
1996's turnover Frequency Valid Percent 
£500,000 - £1 million 5 2.0 
£1 million - £5 million 133 52.2 
Over £5 million 117 45.8 
Total 255 100.0 
Almost all of the responding companies had turnover of over £1 million in 1996 as 
depicted in Table 6-5. Reflecting on the size of most of the responding companies, it 
is not surprising to see such a breakdown. Furthermore, as found by the Cambridge 
SBRC's study (1992), companies which are included in the Dun & Bradstreet 
database are biased towards those which have experienced some degree of growth. 
6.2.6 Engineering Vs. Non-engineering 
Instead of obtaining details on the specific industry of the companies (which was not 
considered necessary for this research), this study asked the respondents to indicate 
whether the company falls under the category of engineering or non-engineering. 
Table 6-6 shows this breakdown: 
Table 6-6 Engineering vs. Non-engineering 
Category Frequency Valid Percent 
Engineering 144 56.7 
Non-engineering 110 43.3 
Total 254 100.0 
The result in Table 6-6 shows that slightly more than half of the responding 
companies are engineering-based while others consider themselves as non- 
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engineering based companies. Cragg (1990), in his study to test the relationship 
between IT and financial performance, used engineering companies as his sample 
because he presumed that more companies in this sector use computers. Considering 
the fact that all companies which participate in this study have computers, it appears 
that quite a similar proportion of manufacturing SMEs which are engineering -based 
and non-engineering-based use computers. This implies that non-engineering firms 
are catching up with computerisation. 
Since the proportion is quite similar, it is thought necessary to find out whether there 
is any significant difference between the two groups of SMEs related to major 
research variables. The results of Mann-Whitney tests are available in Appendix F. 
Based on the results, it is found that apart from `IT support for New Product Strategy' 
and `IT support for Quality Product Strategy', none of the other variables tested 
produced significant differences (at 5% significance level) between engineering 
companies and non-engineering companies. This suggests that although biases exist, 
they are not significant enough to affect the conclusion by treating them as one 
sample. 
6.3 PROFILE OF THE RESPONDENT/CEO 
The respondents who participated in the mail survey were Managing Directors of 256 
companies in the manufacturing sector throughout the UK. As most past studies on 
small businesses suggest that CEOs' characteristics influence small firm IT utilisation 
and performance (Barkham et al., 1996; Miller and Toulouse, 1986; Cragg, 1990), 
this study included questions on CEOs' age, education level, number of years 
employed by the company, number of years in the position and whether or not the 
CEO has attended IT training. The results are presented and discussed below. 
6.3.1 Respondent's Age 
Table 6-7 presents the collected response by ade of the respondents or the CEOs. 
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Table 6-7 Age of the Respondent 
Age of respondent Frequency Percent 
20 - 29 years 13 5.1 
30 - 39 years 35 13.7 
40 - 49 years 102 40.0 
Above 50 years 106 41.2 
Total 256 100.0 
As shown in Table 6-7, most of the respondents were above 40 years of age (81%). 
Considering the fact that most of the responding companies are mature companies, 
this result is not surprising. The result is quite similar to the findings of the national 
survey by Cambridge SBRC (1992) that a typical CEO is in mid or late forties for 
small firms (10-99), and above 50 for medium firms (100-199). 
The survey by Cambridge SBRC also found that younger CEOs (less than 39 years) 
are found relatively more frequently in younger companies and fast growing 
companies, while those aged 50 and over are more heavily represented in older 
companies, medium and larger companies and stable and declining companies. To 
find out whether such findings are supported by this study, a Chi-square test is 
performed between the age of the CEO and age of the company. It is found that the 
result is not significant for this study (degree of freedom = 6; p-value = 0.5987). This 
suggests that there is no significant relationship between the age of the CEO and the 
age of the company for the study sample. 
6.3.2 Respondent's Education Level 
The respondents were also asked about their education level as this background is 
also, to some degree, reflective of the IT education received. Table 6-8 shows the 
breakdown related to the education level received by the respondents. 
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Table 6-8 CEOs' Education level 
Education level Frequency Valid Percent 
High school 49 19.5 
College 96 35.2 
University 106 42.2 
Total 251 100.0 
Table 6-8 shows that most of the respondents have had their formal education beyond 
the high school level. About 40 % of the responding companies are led by CEOs with 
a University degree. This is similar to the finding by the Cambridge SBRC survey 
(1992) which found that about half of the sample had at least one director with a 
degree. 
6.3.3 Number of Years Employed 
The number of years employed reflects the length of time the CEO has been 
associated with the company, and hence the level of familiarity with the goals and the 
operation of the business organisation. This familiarity will in turn, influence the 
level of alignment between business strategy and IT strategy. Table 6-9 shows the 
details for length of employment for the sample. 
Table 6-9 Number of years employed 
Number of years employed Frequency Percent 
Less than or 10 years 115 44.9 
11 - 20 years 93 36.3 
21 - 30 years 32 12.5 
31 - 40 years 13 5.1 
Above 40 years 3 1.2 
Total 256 100.0 
From Table 6-9, it appears that most of the respondents (45 %) have been with the 
company for less than ten years. Since only a small fraction of the responding 
companies (about 17%) are founded less than ten years ago (refer to Table 6-3), it 
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implies that most of the CEOs in the sample are most likely not the founders of the 
companies. 
6.3.4 Number of Years as the CEO 
The number of years in the chief executive role reflects the level of managerial 
experience, which is postulated by many small business researchers as a factor which 
influences small firm performance. Table 6-10 shows the breakdown for length in the 
chief executive's role for SMEs in the sample. 
Table 6-10 Number of years in the position 
In the position Frequency Percent 
Less than or 10 years 161 62.9 
11 - 20 years 83 32.4 
21 - 30 years 10 3.9 
Above 30 years 2 0.8 
Total 256 100.0 
As shown in Table 6-10, a large proportion of CEOs of the responding SMEs are less 
than ten years in the their current position. This result again provides evidence that 
the CEOs are most likely not the founders of the company. 
Comparing the results of Table 6-9 and Table 6-10 with the findings of the Cambridge 
SBRC study (1992), they are again very similar. It is interesting to note that the 
Cambridge study also found that a higher percentage of CEOs who were less than ten 
years in the position were among fast growth companies than in stable/declining or 
medium growth companies. This implies that companies in the study sample could 
reasonably be expected to be growing companies if not fast growth companies. 
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6.3.5 IT Training 
IT training provides the CEOs with IT skills and indirectly enhance their IT 
awareness. Therefore, a question is included asking whether the CEO has attended 
any IT training, and the result is depicted in Table 6-11. 
Table 6-11 IT Training 
IT Training Frequency Valid Percent 
Yes 93 36.9 
No 159 63.1 
Total 252 100.0 
The result in Table 6-11 shows that only about a third of the CEOs in the sample 
(37%) has attended IT training. It is interesting to note that there is a relationship 
between the undertaking of IT training and the level of education received by the 
CEOs, as shown in the result of Chi-square test in Figure 6-1. 
E_TRAIN IT training by E_EDUC Education level 
E_EDUC Page 1 of 1 
Count 
Exo Val high sch college Universi 
ool ty Row 
123 Total 
E_TRAIN 
17 32 52 91 
yes 17.5 34.7 38.7 36.5% 
2 41 63 54 158 
no 30.5 60.3 67.3 63.5% 
Column 48 95 106 249 
Total 19.3% 38.2% 42.6% 100.0% 
Chi-Square Value DF Significance 
-------------------- ----------- ---- ------------ 
Pearson 17.47389 2 . 00016 
Figure 6-1 Chi-square test between IT Training and CEOs level of education 
The result in Figure 6-1 shows that most of the CEOs who attended IT taming are 
University graduates, followed by those who graduated from colleges. This implies 
that as CEOs receive higher level of education, they are more likely to have attended 
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IT training. This is perhaps not surprising as most Universities today provide IT 
education which enhance the level of IT appreciation among the CEOs. 
6.4 IT EXPERIENCE OF THE RESPONDING COMPANIES 
Most IS studies indicate that the ability to align IT to business needs relates to IT 
experience of the organisation. This section describes the experience of the 
companies in the sample on IT utilisation. The variables explored are the number of 
years using computers and the stage of IT development. 
6.4.1 Number of Years Using Computers 
The length of time that the company has been using computers reflects the level of IT 
experience acquired. Table 6-12 exhibits the number and percentage of responses 
related to the number of years the company has been using computers. 
Table 6-12 Number of years using computers 
Number of years using computers Frequency Valid Percent 
Less than or 5 years 21 8.8 
6- 10 years 86 36.1 
11 - 15 years 81 34.0 
16 - 20 years 41 17.2 
More than 20 years 9 3.8 
Total 238 100.0 
The result in Table 6-12 shows that there is a wide range of IT experience for the 
study sample. It is observed that about a third of the responding companies have been 
using the computers for five to ten years, and another third have been using them for 
II to 15 years. The result implies that the majority of the SMEs in the sample have 
relatively long experience in computing. 
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6.4.2 Stage of IT Development 
Another perspective of looking at the level of IT experience which is common in the 
context of large organisations is to look at the stage of the overall IT development in 
the company. Nolan (1979) has identified six stages of IT development for large 
companies. In an attempt to adopt a similar perspective of small business IT growth, 
this study has asked the respondents to indicate where their companies are related to 
the three stages of computerisation ('Initiation', `Diffusion' and `Integration') adapted 
for the small business context. The breakdown is shown in Table 6-13. 
Table 6-13 Stage of IT Development 
Stage Characteristics of the stage Percent 
Initiation A small number of IT users; much autonomy is given to 23.8 
users; very little planning and control of existing systems 
Diffusion Adaptation of IT by large number of users; rapid growth 21.0 
of hardware, software and personnel expenses; planning 
and control of systems is still done informally 
Integration IT applications are more integrated; more control 55.2 
procedures are introduced and planning of applications is 
better established 
Total 100.0 
Table 6-13 shows that about half of the responding companies (55%) perceived that 
they are at the Integration stage of IT development. There is a similar proportion of 
SMEs in the sample (about 20%) which consider themselves either at the Initiation 
stage or the Diffusion stage. The finding suggests that most of the manufacturing 
firms represented by the sample have reached the mature stage of IT utilisation. One 
of the characteristics of this stage is the adoption of a more formalised IT planning 
process, which allows us to postulate that alignment between IT strategy and business 
strategy is more likely to take place. 
It is interesting to find out whether the stage of IT development is related to firm 
category. A Chi-square test is performed between stage of IT development and 
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whether the firm is engineering on non-engineering. The result is shown in Figure 6- 
2. 
Stage of IT Development 
Count 
Col Pct Initiati. Diffusion Integra. 
Row 
ITotal 
1 25 33 84 142 
engineering 41.7 63.5 60.9 56.8 
2 35 19 54 108 
non-engineering 58.3 36.5 39.1 43.2 
Column 60 52 138 250 
Total 24.0 20.8 55.2 100.0 
Chi-Square Value DF Significance 
-------------------- ----------- ---- ------------ 
Pearson 7.47184 2 . 02385 
Figure 6-2 Chi-square test between firm category and IT stage of development. 
From Figure 6-2, there is a significant relationship between firm category and the 
stage of IT development (at 5% significance level). It is observed that for the 
Diffusion stage and Integration stage of IT development, there are more engineering 
companies than non-engineering companies. In contrast, there are more non- 
engineering companies than engineering companies at the Initiation stage. The finding 
suggests that SMEs which are engineering-based have achieved a higher level of IT 
maturity than non-engineering SMEs. 
6.4.3 Level of IT Investment 
While the number of years using computers and the stage of IT development directly 
reflect the level of IT experience, the level of IT investment reflects the financial 
commitment of the company towards IT implementation. A question was included 
which asked the respondents to indicate the level of IT investment for the previous 
year, which is shown in Table 6-14. 
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Table 6-14 IT investment for 1996 
IT investment for 1996 Frequency Valid Percent 
Less than 10,000 72 29.9 
10,000 - 30,000 87 36.1 
30,001 - 50,000 35 14.5 
50,001 - 100,000 31 12.9 
Over 100,000 16 6.6 
Total 241 100.0 
As shown in Table 6-14, about a third of the companies in the sample spent between 
£10,000 to £30,000 for hardware, software, and other IT-related investments; another 
30% spent less than £10,000 during 1996. Considering the fact that most of the 
responding companies have a turnover of more than £1 million for the same year 
(refer to Table 6-5), the amount spent for IT investment by the responding companies 
is rather small. This could be explained by two possible reasons: (1) they use off-the- 
shelf packages which is cheaper than in-house developed software; (2) most of the 
companies are at the maturity stage (as shown in Table 6-13) with most of the 
technological infrastructure already in placed, therefore the amount of IT investment 
is basically for maintenance, training, and other overhead expenses. Exploring the 
possibility of these companies receiving outside financial assistance for 
computerisation, only 13 % received external IT funds. 
6.4.4 Perceived IT Impacts 
In an attempt to understand the overall impact of IT utilisation on SMEs in the 
sample, the respondents were asked to indicate the level of their agreement related to 
areas which they perceived as having been affected by IT. Three levels are explored: 
(i) operational level i. e. time savings and reduction of administration cost, (ii) 
management support level i. e. internal integration and quality decisions, and (iii) 
strategic level i. e. competitiveness and reputation. The result is shown in Table 6-15. 
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Table 6-15 Organisational IT impacts 
Management Levels Organisational IT impacts Agree Neutral Disagree 
Operational level Time savings 88.4 8.4 3.2 
Reduce administrative cost 61.1 28.1 10.8 
-------------------- Management control ....... - Better internal integration 
- 60.0 27.6 12.4 
level 
Quality decisions 59.2 29.2 11.6 
------------------------------------------------------------------------------------------------------- Strategic level More competitive 56.3 30.9 12.8 
Improve image 49.4 36.9 13.7 
It is interesting to note from Table 6-15 that the perception of the responding 
companies is that there are widespread benefits achieved from IT utilisation. The 
operational level appears to be affected the most by IT, which is supported by 
numerous past studies (Lees and Lees, 1987; Dye et al., 1991; Jackson and Palvia, 
1991). The management support level is the next, with about the same level of 
impacts for both areas of internal integration and better quality decision. Rather 
unexpectedly, about half of the companies in the sample perceived that they are 
affected by IT at the strategic level. With these findings, it seems to be justified to 
explore IS alignment for the sample. The basic statistics of the other questionnaire 
variables are shown in Appendix G. 
6.5 SUMMARY 
This chapter has provided an understanding on some of the characteristics of the 
companies that are included in the study sample, as well as the characteristics of the 
respondents themselves. This background sets the stake for further analysis of the 
sample, particularly for exploring the research objectives. 
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Chapter Seven 
ALIGNMENT OF BUSINESS STRATEGY AND IT STRATEGY 
7.1 INTRODUCTION 
One of the main aims of this research is to explore the alignment of business strategy 
and IT strategy among the SMEs in the manufacturing sector. This chapter presents 
different ways of looking at IS alignment based on the different perspectives of the 
concept of `fit' as used in contingency theory. Two perspectives are discussed i. e. the 
`matching' approach and the `moderation' approach. Before embarking on this 
discussion, however, the chapter first presents a summary of the business strategy and 
IT strategy adopted by the study sample. 
7.2 SUMMARY OF BUSINESS STRATEGY 
Formulating strategy is part of the planning process. To gauge the formality of this 
process, this study included a question on the availability of a business plan. A 
business plan is defined as a document which contains an analysis of the firm's current 
position, where it would like to be in the future, and how it plans to get there. For 
small businesses, the business plan can be considered as one of the single most 
important documents about the organisation. Among the responding companies, 68% 
of them have business plan. This implies that despite the common belief that small 
firms do not implement strategic planning, a majority of the SMEs in the sample have 
a written business plan which guides the direction of the business in the long nun. 
Another aspect of business strategy is the strategy content. As explained in Chapter 
Six, there are nine items used to measure the business strategy content variable. The 
mean value for each of these variables is shown in Table 7-1. 
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Table 7-1 Mean ratings for business strategy variables 
Business Strategy Mean Rating 
Quality Service 4.71 
Quality Products 4.41 
Production Efficiency 4.41 
New Market 3.74 
New Products 3.69 
Product Diversification 3.70 
Product Differentiation 3.61 
Intensive Marketing 3.14 
Pricing/Cost Reduction 2.67 
From Table 7-1, business strategy areas which have high mean ratings are Quality 
Service, Quality Products and Production Efficiency. Providing quality customer 
service appears to be the most important business strategy among the responding 
companies. This is similar to the findings of a national survey on SMEs by 
Cambridge SBRC (1992) which found that companies in the manufacturing sector 
ranked `personal attention to client needs' as the most important key factor 
contributing to competitive advantage. Another aspect of quality customer service, 
`speed of service', is ranked third. A similar result was found by Pratten (1991) who 
concluded that quality of service provided to customers was one of the most important 
sources of competitiveness for small businesses. 
Quality Products received the second highest mean rating, which implies that most 
companies in the sample agree that having a quality product is an important business 
strategy. This is again consistent with the Cambridge SBRC (1992) finding, where 
`product quality' is ranked second in the list of key factors which contribute to 
competitive advantage. A study by Hall (1995) found high quality products to be the 
second most important influence on profitability after 'focus by end-user'. Pratten 
(1991) found product development, as a broad category, as the second most important 
source of competitiveness among small businesses. While this study has 
differentiated various aspects of product strategy, Pratten considered new product 
development and distinctiveness of the product as one category. 
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Production efficiency was not included as one of the factors in the Cambridge study. 
However, Pratten (1991) found `production efficiency' as one of the important 
sources of competitiveness for small businesses, which is well supported by the 
finding of this study. 
At the other end, Pricing/Cost Reduction strategy and Intensive Marketing strategy are 
perceived by most companies as least important. This finding is again consistent with 
findings of the national survey by the Cambridge SBRC (1992) where `marketing' 
was ranked as the least important among the key competitive factors. Related to 
Pricing/Cost Reduction strategy, the findings of both the national survey and Pratten's 
study again support the finding of this study. The Cambridge SBRC (1992) study 
distinguishes between pricing and cost advantage as two separate competitive factors 
whilst highlighting the fact that the scores for both factors are highly correlated. In 
explaining the result, the authors point out that only 3% of the firms surveyed 
considered price to be their sole major competitive factor and less than 1% considered 
cost advantages to be of sole major significance. Based on this evidence, they 
concluded that simple theories of small firm growth that focus on price and cost 
minimisation as the key competitive factors are not supported. Most SMEs are not 
price-takers and many produce specialised products, the competitiveness of which 
depends on a variety of interdependent factors. 
7.3 SUMMARY OF IT STRATEGY 
Similar to the business strategy, a question was included to find out whether IT 
strategy fomulation is done formally or informally among the firms. Only 26% 
indicated that they have a fomalised IT strategy which is defined as a medium or long- 
term directional plan which decides what to do with IT and information. This implies 
that while most SMEs have a written business plan, only about a quarter of them 
formalised their IT strategy. This is not surprising as most of the past literature 
indicates that IT planning, if it exists, is carried out informally in small businesses 
(Lefebvre and Lefebvre, 1988). 
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As discussed in earlier chapters, the items used to measure the IT strategy variable 
are developed so that they parallel the business strategy variable. For each business 
strategy item, there is an IT strategy item which indicates the extent of the existing IT 
systems support for the corresponding business strategy. Table 7-2 shows the nine IT 
strategy indicators and their mean values. 
Table 7-2 Mean ratings for IT strategy variables 
IT Strategy Mean Rating 
IT supports Quality Service Strategy 3.83 
IT supports Pricing/Cost Reduction Strategy 3.8 
IT supports Production Efficiency Strategy 3.79 
IT supports Quality Product Strategy 3.35 
IT supports New Product Strategy 2.66 
IT supports Product Diversification Strategy 2.56 
IT supports Product Differentiation Strategy 2.55 
IT supports Intensive Marketing Strategy 2.48 
IT supports New Market Strategy 2.14 
From Table 7-2, it appears that the three areas which received the most support from 
the existing IT facilities are: (i) Quality Service, (ii) Pricing/Cost Reduction, and (iii) 
Production Efficiency. The SMEs in the sample perceived that their existing IT 
infrastructure contributes towards supporting the above three business strategies, 
regardless of whether they actually adopt those business strategies. The role of IT in 
supporting customer service includes the area of service reliability and responsiveness 
to customer needs. Related to cost reduction and production efficiency, Parsons 
(1983) mentioned that IT makes major contributions in the functional areas of 
engineering, design and manufacturing. In addition, IT can be used to substantially 
reduce waste, improve productivity and identify marginal customers. 
Promotional activities and identification of new markets are seen as receiving the least 
support from the existing IT facilities. This perception could be explained by the lack 
of focus given to marketing-oriented activities as far as IT deployment is concerned. 
Manufacturing firms traditionally purchased IT to improve manufacturing-based 
activities. Having the emphasis in this area has led to a lack of creativity in applying 
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the technology in other areas such as marketing. In fact, according to Parsons (1983) 
applications such as sales control systems, market databases, customer sales support, 
can be used to support the sales and marketing function. 
7.4 EXPLORING BUSINESS STRATEGY AND IT STRATEGY VARIABLES 
In an attempt to understand the relationship between the business strategy variables 
and the IT strategy variables and their alignment, the cross-tabulation technique is 
used to explore how the values are distributed along the variables. The results for 
each pair of Business Strategy (BS) and IT Strategy (ITS) are discussed in the 
following sections. The shaded area represents boxes with high frequency of 
occurences i. e. 10 or above. 
7.4.1 Production Efficiency Strategy 
The result of the cross-tabulation between BS and ITS variables for the `production 
efficiency' strategy is shown in Table 7-3. 
Table 7-3 Production Efficiency (PE) strategy vs. IT support for PE 
IT strategy 
SD D N A SA Row Total 
SD 1 0 0 0 1 2(. 8%) 
Business D 0 2 2 2 0 6(2.4%) 
Strategy N 3 3 6 7 0 19 (7.7%) 
A 1 6 `" 26 :' 41 8 82 (33.1%) 
SA 5 4 18 ;" 62 - 50 139(56%) 
Column 
Total 
10 
4.0% 
15 
6.0% 
52 
21.0% 
112 
45.2% 
59 
23.8% 
248 
100% 
SU = strongly alsagree IN = neutral Jil = saon, -iy ag-rec 
D= disagree A= agree 
Table 7-3 shows that about 90% of the responding companies adopt Production 
Efficiency as one of their important business strategies. About two-thirds perceived 
that IT contributes towards improving the production efficiency of the organisation. 
In other words, for those companies that adopt Production Efficiency as their business 
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strategy, they perceived that the strategy is well supported by IT. This may be 
explained by the role of specific technologies such as CAD or CAM or CPM which 
contributes towards improving production efficiency. 
7.4.2 Product Differentiation Strategy 
The result of cross-tabulation between Product Differentiation Strategy and IT support 
for this strategy is exhibited in Table 7-4. 
Table 7-4 Product Differentiation (PDF) strategy vs. IT support for PDF 
IT Strategy 
SD D N A SA Row Total 
SD 6 2 1 0 0 9(3.7%) 
Business D 9 8 3 1 1 22 (9.0%) 
Strategy N = 19 '18 ý0 ':,: 7 2 76 (31%) 
A ;; 11 ; 123 t 31 ." 18 3 86 (35.1%) 
SA 9 8 6 52(21.2%) 
Column 
Total 
54 
22.0% 
61 
24.9% 
84 
34.3% 
34 
13.9% 
12 
4.9% 
245 
100% 
Ju =strongly aisagree N= neutral SA = strongly agree 
D= disagree A=a. ýrce 
From Table 7-4, it is observed that the shaded region is quite dispersed, but skewed 
towards the bottom left of the table. The results in the table show that about a third of 
the companies are neutral on the perception of having Product Differentiation as their 
business strategy and a similar proportion is also neutral on the support received from 
IT in this area. About half of the companies in the sample perceived that this strategy 
is adopted by the company, however, most of them perceived that they are not getting 
the support from their existing IT facilities. 
Parsons (1983) argued that for the firm adopting a product differentiation strategy to 
be competitive, IT should be used to either (a) directly add unique features to the 
product or (b) contribute to quality, service, image and so forth, through the functional 
areas. Differentiation requires a perceived uniqueness in design, brand image, 
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technology, product features, customer service, dealer networks, or in other 
categories. 
7.4.3 Pricing/ Cost Reduction Strategy 
The result of cross-tabulation between Pricing/Cost Reduction Strategy and IT 
Strategy supporting this strategy is shown in Table 7-5. 
Table 7-5 Pricing Strategy vs. IT support for Cost Reduction Strategy 
IT Strategy 
SD D N A SA Row Total 
SD 0 3 11" 21 14 " 49(19.8%) 
Business D 3 4 14 19 58(23.4%) 
Strategy N 2 5 17 :; ' ý9 17 80 (32.3%) 
A 2 4 10: 20 = 11 - 47(19.0%) 
SA 0 1 5 4 4 14(5.6%) 
Column 
Total 
7 
2.8% 
17 
6.9% 
57 
23.0% 
103 
41.5% 
64 
25.8% 
248 
100. % 
SD = strongly disagree N= neutral SA = strongly agree 
D= disagree A= agree 
The result in Table 7-5 indicates that there is a split on whether Pricing/Cost 
Reduction is considered as part of their business strategy, although most of the 
companies in the sample perceived it is not. However, there is a strong agreement 
that IT supports a Cost Reduction strategy. In other words, regardless of whether they 
actually adopt a Cost Reduction strategy, many companies appear to agree that IT 
contributes towards achieving this strategy. This perception may be related to the 
awareness of the traditional benefit of IT which is related to improvement of 
productivity or efficiency, which is then transformed into savings of cost. As 
mentioned by Parsons (1983), firms that pursue an overall cost leadership position 
should use IT to either (a) directly reduce overall cost or (b) contribute to overall cost 
reduction through the functional areas. 
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7.4.4 Intensive Marketing Strategy 
The result of cross-tabulation between Intensive Marketing strategy and IT support for 
this strategy is depicted in Table 7-6. 
Table 7-6 Intensive Marketing (IM) strategy vs. IT support for IM 
IT Strategy 
SD D N A SA Row Total 
SD : `12`: f :: 1 1 1 1 16(6.5%) 
Business D 16 
07 
ý0 10 ; 0 0 46 (18.7%) 
Strategy N 20 r 26 -44 7 0 97 (39.4%) 
A 4 _ 16 18 21 3 62 (25.2%) 
SA 5 0 `, -10. ' 7 3 25(10.2%) 
Column 
Total 
57 
23.2% 
63 
25.6% 
83 
33.7% 
36 
14.6% 
7 
2.8% 
246 
100% 
SU = strongly disagree N= neutral SA = strongly agree 
D= disagree A= agree 
Table 7-6 indicates that the shaded region lies on the diagonal of the table, which 
implies that there is a match between Intensive Marketing strategy and the support for 
this business strategy. About two-thirds of the companies in the sample either do not 
adopt this strategy or are neutral about it. At the same time about half of them 
perceived that IT does not contribute towards achieving this strategy. While most of 
the companies are not adopting Intensive Marketing strategy and concurrently they 
perceived that they are not receiving IT support for this strategy, this implies that 
there is coherence between business strategy and IT strategy. 
7.4.5 Quality Service Strategy 
The result of cross-tabulation between Quality Service strategy and IT strategy 
supporting this business strategy is shown in Table 7-7. 
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Table 7-7 Quality Service (QS) strategy vs. IT support for QS 
IT Strategy 
SD D N A SA Row Total 
SD 1 0 0 0 1 2(. 8%) 
Business D 0 0 0 0 0 0(0%) 
Strategy N 0 3 1 2 0 6(2.4%) 
A 3 3 -;; 20-`-< ,, 21 5 52 (21.1%) 
SA 4 8 62 187(75.7% ) 
Column 
Total 
3 
3.2% 
14 
5.7% 
57 
23.1% 
100 
40.5% 
68 
27.5% 
247 
100% 
au = strongly aisagree N= neutral JA = strongly agree 
D= disagree A= agree 
From Table 7-7, it is observed that the shaded region is on the bottom right of the 
table which is similar to the pattern of Table 7-3. The result implies that most of the 
companies in the sample perceived that Quality Service is part of their business 
strategy. At the same time they perceived that current IT facilities support this 
strategy. There appears to be good IS alignment for these strategies. 
7.4.6 Product Diversification Strategy 
The result of the cross-tabulation for the Product Diversification Strategy and IT 
Strategy supporting Product Diversification is exhibited in Table 7-8. 
Table 7-8 Product Diversification Strategy (PDV) vs. IT support for PDV 
IT Strategy 
SD D N A SA Row Total 
SD 4 3 3 1 0 11(4.6%) 
Business D 3 S 0 0 22(9.1%) 
Strategy N -1 l 14' - 28 I 59(24.5%) 
5 
SA 16 : 
, 
7 33 
, :.. 
6 2 64(26.6%) 
Column 
Total 
46 
19.1% 
52 
21.6% 
110 
45.6% 
28 
11.6% 
5 
1.3% 
241 
100% 
au = strongly aisagree N= neutral JA = strongly agree 
D= disagree A= agree 
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Table 7-8 displays a very diverse shaded area which reflects to some degree an 
uncertainty in the perception related to the business strategy and IT strategy. It is 
observed that about half of the responding companies perceived that Product 
Diversification is part of their business strategy. As far as IT support is concerned, 
about 46% are neutral and another 40% disagree that they are receiving IT support in 
this area. 
7.4.7 Quality Product Strategy 
The result of the cross-tabulation between Quality Product Strategy and IT support for 
this strategy is shown in Table 7-9. 
Table 7-9 Quality Product (QP) strategy vs. IT support for QP 
IT Strategy 
SD D N A SA Row Total 
SD 1 0 0 0 1 2(. 8%) 
Business D I 1 0 2 1 5(2%) 
Strategy N 2 2 5 1 1 11 (4.5%) 
A 7 24.:.:,; 42 10: '. 101(40.9%) 
SA 7 `15 : -_ . 
44 .":. :=: 36 12S (51. S%) 
Column 
Total 
13 
7.3% 
36 
14.6% 
73 
29.6% 
Sl 
32.5°, '0 
39 
15.8% 
12S 
100% 
SD = strongly disagree N= neutral SA = strongly agrce 
D= disagree A= agree 
It is observed from Table 7-9 that the shaded region is at the bottom of the table which 
implies that a majority of the responding companies (about 90%) perceived that 
Quality Product is part of their business strategy. The perception on the contribution 
of IT, however, is a split, where about half of them appear to agree that IT is 
supportive, while a third disagree that IT contribute towards supporting this strategy. 
7.4.8 New Product Strategy 
The result of cross-tabulation between New Product Strategy and IT Strategy 
supporting this strategy is exhibited in Table 7-10. 
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Table 7-10 New Product (NP) strategy vs. IT support for NP 
IT Strategy 
SD D N A SA Row Total 
SD : 11 0 3 2 0 16(6.6%) 
Business D 3 5 3 0 0 16 (6.6%o) 
Strategy N 13 `_ }x_=11 -,. 29 5 1 59 (24.3%) 
A f4 12' -X18 3ý 21 *.; 3 S9(36.6%) 
SA 6 11: _ ; 
25:.: x; 19 _ 3 
63(25.9%) 
Column 49 
45 
95 47 7 243 
Total 20.2% 18.5% 39.1% 19.3% 2.9% 100% 
SO = strongly disagree IN = neutral Zi% = suongiy agrec 
D= disagrce A= agree 
Table 7-10 shows that the shaded region is on and below the diagonal towards the 
bottom left. This implies that there is some degree of alignment between New 
Product strategy and IT strategy supporting this business strategy, however, the 
alignment is not very strong. About half of the responding companies agree that New 
Product is part of their business strategy. However, there is a split between those 
who agree, disagree and are neutral on the support received from existing IT facilities. 
7.4.9 New Market Strategy 
The result of cross-tabulation between New Market Strategy and IT Strategy 
supporting this strategy is shown in Table 7-11. 
Table 7-11 New Market (N NI) strategy vs. IT support for NM 
IT Strategy 
SD D IN A SA Row Total 
SD 3 2 3 1 0 9(3.6%) 
Business D 7 2 0 1 28 (11.3%) 
Strategy N 20. 8 1 0 41(16.6%) 
A = . ': 31 ==Ä 30 ;: :; 37 
12 -.: 0 110(44.5%) 
SA 18 =: = -; 12 6 2 59(23.9%) 
Column 
Total 
90 
36.4% 
59 
23.9% 
75 
30.4% 
20 
8.1% 
3 
1.2% 
247 
100% 
SD = strongly disagree N= neutral J: \ = strongly agree 
D= disagree A= agree 
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From Table 7-11 it is observed that the shaded region is skewed to the bottom left of 
the table which implies that while most of the companies (about two-thirds) in the 
sample perceived that they adopt this strategy, most of them (about the same 
proportion) perceived that IT does not support the strategy. 
7.4.10 Summary of BS and ITS variables 
In trying to summarize the above discussion, all the nine cross-tabulation tables are 
presented in Table 7-12. For simplification, the two categories of 'agree' and 
`strongly agree' are combined into one category called `Agree'. Similarly, the two 
categories of `disagree' and `strongly disagree' are combined into one category called 
`Disagree'. No change is made to the `neutral' category. The dark shading 
represents occurrences of more than 100, while the lighter shading represents 
occurrences of 50 and above but less than 100. 
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Table 7-12 A summary of distribution for BS and ITS variables 
Production Efficiency 
Disagree Neutral Agree 
Business Disagree 3 2 3 
Strategy Neutral 6 6 7 
Agree 16 44 F. '16I ` 
Product Differentiation 
Disagree Neutral Aztec 
Business Disagree 25 4 2 
Strategy Neutral 37 30 9 
Agree 53 50 35 
Pricing/Cost Reduction 
Disagree Neutral Agrce 
Business Disagree 10 25 72 
Strategy Neutral 7 17 56 
Agree 7 15 39 
Intensive Marketing 
Disagree Neutral Agrec 
Business Disagree 49 11 2 
Strategy Neutral 46 44 7 
Agree 25 23 34 
Quality Service 
Disagree Neutral Agree 
Business Disagree I 0 l 
Strategy Neutral 3 I 2 
Agree 18 56 165 '; 
Product Diversification 
Disagree Neutral Agree 
Business Disagree is 14 1 
Strategy Neutral 25 2S 6 
Agree 55 63 26 
Quality Product 
Disagree Neutral Agree 
Business Disagree 3 0 3 
Strategy Neutral 4 5 2 
Agree 47 44 'ý '113 
New Product 
Disagree Neutral Agree 
Business Disagree 24 6 2 
Strategy Neutral 24 29 6 
Agree 46 60 46 
New Jlarket 
Disagree Neutral Agree 
Business Disagree 30 5 2 
Strategy Neutral 23 12 
Agree 91 53 20 
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Table 7-12 indicates that Production Efficiency, Quality Service and Quality Product 
strategy areas have a similar pattern i. e. a large number of occurrences is observed for 
the category Agree-Agree. In other words, most companies adopt these business 
strategies and at the same time they perceived that existing IT facilities support these 
strategies. 
A different pattern of distribution is observed for Product Differentiation, New Market 
and Product Diversification strategy areas. For these strategies, a lighter shading is 
observed for Agree-Disagree and Agree-Neutral combinations, which implies that 
while quite a number of companies adopt these business strategies, they do not 
perceive that IT is supporting these strategies or are neutral about it. A similar pattern 
of distribution is observed for the New Product and Intensive Marketing strategies 
although the shadings are different. For the Intensive Marketing strategy, although 
none of the figures are shaded, quite a large number of companies appear to fall on the 
top-left of the table. This implies that while companies perceived that this is not an 
important business strategy, they perceived that IT is not supporting this business 
strategy either. 
It should be noted that a distinct and unique pattern of distribution is observed for the 
Pricing/Cost Reduction strategy. The shading is at the top and right-hand side of the 
table which implies that most companies are not adopting this business strategy but 
perceived that they are receiving IT support for this strategy. 
Based on the above discussion, it is reasonable to conclude that the degree of 
alignment between business strategy and IT strategy differs for each strategy area. 
While there is a high degree of alignment for some strategic areas, the mismatch is 
more apparent for other areas. 
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7.5 `MATCHING' AS ALIGNMENT MEASURE 
The previous discussion explores IS alignment without employing a specific 
analytical scheme of measuring alignment. Venkatraman (1989) criticised such a lack 
of precise guidelines for translating verbal statements of the concept of `fit' or 
`alignment' which weakens the link between theory building and theory testing, which 
may be a major reason for inconsistent research results. 
This section describes the Matching Approach for measuring IS alignment. 
According to Venkatraman (1989), one of the analytical schemes that can be used 
under the matching perspective is the deviation score analysis. This method is based 
on a premise that the absolute difference between the standardised scores of two 
variables indicates a lack of fit. For example, [X-Y] indicates the lack of fit between 
X and Y, and the performance implications of fit are tested by examining the impact 
that this variable has on performance. 
In this study, the deviation score analysis method is adopted and the measure of 
alignment is computed as the absolute difference between the rating for BS and the 
rating for ITS. A low value for the difference indicates that the alignment between the 
two variables is high, while a high value for the difference implies that there is a high 
degree of misalignment. The mean of the difference method is used to examine the 
mean difference for each strategy area. 
7.5.1 Mean of the Difference 
For each company, the absolute difference between the rating for each of the BS and 
ITS variables is calculated. The mean difference for each strategy area is calculated 
by summing up the absolute difference for all companies and divided by the number 
of companies. A mathematical representation of the above is shown below: 
Mean Difference =E ABS (BS rating - ITS rating) 
N 
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The result for all the nine strategy areas is shown in Table 7-13. 
Table 7-13 Mean of the Difference 
Business Strategy / IT Strategy Mean 
(Absolute difference) 
Std. Dev. N 
Production Efficiency 0.8 S9 24S 
Intensive Marketing 0.9 
. 
94 246 
Quality Service 1.0 
. 
93 247 
New Product - 1.2 1.04 243 
Product Differentiation 1.3 1.08 245 
Quality Product 1.3 1.09 247 
Product Diversification 1.4 1.14 241 
Pricing/Cost Reduction 1.6 1.14 248 
New Market 1.7 1.14 247 
i 
A lower mean indicates that there is a high degree of alignment between the paired 
BS-ITS variables. From Table 7-13, it appears that Production Efficiency, Intensive 
Marketing and Quality Service strategies are most aligned with IT facilities in 
existence for the companies in the sample. The greatest 'mis-match' is observed for 
New Market strategy and Pricing/Cost Reduction strategy. 
7.5.2 Conclusion on the Matching Approach 
The above analysis on using `matching' as a measure of IS alignment indicates the 
degree of alignment but it is not clear whether that alignment is in the positive or 
negative direction. For example, if the company adopts Business Strategy ?. 1 and IT 
support Business Strategy 41-1, there is a high degree of alignment. Similarly, if the 
company does not adopt Business Strategy n2 and the company perceived that IT does 
not support that strategy, then the alignment score is also high. The above results 
therefore are not sufficient in portraying the true picture of alignment within the 
sample. 
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7.6 'MODERATION' AS ALIGNMENT MEASURE 
An alternative perspective of 'fit' or `alignment' is to consider `fit' as moderation 
(Venkatraman, 1959). According to the moderation perspective, the impact that a 
predictor variable has on a criterion variable is dependent on the level of a third 
variable, termed here as the moderator. The fit between the predictor and the 
moderator is the primary determinant of the criterion variable. In a formal 
representation Z is a moderator of the relationship between two (or more) variables, 
say X and Y, is a function of the level Z. The following is a mathematical 
representation: 
Y=f(XZ, X*Z) 
where Y= performance, X= strategy, and Z= the contextual variable that fits with 
strategy for performance improvement; here X*Z reflects the joint effect of X and Z. 
Based on the above view, IS alignment, which is the interactive effect of business 
strateg 01 y and 
IT strategy, is measured by multiplying the ratings for Business Strategy 
and IT Strategy variables together as adopted by Chan (1992) and Raymond et al. 
(1995). In this case, a high rating for BS and a high rating for ITS will result in a 
high alignment measure. On the other hand, a low rating for BS and a low rating for 
ITS will give a low alignment score. All other combinations will lie in between these 
two extremes on this continuum of alignment scale. 
For each company, the rating for BS is multiplied by the rating for ITS. The mean for 
each strategy area is calculated by summing up the result of the multiplication for BS 
and ITS variables for all companies and dividing by the total number of companies, or 
mathematically represented by 
Mean Product =S (BS -ITS) 
N 
The mean product for each strategy area is shown in Table 7-14. 
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Table 7-14 Mean products for strategy areas 
Business Strategy / IT Strategy Mean Std. Dev. N 
variables (BS* ITS) 
Quality Service 18.21 5.56 247 
Production efficiency 16.98 5.97 24S 
Quality Product 14. SS 5.76 247 
New Product 10.27 5.66 243 
Pricing/Cost Reduction 10.11 5.18 24S 
Product Diversification 9.59 4.94 241 
Product Differentiation 9.53 5.46 245 
Intensive Marketing 8.29 5.30 246 
New Market 8.21 5.01 247 
From Table 7-14, Quality Service and Production Efficiency have high mean products 
which imply that they have high alignment scores, while Intensive Marketing and 
New Market strategies received low alignment scores. Comparing the result in Table 
7-14 with the results in Table 7-13 (using the Matching Approach), there appear to be 
inconsistent results for Intensive Marketing strategy. The previous analysis indicates 
that there is high alignment for this strategy area whereas from Table 7-14, Intensive 
Marketing is the second lowest in alignment. This can be explained by examining the 
ratings for BS and ITS variables for this strategy area which is a low-low 
combination. Under the Matching Approach, this combination is considered to have a 
high degree of alignment as the case for the High-High combination, whereas under 
the Moderation Approach, this combination implies a low degree of IS alignment. 
In conclusion, for the matching approach, IS alignment is achieved when the BS and 
ITS variables are coherent to one another. The degree of coherence is reflected in the 
value of the difference between the two ratings. For the moderation perspective, the 
degree of alignment is reflected in the interactive effects of the BS and ITS variables. 
The moderation approach distinguishes between the Low-Low and High-High 
combination of coherence. Whether this distinction has an effect on the criterion 
variable or the performance, is yet to be explored in Chapter Nine. However, based 
on the results of previous analysis, it is thought necessary to explore further the BS 
and ITS variables and their alignments to gain more understanding of the issue. 
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7.7 FACTOR ANALYSIS ON BUSINESS STRATEGY AND IT STRATEGY 
VARIABLES 
The nine strategy areas are considered to be distinct in the previous analysis. It is 
possible that some of the strategy areas are correlated with each other or there may be 
some underlying dimensions which relate to these variables. In an attempt to examine 
further business strategy variables and IT strategy variables, the technique of factor 
analysis is used to search for such dimensions, and leading to an alternative approach 
for looking at IS alignment. 
The main objective of factor analyis is to reduce the wide ranging number of variables 
into more manageable groups of factors (Lehmann, 1989). It assumes that there are 
only a few basic dimensions that underlie attributes of a certain construct to be 
measured and it then correlates the attributes to identify these basic dimensions 
(Churchill, 1988). Factor loadings produced from factor analysis are used to indicate 
the correlation between each attribute and each score. The higher the factor loading, 
the more significant that attribute is in interpreting the factor matrix (Hair et at, 
1995). 
To use factor analysis, a number of requirements need to be met. For factor analysis 
to be appropriately applied, variables under study have to be at least of interval scale 
(Sproull, 1988). In this study, however, most of the variables used are of ordinal 
scale. However, this does not preclude use of factor analysis because an ordinal scale 
can be treated as an interval scale if one assumes that the distortion introduced by 
assigning numeric values to ordinal categories is not very substantial (Kim, 1975). 
Kim and Mueller (1987) indicate that many ordinal variables may be given numeric 
values without distorting the underlying properties. In this study, it is assumed that 
the distortion effect as a result of assigning numeric values to ordinal data is not 
significant. 
Rummel (1970) mentioned that factor analysis can be used on nominal and ordinal 
scales but must checked the distribution to ensure that they are not unduly skewed. In 
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this study, the distribution for the business strategy variables and IT strategy variables 
were examined and it was found that none of the IT strategy variables are skewed, 
while for business strategy only three out of nine variables are skewed. Based on 
these results, it is reasonable to conclude that it is valid to perform factor analysis on 
these variables. 
Further justifications for using factor analysis on ordinal data include the fact that 
many past researchers have adopted the approach. For example, Rummel (1970) 
quoted Cattell (1957) as implying that the scales usually factored by psychologists are 
ordinal. 
The Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy test and the Bartlett 
test of sphericity can be used to test whether it is apt to proceed with factor analysis. 
A small value on the KMO test indicates that the factor analysis may not be a good 
option, but the higher the value, the better. Kinnear and Gray (1994) suggest that the 
KMO value should be greater than 0.50 for the factor analysis to proceed. Norusis 
(1992) quoted Kaiser (1974) as suggesting that a KMO measure in the 0.90's is 
considered as 'marvellous' sample adequacy for factor analysis purposes, in the 0.80's 
as 'meritorious', in the 0.70's as 'middling', in the 0.60's as 'mediocre', in the 0.50's 
as 'miserable', and below 0.50's as 'unacceptable'. 
The Bartlett test of sphericity and its significance level indicate a relationship among 
variables in an identity matrix and it determines whether factor analysis is an 
appropriate technique to use. If the Bartlett test value is not significant (that is, its 
associated probability is greater than 0.05), then there is a danger that the correlation 
matrix is an identity matrix (where the diagonal elements are 1 and the off diagonal 
elements are 0) and is therefore unsuitable for further analysis (Kinnear and Gray, 
1994). What is required is that the value for sphericity is large and the associated 
significance is small, that is, less than 0.05. When these criteria are present, further 
use of factor analysis is suitable. 
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7.7.1 Factor Analysis On Business Strategy Variables 
In testing whether factor analysis was appropriate for the business strategy instrument, 
Ktv1O and Bartlett tests were conducted. The result is reproduced in Table 7-15. 
Table 7-15 KAMO and Bartlett Tests results for the Nine BS variables 
-------- FACTOR ANALYSIS- -"------ 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy = . 725 10 
Bartlett Test of Sphericity = 508.99125, Significance = . 
00000 
From Table 7-15, Kaiser-Meyer-Olkin measure for business strategy variables showed 
a value of . 72510. 
This indicates a `middling' adequacy according to the Kaiser 
(1974) scale and hence is appropriate for use in further factor analysis. The observed 
value of Bartlett sphericity is also very large (508.99125) and its associated 
significance level is very low (0.00000). Combining the results of the KMO measure 
and the Bartlett test of sphericity, the variables used in the business strategy measure 
clearly met the conditions for subsequent tests of factor analysis . Overall, the result 
shows that factor analysis is suitable and can be appropriately applied for the business 
strategy variable. 
In an effort to obtain a theoretically meaningful pattern from the business strategy 
items, the factors were orthogonally rotated with the most widely used technique 
called the varimax rotation. The varimax rotation criterion centres on simplifying the 
columns of the factor matrix and helps to make the pattern of the strategic items 
associated with a given factor more distinct (Kim, 1975). 
The factor loadings of each business strategy items, their factor structures and 
communalities are exhibited in Figure 7-1. 
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-----------FACT0RANALYSIS----------- 
Final Statistics: 
Variable Co^munality * 
* 
Factor Eigenvalue Pct of Var Cut Pct 
B_COST . 59543 1 2.99102 33.2 33.2 
B_DIFFER . 73992 2 1.39102 15.5 48.7 
B 
_DIVER . 
46908 3 1.18254 13.1 61.8 
B_EF ICI . 63012 
B_h! ARZTG . 57222 * 
B_NEW; 1KT . 53121 * 
B_NEW? RO . 66694 * 
B_QSERV . 74977 * 
B QUALTY . 60987 
VRRIM_AX rotation 1 for extraction 1 in analysis 1- Kaiser Noraa1iza: _on. 
VA? ILX converged in 5 iterations. 
Rotated Factor Matrix: 
Factor I Factor 2 Factor 3 
B_ QSE? V . 85999 . 02992 . 09635 
B_ E_FICI . 74626 -. 00948 . 27043 
B QUaLTY . 70533 . 32748 . 07172 
B_ DIFFER . 10403 . 81674 . 24904 
B_ COST -. 07203 -. 71300 . 23613 
3 ttE: 7PRO . 11600 . 67653 . 44241 
3_ 1 iý; i: ": ýT . 20319 . 013S6 . 
69969 
B_ i! ARKTG . 10485 . 31313 . 
68054 
B DIVER . 10275 -. 03569 . 67621 
Figure 7-1 Factor Analysis result for Business Strategy variables 
Communality is the amount of variance an original variable shares with all other 
variables included in the analysis (Hair, et al., 1992). It shows how much of the 
variance in the variables has been accounted for by the factors. The variables making 
up a common factor explain the variance more than the ones with a lower 
communality value. In this result, all the variables have value greater than 0.4. This 
indicates that there is a high degree of confidence in the factor solution for the 
variables used in the measure of business strategy. 
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In determining the minimum number of factors, principal component analysis (PCA) 
is used and it has been suggested in research that is concerned with determining the 
minimum number of factors to account for the maximum amount of variance in the 
data (Hair et al., 1995). PCA with an Eigenvalue of greater than 1.0 is considered 
significant (Everitt and Dunn, 1983) and can be used to determine the factors to 
extract. From Figure 7-1, it is observed that the number of factors extracted is 3, and 
they explained 61. S percent of the variance. 
The result also shows that all of the nine BS items exhibit large factor loadings. A 
factor loading is a correlation between an item and a liven factor (Norusis, 1992). As 
a rule of thumb, Hair et al. (1995) suggest that if the factor loadings are +0.50 or 
greater, they are considered very significant, loadings of +0.40 are considered more 
important and loadings greater than +0.30 are considered significant. In this case, the 
results showed that all the main items have a factor loading of more than ±-0.50, 
implying that the items making up each of the factors are very significantly correlated 
to the factor itself. The New Product strategy has a factor loading of ±0.40 on both 
Factor 2 and Factor 3 which implies that this strategy is pertinent to more than one 
strategic orientation. 
Based on the criterion of Eigenvalue of more than 1, three factors are identified: 
Factor 1: Production Efficiency, Service Quality, Product Quality 
Factor 2: Pricing/Cost Reduction, New Product, Product Differentiation 
Factor 3: Intensive Marketing, New Market, Product Diversification 
7.7.2 Factor Analysis On IT Strategy " Variables 
Since IT strategy items were developed in parallel to business strategy items, it is 
thought to be useful to explore these items using the factor analysis technique as well. 
The purpose is to find out the underlying latent dimensions associated with the nine 
IT strategy items. 
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In testing whether factor analysis was appropriate for the IT strategy instrument, 
KMO and Bartlett tests were conducted. The result is reproduced in Table 7-16. 
Table 7-16 KMO and Bartlett Tests results for the Nine ITS variables 
------- FACTOR ANALYSIS -------- 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy = . 
S2176 
Bartlett Test of Sphericity = 799.74030, Significance = . 
00000 
From Table 7-16, Kaiser-Meyer-Olkin measure for IT strategy variables showed a 
value of . 82176. This indicates a `meritorious' adequacy according to the Kaiser 
(1974) scale and hence is very appropriate for use in further factor analysis. The 
observed value of Bartlett sphericity is also very large (799.74030) and its associated 
significance level is very low (0.00000). Combining the results of the K. MO measure 
and the Bartlett test of sphericity, the variables used in the IT strategy measure clearly 
meet the conditions for subsequent factor analysis. Overall, the result shows that 
factor analysis is suitable and can be appropriately applied for the IT strategy 
variables. 
Similar to the previous analysis, the varimax rotation method is used. The result from 
the initial run of factor analysis indicates that there are two factors with an Eigenvalue 
of more than 1. Since the third factor has the Eigenvalue of . 
9621 5, which is very 
close to 1, the variables are re-run using three factor solution as the criterion. The 
factor loadings, factor structure and communalities for each IT strategy items are 
shown in Figure 7-2. 
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-----------FACT0RANALYSIS----------- 
Final Statistics: 
Variable Co=unality * Factor Eigenvalue Pct of Var Cu. -a Pct 
C_COST . 53924 1 3.89971 43.3 43.3 
C_DIFFER . 58088 ' 2 1.39934 15.5 58.9 
C_DIVER . 70495 ' 3 . 96215 10.7 69.6 
C_EFFICI . 
66844 
C_MARKTG 
. 
84409 ' 
C_NEWMKT . 83342 ' 
C_NEWPRO 
. 
72768 - 
C_QSERV . 68443 
C QUALTY 
. 
67806 ` 
VARIMAX rotation 1 for extraction 1 in analysis 1- Kaiser Nornali_ation. 
VARIMAX converged in 6 iterations. 
Rotated Factor Matrix: 
Factor 1 Factor 2 Factor 3 
C 
_t1E4? 
R0 . 81787 . 16133 . 13092 
C 
_DIVER . 
78624 . 06464 . 28740 
C 
-DIFFER . 
70648 . 
14227 
. 
24804 
C 
_EFeICI . 
17246 
. 
79797 
. 
04404 
C 
_QSERV -. 
04519 
. 74031 . 36651 
C 
_COST . 
16965 . 71286 . 05131 
C QUALTY 
. 
58037 
. 
58410 
. 
00723 
C 
_: 
1ARKTG . 25199 . 18573 . 86377 
C NE41KT . 34710 . 08622 . 83994 
Figure 7-2 Factor Analysis result for the Nine IT strategy variables 
Figure 7-2 shows that all of the ITS items exhibit large factor loadings. All of the 
items have a factor loading of more than 0.5 which implies that the items making up 
each of the factors are very significantly correlated to the factor itself. It is observed 
that the item 'IT support Quality Product' has about the same factor loading on both 
Factorl and Factor 2, implying that this item is equally correlated to both factors. 
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Similar to the result for BS variables, three factors are identified for ITS variables: 
Factor 1: New Product, Product Diversification, Product Differentiation 
Factor 2: Production Efficiency, Service Quality, Pricing/Cost Reduction, 
Product Quality 
Factor 3: Intensive Marketing, New Market 
7.7.3 A Comparison of Factor Analysis Results for BS and ITS Variables 
Comparing the results of factor analysis for business strategy and IT strategy 
variables, there appears to be similarity between the items grouped for each factor as 
shown in Table 7-17. 
Table 7-17 A comparison of BS and ITS factors 
Business Strategic 
Orientation 
Quality Service 
Production Efficiency 
Quality Product 
IT Strategic 
Orientation 
Production Efficiency 
Quality Service 
Pricing/Cost Reduction 
IS Alignment 
Orientation 
'Quality-oriented' 
Quality Product 
- ----------------------"-----"------------------; ---- Product Differentiation New Product Product-oriented 
Pricing/Cost Reduction Product Diversification 
New Product Product Differentiation 
------- --- New Market Intensive Marketing `, Markel-orieirted' 
Product Diversification New Market 
Intensive Marketing 
Based on Table 7-17, there are only two differences observed on the grouping of the 
factors, that is, Pricing/Cost Reduction item is in Factor 2 of business strategy but in 
Factor 1 of IT strategy, and Product Diversification item is in Factor 3 of business 
strategy but in Factor 2 of IT strategy. 
As a validation process, it is decided to re-run the factor analysis on the nine BS and 
ITS variables using a different orthogonal rotation method, that is, the quartimax 
134 
IS Alignment 
method. The ultimate goal of a quartimax rotation is to simplify the rows of a factor 
matrix by rotating the initial factor so that a variable loads high on one factor and as 
low as possible on all other factors. The results are available in Appendix H. 
Comparing the results of factor analysis for BS and ITS variables using different 
rotational methods, it is found that they are very similar. Interestingly, it is observed 
that the variables grouped for each factor for BS and ITS are the same. Therefore, it is 
reasonable to conclude that the three factors identified are valid and stable. 
7.7.4 Factor Analysis on Seven BS and ITS Variables 
Based on the previous results, it is observed that the removal of `pricing/cost 
reduction strategy' and 'product diversification strategy' will result in three factors 
which are identical for both business strategy and IT strategy variables. In exploring 
this possibility, it was decided to re-run factor analysis without the two strategy items. 
A check on the Kaiser-Meyer-Olkin measure (. 71950) and the significance level 
associated with the Bartlett sphericity (0.00000) indicate that the seven BS variables 
meet the conditions for subsequent tests of factor analysis. 
The result of factor analysis for the seven BS variables is shown in Figure 7-3. 
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-----------FACT0RAVaLYSIS----------- 
Final Statistics: 
Variable Communality ` Factor Eigenvalue Pct of Var Cum Pct 
B_DIFFER . 80002 ' 1 2.78535 39.8 
39.8 
B_EFFICI . 64240 2 1.26835 18.1 
57.9 
B_MARKTG . 63852 3 . 93781 14.1 
72.0 
B_NEW 1KT . 77496 ' 
B_NEWPRO . 
76498 
B_QSERV . 74734 ' 
B QUALTY . 67381 ' 
VARI. 1AX rotation 1 for extraction 1 in analysis 1- Kaiser Normalization. 
V:. RIMAX converged in 6 iterations. 
Rotated Factor Matrix: 
-actor 1 Factor 2 Factor 3 
9_ QSERV . 85487 . 03303 . 12427 
3_ QUALTY . 73931 . 34974 -. 07007 
3 EFFICI . 72255 . 01261 . 
34663 
3 
-DIFFER . 
10461 . 88061 . 11663 
3 NE4? RO . 12747 . 84309 . 19475 
3 21EW -! ýT . 15570 . 04305 . 85537 
3 t1ARKTG . 
09681 . 
37077 
. 
70120 
Figure 7-3 Factor Analysis result for the Seven BS variables 
Figure 7-3 indicates that by factoring seven BS variables, three factors emerged with 
exactly the same BS items in each factor as expected. The factor loading for all the 
items in each factor is very large (above +0.50) indicating that there is a high degree 
of confidence in the factor solution. 
Similarly, the factor analysis is re-run for the seven ITS variables with three factor 
solution used as the criterion. A check on the Iuv1O measure (. 76771) and the 
observed value of Bartlett sphericity (571.43712) and its associated significance level 
(0.00000) indicate that factor analysis can be used on the seven IT strategy variables. 
The final statistics are shown in Figure 7-4. 
9 
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-----------FACT0RANALYSIS----------- 
Final Statistics: 
Variable Co: r^unality Factor Figenvalue Pct of Var Cum Pct 
C_DIFFER . 65040 1 3.22608 46.1 46.1 
C_EFFICI . 73237 2 1.18384 16.9 63.0 
C TARKTG . 85246 ' 3 . 90243 12.9 75.9 
C_riEWMKT . 83080 - 
C_NEW9RO . 73936 
C_QSERV . 76151 * 
C_QUALTY . 74543 * 
VARIi"WX rotation 1 for extraction 1 in analysis 1- Kaiser tiornalization. 
VARI AX converged in 6 iterations. 
Rotated Factor Matrix,: 
Factor 1 Factor 2 Factor 3 
C_ t+Eý? RO . 81623 . 25518 . 09949 
C_ DT_? _ER . 74375 . 30721 . 05357 
C QUALTY . 67042 . 02087 . 54362 
C_ . -'_. RKTG . 21583 . 88047 . 17509 
C t, zW%'KT . 27357 . B6136 . 10603 
C_ 7-7FICI . 22196 . 01673 . 82633 
C QSERV -. 01477 . 30397 . 81593 
Figure 7-4 Factor Analysis result for Seven ITS variables 
Based on the result in Figure 7-4, three factors emerged with items grouped for each 
factor as expected except for 'IT support for product quality' which is grouped in 
Factor 1 instead of Factor 3. However, since the factor loading for this item is high 
(above +0.50) on Factor 3 as well, this indicates that it is still valid to regard this item 
as part of Factor 3. 
Naming of the factors is carried out next when a satisfactory factor solution is derived. 
Naming is based on a subjective opinion of the researcher to reperesent the underlying 
nature of the factors (Hair et al., 1995). For example, Factor 1 comprising of 
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Production efficiency, Quality Service and Quality Product can be represented as 
`quality-oriented' business strategy. The match between IT strategy and this business 
strategy can be called as `quality-oriented' IS alignment. The naming of the factors 
has been shown in Table 7-17. 
7.7.5 Justifications For Removing `Pricing/Cost Reduction' And `Product 
Diversification' Strategies From Further Analysis 
The Pricing/Cost Reduction strategy has produced an anomaly in the results of the 
previous analysis. While the results associated with other strategy items are positive, 
the -result for Pricing/Cost Reduction item is negative. This indicates that the 
respondents rated BS variable lower than ITS variable, which implies that while they 
do not adopt `pricing' as part of their business strategy, they are receiving IT support 
for `cost reduction' strategy. As noted, the wordings used to describe this pair of BS- 
ITS variable are not exactly the same, which could very well explain the anomaly in 
the results. Under the business strategy variable, the term `cheap pricing' is used 
while for the IT strategy variable, the term `cost reduction' is used. Initially it was 
hypothesized that this pair of variables correlate with each other as mentioned by the 
Cambridge SBRC (1992), however, it appears that the respondents perceived 
otherwise. In other words, `cheap pricing' is perceived as a distinct strategy from 
'cost reduction'. As the former has the least mean value for the sample, it implies that 
`cheap pricing' is not one of the normal competitive strategies for SMEs in the 
manufacturing sector. Stokes (1995) noted that pricing as a competitive instrument 
depends on the industry and the market of the SMEs. In industries where standard 
products or services can be produced, economies of scale will operate, and the small 
firm cannot seek a competitive advantage in pricing. 
Related to the impacts of IT, the respondents perceived that IT does reduce their 
overall cost. However, this reduction in cost is not necessarily reflected in the 'cheap 
pricing' strategy, but may be reflected in other strategies such as Quality Service or 
New Product. In conclusion, `Cheap Pricing' and `Cost Reduction' are not a proper 
pair for BS and ITS variables which may have created an anomaly in the results. 
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A similar problem is observed for the Product Diversification strategy. An 
examination of the BS-ITS pair indicates that different wordings are used to describe 
the business strategy and IT strategy variables. Under the business strategy, the term 
`broad range of products' is used while under IT strategy, the term 'product 
diversification' is used. While it appears initially that both terms are similar, the 
spurious result in the cross-tabulation result (Table 7-8) implies that the respondents 
were having difficulty in understanding the terms. For example, according to Ansoff 
(1968) product diversification involves both introducing new products and new 
markets, while Barkham et al. (1996) refers to the term 'product diversification' in the 
small business context as `additional products which differed from the main 
products'. While most of the responding companies adopt the `broad range of 
products' strategy, a majority of them (45%) are neutral on the perception of IT 
support for a 'product diversification' strategy. This percentage represents the largest 
compared to other strategy areas. In conclusion, the 'broad range of products' and 
'product diversification' may not be an appropriate pair for the BS and ITS variables. 
Based on the above discussion, it was decided to remove Pricing/Cost Reduction 
strategy and Product Diversification strategy from further analysis. The following 
section will explore the alignment between the three factors of BS and ITS variables 
based on seven strategy areas instead of nine. 
7.7.6 Exploring Three BS-IT Factors 
Whilst the previous analysis focused on alignment between individual BS-ITS pairs, 
this section will examine IS alignment based on the three BS and ITS factors 
identified earlier. 
Singleton et al. (1993) when addressing the issue of composite measures (indexes and 
scales) mentioned that the simplest and most common procedure to combine or 
`aggregate' separate measures is just to add or take an average of the scores of the 
separate items. Based on this view, for this study, it is decided to take the average 
(mean) of the respondent's ratings of the separate variables that constitute that factor 
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to obtain the factor scores. The aggregate score for each business strategy factor is 
calculated by averaging the items in each factor group, that is: 
BS Factor 1 score = (Production Efficiency rating + Quality Service rating + 
Quality Product rating) /3 
BS Factor 2 score = (New Product rating + Product Differentiation rating) /2 
BS Factor 3 score = (Intensive Marketing rating + New Market rating) /2 
A similar computation is done for IT strategy factor scores: 
ITS Factor 1 score = (IT support for PIE rating + IT support for QS rating + 
IT support QP rating) /3 
ITS Factor 2 score = (IT support for NP rating + IT support for PDF rating) /2 
ITS Factor 3 score = (IT support for IM rating + IT support for NM rating) /2 
The other reason why the average instead of the factor scores is used as `measures' for 
each factor is the fact that in this study, factor analysis is primarily used to identify 
which variables went together and not to establish constructs. Furthermore, because 
we are going to end up subtracting these scores for the Matching approach, these 
variables have to end up at 1 to 5 scale, and in particular we do not want them to have 
the same weight. Since weights are involved, it is anticipated that the weight given by 
factor analysis is not much different than the weight obtained by averaging the scores. 
Similar to previous analysis for the nine BS-ITS variables, the analytical scheme for 
measuring the alignment between BS factors and ITS factors for the Matching and 
Moderation perspectives are presented in the following two sections. 
7.7.7 `Matching' as Alignment Measure for BS-ITS Factors 
Business strategy and IT strategy factors are aligned when they are coherent with each 
other. The degree of coherence is measured by calculating the absolute difference 
between each pair of BS-ITS factors, that is, 
FACDIF 1= Absolute (BSFAC 1- ITSFAC 1) 
FACDIF2 = Absolute (BSFAC2 - ITSFAC2) 
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FACDIF3 = Absolute (BSFAC3 - ITSFAC3) 
The mean factor difference is computed by summing up the absolute difference for 
each factor and divided by the number of responding companies: 
Mean Factor Difference = ABS (BSFAC - ITSFACI 
N 
The result for the three factors is shown in Table 7-1 S. 
Table 7-18 Mean Difference for the Factors 
IS Alignment Orientations Mean Std. Dev. N 
(Absolute 
difference) 
Fl `Quality-oriented' 0. S5 0.85 246 
F2 `Product-oriented' 1.04 1.09 243 
F3 `Market-oriented' 1.12 1.03 246 
Table 7-18 shows that Factor 1 has the lowest mean difference which implies that 
Factor I has the highest degree of IS alignment for the sample. 
7.7.8 `Moderation' as alignment measure for BS-ITS factors 
Similar to the analysis done for the nine BS-ITS paired variables, the interactions of 
factors for business strategy and IT strategy variables are explored. The product of 
the three set of factor scores are computed as below: 
FAC 1 PROD = BSFAC 1 score * ITSFAC 1 score 
FAC2PROD = BSFAC2 score * ITSFAC2 score 
FAC3PROD = BSFAC3 score * ITSFAC3 score 
The mean factor product is computed by summing up the product of each factor for all 
companies divided by the number of companies in the sample, or mathematically 
represented as follows: 
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Mean Factor Product = (BS factor * ITS factor) 
N 
The result for the three factors is shown in Table 7-19. 
Table 7-19 Mean Products for Factors 
IS Alignment orientations Mean Std. Dev. N 
(BS* ITS) 
F1 "Quality-oriented" 16.63 4.74 246 
F2 "Product-oriented" 9.56 4.56 243 
F3 "Market-oriented" 5.29 4.68 246 
From Table 7-19, it appears that Factor I has the highest degree of IS alignment since 
the mean product is the highest. Comparing the two approaches, the results for 
Factor 1 are consistent for both approaches. For Factor 2 and Factor 3, the difference 
is more obvious under the Moderation Approach than the Matching Approach. 
7.8 CONCLUSIONS 
Two major conclusions can be drawn from the above analysis related to: (i) IS 
alignment measures, and (ii) IS alignment orientations. 
7.8.1 IS Alignment Measure 
Based on the above analysis, it is observed that for the nine BS-ITS variables, there 
appear to be inconsistent results for some items under the Matching and Moderation 
approaches of measuring IS alignment. This is because the Matching Approach does 
not distinguish between the High-High combination and the Low-Low combination of 
ratings as they both have a high degree of coherence between the variables. Under 
the Moderation Approach, however, a High-High combination is distinguished from 
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the Low-Low combination because the interaction effect is higher for the High-High 
combination than for the Low-Low combination. 
For BS-ITS factors, the results for the IS alignment measure for the 'Matching 
Approach and the Moderation Approach are consistent. This can be explained by the 
fact that the `quality-oriented' factor is a High-High combination and the other two 
factors are High-Low combinations. There is no Low-Low combination in this case, 
therefore the difference between the two approaches in measuring IS alignment is not 
highlighted. 
7.8.2 IS Alignment Orientations 
The result of factor analysis indicates that there are three IS alignment orientations 
based on the reduced set of seven BS and ITS variables adopted for this study. These 
orientations can be briefly described as below: 
'Quality-oriented' IS alignment: The alignment between quality and productivity 
strategies and IT strategy supporting these 
business strategies. 
'Product-oriented' IS alignment: The alignment between product development 
strategy and IT strategy supporting this business 
strategy. 
Market-oriented' IS alignment: The alignment between market-oriented strategy 
and IT strategy supporting this business strategy. 
Based on the previous analysis for the three BS-ITS factors, the `quality-oriented' 
alignment has the highest score. This finding indicates that SMEs in the sample have 
been focusing on the quality and productivity strategy and perceived that existing IT 
infrastructure provides support for this business strategy. This 'match' between IT 
strategy and business strategy reflects to some degree the maturity of these companies 
in utilising the technology. 
Related to product development strategy and market-oriented strategy, the degree of 
IS alignment is not that high. The finding indicates that while most of the responding 
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companies adopt these business strategies, they perceived that their IT utilisation is 
not currently supporting these strategies. I. Y 
7.9 OVERALL ALIGNMENT MEASURES 
This section presents the distribution of the overall alignment measure for the 
Matching Approach and the Moderation Approach. The overall alignment measure is 
computed by summing up all the alignment scores for each factor. 
The graph in Figure 7-5 shows the distribution of the IS alignment scores for the 
Matching Approach. The score represents the sum of the difference of the three BS- 
Std. Dev = 1.95 
Mean = 3.34 
N= 248.00 
v 
Figure 7-5 Distribution of Sum of the Difference of Factors 
The graph shows that the distribution follows an approximately normal pattern with a 
mean of 3.34 and standard deviation of 1.95. A few companies are on the far right of 
the curve which suýýests that they are most mis-aligned on business strategy and IT 
strategy. 
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The graph in Figure 7-6 shows the distribution of the IS alignment scores for the 
Moderation Approach. The score represents the sum of the products for the three BS- 
ITS factors. 
30 
20 
10 
0 
SUMTMFAC 
Std. Dev = 11.29 
Mean = 34.4 
N= 248.00 
Figure 7-6 Distribution of the Sum of Products of BS and ITS Factors 
The graph indicates that the distribution of the overall IS alignment measure based on 
the moderation approach is an approximately normal curve with a mean of 34.4 and 
standard deviation of 11.29. 
Comparing the two graphs, it appears that the distribution of the overall alignment 
scores for the Matching Approach is slightly skewed to the left which implies that 
most of the scores are biased towards high degree of alignment. This is not surprising 
as the Matching Approach of measuring IS alignment does not differentiate between 
the High-High combination and the Low-Low combination. 
7.10 SUMMARY 
The chapter has explored two approaches in measuring IS alignment, that is, the 
Matching Approach and the Moderation Approach. For the Matching Approach, IS 
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alignment is measured by computing the absolute difference between each of the BS 
and ITS variables. The Moderation Approach considers the interaction effect of the 
BS and ITS variables by multiplying the ratings for each pair of variables. Factor 
analysis is conducted on the nine BS variables and ITS variables seperately, and the 
results indicate that three underlying dimensions exist for both sets of variables. 
These dimensions are based on seven instead of the nine original pairs of BS-ITS 
variables. While this chapter has identified the latent dimensions related to the 
business strategy and IT strategy variables, the next chapter will explore whether there 
exists groupings related to the practice of aligning business strategy to IT strategy 
among SMEs in the manufacturing sector. 
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Chapter Eight 
IDENTIFYING AND INTERPRETING IS ALIGNMENT GROUPS 
8.1 INTRODUCTION 
The previous chapter identifies the extent to which SMEs in the manufacturing sector 
achieve IS alignment, which is the degree of `fit' between business strategy and IT 
strategy. The main aim of this chapter is to discuss the use of cluster analysis to 
identify the groups of SMEs based on IS alignment. The method of cluster analysis 
was selected as it is a statistical technique which has been designed to produce 
clusters or groups of highly similar entities. The chapter presents the results of cluster 
analysis for the Matching Approach and the Moderation Approach of measuring IS 
alignment. Subsequently, the cluster solutions for both approaches are compared and 
consolidated. 
The chapter concludes that there are three distinct IS alignment groups. The last part 
of the chapter presents the characteristics of these groups. 
3.2 THE CLUSTER ANALYSIS APPROACH 
Cluster analysis is a way of sorting items into a small number of homogeneous 
groups. The primary goal of cluster analysis is to partition a set of objects into two or 
more groups based on the similarity of the objects for a set of specified characteristics 
(Hair et al., 1995). Like factor analysis, cluster analysis is an interdependence method 
where the relationships between objects and subjects are explored without a dependent 
variable being identified. Unlike factor analysis, cluster analysis focuses on the 
interdependence of the observations or companies instead of the variables. 
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The technique of cluster analysis is widely used in marketing particularly in market 
segmentation research (Punj and Stewart, 1983). Cluster analysis is also gaining 
popularity in strategic management research where the technique is used to identify 
`organisational configurations' which refer to sets of firms that share a common 
profile along conceptually distinct variables (Meyer, et al., 1993). Earlier works on 
strategic management defined groups based on narrow sets of variables, often only 
one or two, and hence failed to capture the multidimensionality of the constructs of 
interest in strategy research (Hatten and Hatten, 1987). Cluster analysis, which takes 
a sample of elements and groups them such that the statistical variance among 
elements grouped together is minimised while between group variance is maximised, 
addresses this limitation. Specifically cluster analysis permits the inclusion of 
multiple variables as sources of configuration definition. 
However, the use of cluster analysis has come under frequent attack (e. g. Barney and 
Hoskisson, 1990; Meyer, 1991). One cause of concern is the extensive reliance on 
researcher judgement that is inherent in cluster analysis (Ketchen and Shook, 1996). 
Unlike techniques such as regression and analysis of variance, cluster analysis does 
not offer a test statistic (such as an F-statistic) that provides a clear answer regarding 
the support or lack of support of a set of results for a hypothesis of interest. A second 
major issue for critics is their perception that most applications of cluster analysis in 
strategy have lacked an underlying theoretical rationale. Often clustering dimensions 
seem to be selected haphazardly (Reger and Huff, 1993). Without a theoretical 
foundation, the clusters that are identified may not reflect any real conditions but 
instead may simply be statistical artifacts (Thomas and Venkatraman, 1988). 
Despite the controversy surrounding cluster analysis, there has been no 
comprehensive assessment of the efficacy of its use (Ketchen and Shook, 1996). 
Ketchen and Shook (1996) were the first to evaluate the application of cluster analysis 
in the field of strategic management and found that the implementation of cluster 
analysis has been often less than ideal. They suggested that multiple methods be 
adopted for each of the clustering process, namely, selection of clustering variables, 
selection of clustering algorithms, determining the number of clusters, and validating 
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clusters. Related to the problems of using cluster analysis, Punj and Stewart (1983) 
noted that these problems also plague multivariate statistics in general: choice of an 
appropriate measure, selection of variables, cross validation and external validation. 
8.2.1 Clustering variables 
Choosing the variables along which to group observations is the most fundamental 
step in the application of cluster analysis (Ketchen and Shook, 1996). The selection of 
variables to be included in the cluster variate will influence the result of cluster 
analysis. Hair et al. (1995) suggested that only variables that (1) characterise the 
objects being clustered, and (2) relate specifically to the objectives of the cluster 
analysis, should be included. The inclusion of an irrelevant variable increases the 
chance that outliers will be created on these variables, which can have a substantive 
effect on the results. 
According to Ketchen et al. (1993), there are three basic approaches to identifying 
appropriate clustering variables: (1) inductive, (2) deductive, and (3) cognitive. The 
inductive approach focuses on exploratory classification of observations. In other 
words, neither the clustering variables nor the number and the nature of the resultant 
groups are tightly linked to deductive theory. In contrast, when following the 
deductive approach, the number and suitability of clustering variables, as well as the 
expected number and nature of groups in a cluster solution, are strongly tied to theory 
(Ketchen et al., 1993). The cognitive approach, while similar to the inductive 
approach because it is not theory-based, differs from the latter as it relies on the 
perceptions of expert informants to define clustering variables instead of what the 
researchers view as important. 
This study adopts the deductive approach in selecting the clustering variables. Instead 
of using as many variables as possible (since the use of many clustering variables is 
expected to maximise the likelihood of discovering meaningful differences), the study 
focuses on alignment scores as the clustering variables. This is in line with the 
suggestion by Ketchen et al. (1993) that studies designed to discern the nature and 
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extent of links between key constructs (in this case, it would be between IS alignment 
and performance) should rely on a deductive approach. 
Factor analysis is often applied prior to cluster analysis, a process sometimes termed 
as `tandem analysis' (for example, Arabie and Hubert, 1994). According to Saunders 
(1994), there are two benefits in doing this: (1) it reduces the number of variables 
which have to be analysed by the cumbersome cluster analysis process, and (2) the 
results from exploratory factor analysis can help the interpretation of the clusters. 
Examples of authors using or recommending this approach include Arnold (1979) and 
Fiedler et al. (1996). However, the use of factor analysis prior to cluster analysis is 
not without its critics (for example, Dillon et al., 1989; Arabie and Hubert, 1994). 
This differing in opinions arises due to lack of understanding of the relationship 
between the factor structures and clusters. Despite the critics, however, the use of 
factor analysis prior to cluster analysis is still adopted by many researchers. In 
strategic management research, for example, Ketchen and Shook (1996) found that as 
much as 32% of those adopting cluster analysis used factor analysis as well. 
This study used the factors as the clustering variables. In trying to validate the use of 
the factor analysis results for the cluster analysis, this study has explored several 
options for the clustering variables, and the results of cluster analysis based on the 
factors are compared with the result of cluster analysis based on the set of individual 
variables. The options explored are: 
1 Using alignment scores for the nine strategy areas 
2 Using alignment scores for the seven strategy areas 
3 Using alignment scores for the three BS-ITS factors 
The dendrograms produced by the cluster analysis operation were examined and 
found to be unique for each of the above options. However, the results indicate that a 
two-cluster solution is the most prominent and consistent for all the options. Hence, it 
is concluded that using factor analysis prior to cluster analysis should not create 
serious problems for this study. 
150 
IS Alignment Groups 
The alignment scores used for clustering are for the three pairs of business strategy-IT 
strategy factors. The option of clustering based on the three business strategy factors 
and three IT strategy factors (instead of the alignment scores) was explored and found 
to produce results which are difficult to interpret. Both approaches of measuring IS 
alignment, that is `matching' and `moderation', are investigated to allow us to 
compare the results and eventually decide on which approach offers the most 
meaningful interpretation of the results. 
8.2.2 Clustering algorithms 
The concepts of distance and similarity are fundamental to cluster analysis. There are 
many methods for calculating the distances between objects. According to Norusis 
(1994), the most commonly used method for measuring distances is the squared 
Euclidean distance, which is the sum of the squared difference over all of the 
variables. 
The procedure used to place similar objects into groups or clusters is called the 
clustering method (Hair et al., 1995). The essential criterion of all the clustering 
algorithms is that they attempt to maximise the differences between clusters relative to 
the variation within the clusters. Two general categories of clustering algorithms are: 
(1) hierarchical and (2) non-hierarchical (Hair et al., 1995). According to Norusis 
(1994), the popular method for forming clusters is agglomerative hierarchical cluster 
analysis, where clusters are formed by grouping cases into bigger and bigger clusters 
until all cases are members of a single cluster. 
Various methods can be used to decide which clusters should be combined at each 
step. These methods include single linkage or nearest neighbour, complete linkage or 
furthest neighbour, average linkage or centroid, and minimum variance or `yard's 
method. Doyle and Saunders (1985) suggest using Ward's hierarchical clustering 
method because this technique is consistently more accurate than others in recovering 
clusters. In Ward's method the distance between two clusters is the sum of squares 
between the two clusters summed over all variables. At each stage in the clustering 
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procedure, the within-cluster sum of squares is minimised over all partitions 
obtainable by combining two clusters from the previous stage 
Following the suggestions above, this study used the cluster analysis routine in SPSS 
for Windows (release 6) to identify SMEs pursuing similar IS alignment strategies. 
The classification method used was Ward's hierarchical clustering routine and the 
distances between objects were measured using the squared Euclidean distance. 
8.3 CLUSTER ANALYSIS RESULTS FOR THE MATCHING APPROACH 
A major issue with all clustering techniques is how to select the number of clusters. 
There are many criteria and guidelines for approaching the problem. Unfortunately, 
no standard, objective -selection procedure exists (Hair et al., 1995). The most 
common approach is to observe the clustering process and note when the stress of 
bringing two clusters together becomes particularly large. Appendix I contains the 
result of the cluster analysis for the `matching' approach, including the cases being 
combined at each stage of the process, the clustering coefficients, and the dendrogram. 
The dendrogram suggests that the appropriate cut off point for further cluster 
formation is at the cluster distance of 10.0 units which suggests that two clusters are 
identified. 
The Ward's method calculates cluster coefficient values. The values are shown in 
Table 8-1 for the final six cluster combination steps. The final column shows how the 
Ward's coefficient has changed due to two clusters combining. A large change in the 
value of the coefficient indicates that two dissimilar clusters have combined, while a 
small value depicts the combination of two relatively similar clusters. 
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Table 8-1 Cluster Analysis Proximity Values Using Ward's Method 
Cluster Combination Step Resulting Ward's Change in % change in 
Moving From Coefficient Coefficient agglomeration 
coefficient 
7 to 6 178.525238 18.58456 10.4 
6 to 5 202.470612 23.94538 11.8 
5 to 4 241.859558 39.38894 16.3 
4 to 3 286.596832 44.73728 15.6 
3 to 2 343.100433 56.5036 16.5 
ý ý5ý4: 
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From the table, it is observed that the step from 2 to 1 cluster produced a noticeable 
increase in the Ward's coefficient. This suggests that the two cluster solution is 
appropriate, which supports the previous conclusion based on the graphical 
presentation given by the dendrogram. 
In an attempt to identify a cluster solution that is statistically valid, an analysis of 
variance for the two cluster solution was computed. ANOVA or analysis of variance, 
is a statistical technique used to test the null hypothesis that several population means 
are equal (Norusis, 1994). This technique examines the variability of the observations 
within each group as well as the variability between the group means. This technique 
will provide a significant result if at least two of the means are significantly different. 
Table 8-2 exhibits the essential information for the interpretation of the two clusters 
solution. For each cluster, the mean value (centroid) for each of the three factors is 
provided. The result of the one-way ANOVA shows that the F-ratio is large and the 
observed significance level is less than . 
00005 for all the three factors. Therefore, we 
can reject the null hypothesis that the two clusters have the same mean for the three 
alignment factors. In other words, the two clusters are significantly different on the 
three alignment factors. 
t 
153 
IS Alignment Groups 
Table 8-2 Alignment groups based on the two-cluster solution (matching approach) 
Alignment (BS-ITS) Cluster 1 
(162) 
Cluster 2 
(78) 
F Ratio F Prob. 
F1 'Quality-oriented' alignment . 7407 1.3590 30.0549 . 0000 
F2 'Product-oriented' alignment . 7685 2.1667 105.2893 . 0000 
F3 'Market-oriented' alignment . 
8796 1.9359 152.9216 
. 0000 
Table 8-2 shows that Cluster 1 is larger than Cluster 2. It represents about 67% of the 
total sample of SMEs studied. From the table, it is obvious that Cluster I has lower 
group means in each clustering variable than Cluster 2. Keeping in view that for the 
Matching Approach, a low mean score implies that the degree of IS alignment is high, 
Cluster I is clearly more aligned on the three factors than Cluster 2. This implies that 
companies in Cluster 1 perceived that there is a high degree of "match" between 
`quality-oriented', `product-oriented' and `market-oriented' business strategies and 
their IT strategy. On this basis, it is reasonable to label the first cluster as `Aligned' 
and the second cluster as `Non-aligned'. 
For the Aligned group, the degree of alignment is about the same for all the three 
alignment orientations. For the Non-aligned group, however, the degree of IS , CD 
alignment differs for the three alignment orientations, with the degree of alignment 
the highest for the `quality-oriented' orientation. 
In an attempt to understand further IS alignment for the two clusters, one-way 
ANOVA is used to analyse the means of the business strategy and IT strategy 
variables for the two clusters. The results are summarised in Tables 8-3 and 8-4. 
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Table 8-3 One-way ANOVA result for business strategy variables (matching approach) 
Business Strategy Cluster I Cluster 2 F Prob. 
"Aligned" "Non-aligned" 
Quality service strategy 4.6914 4.7308 . 
6345 (N/S) 
'Quality- Quality product strategy 4.3827 4.4487 . 
5233 (NIS) 
oriented' 
Production efficiency strategy 4.3765 4.4359 . 5943 (N/S) 
`Product- New product strategy 3.5185 4.0641 . 0003 
oriented' 
Product differentiation strategy - 3.4198 4.0128 . 0000 
`Market- New market strategy 3.6728 3.9103 . 0967 (N/S) 
oriented' 
Intensive marketing strategy 3.0370 3.3590 . 0240 
Table 8-3 shows that the two clusters are significantly different on three business 
strategies, that is, Product Differentiation, New Product and Intensive Marketing. 
Overall, the group means for the Non-aligned group are higher than the Aligned group 
for all strategy areas. This implies that SMEs with a lower degree of IS alignment 
pursue all the business strategies listed more than those with a higher level of IS 
alignment. 
The table also shows that the Non-aligned group has high mean values (4.00 and 
above) for almost all of the strategy areas, which implies that companies in this cluster 
adopt a rather diverse business strategy. The Aligned group adopts a more focused 
business strategy, with the mean values greater than 4.00 for only `quality-oriented' 
business strategies. The result is not surprising as a focused strategy means that there 
is a clear target for IT resources to be directed. Moreover, a diverse business strategy 
may reflect lack of direction or lack of strategy at all. 
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Table 8-4 One-way ANOVA result for IT strategy variables (matching approach) 
IT Strategy Cluster I Cluster 2F Prob. 
"aligned" "non- 
aligned" 
IT support quality product strategy 3.5741 2.8333 . 0000 
`Quality- IT support quality service strategy 3.9198 3.6538 . 
0557 
oriented' 
IT support production efficiency strategy 3.8827 3.5641 . 0216 
`Product- IT support product differentiation strategy 2.8148 1.9744 . 0000 
oriented' 
IT support new product strategy 2.9568 2.0513 . 0000 
`Market- IT support intensive marketing strategy 2.6914 2.0897 . 0000 
oriented' 
IT support new market strategy 2.3457 1.7179 . 0000 
The result from Table 8-4 shows that the two clusters are significantly different on all 
strategic areas related to IT support (significant at 5% level, except for `quality 
service' which is significant at 10 % level). The Aligned group has mean values 
which are greater than the Non-aligned group on all seven strategic areas. This 
implies that SMEs with higher degree of IS alignment have information systems 
which support business strategies adopted by the companies. 
Combining the results from Tables 8-3 and 8-4, it appears that while SMEs in the 
Non-aligned group pursue the business strategies more than the Aligned group, they 
are not receiving enough support from their existing information systems. This 
perhaps contributes to the lower degree of IS alignment for the group. On the other 
hand, SMEs in the Aligned group received IT support not only for the `quality- 
oriented' business strategies which they emphasised, but also for other business 
strategies as well. This may be explained by the cross-functional impacts of 
computerisation which affect various facets of the organisation. 
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8.4 CLUSTER RESULTS FOR THE MODERATION APPROACH 
Using the same clustering method, cluster analysis was done on the alignment 
measures for the three factors under the Moderation Approach. Appendix J contains 
the result of the cluster analysis for the Moderation Approach, including the cases 
being combined at each stage of the process, the clustering coefficients, and the 
dendrogram. The dendrogram suggests that the appropriate cut off point for further 
cluster formation is at the cluster distance of 10.0 units which suggest that two 
clusters are identified. 
An examination of Ward's coefficient shows that a large change occurs at the step 
from 2 to I clusters as shown in Table 8-5. This suggests that a two cluster solution is 
appropriate, which supports the previous conclusion based on the dendrogram. 
Table 8-5 Cluster Analysis Proximity Values Using Ward's Method 
Cluster Combination Step Resulting Ward's Change in % change in 
Moving From Coefficient Coefficient agglomeration 
coefficient 
7 to 6 5339.940918 624.652 11.7 
6 to 5 6187.366699 847.426 13.7 
5 to 4 7039.615234 852.248 12.1 
4 to 3 8292.101563 1252.487 15.1 
3 to 2 9608.017578 1315.9159 13.7 
fi ý 
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Similar to the previous analysis, one-way ANOVA is used to analyse the group means 
for the two clusters. The result is shown in Table 8-6. 
Table 8-6 Alignment groups based on the two-cluster solution (moderation approach) 
Alignment (BS*ITS) Cluster I Cluster 2F Ratio F Prob. 
(124) (116) 
Fl 'Quality-oriented' alignment 19.2124 13.7433 118.54 . 0000 
F2 'Product-oriented' alignment 13.1915 6.2629 249.78 . 0000 
F3 'Market-oriented' alignment 11.0968 5.3728 143.03 . 0000 
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Table 8-6 shows that the mean values of all the centroids of each cluster are 
significantly different at the 0.001 level. The finding that the two clusters are 
significantly different for all the three alignment variables is very important as it 
confirms that two distinct clusters have been identified. 
From Table 8-6, it is observed that Cluster 1 has higher group means for all the three 
IS alignment variables than Cluster 2. For the Moderation Approach, this implies that 
SMEs in Cluster 1 have higher degree of IS alignment than those in Cluster 2. On this 
basis, it is reasonable to label Cluster I as the `Aligned' group and Cluster 2 as the 
`Non-aligned' group. Both clusters are most aligned on `quality-oriented' strategies 
and least on `market-oriented' strategies. It is also interesting to note that there are 
about the same number of SMEs in each cluster. 
Similarly, in an attempt to gain a clearer picture of IS alignment, one-way ANOVA is 
performed on business strategy and IT strategy variables seperately, and the results are 
exhibited in Tables 8-7 and 8-8. 
Table 8-7 One-way ANOVA result for business strategy variables (moderation approach) 
Business Strategy Cluster I Cluster 2 F Prob. 
"aligned" "non-aligned" 
Quality product strategy 4.6129 4.1810 . 0000 
'Quality- Quality service strategy 4.8387 4.5603 . 0000 
oriented' 
Production efficiency strategy 4.6532 4.1207 . 0000 
`Product- Product differentiation strategy 4.0081 3.1897 . 0000 
oriented' 
New product strategy 4.1129 3.2500 . 0000 
`Market- Intensive marketing strategy 3.5403 2.7155 . 0000 
oriented' 
New market strategy 4.0242 3.4569 . 0000 
The result from Table 8-7 shows that the two groups are significantly different on all 
seven business strategy areas (at 5% significance level). SMEs in the Aligned group 
have higher group means for all strategy areas compared to those in the Non-aligned 
158 
IS Alignment Groups 
group. This implies that the Aligned group perceived all the strategic areas as more 
important than the Non-aligned group. Considering a mean value of above 4.00 as the 
cut-off point, it appears that the Non-aligned group adopts a more focused business 
strategy, that is, adopting only the `quality-oriented' business strategies. The 
Aligned group, on the other hand, appears to pursue a diverse business strategy, 
emphasising all strategy areas except the `intensive marketing' strategy. 
Table 8-8 One-way ANOVA result for IT strategy variables (moderation approach) 
IT Strategy Cluster I Cluster 2F Prob. 
"aligned" "non-aligned" 
IT support quality product strategy 3.9032 2.7241 . 0000 
`Quality- IT support quality service strategy 4.2097 3.4310 . 0000 
oriented' 
IT support production efficiency 4.1048 3.4310 . 0000 
strategy 
`Product- IT support product differentiation 3.1371 1.9052 . 0000 
oriented' strategy 
IT support nerv product strategy 3.3226 1.9569 . 0000 
`Market- IT support new market strategy 2.6694 1.5776 . 0000 
oriented' 
IT support intensive marketing 3.0565 1.8966 . 0000 
strategy 
Table 8-8 shows the strategic value of the existing systems for both groups. The table 
shows that the two groups are significantly different on all strategic areas related to IT 
support (at 5% significant level). The group means for SMEs in the Aligned group 
are higher than for SMEs in the Non-aligned group on all IS alignment orientations. 
This implies that current IT facilities for the Aligned group support all the seven 
business strategies adopted by these companies. 
8.5 CLUSTER VALIDATION 
Since hierarchical cluster analysis is somewhat subjective, it is important to validate 
and examine the stability of the chosen clusters. Validation includes attempts to 
assure that the cluster solution is representative of the general population, and thus is 
generalizable to other objects and stable over time. Initial validation of grouping is 
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carried out by determining that the two clusters are significantly different from each 
other using multivariate analysis of variance. In this case, each group's observed F 
statistic revealed differences significant at the 0.05 level for both the matching 
approach and the moderation approach. To gain further confidence in the chosen 
clusters, the following three validation methods suggested by Green et al. (1988) were 
also carried out. The three methods are as follows: 
(1) split the data into halves and analyse each half seperately; 
(2) delete several variables from the original set of variables; 
(3) use a different clustering routine. 
This study implemented two of the three ways suggested for validating the two-cluster 
solution, that is, method (1) and method (3). The second method is not carried out 
because it is argued as not appropriate for this study since all the variables used for 
clustering are significant and contribute to seperating the clusters (see Table 8-2 and 
Table 8-6). Validation of the cluster solution is carried out for both approaches of 
measuring IS alignment. 
The purpose of the first method is to check the stability of the clusters. This method 
necessitates the random splitting of the sample into halves; 120 cases in each. 
Subsequently, Ward's hierarchical clustering was performed for each half and the 
means for each cluster were examined. If the clustering process is stable, the means 
for the two halves of the sample should be similar (see Table 8-9 for the Matching 
Approach and Table 8-10 for the Moderation Approach). 
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Table 8-9 Comparison of group means and significance levels for the two-cluster solution from 
splitting data into halves (matching approach) 
Cluster 1: Cluster 2: F Ratio Significance 
'Not Aligned' 'Aligned' (F Prob. ) 
`q! 
Variables 'i1 thal 2nd half lsthaffl 2nd half ' Istha1f 2nd ast 2nd 
half ' hälfý half 
it ý': 
Sils.. ' 
.. 
'ýýtn..: ". s . r. ^"- , lý, vl ý^ 
Factor I v 1.49F- ; 1.533 ' 729 . 
6941 533.99 36.73 q, 0000 . 
0000 
iL? - ern, 
" _ä 
tY !. 'ý ti 
Factor -2 ; 22L93.2.400 X796 - . 8882 tJ60 93 166.78 '-0000l . 0000 
Factor 3 29 1 771 1 012 85 61 22 127 17 '0000 0000 . < . . . . 
Number of 34 35 . 86'x; 85 
members 
Table 8-10 Comparison of group means and significance levels for the two-cluster solution from 
splitting data into halves (moderation approach) 
Cluster 1: Cluster 2: F Ratio Significance 
`Aligned' `Not Aligned' (F Prob. ) 
Variables ; JS tthä f 2nd half =-1sthalf-' 2nd half t "sIst' 2nd 
' 
r12nd 
- hälf half al half 
Factor 1 418 80 18.08 14: 59: 13.51 a2838 35.76 1; 2: 0000 . 0000 
Factor 2 (: 13: 11 12 69 76 5 Ü7 4 146 9 0000' 0000 . . . ;. . 
Factor 3 z l"1; 6Ö"ý 10.06 5.15 °'- 56.46 1'10.8, =:. 0000' . 0000 
Number of 74'tc 64 56 
members ; ^' ý. ý : N; "f Y. 
; 
The results from Table 8-9 and Table 8-10 show that using the same method of cluster 
analysis, both the first half and the second half of the data sets were classified into two 
groups. Similar to the results from the whole data set, all the clustering variables are 
significant for the two halves. 
Further, Chi-squared tests were performed to compare the results from analysing the 
240 cases and the results from analysing the split halves The result of the Chi-squared 
tests for the Matching Approach comparing the whole data set and the first half is 
shown in Table 8-11. 
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m Table 8-9 Corpar soE of group ,. 'ans and :;. b. _. ä _Je 
levels for the two-c as er Solluv l 3i o 
spldtt .- i-: :. w hares (matching approach 
Cluster 1: C? Ester 2: : Ratio Sig_. _ zce 
INo; . lined' 
(F : rob. ) 
Variables :. s ta2: ßd 2: ßü h-: 2nd 
2nd 
-- 
f F alf 
Factor 1.5 3 . 
6941 - : "6.73 . 
3000 
Fav or 2 
- 2.400 . 
8882 166.78 0000 
-actor 3 -`! 1.771 1.012 22.17 _ _( C 
-- 
iN u r7ber c. I. - - ,5 85 I 
n. -mbes s 
Table 8-1 0 Comparison of group means and significance levels for the two-cluster solution from 
splitting data into halves (moderation approach) 
C user 1: C lister 2: F Ratio Sigr_icance 
`Aimed' it , Aligner' 
(P -ob. ) 
Variables 2nd h alf 2nv ha`f = 
In 2nd 
-Et 
hr., half 
actor 1 18.08 13.51 35.76 . 
0000 
Factor 2 12.6 57 146.9 . 
J000 
Factor 3 0.06 = 5.15 56.46 . 
0000 
4f 
Number of 64 56 
members 
'he results from Table 8-9 and Table 8-10 show that using the same method of cluster 
analysis, both the first half and the second half of the data sets were c assified into two 
groups. Similar to the results from the whole data set, all the clustering variables are 
significant for the two halves. 
Further, C: 11-squared tests were performed to co: -. pare the results from analysing the 
240 cases and the results from analysing the spli halves The result of the Chi-squared 
tests for the Matching Approach comparing the whole data set and the first Waif is 
show: in Table 8-11. 
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gnment Group, IS A lli 
lable 8-11 Comparison of resu a na, ysing n's 240 cases o-.; results fror. . ;.. ye 
two 
a es idtchi g app "_ : ': i; 
Two haves split 
Aäi; red I4ot aligned Row Total 
Whole da a Ai greü X58 4 162 
set 
Not alined ?3ý. 73 
Column Total 171, -. 240 
From the table, it can be seer, that 223 cases (total for the snaded areas) out of 240 
cases (92.9 %) were classified consistently. Therefore, there is consistency between 
the resu is for cluster analvsis using the whole data se and the results for duster 
analysis using part of the data set for the Matching Approach. Similarly, Chi-squared 
tests were performed to compare the results from anaiysfng the 240 cases and the 
results from anaiysing the two split halves for the Moderation Approach. The resu is 
are shown it Table 8-12. 
Table 8-12 Comparison of results anaiysFrig 211 240 cases aid resu is from anal s rig the two 
r aives split (moderation approach; 
Two : salves split 
Alined Not a igneü Row To a1 
Whole care A g, ed j 12 < '.. 3 124 
set 
Not aligned 
j 9t'ß 116 
; ti -- 
Co umn Total 138 i2 240 
From the table, it can be seen tha 220 cases (total for the shaded areas) ou of 24'0 
cases (. 91.7%) were ciassif cd consistently. Therefore, again there s co-nsiste icy 
between he results for cluster analysis using the whole data set and tie results or 
cluster analysis usirg part of the data set for the Moderation Approach. 
The second method adopter by this study to test for replicability of the cluster 
solutions is o use a ci fermi l steriag routine. A two-stage procedure where a 
_erarc 
Joa1 algorithm S used to define the Iäl. mber of cluste_: s car clL. s ei ce itroidS 
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Table 8-11 Comparison of results analysing all 240 cases and results from analysing the two 
halves split (matching approach) 
Whole data Aligned 
set 
Not alined 
Two halves split 
Aligned Not aligned 
,;. 
13 
Column Total 1 171 69 
Row Total 
162 
78 
240 
From the table, it can be seen that 223 cases (total for the shaded areas) out of 240 
cases (92.9 %) were classified consistently. Therefore, there is consistency between 
the results for cluster analysis using the whole data set and the results for cluster 
analysis using part of the data set for the Matching Approach. Similarly, Chi-squared 
tests were performed to compare the results from analysing the 240 cases and the 
results from analysing the two split halves for the Moderation Approach. The results 
are shown in Table 8-12. 
Table 8-12 Comparison of results analysing all 240 cases and results from analysing the two 
halves split (moderation approach) 
Whole data I Aligned 
set 
Not aligned 
Two halves split 
Alined Not alined 
12F=: 23 
17 
Column Total 1 138 102 
Row Total 
124 
116 
240 
From the table, it can be seen that 220 cases (total for the shaded areas) out of 240 
cases (91.7%) were classified consistently. Therefore, again there is consistency 
between the results for cluster analysis using the whole data set and the results for 
cluster analysis using part of the data set for the Moderation Approach. 
The second method adopted by this study to test for replicability of the cluster 
solution is to use a different clustering routine. A two-stage procedure where a 
hierarchical algorithm is used to define the number of clusters and cluster centroids 
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and use these results as the starting points for subsequent nonhierarchical clustering is 
advocated by many experts (Hair et al., 1995; Punj and Stewart, 1983). A 
nonhierarchical clustering called K-Means cluster analysis was used to examine 
further the results from Ward's hierarchical cluster analysis. The first step in 
conducting a K-Means cluster analysis is to analyse the data using Ward's hierarchical 
cluster analysis to determine the number of clusters and the means of those clusters. 
The second step is to analyse the data using the K-Means routine with the specified 
number of clusters and the means of those clusters from Ward's hierarchical method. 
Using the K-Means method of cluster analysis with unspecified or random means can 
lead to very poor cluster solutions. The final result of the K-Means method of cluster 
analysis for the Matching Approach was called QCL_4. The results of the Chi- 
squared test for Ward's clusters and QCL_4 are shown in Table 8-13. 
Table 8-13 Comparison of CLU2_2 Ward method by QCL_2 K-? deans routine (matching 
approach) 
CLU2_2 Ward Method by QCL_4 
QCL_4 Page 1 of 1 
Count 
Exp Val 
Tot Pct Row 
1 2 Total 
CLU2_2 
1 72 6 78 
27.6 50.4 32.5% 
30.0% 2.5% 
2 13 149 162 
57.4 104.6 67.5% 
5.4% 62.1% 
Co1u.: n 85 155 240 
Total 35.4% 64.6% 100.0% 
Chi-Sauare 
-------------------- 
Value 
----------- 
DF 
---- 
Significance 
------------ 
Pearson 163.51222 1 . 00000 
From Table 5-13 it can be seen that 221 out of 240 cases (92.1%) were classified 
consistently and the Pearson value, 163.5, is greater than the critical value at the 5% 
significance level. Using the Matching Approach, the results of clustering using 
Ward's method and the K-Means method are very similar. 
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The final result of the K-Means method of cluster analysis for the Moderation 
Approach was called QCL_1. The results of the Chi-squared test for Ward's clusters 
and QCL_1 are shown in Table 8-14. 
Table 8-14 Comparison of CLU2_1 Ward method by QCL_I K-Means routine (moderation 
approach) 
CLU2_1 ward Method by QCL_1 
QCL_1 Page 1 of 1 
Count 
Ern Val 
Tot Pct Row 
12 Total 
CLU2_1 
1 110 14 124 
58.9 65.1 51.7% 
45.8% 5.8% 
24 112 116 
55.1 60.9 48.3: 
1.7% 46.7% 
Co1u.: n 114 126 240 
Total 47.5% 52.5% 100.0% 
Chi-Square Value DF Significance 
-------------------- ----------- ---- ------------ 
Pearson 174.71108 1 . 00000 
From Table 8-14 it can be seen that 222 out of 240 cases ( 92.6 %) were classified 
consistently and the Pearson value, 174.7, is greater than the critical value at the 5% 
significance level. Using the Moderation Approach, the results of clustering using 
Ward's method and the K-Means method are again very similar. 
Summarising the results of the two methods suggested for validating a cluster 
solution, it is reasonable to conclude that the data collected from 240 SMEs in the 
manufacturing sector can validly be clustered into two groups for the Matching 
Approach and the Moderation Approach of measuring IS alignment. The two groups 
differ in terms of the extent to which the companies achieve IS alignment. 
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8.6 A COMPARISON OF CLUSTER SOLUTIONS FOR THE MATCHING 
APPROACH AND THE MODERATION APPROACH 
In an attempt to understand IS alignment among SMEs in the manufacturing sector, 
cluster solutions for the Matching Approach and the Moderation Approach are 
compared. The comparison is made for alignment variables, business strategy 
variables and IT strategy variables, as shown in Table 8-15. 
Table 8-15 A Comparison of alignment variables, business strategy variables and IT strategy 
variables for the Matching Approach and the Moderation Approach 
Groups N IS Alignment Business Strategy** IT Strategy 
Aligned 162 HIGH 'Quality-oriented' HIGH 
Matching 
Approach Non- 78 LOW `Quality-oriented' LOW 
aligned 'Product-oriented' 
`Quality-oriented' 
Aligned 124 HIGH 'Product-oriented' HIGH 
Moderation 'New Market strategy' 
Approach 
Non- 116 LOW 'Quality-oriented' LOW 
aligned 
** Based on the cut-off p oint o f group mean of 4.00. 
Table 8-15 indicates that for the Matching Approach, the group with a high degree of 
IS alignment is the one with SMEs that focused their business strategy on 'quality- 
oriented' strategies, and their existing IT infrastructure offers support to these 
strategies. For the Moderation Approach, however, the cluster with a high degree of 
IS alignment is the one with companies that adopt diverse business strategies and their 
current IT facilities support these business strategies. 
Based on the above findings, it is reasonable to conclude that regardless of a focused 
or a diverse business strategy adopted, companies that have a high degree of IS 
alignment are those which implement information systems that to some extent support 
the strategies adopted. In other words, the degree of IS alignment is independent of 
the type or the degree of diversity of the business strategy adopted. However, there 
appears to be some association between IS alignment and the level of support of IT 
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for business strategy implemented by the companies. The direction of the association 
seems to be consistent for both approaches. 
Table 8-15 also implies that there is inconsistency between the characteristics of the 
two alignment groups based on the two approaches of measuring IS alignment. Since 
the two groups for both approaches are statistically valid, the difference is related to 
the approaches themselves. In an attempt to understand this difference, Chi-square 
test is performed to identify the number of companies that are categorised consistently 
by the two approaches or otherwise. The result is shown in Table 8-16. 
Table 8-16 Chi-square test for the two cluster solutions for matching and moderation 
approaches 
CLU2 1 Ward Method by CLU2 2 Ward 
Count 
Exp Val 
Tot Pct 
CLU2 1 
Align 
` , odora won' 
CIM 2 'matching, 
Raa 
N/A Align Total 
23 101 124 
40.3 83.7 51.7% 
9.6% 42.1% 
23 101 ; 124 
40.3 83.7 51.7% 
9 . 6%% 42.1% 
N/Aý, 55 61 
37.7 78.3 
22.9% 25.4% 
116 
48.3% 
Column 78 162 
Total 32.5% 67.5% 
Chi-Square Value Dr Significance 
Pearson 22.76337 1 . 
00000 
Continuity Correction 21.46659 1 . 
00000 
Table 8-16 shows that 101 companies are categorised as `Aligned' by both approaches 
while 55 companies are categorised as `Non-aligned' by both approaches. Since there 
is consistency between the groupings for both approaches, it is reasonable to conclude 
that these groups clearly represent the `Aligned' group and the `Non-aligned' group 
respectively. There is inconsistency in the grouping of another two groups; 23 
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companies from the sample are considered as `Aligned' by the Moderation Approach, 
but `Not aligned' by the Matching Approach. Another 61 companies fall under the 
`Aligned' group for the Matching Approach but `Not aligned' for the Moderation 
Approach. Relating to the ratings of business strategy variables and IT strategy 
variables, the following represents the combinations for the four groups: 
" Group l (23) : High BS-Low ITS or Low BS-High ITS (Large Products) 
" Group 2 (55) : High BS-Low ITS or Low BS-High ITS (Small Products) 
" Group 3 (101): High BS-High ITS 
" Group 4 (61) : Low BS-Low ITS 
In an attempt to identify the characteristics of the four groups identified above, one- 
way ANOVA is carried out for the business strategy variables and IT strategy 
variables. Before the ANOVA is performed, the two sets of two-cluster solutions are 
combined into a four-cluster solution using the following computation: 
New Cluster Number = Cluster Number under Matching Approach + (2 * 
Cluster Number under Moderation Approach )-2 
The results of one-way ANOVA between the four groups and business strategy and IT 
strategy variables are exhibited in Tables 8-17 and 8-18 respectively. 
I 
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Table 8-17 One-way ANOVA result for business strategy variables (combined approaches) 
Business Strategy CI C2 C3 C4F Prob. 
A-Moder N/Aligned A-both A-Match 
(23) (55) (101) (61) 
Quality product strategy 4.7391 4.3273 4.5542 4.0492 . 0000 
`Quality- Quality service strategy 4.9130 4.6545 4.8218 4.4754 . 0000 
oriented' 
Production efficiency 4.9565 4.2182 4.5842 4.0328 . 0000 
strategy 
`Product- Product differentiation 4.6522 3.7455 3.8614 2.6885 . 0000 
oriented' strategy 
New product strategy 4.7826 3.7636 3.9604 2.7869 . 0000 
`Market- Intensive marketing 4.0000 3.0909 3.4356 2.3770 . 0000 
oriented' strategy 
New market strategy 4.3913 3.7091 3.9406 3.2295 . 0000 
From Table 8-17, it is clear that companies that are aligned only under the Moderation 
Approach have the highest mean scores for all business strategy areas. This implies 
that these companies pursue a diverse business strategy encompassing all the strategy 
areas included in the study. There is not much difference between the companies that 
are aligned under both approaches and those that are not aligned under both 
approaches in terms of the type of business strategy adopted. Both groups seem to 
emphasize `quality-oriented' business strategy, however, they also pursue other 
business strategy although to a lesser degree. The group of companies that are aligned 
only under Matching Approach, on the other hand, appear to adopt a more focused. 
business strategy. These companies only pursue `quality-oriented' business strategy. 
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Table 8-18 One-way ANOVA result for IT strategy variables (combined approaches) 
IT Strategy C1 C2 C3 C4 F Prob. 
A-Moder N/Aligned A-both A-Match 
(23) (55) (101) (61) 
IT support quality product 3.7391 2.4545 3.9406 2.9672 . 0000 
strategy 
`Quality- IT support quality service 4.2609 3.4000 4.1980 3.4590 . 0000 
oriented' strategy 
IT support production 4.2609 3.2727 4.0693 3.5738 . 0000 
efficiency strategy 
`Product- IT support product 2.5217 1.7455 3.2772 2.0492 . 0000 
oriented' differentiation strategy 
IT support new product 2.8696 1.7091 3.4257 2.1803 . 0000 
strategy 
`Market- IT support new market 2.3043 1.4727 2.7525 1.6721 . 0000 
oriented' strategy 
IT support intensive 2.9565 1.7273 3.0792 2.0492 . 0000 
marketing strategy 
Related to IT strategy, Table 8-18 shows that the majority of the companies in the 
sample, which are aligned under both approaches, have high mean scores for all 
strategy areas. This implies that these companies are gaining IT support for the 
business strategy adopted. Companies that are aligned only under the Moderation 
Approach appear to have similar scores as those which are aligned under both 
approaches except for IT support related to product-oriented business strategy. 
Since Cluster 1 and Cluster 3 are similar in many ways, and Cluster 1 is quite small, 
the two groups are combined and one-way ANTOVA is again performed on the three 
new clusters to examine the differences between the groups. The results for business 
strategy variables and IT strategy variables are shown in Table 8-19 and Table 8-20 
respectively. 
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Table 8-19 One-way ANOVA result for business strategy variables (combined approaches -3 
clusters) 
Business Strategy C1 
A-both/ moder 
(124) 
C2 
N/Aligned 
(55) 
C3 
A-Match 
(61) 
F Prob. 
Quality product strategy 4.6129 4.3273 4.0492 . 0000 
`Quality- Quality service strategy 4.8387 4.6545 4.4754 . 0004 
oriented' 
Production efficiency 4.6532 4.2182 4.0328 . 0000 
strategy 
`Product- Product differentiation 4.0081 3.7455 2.6885 . 0000 
oriented' strategy 
New product strategy 4.1129 3.7636 2.7869 . 0000 
`Market- Intensive marketing 3.5403 3.0909 2.3770 . 0000 
oriented' strategy 
New market strategy 4.0242 3.7091 3.2295 . 0000 
It is interesting to note that a clear pattern emerges from Table 8-19. The group with 
high IS alignment for both approaches and high alignment for the Moderation 
Approach, has the highest mean scores for all the strategy areas. This is followed 
with the group with low IS alignment for both approaches. The means for all the 
strategy areas are the lowest for the group with high IS alignment for only the 
Matching approach. The results imply that the group of companies that has a high 
degree of alignment between business strategy and IT strategy are pursuing the 
strategy areas the most compared to other groups. In other words, these companies 
have a clear strategic direction. 
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Table 8-20 One-way ANOVA result for IT strategy variables (combined approaches -- 3 
clusters) 
IT Strategy C1 C2 C3 F Prob. 
A-both/ moder N/Aligned A-Match 
(124) (55) (61) 
IT support quality product 3.9032 2.4545 2.9672 . 0000 
strategy 
`Quality- IT support quality service 4.2097 3.4000 3.4590 . 0000 
oriented' strategy 
IT support production 4.1048 3.2727 3.5738 . 0000 
efficiency strategy 
'Product- IT support product 3.1371 1.7455 2.0492 . 0000 
oriented' differentiation strategy 
IT support new product 3.3226 1.7091 2.1803 . 0000 
strategy 
`Market- IT support new market 2.6694 1.4727 1.6721 . 0000 
oriented' strategy 
IT support intensive 3.0565 1.7273 2.0492 . 0000 
marketing strategy 
Interestingly, the result for IT strategy, which is shown in Table 8-20, also indicates a 
clear pattern which distinguishes the three groups. The group which is aligned for 
both approaches and for the Moderation Approach only, has the highest mean scores 
for IT support in all strategy areas. The next highest mean scores for all strategy areas 
are observed for the group with high IS alignment for only the matching approach. 
The group of companies with low IS alignment for both approaches has the lowest 
mean values. It is noted that the drop in the mean values for all areas between Cluster 
1 and Cluster 3 are bi-, while the difference in the mean values are smaller between 
Cluster 3 and Cluster 2. 
The results imply that the group with high IS alignment scores for both approaches 
and for the Moderation Approach are receiving the most IT support in all strategy 
areas. The level of IT support received by companies which are not aligned under 
both approaches, and those aligned only under the Matching Approach, are much less. 
The group which are not aligned under both approaches received the least IT support 
in all strategy areas. 
Comparing the results from Table 8-19 and 8-20, and based on the previous 
discussion, we can conclude that the group of SMEs which are aligned under both 
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approaches and under the Moderation Approach, pursue the strategic areas the most 
and receive the highest level of IT support for these areas. This `match' contributes to 
the high level of IS alignment. Those companies that have low IS alignment under 
both approaches, despite pursuing the strategic areas, receive the least IT support. 
Hence, the low level of IS alignment. Finally, the group which is aligned only under 
the Matching Approach, pursues the strategic areas the least, and at the same time 
receive a low level of IT support. It is interesting to note that the level of IT support 
received by this group is higher compared to the group which are not aligned under 
both approaches. The patterns observed from Table 8-19 and Table 8-20 are well- 
supported by the results of ANOVA for the IS alignment variables, which is available 
in Appendix K. 
In conclusion, the previous analysis has shown that regardless of the approach taken 
in measuring IS alignment scores, three distinct groups exist for the SMEs in the study 
sample. These groups do not emerge during cluster analysis performed by using the 
two approaches seperately possibly due to the aggregate information used in 
clustering. The following section attempts to identify the characteristics of the IS 
alignment groups. 
8.7 CHARACTERISTICS OF THE ALIGNMENT GROUPS 
Having successfully identified three distinct alignment groups, this section attempts to 
further characterise the groups by considering variables other than the alignment 
variables, business strategy variables, and IT strategy variables. The variables 
selected are demographic factors and those related to IT experience. These variables 
are explored to gain insights into the nature of the companies and the level of their IT 
maturity. Furthermore, the identification of significant relationships between the 
alignment groups and other variables will provide further evidence that the three - 
cluster solution is meaningful (Aldenderfer and Blashfield, 1984). Chi-square tests are 
performed on the three clusters and the variables and the results are exhibited in Table 
8-21. 
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ps and Other Variables (Both Approaches) 
C1 C2 C3 F Prob. 
Organisational Variables A-both/ Not Alined A-Match 
moder 
Type of companies: 
Independent 82 40 42 . 7641 
Subsidiary 40 15 19 (N/S) 
No. of full-time employees: 
<50 it 6 8 . 
5557 
51 - 100 69 32 39 (N/S) 
101- 150 31 15 11 
>150 12 2 3 
Category of firm: 
Engineering 75 22 38 . 0169 
Non-engineering 47 33 23 (Significant) 
1996's turnover: 
£500,000 - £1 mil. 3 2 0 . 
5596 
£1 mil. - £5 mil. 60 29 35 (N/S) 
> £5 million 60 24 26 
Firm Ase: 
< 10 years 20 6 5 . 
1648 
10 - 19 years 47 18 22 (N/S) 
20 - 29 years 15 13 17 
30 and above 37 13 16 
Availability of business plan: 
Yes 95 37 31 . 0007 
No 26 17 30 (Significant) 
1996's IT investment: 
=< 00,000 66 35 48 . 0296 
> £30,000 39 15 10 (Significant) 
Number of years using IT: 
10 years or less 45 29 26 . 
1543 
> 10 years 70 24 29 (NiS) 
Stage of IT Development: 
Initiation 20 15 20 . 0432 
Diffusion 25 15 12 (Significant) 
Integration 78 25 2S 
Table 8-21 shows that the three alignment groups are significantly different on the 
category of the firm, availability of business plan, IT investment and the stage of IT 
development (significant at 5% level). This suggests that these variables contribute 
to separating the clusters. 
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More specifically, as shown in Table 8-21, Cluster 1 and Cluster 3 have a higher 
proportion of engineering companies than non-engineering companies, compared to 
Cluster 2. Related to the availability of business plan, Cluster 1 has the highest 
proportion of SMEs with the plan, followed by Cluster 2 and finally Cluster 3. Since 
having a business plan suggests a formalised business planning, the result indicates 
that the `Aligned' group is more formalised in their planning than the other groups. 
The results in Table 8-21 also show that Cluster 1 has the highest level of IT maturity 
as reflected by the highest proportion of companies at the `Integration' stage of IT 
development and IT investment of more than £30,000 for the previous year. It appears 
that Cluster 2 and Cluster 3 are similar on the level of IT maturity. However, more 
SMEs in Cluster 3 spent less than £30,000 on IT investment than those in Cluster 2. 
The following is a summary of the characteristics of the three IS alignment groups 
based on the results in Table 8-21 and earlier discussion: 
Cluster 1: The `Aligned' Group 
Cluster I is the largest group with 124 SMEs and represents about half of the sample 
(52 %). Most of SMEs in this group have high degree of IS alignment regardless of 
the approach taken in measuring the IS alignment score. The high ratings for all 
business strategy areas indicate that these companies place an importance on adopting 
some kind of business strategy. The formulation of a business plan by most of the 
companies in this group (as shown in Table 8-21) provides evidence that business 
planning within these organisations is formalised. Generally, most of the companies 
in this group pursue a quality-oriented business strategy. These SMEs are gaining 
good IT support for the business strategy adopted. The high level of IT support is 
reflected in the high ratings for IT strategy in all strategy areas. Hence, this group 
represents SMEs which are successful in aligning their IT strategy with their business 
strategy. 
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The majority of the companies in this group are engineering-based. This is again not 
surprising, as Cragg (1990) for example, found that engineering companies are more 
advanced in their use of IT compared to non-engineering companies. This is well 
supported by the findings of this study as it is found that SMEs in this group have a 
high level of IT maturity. Their vast experience with IT help them in improving IT 
planning, hence, they are more likely to achieve high level of IS alignment. They also 
have high level of IT commitment which is reflected in a higher proportion of 
companies in this group that has a high level of IT investment for the year of 1996. 
Cluster 2: The `Non-aliened' Grou 
Cluster 2 represents about a quarter of the total number of SMEs which participated in 
the study (23 %). SMEs in this group have low level of IS alignment regardless of 
the approach taken in measuring the alignment score. These are the companies that 
either have high ratings for business strategy and low rating for IT strategy, or high 
rating for IT strategy and low rating for business strategy. The overall interactive 
effects of business strategy and IT strategy, however, are low. This implies that 
SMEs in this group despite pursuing various business strategies, are not receiving 
substantial support from IT. There appears to be mis-alignment between business 
strategy and IT strategy adopted by these companies. It is interesting to note that 1.2 
most of the companies in this group have a business plan which suggests that business 
planning is carried out, however, the planning is perhaps not extended to the IT 
domain. 
The group is made up of mostly non-engineering companies. The level of IT maturity 
for this group of companies is lower than the first group, which perhaps explains the 
low level of IS alignment achieved by these organisations. 
Cluster 3: The `Aligned But Non-adoption' Group 
The size of Cluster 3 is about the same as Cluster 2, which represents about a quarter 
of the sample (25%). SMEs in this group have low ratings for business strategy and 
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IT strategy, which implies that they do not pursue business strategy as much as other 
companies in the sample. This fact is well supported by the findings of this study 
that most of the SMEs in this group do not have business plans, which suggests that 
there is lack of planning within the organisations. In terms of IT support, they are not 
receiving good IT support as well. Therefore, there appears to be a match between 
business strategy and IT strategy of these companies, however, the match is also 
related to the missed opportunity of gaining strategic advantage from IT. 
Quite surprisingly, most of the SMEs in this group are engineering companies. 
However, it is found that this group of SMEs has a low level of IT maturity as 
reflected by the stage of IT development and the level of IT investment of these 
organisations. 
8.8 SUMMARY 
This chapter presents a discussion of how the groups of SMEs were identified using 
the cluster analysis technique. The results of cluster analysis done seperately for the 
Matching Approach and the Moderation Approach identify two distinct groups for 
each approach. The grouping was validated in several ways and the results of the 
analysis indicate that the groups are valid. In consolidating the cluster solutions for 
both approaches, the chapter finally presents the three groups of SMEs based on IS 
alignment. The three groups are labelled as `Aligned', `Non-aligned' and `Aligned but 
non-adoption' to represent SMEs with a high degree of IS alignment, SMEs with low 
degree of IS alignment, and SMEs which do not pursue a business strategy nor IT 
support respectively. The next chapter will examine the relationship between the IS 
alignment groups and organisational performance. 
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Chapter Nine 
EXPLORING IS 
ORIENTATION 
ALIGNMENT, PERFORMANCE AND IT 
9.1 INTRODUCTION 
The previous chapter identifies three distinct groups of SMEs based on IS alignment, 
namely: (1) Aligned; (2) Non-aligned; and (3) Aligned But Non-adoption. The 
groups were identified after considering both the Moderation Approach and the 
Matching Aproach of measuring IS alignment. 
This chapter will focus on testing the research propositions. These propositions are 
related to: (1) Relationships between IS alignment and organisational performance' 
and (2) Relationships between IT orientation factors and IS alignment. The 
relationship between IS alignment and performance was initially explored for the 
Moderation Approach and the Matching Approach seperately, and later the 
relationship was considered for the four and three alignment groups identified for both 
approaches as discovered in Chapter Eight. 
9.2 EXPLORING THE RELATIONSHIP BETWEEN IS ALIGNMENT AND 
ORGANISATIONAL PERFORMANCE 
As explained in Chapter 6, four measures of organisational performance are employed 
in this research: (1) Availability of financial resources, (2) Sales growth, (3) Image 
and client loyalty, and (4) Long-term profitability. Supported by the findings of Dess 
and Robinson (1984), this study has incorporated the subjective approach in 
measuring organisational performance. According to the authors, subjective measures 
of organisational performance were correlated with objective measures. Information 
regarding companies' performance was elicited from the companies' CEOs who are 
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required to rate their organisation relative to the industry average. Each performance 
measure was measured using a 5-point scale anchored at 1 with `Very weak' and at 5 
with `Very strong'. 
9.2.1 IS Alignment and Performance for the Moderation Approach 
This section presents an analysis and discussion of the relationship between IS 
alignment and organisational performance based on the Moderation Approach of 
alignment measurement. To examine this relationship, the performance indicators 
discussed earlier for each alignment group were assessed using one-way ANOVA. 
The main aim of conducting the one-way ANOVA is to compare the relationship 
between alignment groups (as the independent variable) and firm performance (as the 
dependent variable). The result of a one-way ANOVA for the two cluster solution 
for the Moderation Approach is shown in Table 9-1. The table summarizes the mean 
values of the performance indicators for the two alignment groups and the statistical 
information of the one-way ANOVA to assist the researcher in deciding whether or 
not there is a significant difference between the performance of the alignment groups. 
Table 9-1 One-way ANOVA between IS alignment groups and performance (moderation 
approach) 
Performance Alined 
(123) 
Non- 
aligned 
(114) 
F Ratio F Prob. Significance 
Financial resources 3.8455 3.4737 11.1454 . 
0010 Significant 
Sales growth 3.8862 3.6316 8.2735 . 0044 Significant 
Image and client loyalty 4.0081 3.7982 4.2726 . 
0398 Significant 
Long-term profitability 3.8780 3.6316 6.5122 . 0113 Significant 
From Table 9-1, it appears that the alignment groups are significantly different (at 5% 
significance level) on all performance indicators. This suggests that the two 
alignment groups are well seperated and that the differences in performance recorded 
may be a direct result of the level of IS alignment. It is interesting to note that the 
most significant difference between the groups is related to the availability of 
financial resources within the organisation. 
i 
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Looking at the group means, it is observed that the `aligned' group has a higher group 
mean on all performance measures compared to the `non-aligned' group. The result 
suggests that the group of companies with a high degree of IS alignment perform 
better than the group of companies with a low degree of IS alignment. Although the 1.7 
causal link cannot be proved by this research, the association suggests that SMEs that 
align their IT strategy with business strategy gain higher levels of financial resource, 
long-term profitability, sales growth, and better image and client loyalty, compared to 
SMEs that fail to align their IT strategy with business strategy. This supports the 
finding by Chan (1992) who found IS strategic fit was strongly positively associated 
with business performance among larger companies. 
In an attempt to understand how IT affects the level of organisational performance, 
questions related to IT impacts are included in this study. As discussed in Chapter 5, 
three impact levels are examined, that is, strategic level, management control level, 
and operational level. IT impacts on the two groups of SMEs related to the three 
levels are explored using a one-way ANOVA, and the results are exhibited in Table 9- 
Table 9-2 One-way ANOVA between alignment groups and IT impacts (moderation approach) 
IT Impacts Aligned Non- F Ratio F Prob. 
aligned 
Strategic level Competitive edge 3.9512 3.0901 58.0868 . 
0000 
(Significant) 
Image 3.6311 3.1696 13.2248 
. 
0003 
(Significant) 
Management Internal integration 3.9590 2.2321 39.1641 
. 0000 
control level (Significant) 
Quality decisions 3.8943 3.2589 26.3687 
. 0000 
(Significant) 
Operational Time Saving 4.3659 4.0180 12.5498 
. 
0005 
level (Significant) 
Reduce 3.8197 3.5714 3.4863 
. 0631 
administration cost (Significant) 
The result from Table 9-2 shows that the two alignment groups are significantly 
different on the perceived IT impacts. The difference is significant at the 5% level for 
all impact areas except for `cost reduction' which is significant at the 10% level. The 
finding shows that the organisational IT impacts for the `aligned' group are higher 
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than for the `non-aligned' group. In other words, companies with a high degree of IS 
alignment perceived that they are receiving greater IT impacts at all organisational 
levels i. e. operational, management and strategic, than companies that have a lower 
degree of IS alignment. This finding is in agreement with Chan and Huff (1993)'s 
finding that IS strategic alignment was consistently related to various dimensions of 
IS effectiveness, including organisational IT impacts. 
Relating the results from Tables 9-1 and 9-2, it appears that there is a positive 
relationship between the level of organisational IT impacts and organisational 
performance. SMEs which experienced better performance perceived that they are 
receiving a higher level of IT impacts. Yap et al. (1992) consider organisational 
impact as one dimension of IS effectiveness in small businesses. The positive 
relationship between IS effectiveness and organisational performance was supported 
by their study. 
9.2.2 IS Alignment and Performance for the Matching Approach 
Similarly, one-way ANOVA is carried out to examine the relationship between firm 
performance and the alignment groups based on the Matching Approach of measuring 
IS alignment. The mean values of the performance indicators for each alignment 
group are shown in Table 9-3. 
Table 9-3 One-way ANOVA result for alignment groups and performance (matching approach) 
Performance Aligned Non- F Ratio F Prob. Significance 
(160) aligned 
(77) 
Financial resources 3.6750 3.6494 . 
0445 
. 
8331 Not significant 
Sales growth 3.7875 3.7143 . 
5821 
. 
4462 Not significant 
Image and client loyalty 3.9188 3.8831 . 1063 . 7447 Not significant 
Long-term profitability 3.7625 3.7532 . 0078 . 9295 
Not significant 
Table 9-3 indicates that there is no significant difference in performance for the two 
f 
alignment groups. The p-values for all the four performance measures are greater than 
0.05 which implies that at 5% significance level, the performance of the two groups 
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are not significantly different. Therefore, the null hypothesis that the group means 
are equal cannot be rejected. Rather unexpectedly, this finding suggests that under the 
Matching approach, there is no significant difference in performance between the 
group of companies with a `high degree of IS alignment' and the group with a `low 
degree of IS alignment'. 
Similar to the previous analysis, one-way ANOVA is used to explore the difference 
between the two alignment groups based on IT impacts. The results are shown in 
Table 9-4. 
Table 9-4 One-way ANOVA and alignment groups and IT impacts (matching approach) 
IT Impacts Alined Non-aligned F Ratio F Prob. 
Strategic level Competitive edge 3.6625 3.2838 8.0629 . 
0049 
(Significant) 
Image 3.4780 3.2667 2.3122 . 
1297 
Management Internal integration 3.6855 3.4533 3.0231 . 
0834 
control level (Significant) 
Quality decisions 3.6375 3.4933 1.0672 . 3027 
Operational Time Saving 4.1875 4.2297 . 
1523 
. 
6967 
level 
Reduce 3.7170 3.6667 . 1232 . 7259 
administration cost 
From Table 9-4, it appears that the two groups are significantly different only on two 
impact areas i. e. competitive edle (at 5% significance level) and internal integration 
(at 10% significance level). The 'alined' group has higher IT impacts in these areas 
compared to the `non-aligned' group. In general, however, it is reasonable to 
conclude that there is not much difference between the two groups related to IT 
impacts. 
Similar to the previous finding, the results from Tables 9-3 and 9-4 are consistent. 
The group of SMEs which has a lower level of organisational performance perceived 
that it is receiving a lower level of organisational IT impacts. The finding again 
provides support to previous findings on the positive relationship betwen IS 
effectiveness and performance. 
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9.2.3 A Comparison of the Matching Approach and the Moderation Approach 
of Measuring IS Alignment 
Comparing the results from Tables 9-1 and 9-3, it appears that for the Matching 
Approach, while the two alignment groups are different on the degree of IS alignment, 
they are not significantly different on the performance level. For the Moderation 
Approach, however, not only are the two alignment groups are different on the degree 
of IS alignment, they also differ significantly on the performance level. There 
appears to be inconsistency in these findings which relates to the different approaches 
used to measure IS alignment. 
In an attempt to explain the contradictory findings, we have to refer to the discussion 
in Chapter 7. The chapter concluded that under the Matching Approach, the two 
groups of High-High combination and Low-Low combination for the business 
strategy rating and IT strategy rating, are not distinguished and considered as one 
group under the `aligned'. This is because there is a high degree of coherence 
between the two variables for both cases. All the other combinations of business 
strategy and IT strategy ratings are considered as `non-aligned'. These are 
diagrammatically represented in Figure 9-1. 
Aligned 
High BS-High ITS 
Low BS-Low ITS 
Not Aligned 
High BS-Low ITS 
Low BS-High ITS 
Figure 9-1 Aligned and the Non-aligned groups for the Matching approach 
On ther other hand, for the Moderation Approach, the `aligned' group consists of the, 
High-High combination for the business strategy and IT strategy rating, as well as the 
High-Low combinations which have large product scores. This implies that the group 
with a high degree of alignment is the one with greater interactive effects between IT 
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strategy and business strategy. The `non-alined' group consists of SMES with low 
interaction scores, which include the Low-Low combination. The diagrammatical 
representation is shown in Figure 9-2. 
Aligned 
High BS-High ITS 
High BS-Low ITS 
Low BS-High ITS 
Not Aligned 
Low BS-Low ITS 
High BS-Low ITS 
Low BS-High ITS 
Figure 9-2 Aligned and the Non-aligned groups for the Moderation Approach 
For the Matching Approach, since the positive relationship between IS alignment and 
performance is not supported, it suggests that the existence of both H-H and L-L 
combinations together in one group (i. e. `aligned') contributes towards the diffused 11) 0 
effect on performance. This `diffused' effect is a result of the contradictory effects of 
the H-H and L-L combinations on performance. In other words, if the H-H 
combination and the L-L combination are working in the same direction, the effect on 
the performance would have been positive, based on the finding related to the 
Moderation Approach. It follows from the above discussion that the Matching 
Approach of measuring IS alignment is perhaps not the best approach when a 
performance criterion is included in the analysis. 
In the Literature Review chapter, it was highlighted that a major difference between 
the Matching perspective and the Moderation perspective of `fit' or `alignment' 
according to Venkatraman (1989) is that the Matching perspective is criterion-free 
while the Moderation Approach is dependent on the performance criterion. The 
finding of this research seems to support this assertion. 
With these contradictory findings related to the two approaches in measuring'IS 
alignment, it is necessary to explore the three and four alignment groups (identified in 
Chapter Eight for both approaches) and organisational performance. 
183 
IS Alignment and Performance 
9.2.4 IS Alignment Under Both Approaches And Organisational Performance 
In an attempt to understand the contradictory findings in the previous section, this 
section explores the relationship between the four and three alignment groups for the 
Moderation Approach and the Matching Approach and organisational performance. 
The identification of the four and three groups was discussed earlier in Chapter Eight. 
As before, one-way ANOVA is used to identify the differences between the these 
groups, and the results are exhibited in Table 9-5. 
Table 9-5 One-way ANOVA for alignment groups and performance (combined approaches) 
Cl C2C3C4F Prob. 
Performance Variables 
A-Moder N/Aligned A-both A-Match 
(23) (55) (101) (61) 
Financial resources 4.0435 3.4815 3.8000 3.4667 . 
0063 
Sales growth 4.0000 3.5926 3.8600 3.6667 . 0267 
Image and client loyalty 3.8696 3.8889 4.0400 3.7167 . 0906 
Loner term profitability 4.0000 3.6481 3.8500 3.6167 . 
0667 
Cluster A Cluster B Cluster CF Prob. 
Performance Variables 
A-both/moder N/Aligned A-Match 
(124) (55) (61) 
Financial resource 3.8455 3.4815 3.4667 . 
0044 
Sales growth 3.8862 3.5926 3.6667 . 
0148 
Image and client loyalty 4.0081 3. SSS9 3.7167 . 
0609 
Lon; -term profitability 3.8780 3.6481 3.6167 . 
0395 
Table 9-5 shows that the four groups are significantly different on the level of 
performance. The significance level is less than 0.05 for `financial resources' and 
`sales growth', and less than 0.10 for 'image and client loyalty' and 'long-term 
profitability'. The three alignment groups are also significantly different on the level 
of organizational performance. In fact, the level of significance is improved when the 
number of groups is reduced from four to three. This suggests that as Cluster 3 and 
Cluster 1 are combined as Cluster A, the distinction between the IS alignment groups 
become more apparent. 
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Looking at the group means, it is observed that companies in Cluster 2 have very 
similar scores to those in Cluster 4. The group means for companies in Cluster 1 and 
Cluster 
. 
33 are also similar but less so. The results suggest that companies that are not 
aligned under both approaches or are aligned only under the Matching Approach have 
the same level of organisational performance; while the group that is aligned under 
the Moderation Approach only and the group that is aligned under both approaches 
have the same level of performance. 
As presented in Table 9-5, the result of one-way ANOVA shows that all the clustering 
variables are significantly different from each other. However, a significant F value in 
the one-way ANOVA tells only that the population means are probably not all equal. 
It doesn't tell which pairs of groups appear to have different means. Norusis (1993) 
suggests that a special test called multiple comparison procedures or post hoc analysis 
to be used to determine which means are significantly different from each other. 
There are many post hoc analysis procedures available. Norusis suggests to use 
Bonferroni test since it is the simplest and widely used by researchers. The results of 
Bonferroni tests obtained with the one-way ANOVA procedure for all the four 
performance variables are available in Appendix L. 
The result indicates that the four clusters are most different related to `financial 
resource' variable. For all performance variables, it is observed that Cluster 1 and 
Cluster 3 are similar, and Cluster 2 and Cluster 4 are also similar. Hence, the result of 
post hoc analysis support the previous observations. 
It is slightly disappointing that Cluster 2 and Cluster 4 are more similar than Cluster I 
and Cluster 3. In Chapter Eight, Cluster 2 and Cluster 4 were distinct when the three 
cluster solution was considered. However, when looking at performance, there is no 
case of three clusters, rather than four or two. Hence, it is reasonable to consider of 
using two clusters for further analysis. 
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As a validation, it is decided to explore the four and the three groups related to 
organizational IT impacts. One-way ANNOVA is used, and the result is depicted in 
Table 9-6. 
Table 9-6 One-way ANOVA for IS alignment groups and IT impacts (combined approaches) 
IT Impacts CIC2C3C4F Prob. 
A-Moder N/Aligned A-both A-Match 
Strategic level Competitive edge 
Image 
3.7826 
3: 3478 
3.0588 
3.2308 
3.9900 
3.6970 
3.1167 
3.1167 
. 
0000 
. 0014 
Managemt. Internal integration 4.1304 3.1538 3.9192 3.3000 
. 
0000 
control level 
Quality decisions 4.0435 3.2500 3.8600 3.2667 
. 
0000 
Operational Time Saving 4.5652 4.0784 4.3200 3.9667 
. 
0022 
level 
Reduce 3.7826 3.6154 3.8283 3.5333 
. 3011 
administration cost 
IT Impacts Cluster A Cluster B Cluster C F Prob. 
A-both/moder N/Aligned A-Match 
Strategic level Competitive edle 3.9512 3.05S3 3.1167 . 
0000 
Image 3.6311 3.2303 3.1167 
. 
0014 
Managemt. Internal integration 3.9590 3.1533 3.3000 
. 0000 
control level 
Quality decisions 3.8943 3.2500 3.2667 
. 
0000 
Operational Time Saving 4.3659 4.0784 3.9667 
. 
0017 
level 
Reduce 3.8197 3.6154 3.5333 
. 1631 
administration cost 
Table 9-6 indicates that, for both the three and the four cluster solutions, there are 
significant differences between the groups on almost all IT impact variables except for 
the `reduce administration cost' variable. Alain, as the number of clusters is reduced 
from four to three, the significance level improves. 
From the table, again it is observed that generally Cluster 2 and Cluster 4 are more 
similar than Cluster 1 and Cluster 3. This finding is consistent with the previous 
finding related to the level of organisational performance. 
In conclusion, based on the above findings, it is decided to work with a two cluster 
solution, that is, combining Cluster 2 and Cluster 4, and Cluster 1 and Cluster 3. 
186 
IS Alignment and Performance 
These two clusters are the same clusters identified using a two-cluster solution for the 
Moderation Approach. The result suggests that the two groups of SMEs identified by 
cluster analysis based on the Moderation Approach of measuring IS alignment, were 
genuinely seperated by the degree of alignment and the interactive effects of business 
strategy and IT strategy on performance; whereas the two clusters identified based on 
the Matching Approach of measuring IS alignment were seperated only by the degree 
of IS alignment. Based on this finding, it is reasonable to conclude that the 
Moderation Approach provides a more meaningful result compared to the Matching 
Approach when the performance criterion is included in the research model. This 
finding provides an empirical evidence which support the assertion made by 
Venkatraman (1989). Hence, for the following analysis, only the solution based on 
the Moderation Approach is considered. 
9.3 EXPLORING IT ORIENTATION AND IS ALIGNMENT 
While there is strong evidence to suggest that there is a relationship between IS 
alignment and organisational performance, a further important objective of the 
research was to explore the factors that may influence IS alignment. The previous 
analysis focused on the first tier of the research model, while this section will present 
the analysis related to the second tier of the research model. As discussed in Chapter 
3, the factors explored are related to the IT orientation of the organisation, which 
covers three areas, namely: (1) IT sophistication, (2) CEO's IT commitment, and (3) 
External IT expertise. 
9.3.1 IT Sophistication and IS Alignment 
As discussed in Chapter 3, there is evidence within the IS literature to suggest that 
strategic use of IT is influenced by the prevalence and sophistication of the 
technology within the company (Neo, 1988). Besides examining the relationship 
between IS alignment and organisational performance, this study also therefore seeks 
to examine the relationship between IT sophistication and IS alignment. IT 
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sophistication is measured in this study by using ten indicators. To facilitate analysis, 
the indicators have been re-grouped into two main domains: (1) IT usage (types of 
technology, software development, types of hardware, and decisional level targeted); 
and (2) IT management and experience (availability of IT staff, person in-charge of 
IT, availability of formalised IT strategy, strategy issues, stake of IT development and 
number of years using IT). These domains are quite similar to Raymond et al. 's 
(1995) two dimensions of IT sophistication. Chi-square test of Independence is used 
to examine the difference between the two alignment groups. 
IT UsaQe 
The results of Chi-square tests for IT usage variables are depicted in Table 9-7. 
Table 9-7 Alignment groups and IT Usage variables 
IT Sophistication Aligned Not Aligned Significance 
Technology: %. used %. used 
Accounting based applications 100 98 . 448 
Office Support Systems 99 95 . 045 (Sig. ) 
Database systems 93 74 . 000 (Sig. ) 
CAD 72 66 . 296 
CAM 43 28 . 014 (Sig. ) 
CPM 84 71 . 015 (Sig. ) 
Local Area Networks 77 60 . 004 (Sig. ) 
External Networks 61 3S . 000 (Sig. ) 
Software Development: %rank= l, 2 %rank =1.2 
Off-the-shelf packages 83 78 . 364 
Customised packages 47 48 . 
816 
Developed by consultants 21 25 . 458 
Developed by IT staff 25 14 . 029 (Sig. ) 
Developed by users 10 5 . 
185 
Hardware: % Used % Used 
UNIX (Workstations 44 32 . 047 (Sig. ) 
Networked PCs 86 73 . 110 
Standalone PCs 67 66 . 
927 
Decisional level targeted: % rank=] % rank=l 
Operational level 62 66 . 
949 
Management control level 37 35 . 
909 
Strategic planning level 7 4 . 
582 
Table 9-7 indicates that the alignment groups are significantly different on all types of 
technology adopted by the companies except for Accounting applications and CAD 
applications. The significance level is less than 0.05 for Office Support Systems, 
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CAM, CPM, and Local Area Networks; and less than 0.005 for Database Systems and 
External Networks. This implies that the two groups of SMEs are well seperated 
based on the above technologies. The result related to the Accounting Application is 
not surprising as most of the past literature on IT and small business indicates that this 
is the application that is widely adopted by small businesses ((Schleich et al., 1990a; 
Jackson and Palvia, 1991; Dye et al., 1991). Computer-Aided Design (CAD) is 
adopted by both groups, which suggests that, for this sample, this technology is as 
essential as the Accounting applications. 
From Table 9-7, it is observed that the percentage of companies adopting the 
technology is higher for the Aligned group compared to the Non-Aligned group for all 
types of technology. The result suggests that there are more companies adopting 
each type of the technology in the Aligned group than those in the Non-Aligned 
group, which implies that the Aligned group consists of SMEs with a higher degree of 
technology sophistication than the Non-Aligned group. In other words, we can say 
that companies which implemented sophisticated technologies are more aligned on 
their IT strategy and business strategy than companies which adopt less sophisticated 
technologies. 
Related to software development, Table 9-7 exhibits the percentage of SMEs which 
rank I or 2 for the sources of software for the two alignment groups. These rankings 
represent the most popular and the second most popular sources of software for the 
company. The result in Table 9-7 shows that the groups are not significantly different 
on the sources of software except for the role played by the IT staff. It appears that 
companies in the Aligned group considered that IT staff have a more important role in 
software development than that viewed by the Non-Aligned group. Apart from this, 
both groups are quite similar on the sources of software acquired for the company. 
This is rather surprising, as it is common to believe that companies which develop 
their own software can tailor them to the needs of the organisation better than those 
which use ready-made software, and hence are more likely to be able to achieve 
strategic use. This may be true for the case of large organisations as they have more 
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resources to develop their software in-house. SMEs do not have this capacity and as 
shown in the table, they have to rely heavily on the off-the-shelf packages. 
Related to the type of computers acquired, the result from Table 9-7 shows that the 
two groups are significantly different only on the availability of minicomputers or 
UNIX workstations. Having a minicomputer or a UNIX workstation implies that a 
multi-user system is in use and this reflects to some degree a sophisticated use of IT. 
The two groups are not significantly different on the emphasis given to the 
management support expected from IT applications. 
IT Management and Experience 
Table 9-8 shows the results of Chi-square tests and one-way ANOVA for variables 
related to IT management and IT experience. 
Table 9-8 Alignment groups and IT Management and IT Experience 
IT Management and IT Experience Aligned Not Aligned Significance 
IT Staff: Frequency Frequency 
Available 41 30 
. 
256 
Not Available 83 S4 
In-charge of IT: Frequency Frequency 
CEO 36 32 
. 
939 
Others 77 70 
Formalised IT Strategy: Frequency Frequency 
Yes 34 27 
. 
334 
No 83 SS 
Strategy Issues: Mclean , clean 
Time frame for problem solving 3: 6748 3.4397 . 066 (Sig. ) 
Centralised vs. decentralised sup. 2.7823 2.9397 . 
321 
IT matches business needs 4.2500 4.1121 . 
273 
Concern with IT management 3.3659 3.0259 . 025 (Sig. ) 
Degree of systems integration 3.9516 3.6466 . 031 (Sig. ) 
Formality of IT invest. decisions 2.6532 2.2783 . 015 (Sig. ) 
IT benefit sought 2.9919 2.6174 . 020 (Sig. ) 
IT Growth Stage: Frequency Frequency 
Initiation 20 35 . 013 (Sig. ) 
Diffusion 25 27 
Integration 78 53 
IT Experience: Frequency Frequency 
10 years or less 45 55 . 077 (Sig. ) 
More than 10 years 70 53 
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Table 9-8 shows the results of one-way ANOVA between the alignment groups and 
selected strategy issues. Interestingly, it is observed that the p-values for five out of 
seven issues indicate that the differences are significant. There is a significant 
difference between the two groups related to the importance of IT management, 
degree of systems integration, degree of formality in making IT investment decisions, 
and the types of IT benefit sought for the company (at 5% significance level), and 
time frame for problem solving (at 10% significance level). The result suggests that 
the Aligned group is more long term-oriented in problem-solving and perceived that 
their IT matches with business needs more than the Non-aligned group. SMEs in this 
group also are more concerned with IT management, achieved higher degree of 
systems integration, more formalised in their IT decision-making, and sought IT 
benefits on a wider basis than those in the Non-aligned group. These characteristics 
are reflective of the maturity of IT utilisation in these organisations, which, therefore, 
allows them to achieve a higher level of IS alignment. It is also observed that IT 
support is more centralised among SMEs in the Aligned group; it is more 
decentralised in the Non-aligned group. While most of IS literature suggests that 
decentralisation of IS support is better than centralised support, this may be true only 
for large organisations. In the case of smaller organisations, centralised IT support 
allows better control and provides more cohesiveness in IT planning. 
Related to IT experience, the results in Table 9-8 show that there is a significant 
difference for the two alignment groups on the stake of IT development (significant at 
5% ). Most of the companies in the Aligned group are at the 'integration' stage, 
which is relatively the most advanced stage of IT development for SMEs. Similar to 
Nolan's (1979) characterisation of the maturity stage for the case of large 
organisations, there is a higher degree of formality in planning, managing and I'D 
controlling IT resources during this stage. While for the Non-aligned group, the 
proportion of SMEs at the 'initiation' stake is higher compared to the Aligned group. 
It is believed that a higher level of IT maturity will result in a higher degree of 
alignment between IT strategy and business strategy. This finding is well supported 
by the result related to the number of years the companies have been using IT. From 
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Table 9-8, it is observed that the two alignment groups are significantly different on 
this variable (at 10% level). The result suggests that SMEs in the Aligned group have 
more years of IT experience than those in the Non-aligned group. 
From Table 9-8, it is observed that the two alignment groups are not significantly 
different on the availability of IT staff, the person in-charge of the overall IT for the 
company and the formalisation of IT strategy. The results suggest that the degree of IS 
alignment is not associated with the availability of IT staff. As highlighted by 
Raymond (1990a), there is a rising trend of end-user computing in small businesses 
where users develop and operate their own applications instead of IT staff. While 
Montezami (1988) found that the presence and number of IT staff influences the 
degree of IS success in SMEs, this may not influence the level of IS alignment. IS 
alignment is also not associated with the person in charge of the overall IT for the 
company, but perhaps the commitment of the person towards IT is more important. 
The result also suggests that formalisation of IT strategy is not a requirement for 
achieving better alignment between business strategy and IT strategy. 
Based on the above discussion, it is concluded that there is relationship between IT 
sophistication and IS alignment. The relationship appears to be more prominent for 
the type of technology adopted, IT experience, and some aspects of IT strategy. 
9.3.2 CEO's IT Commitment and IS Alignment 
Past research on IT and small business indicates the prominent role played by the 
CEO in IT utilisation (Yap et al., 1992; Delone, 1988). Lin, Vassar and Clark (1993) 
highlighted the importance of the CEOs of small businesses to adopt a strategic 
approach in implementing IT. The purpose of this section is therefore to explore the 
relationship between the alignment groups and the level of CEO's commitment to IT: 
As discussed in Chapter 5, CEO's IT commitment is measured using the following 
indicators: (1) Personal IT usage, (2) Knowledge of software, and (3) Type of 
involvement with IS implementation. Chi-square test of independence is used to 
examine the relationship between the groups and the variables. 
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Table 9-9 Alignment Groups and CEOs' Commitment to IT 
CEO's Commitment to IT Aligned Not Alined Significance 
Personal IT use: Frequency Frequency 
2 hrs/day or less 71 69 . 778 
More than 2 hrs/day 51 46 
Knowledge of software: % knowledgeable % knowledgeable 
Word Processing 69 61 . 023 (Sig. ) 
Spreadsheets 73 63 
. 037 (Sig. ) 
Accounts/g. led-er/payroll, etc 59 51 . 429 
Database - 58 40 . 001 (Sig. ) 
CAD/CAM 21 17 . 056 (Sig. ) 
EDI 29 19 . 023 (Sig. ) 
External 34 18 . 028 (Sig. ) 
Type of Involvement: % involved % involved 
Define Needs 58 55 
. 
831 
HW & SW Selection 48 49 . 213 
Implementation 46 45 . 
556 
Maintenance 37 44 
. 
510 
Planning 67 64 
. 851 
Table 9-9 indicates that the difference between the two alignment groups is 
significantly related to the level of CEOs' knowledge of almost all the software listed, 
except for accounting applications. It is interesting to note that even for the least 
sophisticated packages such as word processing and spreadsheets, the difference 
between the groups is significant. The result suggests that there is association between 
IS alignment and CEOs' knowledge of software. 
A closer examination of the results reveals some very interesting patterns. As shown 
in Table 9-13, the proportion of CEOs who are knowledgable on software for the 
Aligned group is higher than that of the Non-aligned group. This difference in the 
level of familiarity and knowledge is observed for sophisticated software (such as EDI 
and external networks) as well as for the less sophisticated software (such as word 
processing and spreadsheets). Fuller (1996) highlighted that software is a medium' 
which encapsulates both explicit knowledge and implicit knowledge, often as a series 
of processes to carry out an assumed set of tasks. This finding also supports the 
observation by Magal and Lewis (1995) that the level of software knowledge reflects 
the level of IT commitment. 
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The results in Table 9-9 show that the difference between the alignment groups is not 
significant for the level of personal IT usage. This finding is not surprising as the 
amount of time that the CEOs spend at the terminal does not exactly measure the level 
of commitment to IT. A CEO who is very knowledgeable and committed to IT may 
not have the time to use the PC for long hours as a result of the demand of other 
executive roles. This finding does not support the common belief that the amount of 
time spent by the CEO at the PC indicates the level of IT commitment (Cragg, 1990). 
The results in Table 9-9 also provide evidence that there is no significant difference 
between the alignment groups and the type of CEOs' involvement in IT 
implementation. This is rather unexpected as most past research on IT and small 
business highlighted the importance of top management support for IS success (Yap et 
al., 1992; Martin, 1989; Delone, 1988). While the most commonly used measure of 
IS success is user information satisfaction (Delone, 1988, Montazemi, 1988, Yap et 
al., 1992), it can be argued that IS success may not necessarily result in strategic use 
of IT. 
The findings of this study appear to support those of Jarvenpaa and Ives (1991) where 
executive involvement is more strongly associated with the firm's progressive use of 
IT than executive participation. Jarvenpaa and Ives differentiate between `executive 
participation' and `executive involvement' in large organisations. Executive 
participation refers to the CEO's activities or substantive personal interventions in the 
management of IT. In other words, executive participation refers to the behaviours 
and activities performed. Executive involvement, on the other hand, is concerned 
with the psychological state of the CEO, reflecting the degree of importance placed on 
IT by the the chief executive. Lin, Vassar and Clark (1993) emphasized the point that 
in the context of small businesses, "the top management involvement is usually a form 
of political commitment which just indicates to others that the organisation is to 
support the technological change ". 
In conclusion, there is relationship between CEOs' IT commitment and IS alignment. 
The relationship is most significant concerning the CEOs' knowledge of software. 
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9.3.3 External IT Expertise and IS Alignment 
Past literature on IT and small business pointed out the importance of engaging 
external IT expertise in achieving IS success (Yap et al., 1992; Thong et al., 1993) 
This section explores the relationship between the alignment groups and the use of 
external IT expertise. As discussed in Chapter 5, external IT expertise is defined as IT 
consultants and IT vendors. This study explored a broad range of sources of IT advice 
for small businesses. Table 9-10 depicts the percentage of SMEs who rank 1,2 or 3, 
which represents the most important, second most important and third most important 
source of IT advice respectively, for both groups. The Chi-square test is used to 
examine the relationship between the groups and the variables. 
Table 9-10 Alignment Groups and Sources of IT Advice 
IT Advice Aligned Not Aligned F Prob. 
Sources of Advice: %rank=l, 2,3 %rank=1,2,3 
Consultants 56 64 . 198 
Vendors 60 66 
. 
350 
IT Staff 50 52 . 789 Other Staff 57 46 . 073 (Sig. ) 
Friends/Business Associates 23 21 . 
615 
Magazines/Trade journals 16 14 . 
613 
Seminar/Conferences 15 6 . 032 (Sig. ) 
TEC 4 7 
. 
327 
Type of advice: Frequency Frequency 
Consultants: 
Planning 41 34 . 059 (Sig. ) 
Hardware selection 43 44 . 
461 
Software development 54 56 
. 369 
Training 37 39 . 598 Maintenance 25 22 
. 
578 
Vendors: 
Planning 22 30 
. 
500 
Hardware selection 75 77 S12 
Software development 63 61 
. 
761 
Training 53 57 
. 491 
Maintenance 80 78 . 
841 
The result from Table 9-10 indicates that the alignment groups are generally not 
different on the sources of IT advice that they sought, except for 'other staff and 
`seminar/conferences'. For these two sources of IT advice, the groups are 
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significantly different at the 10% and 5% significance levels respectively. The results 
suggest that generally there is no significant relationship between IS alignment and 
the sources of IT advice and/or assistance obtained by the company, including 
external IT expertise. 
This finding refutes the belief that gaining expert advice and assistance from IT 
consultants and/or IT vendors can help SMEs to achieve better alignment between 
business strategy and IT strategy. While past studies (Yap et al., 1992; Thong, et al., 
1993) indicate that external IT expertise contributes towards the success of IT 
implementation in small businesses, the success of IT projects may not necessarily 
result in better IS alignment or allow the organisation to achieve competitive 
advantage. Moreover, merely engaging any IT consultants or IT vendors does not 
guarantee success. Thong, et al. (1994) emphasized the importance of selecting 
effective IT experts, and developing a good working relationship with them, or as 
what Gable (1991) called as `a proactive client role approach'. Gable's 
recommendation is consistent with the observation that small businesses tend to 
overestimate the impact of external experts in achieving IS selection success, and 
underestimate the importance of their own involvement (Gable, 1991; Lees and Lees, 
1987). The above discussion provides a possible explanation for the less important 
role of external IT experts in the Aligned group. 
Related to the type of IT advice and/or assistance, the results in Table 9-10 show that 
there is no significant difference between the alignment groups and the type of advice 
obtained from IT consultants and IT vendors, except on IT planning. The two groups 
are different (at 10% level) on the use of IT consultants to assist with IT planning. 
The results provide evidence that more SMEs in the Aligned group seek advice on IT 
planning from consultants than those in the Non-aligned group. 
To gain further understanding on the use of IT consultants by the two groups, the 
groups are compared on their use of IT consultants for the past two years. The result 
is shown in Table 9-11. 
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Table 9-11 Alignment Groups and use of IT consultant 
Use of IT consultant in the past two Aligned Not Aligned F Prob. 
years 
Never or several times 103 S5 . 066 (Sig. ) 
Frequently/Ongoing basis 21 31 
The result of Chi-square test which is shown in Table 9-11 indicates that there a 
significant difference (at 10% level) between IS alignment groups and the use of IT 
consultants in the past two years. There appear to be more companies in the Aligned 
group which did not engage IT consultants or engaged them on a less frequent basis 
compared to the Non-aligned group. In contrast, there are more SMEs in the Non- 
aligned group which show heavy reliance on IT consultants in the past two years than 
the Aligned group. The results provide evidence that the Non-aligned group is more 
dependent on IT consultants in the last two years than the Aligned group. This 
finding is consistent with the pattern that emerged from Table 9-10 related to the 
source of IT advice. 
In conclusion, there is a less clear picture concerning the relationship between the use 
of external IT expertise and IS alignment. While there appears to be no significant 
relationship between the relative importance of external IT expertise and the type of 
advice obtained from them (except for IT planning advice), and IS alignment, the 
result on the reliance on IT consultants, however, indicates that the Non-aligned group 
is more dependent on IT consultants in recent years than the Aligned group. 
Conclusion 
In summary, the analyses in the previous few sections have shown that there are a few 
dimensions of IT orientation which seem to be more influential than others in 
contributing towards the alignment of business strategy and IT strategy in SMEs. 
These factors are: 
(1) Type of technology 
(2) IT Strategy issues 
(3) IT Experience 
(4) CEO's knowledge of software 
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9.4 EXPLORING OTHER VARIABLES AND IS ALIGNMENT 
Whilst there is strong evidence to suggest that certain IT orientation variables have 
significant impact on IS alignment, it would be interesting also to find out whether 
certain organisational variables have similar impact on IS alignment. This section 
presents the analysis and discussion of the relationship between IS alignment groups 
and other variables. Chi-square tests are used to examine the relationship as the 
variables are of nominal type, and the results are displayed in Table 9-12. 
Table 9-12 Alignment Groups and Other Variables 
Organisational Variables Aligned Not Aligned Significance 
Type of companies: Frequency Frequency 
Independent 82 82 
. 
661 
Subsidiary 40 34 
No. of full-time employees: 
< 50 11 14 . 
319 
51-100 69 71 
101 - 150 31 26 
>150 12 5 
Category of firm: 
Engineering 75 60 . 165 
Non-en-ineerin- 47 56 
1996's turnover: 
£500,000 -£I mil. 3 2 _596 £I mil. - £5 mil. 60 64 
> £5 million 60 50 
1996's IT investment: 
£30,000 or less 66 S3 . 026 Above £30,000 39 25 (Significant) 
Firm Age: 
< 10 years 20 11 . 032 
10 - 19 years 47 40 (Significant) 
20 - 29 years 15 30 
30 and above 37 29 
Business Plan: Percent. Percent. 
Available 78 59 . 002 
(Significant) 
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Table 9-12 also shows that there is a significant difference (at 5% level) between the 
IS alignment groups and the level of IT investment. There are more SMEs in the 
Non-aligned group which invested £30,000 or less in IT than the Aligned group, and 
in reverse, there are more SMEs in the Aligned group which invested more than 
£30,000 in IT than in the Non-aligned group. In other words, SMEs which are aligned 
on their business strategy and IT strategy had higher level of IT investment in 1996. 
According to Burchett (1988), large organisations that have gained competitive 
advantage through strategic use of IT are spending more than those that do not appear 
to gain competitive advantage. The finding of this study suggests that on the 
relationship between IT investment and strategic use of IT, SMEs are behaving 
similarly to their larger counterparts. 
From Table 9-12, it is observed that there is a significant difference between the 
alignment groups and the age of the firm (at 5% level). The Aligned group consists of 
mostly younger companies (less than 20 years), whereas the Non-aligned group 
consists of older companies (above 20 years). Interestingly, it is also observed that 
there is a higher proportion of companies in the Aligned group that have a business 
plan than the Non-aligned group. 
As shown in Table 9-12, there is no significant difference between the alignment 
groups and the type of SMEs (i. e. independent vs. subsidiary), number of employees, 
category of SMEs (i. e. engineering vs. non-engineering), and 1996's turnover. 
In conclusion, there are relationships between some organisational variables and IS 
alignment. The relationships are more prominent for the level of IT investment, 
company age and the availability of a business plan. 
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9.5 SUMMARY OF RESEARCH PROPOSITIONS TESTED 
This section presents a summary of the results of tests of research propositions based 
on the model developed in Chapter Three. The results were based on the findings of 
the analysis presented in earlier sections. 
9.5.1 IS Alignment and Organisational Performance 
This section discusses findings relating to the first tier of analysis regarding the 
relationship between IS alignment and organisational performance. The model is 
reproduced in Figure 9-3. 
IS Alignment Organisational 
Performance 
Figure 9-3 IS Alignment and Performance 
Proposition 1: 
Si VIES with a higher degree of alignment between business strategy and IT strategy (or 
IS alignment) have a higher degree of organisational performance than those with a 
lower degree of IS alignment. 
Based on the findings in Section 9.2, there is enough evidence to support this research 
proposition. Based on the Moderation Approach of measuring IS alignment, it is 
found that SMEs with a higher degree of alignment between business strategy and IT 
strategy have a higher level of organisational performance as measured by 
availability of financial resource, sales growth, loner term profitability, and image and 
client loyalty. The significant relationships are found for all dimensions of IS 
alignment and for all measures of organisational performance. 
200 
IS Alignment and Performance 
9.5.2 IT Sophistication and IS Alignment 
This section discusses findings relating to the second tier of analysis regarding the 
relationship between IT sophistication and IS alignment. 
IT Sophistication IS Alignment 
Figure 9-4 IT Sophistication and IS Alignment 
Proposition 2: 
SMEs with a high level of IT sophistication are more likely to have a high degree of 
alignment between their IT strategy and business strategy. 
Based on the findings in Section 9.3.1, it is reasonable to conclude that the above 
research proposition is partially supported. The findings indicate that there are 
positive relationships between four IT sophistication variables, namely, type of 
technology, IT strategy issues, IT growth stage and number of years using IT, and IS 
alignment. On software development and types of hardware acquired, there appear to 
be relationships on only one variable. While for the other four IT sophistication 
variables (decisional level targeted, availability of IT staff, person in-charge of IT and 
availability of formalised IT strategy), there are no significant relationships between 
IS alignment and IT sophistication. 
9.5.3 CEOs' Commitment To IT and IS Alignment 
This section discusses findings relating to the second tier of analysis regarding the 
relationship between CEOs' IT commitment and IS alignment. 
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CEO's IT IS Alignment 
Commitment 
i -I 
Figure 9-5 CEO's IT Commitment and IS Alignment 
Proposition 3: 
SMEs with high level of CEO's IT commitment are more likely to have their IT strategy 
aligned with their business strategy than those that have low level of CEO's IT 
commitment. 
Based on the findings in Section 9.3.2, there is enough evidence to partially support 
the third research proposition. The findings indicate that there is a positive 
relationship between CEOs' knowledge of software and IS alignment. On the 
personal use of IT and CEOs' involvement in IT projects, the findings suggest that 
there are no significant relationships between these variables and IS alignment. 
9.5.4 External IT Expertise and IS Alignment 
This section discusses findings relating to the second tier of analysis regarding the 
relationship between external IT expertise and IS alignment. 
IT External 
Expertise 
IS Alignment 
Figure 9-6 IT External Expertise and IS Alignment 
Proposition 4: 
S/LIEs that engage the external IT expertise are more likely to align their IT stratev with 
their business strategy than those that do not engage external IT expertise. 
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The findings in Section 9.3.3 suggest that there is a less clear picture related to the 
relationship between the use of external IT expertise and IS alignment. There is 
evidence to suggest that there is no significant relationship between the importance 
placed on external IT expertise and IS alignment among the SMEs in the sample. 
However, based on an examination on the type of advice obtained from external IT 
expertise, the finding indicates that there is a significant relationship between IT 
planning advice obtained from IT consultants and IS alignment. Overall, it is not 
possible to conclude that the fourth research proposition is supported by the findings 
of this research. 
9.6 SUMMARY 
This chapter has examined the relationship between IS alignment groups and 
organisational performance, and the relationship between IT orientation factors an d IS 
alignment. The alignment groups for the Moderation approach and the Matching 
approach are explored against performance. The analysis indicates that the result for 
the Moderation approach is more meaningful than the Matching approach. Based on 
the result of the Moderation approach, it is found that SNIEs which have high levels of 
alignment between business strategy and IT strategy perform better than SMEs that 
have low level of IS alignment. It is also discovered that one of the research 
proposition is well-supported, two are partially supported, and one receives no 
support. 
203 
Conclusions 
Chapter Ten 
CONCLUSIONS AND IMPLICATIONS 
10.1 INTRODUCTION 
The previous three . chapters. 
discussed data analyses intended to test the research 
model for this study. In this final chapter, the results of formal empirical tests are 
summarised and discussed from the perspective of their practical and theoretical 
implications, possible limitations, and future extensions. The chapter begins with a 
general summary of the study's findings and their contribution to existing knowledge. 
In the sections that follow, these findings are discussed in terms of their implications 
for researchers and practitioners in the field of IS. The chapter concludes by 
identifying possible limitations and outlining avenues of future inquiry within this 
area. 
10.2 SUMMARY AND CONTRIBUTION OF RESEARCH FINDINGS 
In general, this research has focused on the following questions: (1) Do Sit'IEs align 
their IT strategy with business strategy? (2) Does a higher degree of alignment 
between business strategy and IT strategy lead to higher level of organisational 
success? (3) How does IT context such as the level of IT sophistication, support from 
CEO and external IT expertise relate to the level of alignment between business 
strategy and IT strategy? In the sections that follow, each of these issues is discussed 
in terms of existing knowledge and the contribution of this study's results in 
furthering understanding in the area. 
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10.2.1 IS Alignment 
IS Alignment in SMEs 
According to Bergeron and Raymond (1992), IT can be used as a strategic weapon by 
SMEs to maintain their competitiveness and attain a choice position within their 
sector of activity. However, as found by Naylor and Williams (1994), SMEs need to 
adopt an entrepreneurial approach and' be committed to innovation before they are 
able to achieve strategic use of IT. 
This study has focused on the alignment between business strategy and IT strategy, or 
referred to as 'IS alignment', as a way of exploring the strategic use of IT among 
SMEs. Studies by Neo (1988) and Md Zin (1995) found that alignment of IT and 
business strategic planning was one of the main factors which facilitate the strategic 
use of IT. 
Whilst the works of Bergeron and Raymond (1992) and Naylor and Williams (1994) 
have provided empirical evidence of the successful strategic applications of IT by 
SMEs, both studies are case-based. This study, which is based on a large sample, has 
successfully distinguished groups of SMEs based on three dimensions of IS 
alignment. By using a multistep cluster analysis, this study is able to finally derive 
two groups of SMEs which are labelled as 'Aligned' and 'Non-aligned'. The Alined 
group has a high degree of alignment between business strategy and IT strategy on all 
three dimensions, namely, `quality-oriented', `product-oriented' and 'market- 
oriented'. Conversely, the Non-aligned group has a mis-match on all three IS 
alignment dimensions. What is clear is that these groups represent different 
characteristics and have different strengths and weaknesses. Furthermore, these 
groups have been thoroughly validated to ensure that they are distinct, stable and 
meaningful. 
The importance of these findings is that it provides empirical evidence on a large scale 
for the strategic use of IT among SMEs. Furthermore, the findings of this study 
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indicate that a large proportion (about half of the study sample) of UK SMEs in the 
manufacturing sector seem to achieve a high degree of alignment between their 
business strategy and IT support. 
Measurement of IS Alignment 
According to Venkatraman (1989), there are various ways of measuring `fit' or 
`alignment'. Choosing the appropriate method depends on the degree of specificity of 
the theoretical relationships and whether the concept of -fit' is anchored to a particular 
criterion (e. g. performance). Chan (1992) measures IS alignment by using the 
matching approach, the moderation approach and the profile deviation approach. 
This study explores IS alignment based on the matching approach and the moderation 
approach. These simple approaches of measuring IS alignment are adopted 
considering the fact that strategic use of IT among SMEs is still at the infancy stage. 
The modeling of IS alignment yielded some interesting research insights. Empirical 
support was received for modeling IS alignment as moderation (i. e. as the interaction 
between Business Strategy and IT Strategy), rather than in terms of a simple match (or 
difference between the two). 
To illustrate the moderation approach of measuring IS Alignment, let us consider a 
single business strategy area, such as Quality Service, as an example. In the simplest 
of models, it may be possible to envisage an SME pursuing this strategy as the most 
important business strategy for the company, or not pursuing this strategy at all, i. e. as 
having either a high or low score for the Business Strategy dimension. In a similar 
manner, the company information systems support for Quality Service business 
strategy can be viewed as being either high or low. What the research findings 
suggest is that a high Business Strategy rating multiplied by a high IT Strategy rating 
combination is associated with high organisational performance. Such a combination 
appears to impact performance very differently from a low Business Strategy rating 
multiplied by a low IT Strategy rating combination. 
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This perspective differs from the matching (or difference score) approach which 
predicts that a low-low combination would be equivalent to a high-high combination, 
because there would be still good match between business strategy and IT strategy. 
This study appears to indicate that, for the SMEs studied, this was not in fact the case. 
The actual level of adoption of business strategy and support from IT working in 
combination, and not just the differences between the two, were important. 
10.2.2 The relationship between IS alignment and organisational performance 
Prior studies by Kearney (1984) and Chan (1992) found that IS alignment is directly 
related to organisational performance. Both studies, however, focus on large 
organisations. Moreover, Chan's study adopts the Venkatraman (1992) 
operationalisation of business strategy which is found to be not directly applicable for 
the small business context. 
The main thrust of this study is to examine the relationship between the level of IS 
alignment and organisational performance in the context of small and medium-sized 
companies. This study adopts the Khandwalla (1977) measures of subjective 
performance based on the company's ability relative to its competitors related to long- 
term profitability, availability of financial resources, sales growth and image and 
clients' loyalty. Based on the two distinct groups of SMEs derived from the cluster 
analysis based on the moderation approach, this study found that there is a positive 
relationship between IS alignment and organisational performance. While causal links 
cannot be deduced from this research, the results indicate that SMEs which are 
aligned on their business strategy and IT strategy achieve better organisational 
performance than Sv1Es which are not aligned on their business strategy and IT 
strategy. This finding is consistent with the findings of past studies which were 
largely exploring large organisations (Kearney, 1984; Chan, 1992; Burn, 1996). 
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10.2.3 The relationship between IS alignment and IT sophistication 
Most past studies on large organisations found that there is a multitude of factors that 
affect the strategic use of IT. King et al. (1989) found the factors to include `technical 
support within the company' and `extensive computer facilities'. 
Based on past literature on IT and small businesses, this study conceptualises IT 
sophistication on three dimensions, namely, IT usage, IT management and IT 
experience. The finding of this study indicates that there are positive associations 
between IS alignment and types of technology adopted, IT management practices and 
IT experience. It was found that SMEs which achieved a high level of IS alignment 
are more likely to adopt technologies like Office Support Systems, Non-accounting 
Database Systems, Computer-aided Manufacturing, Computer-assisted Production 
Management, Local Area Network and External Networks. According to Baden- 
Fuller and Stopford (1992), the use of IT allows the company to implement 'flexible 
manufacturing' where the company is able to manufacture a variety of products and 
able to operate on a make-to-order basis. 
The findings of this study indicate that SMEs which achieve higher levels of 
alignment between IT support and business strategy adopt certain approaches in IT 
utilisation. Their systems are more integrated, they are more formalised in their IT 
investment decisions, the management of IT resources is given due emphasis, and the 
IT benefits sought include competitive goals instead of just efficiency gains. These 
characteristics seem to reflect the level of IT maturity within the firm. 
It is not surprising, therefore, that this study also found that SMMEs which are aligned 
on their business strategy and IT strategy are more likely to have a higher level of IT 
maturity than those that do not align their business strategy with IT support. While 
this finding is well-supported by past studies on large organisations (such as Lederer 
and Mendelow, 1988), the finding also indicates that the positive relationship between 
the level of IT maturity and IS alignment is applicable to the SME environment as 
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well. As highlighted by Fuller (1996), SMEs too, undergo organisational learning 
related to IT utilisation. 
10.2.4 The relationship between IS alignment and CEO's commitment to IT 
Prior studies in large organisations have found that top management is one of the 1.7 
critical factors that facilitate strategic use of IT. Neo (1988), for example, found that 
top management support and an organisational environment conducive to innovations 
to be critical in the process of achieving competitive advantage through the use of IT. 
In the context of small businesses, Naylor and Williams (1994) found that flexible and 
innovative management is the key to achieving strategic benefits of IT. 
The findings of this study suggest that there is a positive relationship between CEO's 
knowledge of software and the level of IS alignment. According to Fuller (1996), 
software, particularly those that are developed to support decision-making and other 
tasks which require significant training and experience, can enhance the intellectual or 
professional abilities of the person using it. This software includes CAD, CAM and 
desktop publishing. Moreover, the knowledge of software packages acquired by the 
CEOs reflects their appreciation of IT. 
The findings of this study, however, failed to indicate a positive relationship between 
CEO's personal use of IT and CEO's involvement in IT implementation and IS 
alignment. Javenpaa and Ives (1991) found that executive involvement is more 
strongly associated with the firms' progressive use of IT than executive participation. 
Executive involvement refers to the degree to which a CEO views IT as critical to an 
organisation's success, whereas executive participation is concerned with CEO 
behaviours related to information systems planning, development, and 
implementation. Overall, the findings of this study seem to support the findings of 
Jarvenpaa and Ives (1991). 
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10.2.5 The relationship between IS alignment and External IT Expertise 
One of the objectives of this study is to explore the relationship between IS alignment 
and the use of external IT expertise. Adopting the Yap et al. (1992) definition, 
external IT expertise refers to both IT consultants and IT vendors. As found by past 
studies, SMEs are more likely to depend on external IT experts for IT utilisation than 
their larger counterparts due to the `resource poverty' situation that most SMEs are 
generally in. The evidence provided by the findings of this study seem to suggest that 
there is no positive relationship between the degree of IS alignment and use of 
external IT expertise. In fact, there is evidence which suggests that SMEs which 
achieve higher level of IS alignment are those that do not rely as much on the external 
IT expertise as they rely on their own internal staff. 
Soh et al. (1992) found that the use of external IT expertise results in a greater extent 
of IT usage among SMEs. However, they also found that IT implementation success 
was positively associated with the capability, experience and effectiveness of the IT 
consultant. In other words, it is not just the engagement of external expertise that is 
important but more the effectiveness of these experts in providing IT assistance to the 
SMEs. Furthemore, as found by Gable (1991), a proactive client involvement 
throughout consultant engagement is integral to the success of IT implementation. 
However, as found by Lees and Lees (1987), small business overestimated the impact 
of consultants and vendors and underestimated the impact of the involvement of the 
CEO. The lack in CEO's involvement in the relationship will result in lack of 
business input and this may lead to a failure in achieving alignment between business 
strategy and IT support. 
On the other hand, SMEs that rely on their own internal IT expertise are more likely 
to be able to tailor their IT applications to the needs of the organisation. Moreover, it 
is easier to achieve effective communication from the interactions of staff within an 
organisation than between staff and outside consultants. In conclusion, IS alignment 
can be achieved with or without the assistance of external IT expertise. 
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10.2.6 Business strategy for SIYIEs 
Instead of using strategic orientation measures as commonly used in strategic research 17 
for large business, this study employed specific business strategy areas as the 
measures for business strategy for the SMEs studied. Exploratory factor analysis 
indicated that out of nine strategy areas originally included in the study, three 
underlying dimensions emerged. The three dimensions are labelled as 'quality- 
oriented' strategy, `product-oriented' strategy and `market-oriented' strategy. 
`Quality-oriented' strategy covers aspects like quality product, quality customer 
service and production efficiency. `Product-oriented' strategy focused on new 
product development and product differentiation. `Market-oriented' strategy is 
concerned with seeking new markets and implementing intensive marketing of the 
products. 
The findings of this study indicate that `quality-oriented' business strategy is the most 
prominent strategy for the SMEs in the manufacturing sector. The findings also 
provide evidence to support the view that SMEs consider the term `quality' as a broad 
concept which covers not only the product quality and the service quality, but also the 
quality of production process. 
10.2.7 IT strategy for SMEs 
Following Chan (1992), this study assessed specific uses of information technology in 
terms of the support they provided for business strategy adopted by the companies as 
the instrument to measure IT strategy for SMEs. This instrument highlighted actual 
deployments of information technology, emphasizing realised, as opposed to 
intended, IT strategy. 
The finding of this study shows that SMEs are gaining IT support for their business 
strategy, particularly in the quality customer service area, cost reduction and 
production efficiency. 
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10.3 IMPLICATIONS FOR RESEARCH 
The implications of this study for current and continuing research efforts within IT 
and small businesses can be divided into methodological issues and theoretical issues. 
Methodological issues are concerned with the implications of the research design on 
future empirical efforts. Theoretical issues are concerned with the specific 
implications of the study's findings for existing theory related to IT and small 
businesses. 
10.3.1 Methodological Issues 
The measurement and association of complex organisational phenomena continues to 
be an important concern among researchers in all fields of business research. This 
issue is particularly important in the field of IS because of the technology's 
pervasiveness across many aspects of organisational life. The contributions of this 
study related to methodological issues are discussed below: 
Validation of the measurement of IS Alignment 
This study has successfully validated the measurement of IS alignment using the 
moderation approach and the matching approach in the context of small businesses. 
Chan (1992) only examined the matching approach analytically but did not test it on 
the data. This study has examined both approaches at almost all stages of the data 
analysis to arrive at the conclusion. 
Measurement of business strategy for SMEs 
While instruments to measure business strategy in large organisations are available, 
such instruments in the context of SMEs are limited. Most of the studies which 
operationalise business strategy for SMEs adopted measures from large business 
studies. While this is useful in validating the instruments, the specificity of the small 
business environment makes some of the measures irrelevant to small businesses. 
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This study has included various aspects of strategy measures from the literature on 
small business and strategy. After pretesting the instrument with small business 
managers, nine strategy areas are included. Factor analysis is conducted on the nine 
measures and three factors emerged. The result implies that there are three underlying 
dimensions for the nine strategy areas, and these dimensions are `quality-oriented', 
`product-oriented' and `market-oriented'. 
Interaction of key dimensions 
In the past, only a limited number of empirical studies have been carried out to 
identify linkages between IS alignment and organisational performance. This is 
particularly so for the small business context. This was not done perhaps due to the 
paucity of theory, and the difficulties in conducting empirical studies. Key variables 
are not adequately defined, valid measures of them have not been developed and 
operationalisation of the measures is a problem. Using a quantitative approach in 
examining the interaction between variables, this study has empirically established the 
link between these factors in small businesses. 
10.3.2 Theoretical Issues 
This study has expanded on the following theoretical issues: 
IS alignment and SMEs 
Most previous research on IT and small business suggests that SMEs lack strategic 
planning, particularly in the area of IT utilisation: Blili and Raymond (1993) in their 
analysis of the specificity of SMEs highlighted the contrast between the empiricism of 
small business management methods on the one hand, and the systematisation 
required by methodologies for planning, designing and implementing information 
technologies on the other. However, Blili and Raymond concluded that although 
restrictive and not easy, it is nevertheless imperative for SMEs to adopt some kind of 
framework for planning information technologies. The findings of this research have 
provided empirical evidence that a large proportion of SMEs in the manufacturing 
sector implement strategic planning to some extent, which is reflected in the degree of 
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alignment between their business strategy and IT support. The findings have some 
implications on future development of small business management theory 
IS Alignment and Performance 
The findings of this study have validated previous findings on the positive 
relationship between IS alignment and organisational performance. While most past 
studies have been conducted on large organisations, this research has focused on 
SMEs. The findings of this study suggest that the positive relationship between IS 
alignment and organisational performance is applicable to the small business context 
as well. 
Interaction of kev variables 
The main theoretical implication of this study is the establishment of an empirically 
based framework integrating IS alignment, IT contextual variables and organisational 
success in the context of small and medium-sized companies. This is important 
because the findings of the study can provide meaningful empirical input towards 
future effort to establish a theory to relate strategic use of IT and organisational 
performance of SMEs. 
10.4 IMPLICATIONS FOR PRACTICE 
The findings of this study present interesting implications for small business 
managers. The most important of these are highlighted below: 
10.4.1 The Importance of IS Alignment 
The findings of this study indicate that no one strategic orientation is clearly superior 
in all situations. What this research consistently demonstrates, however, is that fit or 
synergy between business and IS strategic orientations is clearly linked to 
organisational performance. Sv1Es may, therefore, wish to think in terms of 
enhancing IS alignment when allocating scarce IT resources. These resources may 
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include time spent on analysing and scrutinising environmental changes as input to 
the strategic decision process. 
The findings suggest that, when conducting IS planning, SMEs should focus on using 
IT to support their business strategy, giving higher priority to IS projects which 
provide this support. For example, SMEs which do not emphasize new product 
development are likely to be misallocating scarce resources if they invest heavily in 
systems which provide support for identifying new product opportunities. 
This study has found that it is useful to view IS alignment as the synergy (or 
interaction) between business strategy and IS strategy, and not only as the simple 
match (or correspondence) between the two. It would appear that business strategy 
moderates the impact of IT strategy on organisational performance, and that IT 
strategy similarly moderates the impact of business strategy on company performance. 
10.4.2 Technological development: Moving towards a higher level of IT 
sophistication 
To exploit strategic opportunities from IT, small business executives must be willing 
to invest in additional resources to realise changes and assist the learning necessary 
during IT implementation. These resources include hardware and software, as well as 
staff skills and knowledge. Understanding is needed on how to deploy functional 
elements of the IT resources, as well as on how to manage the technological 
infrastructure within the firm. 
10.4.3 CEO's commitment: Gaining higher level of software knowledge 
The need for a strategic perspective implies the involvement of the key decision- 
maker, typically the owner-manager or CEO in a small business. While CEOs' direct 
involvement in IT projects may not be feasible due to the scarcity of management's 
time, gaining some knowledge of the software used by the company may be more 
feasible. As found by this study, software knowledge is associated with the ability to 
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align IT with business strategy. Small business practitioners, therefore, should 
consider improving their knowledge of software, particularly those that are critical to 
the organisation. At the same time, they should be more aware of the impacts of some 
of the technology like the INTERNET and EDI on the organisation. 
10.5 LIMITATIONS AND SUGGESTIONS FOR FUTURE RESEARCH 
In appraising the findings of this study, it is important to interpret the results in the 
light of the following limitations. 
Firstly, in the absence of prior instruments used by researchers to measure business 
strategy for SMEs, the development of the business strategy instrument, and therefore 
IS alignment instrument which is based on it, is exploratory in nature. The focus is on 
market strategy. Every effort is made to ensure that all the principal aspects of market 
strategy for SMEs are present in the business strategy construct. For example, an 
extensive search of the literature was carried out to identify elements which could be 
included in the questionnaire. The questionnaires were pretested with small business 
managers for refinement of the construct. In the process of search and refinement of 
the research instrument, however, there could be other elements which could have 
been part of the construct but may have been overlooked and not taken into 
consideration. Future research may examine relevant new items which can be 
included as part of a business strategy construct for SMEs. 
Secondly, it is important to note that this study is cross-sectional in nature. Cross- 
sectional data captures a situation or an event at a point in time and inherently has its 
shortcomings. This shortcoming may be embedded in the data gathered from the mail 
survey. In this study, for example, the effect of IS alignment on organisational 
performance was measured at a point in time by matching the perception of CEOs 
about the impact of IT against the firm's competitiveness. There is potentially a 
mismatch between these two items of data. Because of this, the organisational impact 
of IT may not have been fully explained unless the IT has been implemented well 
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before the study is carried out. Although every effort is taken to reduce this 
shortcoming in the design of the survey, for example, by asking the respondents to 
consider systems which have been implemented for more than two years, the risk of 
such a mismatch cannot be eliminated entirely. Another limitation of this research 
which relates to the survey method in general, is related to the representativeness of 
the sample. Although efforts have been taken to minimise this problem, the sample 
may not be truly representative. Future research could employ a more qualitative 
approach such as the case study method or a longitudinal study. 
Thirdly, this study adopts a bivariate approach to the measurement of IS alignment 
where the IT strategy variables are developed in parallel to business strategy. While 
this study focused on a bivariate form of IS alignment measurement, future research 
could explore the use of other types of `fit' measurement, such as a profile deviation 
approach or a gestalt approach which are more holistic, or incorporate various 
approaches so that it can provide a triangulation of the measures. 
Fourthly, this study focused on the content aspect of IS alignment. In other words, for 
this study, IS alignment is considered by measuring how closely the business strategy 
content matches with IT strategy. A potential avenue for future research is to explore 
the process of aligning business strategy and IT strategy among SMEs. While such 
studies are numerous in the context of large organisations, none has explicitly 
explored the IS alignment process in the case of small businesses. 
Fifthly, a limitation of the study concerns the cause and effect relationship between IS 
alignment and organisational performance. In this empirically-based study, the 
research model developed provides a way of viewing the world but at the same time 
makes the research feasible by simplifying things somewhat. In the complex real 
world of business, there are potentially other factors which could influence the use of 
IT and business performance. However, for the purpose of this study, the factors are 
controlled or excluded. The arrows shown in the research model indicate the 
relationships between IT contextual factors and IS alignment, and between IS 
alignment and organisational performance and the links that were hypothesised to 
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exist. In a cross-sectional study such as this, a cause-effect relationship cannot 
unquestionably be established. Causal effect can only be assumed by virtue of the 
non-experimental research design adopted throughout this study. Future research may 
choose to conduct the study based on a time linked longitudinal study across all 
sectors of industry. 
10.6 CONCLUDING REMARKS 
As strategic planning for information technologies gains wider acceptance among 
smaller organisations, research which accurately describes and measures alignment 
between business strategy and IT strategy will become increasingly important. 
Fortunately, there is no shortage of theoretical work from which these important 
variables can be identified in the case of large organisations. However, there is a 
shortage of studies which attempt to empirically test proposed theory related to 
strategic use of IT among smaller organisations. This analysis is hopefully a 
substantial step in that direction. 
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Appendix A 
STUDIES ON INFORMATION SYSTEM SUCCESS FACTORS IN SMALL FIRMS 
Author Purpose Hypothesis Tested Methodology Findings Measure of 
and data Success 
Raymond, L. To study the MIS satisfaction and usage will increase in Survey- MIS success is positively 
(1935) relationship small firms that have: questionnaire; correlated with: 1) User 
between H 1-greater EDP experience 464 small - applications developed information 
organizational H2-more applications developed internally manufacturing internally satisfaction; 
characteristics 1-13-operates applications in-house firms in Quebec - operate applications in- 2) Level of 
of computer H4-implement more administrative (20-250 house system 
usage and MIS applications employees, " - greater no. of utilization 
success in small Eis-implement interactive application median is 80); administrative applications 
firms H6-have a high ranking MIS function respondent-- - implement interactive 
H7-located in less remote regions financial applications 
controller - MIS function high in 
structure 
DeLone. To investigate CBIS success is related to : Survey- CBIS success is positively 
1Y. H.; the factors that I-i l-greater use of external programming qucstionnnaire; related to: t) Actual use of 
( 1933) affect the support 2 sets--CEO -CEO computer knowledge reports 
successful use 1`12-higher level of CBIS planning questionnaire -CEO involvement 2) 
Impact of 
of computer- 113-CEO with greater computer knowledge and Computer -level of CBIS planning computer 
based 114-CEO involvement use Questn.; (only in presence of applications on 
information H5-higher level of computer acceptance by small control) business 
systems by employees manufacturing -level of control (only in 
small business H6-more sophisticated computer controls firms in Los presence of planning) 
H7-used their computers for longer period of Angeles with -onsite computer use 
time <300 
1-13-higher level of computer training for employees and 
employees <$30 mill, in 
H9-on-site computers (vs external) sales revenues: 
median is 62 
cmpl., S5mil., 
computer use 
43 mths. 
L%Iontazemi, To further End User Satisfac(ion(EUS) is positively Survey--face- EUS has positive 
A. R. investigate associated with: to-face correlation with: 1) End-user 
193S) some of the H I-presence of systems analyst interview and -presence of system analyst satisfaction 
relationships 1-122-level of information requirements questionnaire - degree of analysis of info. 
that exist analysis performed 83 small firms requirements 
between 1I3-end-user intensity of participation in the (47 service and -level of participation 
organizational systems development process 36 -end-users' level of 
characteristics H-l-enduser level of computer literacy manufacturing); computer literacy 
and end-user H5-proportion of online applications average firm -more decentralized firm 
satisfaction H6-proportion of special purpose software has 70 - interactive application 
associated with H7-duration of company's CBIS operation employees, 164 
CRIS in small H3-degree of decentralization in a firm interviews. 
businesses. 
Raymond, L Proposes a IS success is related to: Structured IS success is positively 
( 1990) contingency HI- size of the organization interviews plus related to: I) End-user 
approach H2- organizational maturity questionnaire; -size of the organization Satisfaction; 
relating to H3- organizational resources allocated to IS 34 small -organizational maturity 
2) Online 
selected H4- organizational time frame manufacturing (but for offline usage) Usage 
organizational firms in Quebec -organizational time frame 
factors to user Level of IT sophistication is related to: (IS have 10-50 
satisfaction and H5- size of the organization empl., 16 have Level of IS sophistication is 
system usage H6- organizational maturity 5 1-250 empl); positively related to: 
H7- organizational resources allocated to IS median -size of the organization 
HS- organizational time frame computer -level of organizational 
experience is 3 maturity 
H9-The higher the level of IS years; -organizational resources 
sophistication, the higher the level of IS intervewees are 
success CEO, financial Level of IS sophistication 
and production positively influences the 
level of systems success. 
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Yap, CS; To extend CBIS success is positively related to: Survey- CBIS is positively 
Soh, CPP; previous H I- consultant effectiveness during CBIS questionnaire; associated to: I) User 
Raman, KS; studies on implementation 2 sets-Project -effectiveness of consultant information 
(1992) factors H2- level of vendor support Questn. and - level of vendor support satisfaction 
affecting CBIS H3- duration of CBIS experience UIS Questn.; - CBIS experience (UIS) 
success in small H4-sufficiency of financial resources 96 small - sufficient financial 
business; allocated for CBIS implementation businesses in resources 
To develop a H5- level ofCEO support given to CBIS Singapore - level of CEO support 
descriptive implementation which satisfy - level of user participation 
model relating H6- level of user participation in CBIS any two of the 
the key factors implementation following: < 
to CBIS H7- no. of administrative applications 100 empl, < 
success. H8- presence of a programmer/systems SS8 mil. of 
analyst. fixed 
productive 
assets, < SS 15 
mil. annual 
turnover; 
avg staff is 43, 
avg turnover is 
S5.. 3 mil. and 
avg computer 
experience is - 
4 years. 
Palvia, To identify Likelihood of using computers, amount of Survey -- 1) Size, skill, age factors 
Means and relationships use, and usage of different packages are questionnaire; are significant, but not 
Jackson; between related to: 131 small firms profit factor, in determining 
( 1994) business HI- size of business in US (about use of computers; 
characteristics, H2- comouter skills of owner/manager 60% from 2) Amonut of use is 
individual H3- age of the business service) which determined by size and age 
characteristics H$- profit of the business have <50 empl. of the business; O/M's 
and the degree and sales < computer skill is only 
of computing in Simil. Sample - marginal; 
very small - 90% < 20 3) Software use is 1) IT Use 
businesses. empl., avg. use influenced by size, skill and 
of computers 3 age, but not profit. 
years. 
Respondent- 
owner/manager. 
Lai, V. S; To investigate IT success is related to: Survey Computer systems failed to 
small HI- size ofthe business questionnaire; provide adequate support to 1) User 
( 1994) businesses H2- In-house applications development. sample of 500 many decision activities. information 
perceptions onf H3- EDP experience firms which Executives were satisfied satisfaction; 
the impact of H4- MIS ranking function have no more with their systems. 2) Computer 
computer use HS- Age of the rural business than 50 Many did not perceive a use. 
on decision employees and positive correlation 
performance. annual sales of between computer use and 
S3.5 milion or efficiency. 
less (US); 
25.8% response Survey indicated that MIS 
rate. ranking function, age of 
business, and EDP 
experience were 
significantly associated 
with success of computer 
use. 
Maltal and To identify the IT Use is related to: Survey- 1) Both attitude and 
Lewis, 1995. factors H1: Owner/manager's awareness of IT questionnare-> awareness, when taken I) IT Use 
affecting IT Fit: Owner/manager's attitude towards IT 500 white- seperately, were related to 
success in small owned, and 500 use; 
businesses H3: Owner/managers Attitude towards IT is black-owned 2) When combined, IT Use 
positively associated with Awareness of IT. businesses in is driven more by 
US; SBs less awareness, than the 
1-14: Black small business/owners are less than 250 attitude; 
aware of IT than while business owners. employees and 3) Race is not a major 
H5: Black business owners have a less sales < S5 determinant for IT success 
favorable attitude toward IT than white million. in small firms. 
small business owners. 
H6: Black-owned small businesses use IT to 
a similar extent than white-owned small 
Appendit A 
Schleich, To determine Successful It Implementation is related to: 
Convey and the the current HI-Training 
Boe; status and H2- Planning effort 
success factors H3- Cost 
(1990) in small firm H-I- Acquisition method 
PC H5- Management knowledge 
implementation 
administered 
questionnaires; 
137 usable 
responses from 
US SBs that 
have <50 
empl., annual 
sales<20 mill., 
involvement in 
non-gambling 
related 
activities, and 
not a 
franchisee; 
Amount of computer 
training positively 
correlates with US, but not 
the type of training; 
Planning, acquisition and 
user knowledge are related 
to user satisfaction. 
Successful 
impl. is defined 
as: 
1) cost savings 
(2) usage time 
per year and 
of appl. used 
(3) operational 
business 
improvement ie 
chnage in qual 
of info or 
method of 
doing buz., (4) 
user 
satisfaction; 
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APPENDIX C 
COVERING LETTER FOR THE QUESTIONNAIRE 
Business School 
Loughborough University Loughborough Leicestershire LEI 13TU UK 
S,, vitchboard: +44 (0)1509 263171 
Kenneth F Clarke 
Managing Director 
Pollyspeed Ltd 
Merlin Quay 
Hazel Road 
Woolston 
Southampton 
Hampshire S02 7GB 
Dear Mr Clarke, 
IV Loughborough 
University 
Direct Line: 01509 223 1 19 
Far: 01509 223960 
3rd February, 1997 
Over the past ten years in Britain there has been a significant growth in the number of small and 
medium sized enterprises (SMEs) and it has been well established that SMEs make a major 
contribution to job creation and economic growth. 
During that time there has also been tremendous proliferation of Information Technology (IT) in 
business organisations. IT is used as business tool to achieve, for example, cost reduction, 
innovation, and creation of niche marketing. However, such advanced use has not generally been 
found in practice in smaller businesses, and many businessmen and IT experts have suggested that 
more research should be done to understand the problem of effective IT utilisation in these 
organisations. 
We are conducting a survey to explore the approaches taken by SMEs to computerisation, and 
how these approaches relate to organisational success. The findings will help those who provide 
advice to give more effective assistance to small manufacturing firms such as yours. We would 
ask you to give us a small amount of your time to complete the questionnaire which is enclosed 
with this letter. The utmost confidentiality will be observed in using the information you give us; 
we will not use your name or the name of your company when we compile our report on the 
research findings. 
When the study has been completed a copy of the report can be made available to you; if you 
would like to have a copy please write your company name and address on the last paffe of the 
questionnaire. If you should have questions regarding our study, please write or telephone, my 
telephone number is 01509-223119. 
Thank you for your assistance. 
Yours sincerely, 
`Malcolm King 
Professor for Management Science 
ID- 
APPENDLX D 
Result of Mann-Whitney Test Between Subsidiaries and Independent Companies 
Major Variables Mann-WVhitney U 2-tailed 
significance 
Are they significant at 
95 % level? 
Product differentiation strategy 6522.0 . 
859 Not significant 
Product diversification strategy 5775.5 . 
147 Not siginificant 
Production efficiency strategy 6397.5 . 487 
Not significant 
New Market strategy 6399.5 . 565 
Not significant 
Intensive marketing strategy 5839.0 . 109 
Not significant 
New product strategy 6037.5 . 
318 Not significant 
Pricing strategy 6311.5 . 423 
Not significant 
Quality service strategy 6203.5 . 310 
Not significant 
Quality product strategy 6216.0 . 
283 Not significant 
IT support cost reduction strategy 6355.0 . 494 
Not significant 
IT support product differentiation strategy 6625.0 . 
855 Not significant 
IT support product diversification strategy 6545.5 . 954 
Not significant 
IT support production efficiency strategy 6625.0 SS2 Not significant 
IT support intensive marketing strategy 5964.5 . 171 
Not significant 
IT support new market strategy 5775.0 . 
079 Not significant 
IT support new product strategy 6195.5 . 
361 Not significant 
IT support quality service strategy 6191.0 . 
312 Not significant 
IT support product quality strategy 6534.5 . 
S05 Not significant 
Public image 8- client loyalty 6494.5 . 
676 Not significant 
Loner term profitability 6238.5 . 367 
Not significant 
Financial resources 6231.5 . 
385 Not significant 
Sales growth 6376.0 . 541 
Not significant 
-, Zýl 
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APPENDIX E 
Result of Mann-Whitney Tests Between Companies with < 50 employees and > 50 employees 
Major Variables Mann-Whitney U 2-tailed 
significance 
Are they significant at 
95 % level? 
Product differentiation strategy 2827.0 . 
437 Not significant 
Product diversification strategy 3040.5 . 
937 Not siginificant 
Production efficiency strategy 3002.0 . 
678 Not significant 
New Market strategy 2299.5 . 
031 Significant 
Intensive marketing strategy 2730.5 . 409 
Not significant 
New product strategy 2997.0 . 
840 Not significant 
Pricing strategy 2842.5 . 
405 Not significant 
Quality service strategy 2794.5 . 413 
Not significant 
Quality product strategy 3016.0 . 711 
Not significant 
IT support cost reduction strategy 2660.0 . 
639 Not significant 
IT support product differentiation strategy 2711.0 . 759 
Not significant 
IT support product diversification strategy 2735.0 . 
870 Not significant 
IT support production efficiency strategy 2518.0 . 361 
Not significant 
IT support intensive marketing strategy 2651.5 . 
652 Not significant 
IT support new market strategy 2724.0 S16 Not significant 
IT support new product strategy 2677.0 . 707 
Not significant 
IT support quality service strategy 2661.0 . 
641 Not significant 
IT support product quality strategy 2353.0 . 175 
Not significant 
Public image & client loyalty 2624.0 . 146 
Not significant 
Long-term profitability 2342.0 . 
037 Significant 
Financial resources 2833.0 . 
440 Not significant 
Sales growth 2323.0 . 
015 Significant 
`Iý 
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Appendix F 
Result of Mann-Whitney Tests Between Engineering and Non-engineering Companies 
Major Variables Mann-Whitney 
U 
2-tailed 
significance 
Are they significant at 
95 % level? 
Product differentiation strategy 7165.5 . 462 
Not significant 
Product diversification strategy 6602.5 . 133 
Not siginificant 
Production efficiency strategy 7064.5 . 183 
Not significant 
New Market strategy 7597.5 . 895 
Not significant 
Intensive marketing strategy 7492 . 
821 Not significant 
New product strategy 6879 . 280 
Not significant 
Pricing strategy 7595.5 . 795 
Not significant 
Quality service strategy 7539.5 . 859 
Not significant 
Quality product strategy 6956.0 . 138 
Not significant 
IT support cost reduction strategy 72S l. 0 . 
576 Not significant 
IT support product differentiation strategy 6790.5 . 146 
Not significant 
IT support product diversification strategy 6443.0 . 
049 Not significant 
IT support production efficiency strategy 7068.5 . 
333 Not significant 
IT support intensive marketing strategy 6998.5 . 
328 Not significant 
IT support new market strategy 7404.0 S19 Not significant 
IT support new product strategy 5647.0 . 
000 Significant 
IT support quality service strategy 7446.5 . 
804 Not significant 
IT support product quality strategy 5752.5 . 
001 Significant 
Public image & client loyalty 7076.0 . 
315 Not significant 
Long-term profitability 6599.5 . 
062 Not significant 
Financial resources 6656.0 . 
092 Not significant 
Sales growth 6925.5 . 211 
Not significant 
5 
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APPENDIX G 
QUESTIONNAIRE RESPONSES 
Section A: Company Profile 
Type of Technology: 
Type of technology Companies which adopt the 
technology 
Accounting-based applications 99 % 
Office support system 97 % 
Database systems 83 % 
Computer-assisted production management 77 % 
Computer-aided design 68 % 
Local Area Network 67 % 
External Networks 48 % 
Computer-aided manufacturing 36 % 
Decisional level targeted: 
Management level Most important Important Least important 
Operational 62.6 % 29.5 % S% 
Management control 37.3 % 59.4 % 3.2 % 
Strategic planning 5.4 % 7.4 % S7.2% 
Sources of software: 
Sources of software Most popular 
(Rank =1) 
Not applicable Popular (Rank 
= 1,2,3) 
Off-the-shelf package 61.1 % 4. S% 92 % 
Custom package 18.2% 30.4 % 62. S% 
Developed by consultant 11.4 % 50% 37. S% 
Developed by IT staff 4.3 % 55.7% 33 % 
Developed by parent company 1.2 % 78.9 % 7.4 % 
Developed by end-users 1.2% 67.2% 16.9% 
ý-: 
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Hardware: 
Type of hardware available Percent 
Networked Pcs 82 
Standalone Pes 6S 
Minicomputers/ UNIX 39 
Availability of IT staff: 
IT staff Percent 
Available 29.2 
Not Available 70.8 
Person in charge of IT: 
In Charge of IT Percent 
One of the Staff 62.3 
CEO 30.0 
Others 7.7 
Section B: Business strategy 
Business Strategy Agree & str. agree Disagree & str. d/a 
Quality Service 96.9 % I% 
Qualty Products 92.5 % 3% 
Production Efficiency 89.3 % 4% 
Market Growth 6S. 2% 18.3 % 
New Products 62.9% 19.4 % 
Product Diversification 61.9% 18.3 % 
Product Differentiation 56.4% 16% 
Intensive marketing 35.5 % 31.5 °ö 
Cheap pricing 24.5 % 63 % 
1 
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Section C: IT Strategy 
Treated independently Guided by IT strategy 
IT investment decisions 57 % 22.5 % 
Short term Medium to long-term 
IT and problem solving 13.7 % 56.8% 
Important Not important 
Match IT to business needs 81.7 % 9.2 % 
Important Not important 
Management of IT resources 42.8 % 28.8 % 
Important Not important 
Level of system integration 71.2% 13.6% 
Centralised Decentralised 
Structure of IT support 41% 32.1 % 
Efficiency/Productivity Include competitive 
edge 
Primary benefits sought from IT 44.7 % 30.2 % 
IT support.... Agree Disagree 
Cost Reduction 67.7 % 9.6 % 
Product differentiation 18.3 % 47 % 
Product diversification 14 % 40.4 % 
Production efficiency 68.9% 10% 
Intensive marketing 17.2 % 48.8 % 
Identify new markets 9.6 % 60.4 % 
New product 22.3 % 38.2 % 
Quality customer service 68.5 % S. 8% 
Product quality 48.4 % 22 % 
121ý 
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IT planner: 
Responsible for IT planning Percent 
No one 10.9 
IT consultant 2 
Staff in charge of IT 19.8 
CEO 21.1 
Management Committee 46? 
Sources of IT advice: 
Sources Most important 
(Rank=1) 
Not used Important (Rank 
1->4.5) 
Vendors 19.5 % 21.5 % 70.7 % 
Consultants 23.8% 25.8 % 64.1 % 
Other staff 16. S% 34.0% 60.6% 
IT Staff 31.3 °ö 40.6% 53.9% 
Business Associates / Friends 2.3 % 54.3 % 32.5% 
Magazines / Trade journals 2.3 % 58.6% 23.8 % 
Seminar / Conferences .8% 
60.5 % 17.6 % 
TEC . 
4% 77.3% 8.2% 
Chamber of Commerce 0% 84.4 % 1.2 % 
Type of advice: 
Consultants Vendors TEC/CC Assoc/Friends 
Hardware selection 42.6 % 78.7 % 3.3 % 26.2 % 
Software selection 55.3 % 65.5 % 2.6 % 26.8 % 
Training 39.7 % 59.4% 24.5 % 12.2 % 
Maintenance 25.2 % S3.2% 0.8 % 8.8 % 
Planning 54 % 37.3 % 5.6 % 35.4 % 
Use of IT consultant: 
Use of consultant in the past 2 years Percent 
Never 39.1 
Several times 39.5 
Ongoing/frequently 21.1 
e\ 
AppendLv G 
Section D: Company Performance 
Organisational performance: 
Strong/v. 
strong 
same level Weak/very 
weak 
Image & Client loyalty 72.9 % 23.9% 3.2% 
Long term profitability 71.6% 24 % 4.4 % 
Sales growth 69.2 % 26.8 % 4% 
Financial resources 60% - 31.6% 8.4% 
Organisational IT impacts: 
Agree Disagree 
Time savings 88.4 % 3.2 % 
Reduce administrative cost 61.0% 10.8% 
Better internal integration 60 % 12.4 % 
Quality decisions 59.2% 11.6% 
More competitive 56.3 % 12.8 % 
Improve image 49.4 % 13.6% 
Section E: CEO Profile and IT Commitment 
Personal use of IT: 
Usage of computer Percent 
Never 16.2 
Up to 2 hours per week 13.8 
1 -2 hours per day 27.7 
2-3 hours per day 13 
>3 hours per day 29.2 
t0 
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Software knowledge: 
Knowledge of software Good & ext. 
knowledge 
Not Familiar 
Spreadsheet 66% 6% 
Word processing 65 % 7% 
Accounting/ Financial 54.5 % 6% 
Database 49 % 9% 
External data sources 26 % 29 % 
EDI 24% 33% 
CAD/CAivt 19% 33% 
IT involvement: 
Activities Closely & 
highly 
involved 
Managerial role Not involved 
Planning 65.8% 21.8 % S. 1 % 
Definition of needs 57.2 % 24 % 7.6 % 
Selection of Hardware & 
software 
4S. 8 % 31.9% 10.1 % 
Implementation of system 45.7 % 32.8 % 13.9% 
Maintenance 39.9 % 31.9% 24.2 % 
Append &H, 
APPENDIX H 
FACTOR ANALYSIS FOR BUSINESS STRATEGY AND IT 
STRATEGY VARIABLES USING 
QUARTIMAX ROTATION 
Factor 
\`- 
--_ ------- FACT0RANALYSIS -- 
a lysis number 1 Listwise deletion of cases with missing values 
i ser-Meyer-Olkin Measure of Sampling Adequacy - . 72847 
rtlett Test of Sphericity - 487.41243, Significance - . 00000 
raction 1 for analysis 1, Principal Components Analysis (PC) 
tial Statistics: 
Variable Communality Factor 
B_COST 1.00000 1 
B_DIFFER 1.00000 2 
B_DIVER 1.00000 3 
B_EFFICI 1.00000 4 
B_NIARKTG 1.00000 5 
B_NEWMKT 1.00000 6 
B_NEWPRO 1.00000 7 
B_QSERV 1.00000 8 
B_QUALTY 1.00000 9 
PC extracted 3 factors. 
Factor Matrix: 
B_tEWPRO 
9_DIFFER 
H_QUALTY 
B_M.; RKTG 
B_EF'FICI 
B_QSERV 
B NEWMKT 
Factor 1 Factor 2 
Eigenvalue Pct of Var Cum Pct 
2.99102 
1.39102 
1.18254 
. 83227 
. 72901 
. 57020 
. 54080 
. 43493 
. 32822 
Factor 3 
69297 
64537 
64207 
63447 
60559 
. 59162 
. 54853 
-. 39250 
-. 56812 
. 07826 
-. 02850 
. 43402 
. 40754 
. 
26995 
B_COST -. 25268 . 64138 
B_ DIVER . 44499 . 26184 
. 18077 
. 02561 
-. 43760 
. 41092 
-. 27388 
-. 48339 
. 39681 
. 34672 
. 45001 
33.2 
15.5 
13.1 
9.2 
8.1 
6.3 
6.0 
4.8 
3.6 
33.2 
48.7 
61.8 
71.1 
79.2 
85.5 
91.5 
96.4 
100.0 
ý3 
-----------FACT0RANALYSIS----------- 
Final Statistics: 
Variable Communality Factor Eigenvalue Pct of Var Cum Pct 
B COST . 59543 1 2.99102 33.2 33.2 
B DIFFER . 73992 * 2 1.39102 15.5 48.7 
B DIVER . 46908 * 3 1.18254 13.1 61.8 
BEFFICI . 63012 
BMARKTG . 57222 
B NEWMKT . 53121 
BNEWPRO . 66694 BQSERV . 74977 
B QUALTY . 
60987 
QUARTIMAX rotation 1 for extraction 1 in analysis 1- Kaiser Normaliza=ion. 
QUARTIt? A. X converged in 4 iterations. 
Rotated Factor Matrix: 
Factor 1 Factor 2 Factor 3 
. 70337 . 19097 -. 00410 9 h+A. RKTG . 69214 . 09294 . 29073 B 
-DIVER . 
67637 . 09096 -. 05780 
B QSERV . 11223 . 85818 . 02639 B EFFIC1 . 28292 . 74144 -. 01863 B QUALTY . 09465 . 70392 . 32467 
B 
_DIFFER . 
27738 . 09956 . 80813 B 
_COST . 
26138 -. 07689 -. 72194 
B PIEWPRO . 46624 . 10818 . 66171 
Page 
ý ýý 
-----------FACT0RANALYSIS----------- 
Factor Transformation Matrix: 
Factor 1 
Factor 2 
Factor 3 
Factor 1 
. 62203 
. 25180 
. 74141 
Factor 2 
. 59229 
. 46801 
-. 65587 
Factor 3 
. 51213 
-. 84709 
-. 14198 
1 'ý 
Factor 
-----------FACT0RANALYSIS----------- 
Analysis number 1 Listwise deletion of cases with missing values 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy = . 82268 
Bartlett Test of Sphericity = 788.37913, Significance = . 00000 
Extraction 1 for analysis 1, Principal Components Analysis (PC) 
Initial Statistics: 
Variable Communality * Factor 
C COST 1.00000 1 
C DIFFER 1.00000 2 
_ C DIVER 1.00000 * 3 
C EFFICI 1.00000 4 
C bU%RKTG 1.00000 5 
_ C NEWMKT 1.00000 6 
C NEr; 7PRO 1.00000 7 
C QSERV 1.00000 8 
C QUALTY 1.00000 9 
PC extracted 3 factors. 
Factor Matrix: 
C_N EW P RO 
C_DIVER 
CQUALTY 
C NLARi(TG 
C NEW, IKT 
C DIFFER 
CQSERV 
C COST 
C EFFICI 
Facto: 1 
. 73176 
. 71586 
. 71220 
. 70869 
. 70661 
. 67933 
. 55621 
. 53039 
57344 
-actor 2 
-. 25321 
-. 39433 
. 24302 
-. 23641 
-. 35627 
-. 25175 
. 50949 
. 50976 
. 
57730 
Eigenvalue 
3.93771 
1.37757 
. 96832 
. 64948 
. 56511 
. 47263 
. 43064 
. 33968 
. 25886 
Factor 3 
-. 37957 
-. 22799 
-. 33536 
. 53164 
. 45777 
-. 23582 
. 32990 
-. 03376 
-. 04501 
Pct of Var 
43.8 
15.3 
10.8 
7.2 
6.3 
5.3 
4.8 
3.8 
2.9 
Curn Pct 
43.8 
59.1 
69.8 
77.0 
83.3 
88.6 
93.3 
97.1 
100.0 
Page, 
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----------FACT0RANALYSIS----------- 
rinal Statistics: 
; Iariable Con. nunality Factor 
.0 
COST . 54231 1 ^DIFFER 
. 58048 * 2 rDIVER 
. 71993 * 3 
EFFICI - . 66413 
C MARKTG . 84077 
NEFWMKT . 83578 
CTNEWPRO . 74366 * 
C QSERV . 
67778 * 
ýýC QUALTY . 
67876 * 
Eigenvalue Pct of Var Cum Pct 
3.93771 43.8 43.8 
1.37757 15.3 59.1 
. 96832 10.8 
69.8 
QUARTIMAX rotation 1 for extraction 1 in analysis 1- Kaiser Normalization. 
QUARTI4AX converged in 5 iterations. 
Rotated Factor Matrix: 
C NEWPRO 
DIVER 
DI FFE ER 
CQUALTY 
C_EFFICI 
CQS E RV 
C 
-COST 
C MARKTG 
C NEWMKT 
Factor 1 
. 84393 
. 81394 
. 72920 
. 58959 
18918 
. 00825 
. 18139 
. 
33856 
. 42842 
Factor 2 
. 16469 
. 04793 
. 14644 
. 57099 
. 79266 
. 75066 
. 71347 
. 22446 
. 11856 
Factor 3 
. 06565 
. 23479 
. 16523 
-. 07152 
. 00488 
. 33797 
. 01930 
. 82205 
. 79886 
Page 2 
-. 11 
1' 
-----------FACT0RANALYSIS----------- 
'actor Transformation Matrix: 
Factor 1 
Factor 2 
Factor 3 
Page 
Factor 1 
. 72820 
-. 43681 
-. 52813 
Factor 2 
. 54710 
. 83462 
. 06405 
Factor 3 
. 41281 
-. 33558 
. 84674 
1 C-, -ý 
Append&r I 
APPENDIX I 
AGGLOMERATION SCHEDULE USING WARD METHOD FOR 
THE MATCHING APPROACH 
C` 
************+*PR0XIMITIES**** 
Data Information 
240 unweighted cases accepted. 
0 cases rejected because of missing value. 
Squared Euclidean measure used. 
---------------------------------------- 
*HIERARCHICALHICALCLUSTERANALYSI S* 
Agglomeration Schedule using Ward Method 
Clusters Combined Stage Cluster 1st Appears Next 
Stage Cluster 1 Cluster 2 Coefficient Cluster 1 Cluster 2 Stage 
1 37 240 . 000000 0 0 81 
2 221 236 . 000000 0 0 8 
3 111 234 . 000000 0 0 110 
4 104 232 . 000000 0 0 134 
5 102 229 . 000000 0 0 109 
6 174 226 . 000000 0 0 136 
7 116 223 . 000000 0 0 41 
8 119 221 . 000000 0 2 133 
9 80 217 . 000000 0 0 43 
10 154 216 . 000000 0 0 167 
11 197 215 . 000000 0 0 163 
12 64 213 . 000000 0 0 72 
13 138 211 . 000000 0 0 113 
14 16 210 . 000000 0 0 133 
15 121 208 . 000000 0 0 86 
16 182 204 . 000000 0 0 23 
17 118 194 . 000000 0 0 87 
18 107 192 . 000000 0 0 121 
19 72 188 . 000000 0 0 80 
20 25 187 . 000000 0 0 i19 
21 145 185 . 000000 0 0 132 
22 165 184 . 000000 0 0 '164 
23 26 182 . 000000 0 16 177 
24 43 181 . 000000 0 0 78 
25 53 177 . 000000 0 0 88 
26 67 171 . 000000 0 0 76 
27 61 169 . 000000 0 0 167 
28 163 168 . 000000 0 0 131 
29 81 162 . 000000 0 0 115 
30 3 161 . 000000 0 0 122 
31 132 160 . 000000 0 0 73 
32 151 157 . 000000 0 0 105 
33 58 153 . 000000 0 0 
75 
34 120 141 . 000000 0 0 39 
35 70 139 . 000000 0 0 141 
36 10 130 . 000000 0 0 120 
37 39 129 . 000000 0 0 79 
38 115 123 . 000000 0 0 80 
39 20 120 . 000000 0 34 46 
40 110 117 . 000000 0 0 139 
41 27 116 . 000000 0 7 179 
42 52 98 . 000000 0 0 103 
43 57 80 . 000000 0 9 117 
44 51 78 . 000000 0 0 50 
, ý)- 
*HIERARCHICALCALCLUSTERANALYSIS 
Agglomeration Schedule using ward Method (CONT. ) 
Clusters Combined Stage Cluster 1st Appears Next 
Stage Cluster 1 Cluster 2 Coefficient Cluster 1 Cluster 2 Stage 
45 45 77 . 000000 0 0 194 
46 20 76 . 000000 39 0 81 
47 31 74 . 000000 0 0 122 
48 44 69 . 000000 0 0 77 
49 29 59 . 000000 0 0 52 
50 49 51 . 000000 0 44 89 
51 11 38 . 000000 0 0 74 
52 22 29 . 000000 0 49 134 
53 205 209 . 000000 0 
0 106 
54 4 233 . 000000 0 0 
154 
55 150 231 . 000000 0 
0 111 
56 175 224 . 000000 
0 0 119 
57 46 222 . 000000 
0 0 143 
58 201 203 . 000000 
0 0 107 
59 94 195 . 000000 0 0 
157 
60 147 179 . 000000 
0 0 155 
61 166 170 . 000000 0 
0 120 
62 131 144 . 000000 0 0 
82 
63 84 143 . 000000 
0 0 114 
64 15 140 . 000000 0 
0 121 
65 6 125 . 000000 0 
0 104 
66 79 124 . 000000 0 
0 116 
67 2 109 . 000000 
0 0 135 
68 63 105 . 000000 
0 0 153 
69 36 101 . 000000 0 
0 112 
70 28 87 . 000000 
0 0 154 
71 1 82 . 000000 0 
0 87 
72 64 189 . 000000 12 
0 131 
73 23 132 . 000000 
0 31 144 
74 11 127 . 000000 51 
0 173 
75 58 91 . 000000 33 
0 144 
76 14 67 . 000000 
0 26 135 
77 21 44 . 000000 0 48 
86 
78 7 43 . 000000 0 
24 171 
79 33 39 . 000000 0 
37 132 
80 72 115 . 000000 19 
38 118 
81 20 37 . 000000 46 
1 183 
82 97 131 . 000000 0 
62 172 
83 114 180 . 000000 0 
0 103 
84 35 126 . 000000 0 
0 175 
85 34 40 . 000000 0 
0 174 
86 21 121 . 000000 77 15 
139 
87 1 118 . 000000 71 
17 165 
`ý 
*HIERARCHICALHICALCLUSTERANALYSIS 
Agglomeration Schedule using ward Method (CONT. ) 
Clusters Combined Stage Cluster 1st Appears Next 
Stage Cluster 1 Cluster 2 Coefficient Cluster 1 Cluster 2 Stage 
88 53 155 . 000000 25 0 169 
89 49 219 . 000000 50 0 136 
90 152 230 . 055556 0 0 162 
91 207 214 . 111111 0 0 140 
92 178 206 . 166667 
0 0 147 
93 136 202 . 222222 
0 0 192 
94 158 190 . 277778 0 0 152 
95 99 183 . 333333 
0 0 142 
96 164 172 . 388889 
0 0 152 
97 32 142 . 444444 
0 0 158 
98 9 135 . 500000 
0 0 166 
99 54 122 . 555556 0 0 168 
100 88 95 . 611111 
0 0 146 
101 12 73 . 666667 
0 0 153 
102 18 66 . 722222 0 0 161 
103 52 227 . 796296 42 
0 170 
104 6 225 . 870371 65 0 138 
105 151 218 . 944445 32 
0 159 
106 24 20S 1.018519 0 53 176 
107 65 201 1.092593 0 58 137 
108 114 200 1.166667 83 0 148 
109 102 193 1.240741 5 0 171 
110 111 159 1.314815 3 0 181 
111 5 150 1.388889 0 55 172 
112 36 148 1.462963 69 0 179 
113 56 138 1.537037 0 13 173 
114 8 84 1.611111 0 63 165 
115 19 81 1.685185 0 29 151 
116 41 79 1.759259 0 66 185 
117 57 156 1.842592 43 0 177 
118 72 103 1.931481 80 0 149 
119 25 175 2.042592 20 56 183 
120 10 166 2.153703 36 61 164 
121 15 107 2.264815 64 18 186 
122 3 31 2.375926 30 47 178 
123 149 239 2.500926 0 0 170 
124 106 238 2.625926 0 0 156 
125 55 235 2.750926 0 0 169 
126 92 220 2.875926 0 0 190 
127 48 199 3.000926 0 0 175 
128 137 173 3.125926 0 0 166 
129 68 112 3.250926 0 0 205 
130 13 62 3.375926 0 0 192 
ýl ý,,, 
* *HIERA RCHICA LCLUSTER ANAL YSI S** **** 
Agglomeration Schedule using Ward Method (CONT. ) 
Clusters Combined Stage Cluster 1st Appears Next 
Stage Cluster 1 Cluster 2 Coefficient Cluster 1 Cluster 2 Stage 
131 64 163 3.509259 72 28 196 
132 33 145 3.642593' 79 21 194 
133 16 119 3.775926 14 8 180 
134 22 104 3.909260 52 4 179 
135 2 14 4.042593 67 76 193 
136 49 174 4.190741 89 6 157 
137 65 96 4.338889 107 0 200 
138 6 47 4.487037 104 0 190 
139 21 110 4.645767 86 40 186 
140 134 207 4.812434 0 91 180 
141 70 108 4.979100 35 0 176 
142 17 99 5.145767 0 95 162 
143 46 93 5.312433 57 0 163 
144 23 58 5.479100 73 75 198 
145 42 85 5.659655 0 0 197 
146 88 191 5.844840 100 0 155 
147 128 178 6.030025 0 92 184 
148 30 114 6.226784 0 108 168 
149 72 196 6.438821 118 0 198 
150 133 167 6.661044 0 0 199 
151 19 83 6.885581 115 0 188 
152 158 164 7.135581 94 96 187 
153 12 63 7.385581 101 68 174 
154 4 28 7.635581 54 70 185 
155 88 147 7.905951 146 60 226 
156 50 106 8.188358 0 124 202 
157 49 9_ 8.484654 136 59 204 
158 32 151 8.788358 97 105 195 
159 75 212 9.093913 0 0 182 
160 86 176 9.399468 0 0 214 
161 18 186 9.732801 102 0 202 
162 17 152 10.066134 142 90 212 
163 46 197 10.399467 143 11 211 
164 10 165 10.732800 120 22 195 
165 1 8 11.071424 87 114 188 
166 9 137 11.411702 98 128 181 
167 61 154 11.772813 27 10 191 
168 30 54 12.136239 148 99 224 
169 53 55 12.511239 88 125 208 
170 52 149 12.901053 103 123 203 
171 7 102 13.294572 78 109 208 
172 5 97 13.688090 111 82 209 
173 11 56 14.081609 74 113 201 
*****HIERARCHICALCLUSTERANALYSIS 
Agglomeration Schedule using ward Method (CONT. ) 
Clusters Combined Stage Cluster 1st Appears Next 
Stage Cluster 1 Cluster 2 Coefficient Cluster 1 Cluster 2 Stage 
174 12 34 14.498276 153 85 193 
175 35 48 14,921886 84 127 191 
176 24 70 15.357072 106 141 197 
177 26 57 15.797548 23 117 207 
178 3 27 16.273739 122 41 207 
179 22 36 16.757303 134 112 216 
180 - 16 134 17.301054 133 140 196 
181 9 111 17.872814 166 110 203 
182 75 146 18.456148 159 0 206 
183 20 25 19.056149 81 119 204 
184 113 128 19.669575 0 147 214 
185 4 41 20.305819 154 116 200 
186 15 21 20.955170 121 139 201 
187 89 158 21.627392 0 152 210 
188 1 19 22.304972 165 151 220 
189 71 198 23.027193 0 0 227 
190 6 92 23.777193 138 126 209 
191 35 61 24.530664 175 167 221 
192 13 136 25.287609 130 93 213 
193 2 12 26.048216 135 174 232 
194 33 45 26.819645 132 45 205 
195 10 32 27.659039 164 158 230 
196 16 64 28.536655 180 131 218 
197 24 42 29.468369 176 145 210 
198 23 72 30.415127 144 149 217 
199 133 237 31.378090 150 0 215 
200 4 65 32.362217 185 137 219 
201 11 15 33.390465 173 186 217 
202 18 50 34.506207 161 156 220 
203 9 52 35.630280 181 170 213 
204 20 49 36.820404 183 157 218 
205 33 68 38.012863 194 129 226 
206 75 90 39.283695 182 0 228 
207 3 26 40.624966 178 177 222 
208 7 53 42.096767 171 169 223 
209 5 6 43.606026 172 190 225 
210 24 89 45.369968 197 187 216 
211 46 100 47.170895 163 0 225 
212 17 228 49.212563 162 0 219 
213 9 13 51.379807 203 192 229 
214 86 113 53.576565 160 184 229 
215 60 133 55.905270 0 199 227 
216 22 24 58.390732 179 210 221 
*HIERARCHICALHICALCLUSTERANALYSIS 
Agglomeration Schedule using Ward Method (CONT. ) 
Clusters Combined Staqe Cluster Ist Appears Next 
Stage 
217 
218 
219 
220 
221 
222 
223 
224 
225 
226 
227 
228 
229 
230 
231 
232 
233 
234 
235 
236 
237 
238 
239 
Cluster 1 Cluster 2 
11 
16 
4 
1 
22 
3 
4 
22 
5 
33 
60 
60 
9 
10 
4 
1 
1 
3 
1 
3 
1 
3 
1 
23 
20 
17 
18 
35 
11 
7 
30 
46 
88 
71 
75 
86 
22 
33 
2 
9 
16 
5 
4 
60 
10 
3 
Coefficient Cluster 1 Cluster 2 Stage 
61.385101 201 198 222 
64.380058 196 204 234 
67.583488 200 212 223 
71.445961 188 202 232 
75.499786 216 191 224 
79.604790 207 217 234 
83.864746 219 208 231 
88.259499 221 168 230 
92.731720 209 211 235 
97.478546 205 155 231 
102.862808 215 189 228 
109.429939 227 206 237 
116.642113 213 214 233 
124.458672 195 -224 238 
132.911057 223 226 236 
144.490616 220 193 233 
159.940674 232 229 235 
178.525238 222 218 236 
202.470612 233 225 237 
241.859558 234 231 238 
286.596832 235 228 239 
343.100433 236 230 239 
524.886841 237 238 0 
`ý., 
******HIERARCHICALCLUSTERANALYSI S****** 
Dendrogram using Ward Method 
Rescaled Distance Cluster Combine 
CASE 05 10 15 20 25 
Label Num +---------+---------+---------+---------+---------+ 
Case 37 37 
Case 240 240 
Case 120 120 J 
Case 141 141 
Case 20 20 
Case 76 76 
Case 25 25 
Case 187 187 
Case 175 175 J 
Case 224 224 
Case 94 94 
Case 195 195 j 
Case 174 174 
Case 226 226 J 
Case 51 51 
_I 
Case 78 78 
Case 49 49 
Case 219 219 
Case 163 163 
Case 168 168 
Case 64 64 
Case 213 213 I 
Case 189 189 
Case 221 221 J 
Case 236 236 
Case 119 119 
Case 16 16 
Case 210 210 
Case 207 207 
Case 214 214 
Case 134 134 
Case 182 182 
Case 204 204 
Case 26 26 
Case 80 80 
Case 217 217 
_ 
Case 57 57 
Case 156 156 
Case 116 116 
Case 223 223 
Case 27 27 j 
Case 3 3 
Case 161 161 
Case 31 31 
Case 74 74 
Case 132 132 
Case 160 160 
Case 23 23 
Case 58 58 
Case 153 153 
Case 91 91 
Case 72 72 
Case 188 188 
Case 115 115 
_ Case 123 123 
Case 103 103 
Case 196 196 
Case 11 11 
eý 
..... 
Case 38 38 
Case 127 127 
Case 138 138 
Case 211 211 
Case 56 56 
Case 107 107 "I 
Case 192 192 
Case 15 15 
Case 140 140 
Case 110 110 
Case 117 117 
Case 121 121 
Case 208 208 
Case 44 44 
Case 69 69 
Case 21 21 
Case 53 53 
Case 177 177 
Case 155 155 
Case 55 55 
Case 235 235 
Case 43 43 
Case 181 181 
Case 7 7 
Case 102 102 
i 
Case 229 229 
Case 193 193 
Case 201 201 
Case 203 203 
Case 65 65 
Case 96 96 j 
Case 79 79 
Case 124 124 
Case 41 41 ! 
Case 4 4 
Case 233 233 
Case 28 28 
Case 87 87 
Case 152 152 
Case 230 230 
Case 99 99 
_ 
Case 183 183 
Case 17 17 
Case 228 228 
Case 147 147 
Case 179 179 
Case 88 88 
Case 95 95 
Case 191 191 
Case 68 68 J 
Case 112 112 
Case 45 45 ! 
Case 77 77 
Case 145 145 
Case 185 185 
Case 39 39 
ýI 
Case 129 129 
Case 33 33 
Case 32 32 
Case 142 142 
Case 151 151 
Case 157 157 ý. 
ý 
Case 218 218 
Case 165 165 
Case 184 184 
Case 10 10 
Case 130 130 
Case 166 166 
ýL--A 
Case 170 170 
Case 54 54 
Case 122 122 
Case 114 114 
Case 180 180 
Case 200 200 
Case 30 30 
Case 154 154 
Case 216 216 
Case 61 61 
Case 169 169 
Case 35 35 
Case 126 126 
Case 48 48 
Case 199 199 
Case 36 36 
Case 101 
. 
101 
Case 148 148 
Case 104 104 
Case 232 232 
Case 29 29 
Case 59 59 
Case 22 22 
Case 158 158 
Case 190 190 
Case 164 164 
Case 172 172 
_ 
Case 89 89 
I 
Case 42 42 
Case 85 85 
1 
Case 205 205 
Case 209 209 
Case 24 24 
Case 70 70 
Case 139 139 
Case 108 108 
Case 75 75 
Case 212 212 
Case 146 146 
Case 90 90 
Case 71 71 
Case 198 198 
Case 133 133 
Case 167 167 
Case 237 237 
Case 60 60 
Case 131 131 
Case 144 144 
Case 97 97 
Case 150 150 
Case 231 231 
Case 5 5 
_ Case 92 92 
Case 220 220 
Case 6 6 
Case 125 125 
Case 225 225 
Case 
Case 
47 
197 
47 
197 
-{ 
Case 215 215 
Case 46 46 
Case 222 222 
Case 93 93 I 
Case 100 100 
- 
Case 136 136 
Case 202 202 
Case 13 13 
Case 62 62 
ý- ý-ý 
Case 52 52 
Case 98 98 
Case 227 227 
Case 149 149 
Case 239 239 
Case 111 111 
Case 234 234 
Case 159 159 
Case 9 9 
Case 135 135 
Case 137 137 
Case 173 173 
Case 86 86 
Case 176 176 
Case 178 178 
Case 206 206 
Case 128. 128 
Case 113 113 
Case 2 2 
Case 109 109 
Case 67 67 
Case 171 171 
Case 14 14 
Case 34 34 
Case 40 40 
Case 63 63 
Case 105 105 
Case 12 12 1 
Case 73 73 
-t I 
Case 81 81 
Case 162 162 
i 
Case 19 19 _ 
Case 83 83 
Case 118 118 
Case 194 194 
Case 1 1 
Case 82 82 
Case 84 84 
Case 143 143 
Case 8 8 
Case 106 106 
Case 238 238 
Case 50 50 
Case 18 18 
.ý Case 66 66 
Case 186 186 J 
`ý. ý1 
Appendix J 
APPENDIX J 
AGGLOMERATION SCHEDULE USING WARD METHOD FOR 
THE MODERATION APPROACH 
-Zý, 
**************PR0XIMITIES************** 
Data Information 
240 unweighted cases accepted. 
0 cases rejected because of missing value. 
Squared Euclidean measure used. 
---------------------------------------- 
HIERARCHICAL***** *H ICALCLUSTERANALYSI S****** 
Agglomeration Schedule using Ward Method 
Clusters Combined Stage Cluster 1st Appears Next 
Stage Cluster 1 Cluster 2 Coefficient Cluster 1 Cluster 2 Stage 
1 81 162 . 000000 0 0 33 
2 57 80 . 000000 0 0 11 
3 124 166 . 024691 0 0 78 
4 58 115 . 049383 0 0 194 
5 26 38 . 080633 0 0 34 
6 102 213 . 136188 0 0 18 
7 94 181 . 191744 0 0 89 
8 50 143 . 316744 0 0 54 
9 167 209 . 447917 0 0 59 
10 108 122 . 579090 0 0 108 
11 41 57 . 736497 0 2 47 
12 13 92 . 917053 0 0 56 
13 29 90 1.097608 0 0 66 
14 134 137 1.321373 0 0 35 
15 65 208 1.596065 0 0 160 
16 173 190 1.943287 0 0 36 
17 33 150 2.290509 0 0 116 
18 102 230 2.638246 6 0 23 
19 67 129 3.044496 0 0 111 
20 37 70 3.544496 0 0 100 
21 201 202 4.075746 0 0 84 
22 89 222 4.613168 0 0 73 
23 48 102 5.189815 0 18 112 
24 39 205 5.773534 0 0 112 
25 2 99 6.357253 0 0 139 
26 101 148 6.974537 0 0 85 
27 14 140 7.603009 0 0 42 
28 183 225 8.248071 0 0 55 
29 113 125 8.893132 0 0 172 
30 1 54 9.542824 0 0 109 
31 53 234 10.197145 0 0 137 
32 42 106 10.853395 0 0 92 
33 81 207 11.520061 1 0 200 
34 26 84 12.197145 5 0 177 
35 76 134 12.890560 0 14 106 
36 159 173 13.598893 0 16 145 
37 73 228 14.348893 0 0 130 
38 198 200 15.128214 0 0 159 
39 9 237 15.909464 0 0 123 
40 103 206 16.690714 0 0 132 
41 18 139 17.471964 0 0 125 
42 14 68 18.274048 27 0 127 
43 93 239 19.110853 0 0 74 
44 130 149 19.947659 0 0 82 
ýý 
******HIERARCHICALCLUSTERANALYSIS 
Agglomeration Schedule using Ward Method (COST. ) 
Clusters Combined Stage Cluster 1st Appears 
Stage Cluster 1 Cluster 2 Coefficient Cluster 1 Cluster 2 
45 75 146 20.784464 0 0 
46 210 236 21.673353 0 0 
47 16 . 41 
22.568029 0 11 
48 51 132 23.488169 0 0 
49 157 180 24.488169 0 0 
50 55 82 25.488169 0 0 
51 - 138 168 26.502058 0 0 
52 127 144 27.530222 0 0 
53 91 128 28.564943 0 0 
54 50 194 29.602495 8 0 
55 43 183 30.652391 0 28 
56 13 111 31.754244 12 0 
57 189 195 32.879242 0 0 
58 104 182 34.004242 0 0 
59 167 212 35.146732 9 0 
60 71 121 36.296425 0 0 
61 154 220 37.452675 0 0 
62 3 219 38.608925 0 0 
63 12 45 39.765175 0 0 
64 23 184 40.927597 0 0 
65 32 72 42.169880 0 0 
66 29 34 43.460518 13 0 
67 40 133 44.784977 0 0 
68 110 193 46.119854 0 0 
69 52 229 47.526104 0 0 
70 118 188 48.932354 0 0 
71 186 217 50.352493 0 0 
72 165 175 51.772633 0 0 
73 64 89 53.201775 0 22 
74 93 145 54.647377 43 0 
75 50 77 56.142235 54 0 
76 123 203 57.656124 0 0 
77 161 215 59.199333 0 0 
78 88 124 60.749229 0 3 
79 40 87 62.345036 67 0 
80 97 226 63.961163 0 0 
81 119 216 65.586166 0 0 
82 66 130 67.221581 0 44 
83 78 235 68.871269 0 0 
84 19 201 70.548355 0 21 
85 10 101 72.254120 0 26 
86 6 199 73.963997 0 0 
87 62 176 75.673874 0 0 
Next 
Stage 
181 
92 
174 
122 
126 
129 
115 
121 
131 
75 
136 
136 
104 
158 
103 
96 
128 
120 
101 
113 
123 
159 
79 
116 
163 
163 
182 
179 
153 
157 
165 
144 
135 
124 
147 
105 
188 
149 
146 
166 
127 
167 
139 
ý -IL 
HIERARCHICAL***** *H ICALCLUSTERANALYSI S****** 
Agglomeration Schedule using Ward Method (CONT. ) 
Clusters Combined Stage Cluster 1st Appears Next 
Stage Cluster 1 Cluster 2 Coefficient Cluster 1 Cluster 2 Stage 
88 85 178 77.397636 0 0 157 
89 49 94 79.128090 0 7 155 
90 114 218 80.869217 0 0 175 
91 98 171 82.611504 0 0 156 
92 42 210 84.467407 32 46 146 
93 25 177 86.373657 0 0 185 
94 11 160 88.279907 0 0 154 
95 131 223 90.200043 0 0 158 
96 71 197 92.186210 60 0 169 
97 8 36 94.179337 0 0 169 
98 170 224 96.179337 0 0 171 
99 7 95 98.210587 0 0 140 
100 37 238 100.395775 20 0 142 
101 12 232 102.605263 63 0 168 
102 83 211 104.900398 0 0 162 
103 60 167 107.372108 0 59 173 
104 189 204 109.913773 57 0 142 
105 97 136 112.465858 80 0 125 
106 76 152 115.037682 35 0 176 
107 185 196 117.654968 0 0 171 
108 22 108 120.285110 0 10 210 
109 1 56 123.001671 30 0 148 
110 46 153 125.742798 0 0 143 
111 4 67 128.503220 0 19 191 
112 39 48 131.366638 24 23 155 
113 23 28 134.272629 64 0 211 
114 147 179 137.260284 0 0 196 
115 138 221 140.264908 51 0 160 
116 33 110 143.305038 17 68 189 
117 105 112 146.379501 0 0 184 
118 59 233 149.504501 0 0 141 
119 126 192 152.705887 0 0 178 
120 3 107 156.023911 62 0 162 
121 20 127 159.429901 0 52 153 
122 51 117 162.843613 48 0 192 
123 9 32 166.278992 39 65 165 
124 88 158 169.726776 78 0 197 
125 18 97 173.228867 41 105 186 
126 47 157 176.747391 0 49 214 
127 10 14 180.389496 85 42 180 
128 116 154 184.168427 0 61 178 
129 55 141 187.991470 50 0 187 
130 73 156 191.817596 37 0 164 
*HIERARCHICALHICALCLUSTERANALYSIS 
Agglomeration Schedule using Ward Method (CONT. ) 
Clusters Combined Stage Cluster ist Appears 
Stage Cluster 1 Cluster 2 Coefficient Cluster 1 Cluster 2 
131 91 96 195.667648 53 0 
132 103 163 199.535065 40 0 
133 15 169 
. 
203.423950 0 0 
134 31 142 207.312836 0 0 
135 30 161 211.284027 0 77 
136 13 43 215.519104 56 55 
137 53 109 219.903885 31 0 
138 172 174 224.403885 0 0 
139 2 62 228.950378 25 87 
140 7 17 233.515320 99 0 
141 59 120 238.131058 118 0 
142 37 189 242.760681 100 104 
143 46 155 247.567398 110 0 
144 74 123 252.405365 0 76 
145 13 159 257.464691 136 36 
146 42 78 262.842072 92 83 
147 40 86 268.224854 79 0 
148 1 35 273.642365 109 0 
149 66 135 279.068298 82 0 
150 214 227 285.071777 0 0 
151 53 151 291.138977 137 0 
152 172 231 297.532501 138 0 
153 20 64 303.931946 121 73 
154 11 100 310.419220 94 0 
155 39 49 317.077179 112 89 
156 61 98 324.139435 0 91 
157 85 93 331.348694 88 74 
158 104 131 338.614319 58 95 
159 29 198 346.130463 66 38 
160 65 138 353.680450 15 115 
161 27 240 361.235992 0 0 
162 3 83 368.820587 120 102 
163 52 118 376.564423 69 70 
164 69 73 384.398010 0 130 
165 9 50 392.315552 123 75 
166 19 91 400.681427 84 131 
167 6 15 409.181427 86 133 
168 12 65 417.884033 101 160 
169 8 71 427.088379 97 96 
170 79 164 436.427887 0 0 
171 170 185 446.101501 98 107 
172 63 113 455.793365 0 29 
173 44 60 465.618378 0 103 
Next 
Stage 
166 
176 
167 
204 
182 
145 
151 
152 
190 
187 
196 
207 
174 
193 
188 
195 
184 
175 
190 
181 
211 
215 
189 
199 
185 
198 
191 
183 
180 
168 
228 
177 
192 
205 
206 
193 
208 
223 
186 
202 
195 
209 
222 
* H I E R A R C H H I I C C A A L L C LU S T E R ANALYSIS 
Agglomeration Schedule using ward Method (CONT. ) 
Clusters Combined Stage Cluster 1st Appears 
Stage Cluster 1 Cluster 2 Coefficient Cluster 1 Cluster 2 
174 16 46 475.935333 47 143 
175 1 114 486.264862 148 90 
176 76 103 496.885345 106 132 
177 3 26 508.452240 162 34 
178 116 126 520.749023 128 119 
179 165 187 533.264099 72 0 
180 10 29 546.963257 127 159 
181 75 214 561.491028 45 150 
182 30 186 576.281189 135 71 
183 5 104 591.081543 0 158 
184 40 105 606.685791 147 117 
185 25 39 622.874512 93 155 
186 8 18 639.412292 169 125 
187 7 55 656.996765 140 129 
188 13 119 674.819275 145 81 
189 20 33 692.912781 153 116 
190 2 66 711.058716 139 149 
191 4 85 729.999023 iii 157 
192 51 52 749.246399 122 163 
193 19 74 769.664124 166 144 
194 5 58 790.942993 183 4 
195 42 170 813.237305 146 171 
196 59 147 835.903992 141 114 
197 3 88 861.215820 177 124 
198 25 61 888.556030 185 156 
199 11 21 915.952454 154 0 
200 16 81 946.839661 174 33 
201 59 191 979.020874 196 0 
202 24 79 1011.692139 0 170 
203 1 165 1044.690308 175 179 
204 3 31 1078.178589 197 134 
205 40 69 1113.642212 184 164 
206 7 9 1149.954346 187 165 
207 3 37 1187.509155 204 142 
208 1 6 1225.923706 203 167 
209 19 63 1267.485229 193 172 
210 8 22 1311.495117 186 108 
211 23 53 1359.120850 113 151 
212 23 51 1410.151978 211 192 
213 4 76 1461.369873 191 176 
214 8 47 1513.806030 210 126 
215 5 172 1567.861694 194 152 
216 11 16 1624.599243 199 200 
Next 
Stage 
200 
203 
213 
197 
220 
203 
217 
218 
224 
194 
205 
198 
210 
206 
227 
219 
219 
213 
212 
209 
215 
221 
201 
204 
225 
216 
216 
230 
221 
208 
207 
218 
229 
224 
231 
226 
214 
212 
223 
217 
233 
220 
230 
S 
******HIERARCHICALCLUSTERANALYSIS 
Agglomeration Schedule using Ward Method (CONT. ) 
Clusters Combined Stage Cluster 1st Appears 
Stage Cluster 1 Cluster 2 Coefficient Cluster 1 Cluster 2 
217 4 10 1693.081543 213 180 
218 40 75 1769.526245 205 181 
219 2 20 1851.148315 190 189 
220 5 116 1936.268433 215 178 
221 24 42 2026.905151 202 195 
222 40 44 2118.830811 218 173 
223 12 23 2234.902832 168 212 
224 -3 30 2361.05-3955 207 182 
225 12 25 2488.891113 223 198 
226 2 19 2641.551758 219 209 
227 4 13 2797.206055 217 188 
228 5 27 2974.967285 220 161 
229 4 7 3186.761719 227 206 
230 il 59 3410.107422 216 201 
231 1 24 3725.359863 208 221 
232 1 3 4211.330078 231 224 
233 4 8 4715.289063 229 214 
234 11 12 5339.940918 230 225 
235 5 11 6187.366699 228 234 
236 2 40 7039.615234 226 222 
237 2 4 8292.101563 236 233 
238 1 5 9608.017578 232 235 
239 1 2 16241.416016 238 237 
Next 
Stage 
227 
222 
226 
228 
231 
236 
225 
232 
234 
236 
229 
235 
233 
234 
232 
238 
237 
235 
238 
237 
239 
239 
0 
-Z 
.. ýI 
L 
HIERARCHICAL***** *H ICALCLUSTERANALYSI S****** 
Dendrogram using Ward Method 
Rescaled Distance Cluster Combine 
CASE 05 10 15 20 25 
Label Num +---------+---------+---------+---------+---------+ 
Case 81 81 
1 
Case 162 162 
Case 207 207 
Case 57 57 
Case 80 80 
Case 41 41 
Case 16 - 16 
Case 46 46 
Case 153 153 
Case 155 155 
Case 11 11 
Case 160 160 
Case 100 100 
Case 21 21 J 
Case 147 147 
Case 179 179 
Case 59 59 1 
Case 233 233 I 
Case 120 120 
Case 191 191 J 
Case 98 98 
Case 171 171 1 
Case 61 61 ý 
Case 25 25 
Case 177 177 J 
Case 94 94 
Case 181 181 
Case 49 49 
Case 102 102 
Case 213 213 
Case 230 230 
Case 48 48 i 
Case 39 39 
Case 205 205 
Case 12 12 
Case 45 45 
Case 232 232 
Case 65 65 
Case 208 208 
Case 138 138 
Case 168 168 
Case 221 221 1 
Case 51 51 
Case 132 132 i 
Case 117 117 
Case 52 52 
Case 229 229 
Case 118 118 
Case 188 188 
Case 23 23 
Case 184 184 
Case 28 28 J 
Case 53 53 
Case 234 234 
Case 109 109 
Case 151 151 
Case 27 27 
Case 240 240 
`Z `"k 
Case 126 126 
Case 192 192 
Case 154 154 
Case 220 220 
Case 116 116 
Case 172 172 
Case 174 174 
Case 231 231 
Case 58 58 
Case 115 115 
Case 104 104 
Case 182 182 
Case 131 131 
Case 223 223 
Case S5 
Case 186 186 
Case 217 -217 
Case 161 161 
Case 215 215 
Case 30 30 
Case 37 37 
Case 70 70 
Case 238 238 
Case 189 189 
Case 195 195 
Case 204 204 
Case 31 31 
Case 142 142 
Case 124 124 
Case 166 166 
Case 88 88 
Case 158 158 
Case 26 26 
Case 38 38 
Case 84 84 
Case 83 83 
Case 211 211 
Case 33 
Case 219 219 
Case 107 107 
Case 66 
Case 199 199 
Case 15 15 
Case 169 169 
Case 114 114 
Case 218 218 
Case 11 
Case 54 54 
Case 56 56 
Case 35 35 
Case 165 165 
Case 175 175 
Case 187 187 
Case 78 78 
Case 235 235 
Case 42 42 
Case 106 106 
Case 210 210 
Case 236 236 
Case 170 170 
Case 224 224 
Case 185 185 
Case 196 196 
Case 79 79 
Case 164 164 
Case 24 24 
Case 157 157 
Case 180 180 
i 
Iý 
_] l 
_ý 
i 
-1 ý, - 
Case 47 47 
Case 108 108 
Case 122 122 
Case 22 22 
Case 18 18 
Case 139 139 
Case 97 97 
Case 226 226 
Case 136 136 
Case 71 71 
Case 121 121 
Case 197 197 
Case 88 
Case 36 36 
Case 50 50 
Case 143 143 
Case 194 194 
Case 77 77 
Case 99 
Case 237 237 
Case 32 32 
Case 72 72 
Case 55 55 
Case 82 82 
Case 141 141 
Case 77 
Case 95 95 
Case 17 17 
Case 119 119 
Case 216 216 
Case 173 173 
Cape 190 190 
Case 159 159 
Case 183 183 
Case 225 225 
Case 43 43 
Case 13 13 
Case 92 92 
Case 111 111 
Case 14 14 
Case 140 140 
Case 68 68 
Case 101 101 
Case 148 148 
Case 10,10 
Case 198 198 
Case 200 200 
Case 29 29 
Case 90 90 
Case 34 34 
Case 134 134 
Case 137 137 
Case 76 76 
Case 152 152 
Case 103 103 
Case 206 206 
Case 163 163 
Case 67 67 
Case 129 129 
Case 44 
Case 93 93 
Case 239 239 
Case 145 145 
Case 85 85 
Case 178 178 
Case 167 167 
Case 209 209 
Case 212 212 
i 
i 
I 
C\ 
Case 60 60 
Case 44 44 
Case 75 75 
Case 146 146 
Case 214 214 
Case 227 227 
Case 73 73 
Case 228 228 
Case 156 156 
Case 69 69 
Case 105 105 
Case 112 112 
Case 40 40 
Case 133 133 
Case 87 87 
Case 86 86 
Case 113' 113 
f Case 125 125 i 
Case 63 63 
Case 123 123 
Case 203 203 
Case 74 74 
Case 201 201 
Case 202 202 
Case 19 19 
Case 91 91 
Case 128 128 
Case 96 96 
Case 33 33 
Case 150 150 
Case 110 110 
_j 
Case 193 193 
Case 89 89 j 
Case 222 222 J 
Case 64 64 
Case 127 127 
Case 144 144 
Case 20 20 
_j 
Case 2 2 
Case 99 99 
Case 62 62 
Case 176 176 
Case 130 130 J 
Case 149 149 
Case 66 66 
Case 135 135 J 
146 
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APPENDIX K 
One-way AIVOVA result for alignment variables (matching approach-4 clusters) 
Alignment (BS-ITS) C1 C2 C3 C4 F Prob. 
A-Moder N/Aligned A-both A-Match 
(23) (55) (101) (61) 
Fl 'Quality-oriented' alignment . 8696 1.5636 6271 1 . 9290 . 0000 
F2 'Product-oriented' alignment 2.0217 2.2273 7.178 . 8525 . 
0000 
2.01 F3 'Market-oriented' alignment 1.7391 82 7822 1.0410 . 0000 
One-way ANOVA result for alignment variables (moderation approach--4 clusters) 
Alignment (BS-ITS) C1 
A-Moder 
(23) 
C2 
tai/Aligned 
(55) 
C3 
A-both 
(101) 
C4 
A-Match 
(61) 
F Prob. 
F1 'Quality-oriented' alignment ß419: 8792=7 13.3051 ß: 19.0605.: 14.1384 . 0000 
F2 'Product oriented' alignment 12 : 936 ; 7 6.4182 l13 2 6.1230 . 0000 , p .ý 
F3 'Market -oriented' alignment ý1i 2500 5.2864 
ý'11: -0619 
'. ' ' 
5.4508 . 0000 ý 
ý`ý-". 
i- 'i'ii 6 ý. C-T ` 
One-way ANOVA result for alignment variables (matching approach--3 clusters) 
Alignment (BS-ITS) C1C2C3F Prob. 
A-both/ N/Aligned A-Match 
A-Moder (55) (61) 
(124) 
F1 'Quality-oriented' alignment 
F2 'Product-oriented' alignment 
1.5636 r1= 9290 j . 0000 
2.2273 r} : 8525 . 0000 
F3 'Market-oriented' alignment 9 97 2.0182 1.0410 . 0000 
One-way AINOVA result for alignment variables (moderation approach--3 clusters) 
Alignment (BS-ITS) C1C2C3F Prob. 
A-both/ N/Aligned A-Match 
A-Moder (55) (61) 
(124) 
F1 'Quality-oriented' alignment 
F2 'Product-oriented' alignment 
F3 'Market-oriented' alignment=1.1: 0968:::: 
13.3051 14.1384 . 0000 
6.4182 6.1230 . 0000 
5.2864 5.4508 . 0000 
ý., r° 
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APP NDIX K 
One-sway ANVA result for . '; 
ihn: gent v rlý le (. c . ': ig < proacl --- --I 
Alignment (BS-ITS) CI C2 C3 C4 F : Prob. 
A-Moder tad/Aligned A-bot n A- Yy ; ch, 
(23) 55 C (61) 
Fl 'Quality-oriented' alignment . 
5096 1.5636 . 
9290 . 00-1 
F2 'Product-o. iennted' alignment 2.0217 2.2233 . 
3525 . 0I 
3 Market-origin: tJ' ý,.: nment :. 73 1 2.0>32 .. 
0413 .- Uý 
Ore-raw ANOVA result for alignment variables (moderation approach--4 ciusters) 
Alignment (B5-ITS) C1 
A-Moder 
(23) 
C2 
N/Aligned 
(55) 
C3 
A-both 
(101) 
C4 
A-Match 
(61) 
F Prob. 
F1 'Quality-oriented' al gnment 0: 93792- 1 13.3051 ' 9.605;. 4 14.1384 . 0000 
F2 'Product-oriented' alignment 12 35 6.4182 3. _'822-. 6.1230 . 00000 
C 
P3 '\Iar: e oriented' ag 5_2E4 16 9- 5.4508 . 0000 
Ore-way ANOVA result for alignment variables (matching approach--3 clusters) 
Alignment BS-ITS) C. 1 C2 C3 F Prob. 
A-both/ i4/Aligned A-Match 
A-Moder (55) (61) 
(124) 
F Qual y oriented' al ihr rent 1.5636 , 29C 0_ A 
F2 'Prod äct-orienteü' aligrTe 22273 pi ü 
F3 'Varket-orienad' alignmer:: 2.00182 . 
0030 
One-way ANOVA result for align ment variables ; moderation approach--3 clusters) 
Alignment (BS-ID'S) C1 C2 C3 F Prob. 
A-both/ N/Aligned A-MVSatch 
A-Moder (55 (51 j 
(124) 
Fl duality oriented' armvnt _)2_'2L 3.3051 14.384 . 000 
F2 'Product-oriented' alignment 6.4182 6.1230 . 00 00 
F; 'Market-oriented' alignment 1 .. _ 
5.285+ 5.4508 Cs000 
L. 4 
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APPENDIX L 
RESULTS OF BONFERRONI TESTS 
ý. v '). 
Oneway 
Descriptives 
95% Confidence 
Interval for Mean 
Std. Lower Upper 
N Mean Deviation Std. Error Bound Bound 
inancia ombinea clusters 1 23 4.04 . 11 . 
16 1 4. 
resources (moderation &2 54 3.48 . 77 . 
10 3.27 3.69 
Matching) 3 100 3.80 . 91 
9.10E-02 3.62 3.98 
4 60 3.47 . 
87 . 11 
3.24 3.69 
Total 237 3.67 . 87 
5.68E-02 3.55 3.78 
Sales Combined clusters 1 23 4.00 . 67 . 
14 3.71 4.29 
growth (moderation &2 54 - 3.59 . 
74 . 10 
3.39 3.79 
Matching) 3 100 3.86 . 64 
6.36E-02 3.73 3.99 
4 60 3.67 . 71 
9.10E-02 3.48 3.85 
Total 237 3.76 . 69 4.49E-02 
3.68 3.85 
Public Combined clusters 1 23 3.87 1.01 . 21 
3.43 4.31 
image & (moderation &2 54 3.89 . 72 9.77E-02 
3.69 4.08 
client Matching) 3 100 4 04 74 7.37E-02 3.89 4.19 loyalty . . 
4 60 3.72 . 80 . 
10 3.51 3.92 
Total 237 3.91 . 79 5.11 
E-02 3.81 4.01 
Long-term Combined clusters 1 23 4.00 . 
74 . 15 
3.68 4.32 
profitability (moderation &2 54 3.65 . 78 . 11 
3.44 3.86 
Matching) 3 100 3.85 . 66 6.57E-02 
3.72 3.98 
4 60 3.62 . 85 . 
11 3.40 3.84 
Total 237 3.76 . 75 4.88E-02 
3.66 3.86 
Descriptives 
Minimum Maximum 
t-inancial omoinea clusters 5 
resources (moderation & 2 2 5 
Matching) 3 1 5 
4 1 5 
Total 1 5 
Sales Combined clusters 1 3 5 
growth (moderation & 2 1 5 
Matching) 3 2 5 
4 2 5 
Total 1 5 
Public Combined clusters 1 1 5 
image & (moderation & 2 2 5 
client Matching) 3 2 5 loyalty 
4 1 5 
Total 1 5 
Long-term Combined clusters 1 3 5 
profitability (moderation & 2 1 5 
Matching) 3 2 5 
4 1 5 
Total 1 5 
Page 
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ANOVA 
Sum of Mean 
Squares df Square F Sig. 
Financial Between 9 295 3 3.098 4.213 . 006 resources Groups . 
Within 371 171 233 . 
735 
Groups . 
Total 180.667 236 
ales Between 4 358 3 1.453 3.122 . 
027 
growth Groups . 
Within 410 108 233 . 465 Groups . 
Total 112.768 236 
Public Between 3 992 3 1.331 2.184 . 091 image & Groups . 
client Within 
loyalty Groups 141.965 233 . 609 
Total 145.958 236 
Long-term Between 4 043 3 1.348 2.429 . 066 profitability Groups . 
Within 248 129 233 . 
555 Groups . 
Total 133.291 236 
Post Hoc Tests 
Multiple Comparisons 
Rnnfarrnni 
(I) Combined 
Combined 
95% Confidence 
clusters clusters Mean Interval 
Dependent (moderation (moderation Difference Lower Upper 
Variable & Matching) & Matching) (I-J) Std. Error Sig. Bound Bound 
Financial 
. 214 
4 1.13 
resources 3 . 24 . 198 1.000 -. 
28 . 77 
4 . 58* . 
210 . 039 1.71 
E-02 1.14 
21 -. 56 . 
214 . 054 -1.13 
6.22E-03 
3 -. 32 . 145 . 173 -. 
70 6.69E-02 
4 1.48E-02 . 161 1.000 -. 41 . 
44 
31 -. 24 . 198 1.000 -. 
77 . 28 
2 . 32 . 145 . 
173 -6.7E-02 . 70 
4 . 33 . 140 . 
109 -3.9E-02 . 
71 
41 -. 58' . 210 . 
039 -1.14 -1.7E-02 
2 -1.48E-02 . 161 1.000 -. 
44 . 41 
3 -. 33 . 140 . 109 -. 
71 3.93E-02 
Sales 12 . 41 . 
170 . 103 -4.5E-02 . 
86 
growth 3 . 14 . 158 
1.000 -. 28 . 56 
4 . 33 . 
167 . 285 -. 
11 . 78 
21 -. 41 . 170 . 103 -. 
86 4.45E-02 
3 -. 27 . 115 . 
127 -. 57 3.91 E-02 
4 -7.41 E-02 . 
128 1.000 -. 41 . 
27 
31 -. 14 . 158 
1.000 -. 56 . 28 
2 
. 27 . 
115 . 
127 -3.9E-02 . 57 
4 . 19 . 
111 . 
504 -. 10 . 49 
41 -. 33 . 167 . 
285 -. 78 . 11 
2 7.41 E-02 . 128 1.000 -. 
27 . 41 
3 -. 19 . 111 . 
504 -. 49 . 10 
Public 12 -1.93E-02 . 194 1.000 -. 54 . 
50 
image &3 
-. 17 . 181 1.000 -. 
65 . 31 
Page: 
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Multiple Comparisons 
Bonferroni 
J 
(I) Combined Combined 95% Confidence 
clusters clusters Mean Interval 
Dependent (moderation (moderation Difference Lower Upper 
Variable & Matching) 
-& 
Matching) (I-J) Std. Error Sig. Bound Bound 
PUNIC 
. 191 image &21 1.93E-02 
. 
194 1.000 -. 50 . 54 client 3 loyalty -. 15 . 132 
1.000 -. 50 . 
20 
4 
. 17 . 
146 1.000 -. 22 . 56 31 
. 17 . 181 1.000 -. 
31 
. 65 2 
. 15 . 132 
1.000 -. 20 . 50 4 
. 32 . 127 . 071 -1.6E-02 . 
66 
41 " -. 15 . 191 1.000 -. 66 . 36 2 -. 17 . 146 1.000 -. 56 . 22 3 -. 32 . 127 . 071 -. 66 1.59E-02 Long-term 12 
. 35 . 185 . 
354 -. 14 . 85 profitability 3 
. 15 . 172 1.000 -. 31 . 61 4 
. 38 . 183 . 
222 -. 10 . 87 21 -. 35 . 185 . 354 -. 85 . 14 3 -. 20 . 126 . 659 -. 54 . 13 4 3.15E-02 
. 140 1.000 -. 34 . 40 31 -. 15 . 172 1.000 -. 61 . 31 2 
. 20 . 
126 
. 659 -. 13 . 54 4 
. 23 . 122 . 338 -9.0E-02 . 56 41 -. 38 . 183 . 222 -. 87 . 10 2 -3.15E-02 . 
140 1.000 -. 40 . 34 3 -. 23 . 122 . 338 -. 56 9.03E-02 
'. The mean difference is significant at the . 05 
level. 
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