ing the best reasoning engine is a daunting task requiring first-hand experience and insight into engine-specific implementation details. Developers have to decide which concrete engine to use and how to integrate the engine into an application. Although file formats, e.g., DIMACS CNF or SMT-LIB, standardize the input of SAT and SMT solvers, not all engines provide input interfaces compliant with these standards. When following the standard, advanced (and not standardized) features of the solvers remain unused and their integration is left to the users. This work presents meta-SMT, a framework that eases the integration of existing reasoning engines into applications. Inspired by SMT-LIB, metaSMT provides a domain-specific language that allows for engine-independent programming and offers a generic interface to advanced features as an extra abstraction layer. State-of-the-art solvers for satisfiability and other theories are available via metaSMT with little programming effort. Language bindings for C++ and Python are provided. We show how metaSMT can be used as a portfolio consistency checker for SMT-LIB2 instances. The benchmark set of the category quantifier-free bit-vector theory from SMT-LIB (1.6 GB) is used for these experiments.
Introduction
Today, many problems from artificial intelligence and formal methods for hardware and software are solved by reducing them to one or more instances of the Satisfiability (SAT) problem. The SAT problem is to decide whether a given Boolean formula in Conjunctive Normal Form (CNF) is satisfiable. Although SAT is NP-complete [15, 24] , effective reasoning engines are available, called decision procedures.
Decision procedures have become attractive to solve computationally hard problems and are effectively applied in many applications including model checking [10, 25] , circuit synthesis [3, 21] , and automatic test pattern generation [17] .
Despite successful application of decision procedures, the increasing complexity of software and hardware systems demands more effective decision procedures to overcome complexity issues. For most applications, formulations in richer fragments of first-order logic modulo background theories that fix the interpretation of certain predicate and function symbols are more convenient. Satisfiability Modulo Theories (SMT) [7] is the field that focuses on deciding satisfiability of first-order logic fragments with respect to standardized background theories. For instance, the first-order logic fragment QF-BV corresponds to closed quantifierfree logic formulae over the theory of fixed-size bit-vectors. This fragment fixes the interpretation of common bit-vector predicate and function symbols. For instance, the function symbol "-", typically abbreviated as bvsub, is interpreted as two's complement subtraction modulo 2 n when applied to two bit-vectors of length n. In contrast to classical theorem proving, nonstandard interpretations of the function symbol "-" are of no interest.
A large number of different decision procedures for SMT, called SMT solvers, have been proposed and empirical evidence, e.g., in [4, 11, 19] , has been given that SMT solving increases efficiency in formal reasoning. Improving the performance of SMT solvers, remains an active research challenge driven by the annual SMT competitions [13] .
Selecting the best SMT solver for a specific application, however, is a daunting task due to two reasons: (i) since deciding satisfiability is NP-complete, efficient SMT solvers strongly rely on heuristic approaches. Thus, each SMT solver has its own strengths and weaknesses and consequently reasoning time and memory consumption varies depending on whether the solver's heuristic is effective for a particular problem instance; (ii) different SMT solvers do not use a common input language or Application Programming Interface (API). A standardized textual format, called SMT-LIB [6] and SMT-LIB2 (referring to its second version), for expressing SMT instances has been established; however, not all SMT solvers currently follow this standard.
Consequently, SMT solvers have different strengths depending on the problem instances. In practice, only evaluating different SMT solvers with respect to a given problem instance allows for finding the best performing decision procedure.
Taking a user-created SMT instance as input, an SMT solver decides whether the instance is satisfiable or unsatisfiable. Many SMT solvers have additional native interfaces providing nonstandard options and special features. For instance, the SMT solver Z3 [16] allows for enabling tactics to customize the solving process and provides addition capabilities, e.g., computing minimal unsatisfiable subformulae in case the SMT instance is unsatisfiable. Moreover, some SMT solvers learn information while reasoning which helps to prune the search space in the consecutive reasoning process [33] . These features are only available and controllable via nonstandard interfaces and solver-specific APIs.
This work presents metaSMT, 1 a flexible framework for integrating multiple decision procedures into C++ and Python applications using a common interface provided by an embedded domain-specific language similar to SMT-LIB2. metaSMT enables switching between different decision procedures using only one common API. Moreover, decision procedures can be combined to form portfolio solvers such that the combined decision procedures are simultaneously applied to a reasoning task. Structured in three layers (frontend, middleend, and backend), metaSMT abstracts from the decision procedures and provides capabilities to use special features of a solver, either by directly invoking the feature or by emulating it if not supported. metaSMT's implementation is open source and publicly available.
The main advantages offered by metaSMT can be summarized as follows: (1) solver independence through abstraction layers, (2) simple integration of multiple decision procedures, (3) portfolio solving leveraging multiple decision procedures simultaneously, (4) extensibility in terms of input language and decision procedures, (5) customizability in terms of optimizations and rewriting infrastructure, and (6) compile-time translations of the input language into native engine calls.
Note that metaSMT is not restricted to SMT solvers but provides an embedded domain-specific language similar to SMT-LIB2 that can be rewritten, e.g., word level variables and operations can be replaced with Boolean variables and operations, such that SAT solvers or Binary Decision Diagram (BDD) packages can be used for reasoning.
In previous work, metaSMT has been effectively used for test stimuli generation of software [29] and hardware [22] , fault localization [30] , assessing fault tolerance [31] , symbolic execution of software programs [27] , and circuit minimization [2] .
The remainder of the paper is structured as follows: in Sect. 2, related work is presented. In Sect. 3, preliminaries including SMT, the SMT-LIB2 command language, and embedded domain-specific languages are described. In Sect. 4, we present motivating examples which demonstrate how metaSMT is integrated into C++. In Sect. 5, the threelayered architecture of metaSMT is described. In Sect. 6, metaSMT's server and client architecture is presented which provides a mechanism to apply multiple decision procedures simultaneously to a reasoning task. In Sect. 7, implementation details are described. In Sect. 8, an empirical evaluation of metaSMT including its use in current research projects is presented. Section 9 concludes the paper.
Related work
Standardization allows for flexibility in the development and enables the comparison of reasoning engines. Mainly driven by competitions, different standardized input formats, e.g., DIMACS CNF for SAT solvers, MiniZinc and FlatZinc for CSP solvers, and SMT-LIB and SMT-LIB2 for SMT solvers, have been established.
Exchanging lengthy solver queries as strings via a file interface, however, is often undesirable and thus there is a legitimate interest for integrating reasoning engines into an application. The most popular solver integration frameworks are jSMTLIB [14] , NSolv, 2 and SMT-Kit. 3 The Java package jSMTLIB offers an interface to different SMT solvers and enables parsing, creating, manipulating, and solving of SMT-LIB commands. However, jSMTLIB does not provide a domain-specific language for generating instances directly from an application. The tool NSolv provides support for invoking multiple decision procedures simultaneously, but cannot be used from an application. SMT-Kit is a C++11 library for many-sorted logics and focuses on quantifier-free fragments of SMT-LIB2 formulae. Similarly to metaSMT, SMT-Kit provides an embedded domain-specific language but does not support compile-time mapping, intermediate data structures, translation and optimization, or solving instances simultaneously with multiple decision procedures.
Preliminaries
The following section provides background information describing SMT in Sect. 3.1, the SMT-LIB2 command language in Sect. 3.2, and embedded domain-specific languages in Sect. 3.3.
Satisfiability modulo theories
Given a formula over Boolean variables, the SAT problem is a decision problem which asks if an assignment to the Boolean variables exists such that the formula evaluates to true. If such an assignment exists, the formula is satisfiable or otherwise unsatisfiable. The SAT problem has been proven NP-complete.
In spite of the theoretical complexity of the problem, sophisticated algorithms and clever heuristics solve instances 2 https://github.com/delcypher/nsolv/. with many thousands of variables and clauses efficiently in practice. Usually, SAT solvers work on CNF which is the conjunction of disjunctions of literals, where each literal is a Boolean variable or its negation. Other decision procedures exist that use a circuit structure to represent a formula.
SMT considers the SAT problem with respect to one or several combined standardized fragments of first-order logics. For that reason, when dealing with SMT, the variables of formulae are not necessarily of Boolean sort. SMT problems are either solved by applying specialized decision procedures for the logic fragment in use (lazy approach) or re-encoding them as equisatisfiable SAT problems after applying rewriting rules and simplifications that are not easily applicable for Boolean formulae (eager approach). Thus, depending on the considered problem at hand, SMT has the potential to speed up the solving process.
Due to the possibly large search space, however, deciding SMT instances is a complex reasoning task. A detailed introduction to SMT and techniques applied to decide SMT instances can be found in [7] . Figure 1 shows an SMT instance expressed in SMT-LIB2. The logic in use is QF-BV. Two variables, a and b, are declared as bit-vectors of length 32. Their product is constrained to be equal to the 64-bit value 21,466,342,967. An SMT solver that supports the logic QF-BV can now compute an assignment, e.g., a = 740,218,723 and b = 29, which satisfies the formula when called with this SMT-LIB2 instance as input.
In applications, SMT solvers are utilized in different ways, each having its own advantages and disadvantages.
1. SMT-LIB or SMT-LIB2 instance files can be generated and passed to the SMT solver via a file interface. The generation of the SMT instance and the retrieval of the results incurs additional overhead to parse and manipulate SMT-LIB and result strings by the application and the SMT solver. In addition, common subexpressions or equivalent assertions may not be recognized immediately in the textual SMT-LIB format. 2. An SMT solver's API can be used directly by calling public functions. This allows for using nonstandard fea-(set-logic QF_BV) (declare-fun a() (_ BitVec 32)) (declare-fun b() (_ BitVec 32)) (assert (not (= a (_ bv1 32)))) (assert (not (= b (_ bv1 32)))) (assert (= (_ bv21466342967 64) (bvmul ((_ zero_extend 32) a) ((_ zero_extend 32) b))) ) (check-sat) (exit) tures of the SMT solver. However, the API is often not completely identical to the SMT-LIB standard such that a potentially complicated API (including initialization, cleanup, and memory management) has to be learned. Since no standardized API interface is available, the application is restricted to one specific SMT solver which is in practice undesirable.
metaSMT separates the programming model from the decision procedures. The application selects one solver (or multiple solvers) and describes the SMT instance in a simple, common embedded domain-specific language similar to the SMT-LIB2 standard. metaSMT is designed in a way that its run-time overhead is minimal using techniques from C++ template meta-programming to evaluate code at compiletime in terms of the native SMT solver's API whenever possible.
SMT-LIB2 command language
The SMT-LIB2 standard [6] defines a command language to describe the syntax of commands accepted by and responses received from interactive SMT solvers. A tool which uses an SMT-LIB2-compatible SMT solver issues commands in the textual format of the command language. The SMT solver reads the commands from an input channel, processes them, and writes responses in the textual format of the command language to two output channels, a regular output channel and a diagnostic output channel. The input channel usually refers to standard input or a file and the output channels usually refer to standard output and standard error. However, any other input and output channels can be used, too.
In this section, we briefly outline the syntax of SMT-LIB2 commands and the corresponding solver responses. Our description uses the terminology of SMT-LIB2. For a detailed treatment of the syntax and semantics of SMT-LIB2, we refer the reader to the SMT-LIB2 standard [6] .
metaSMT in its current implementation is compatible with the SMT-LIB2 standard but not fully SMT-LIB2 com-
| exit (Scripts) scr ::= c * Fig. 2 Abstract syntax for commands pliant, i.e., not all SMT-LIB2 commands of the command language are currently supported. A simplified version of the abstract syntax of the SMT-LIB2 command language that is actually supported by metaSMT is shown in Fig. 2 .
An SMT-LIB2-compatible solver responds to every issued command. In general, three responses are possible. The SMT solver responds with success if the command was successfully processed, with unsupported if the command is not supported by the SMT solver, and error < msg > if an error occurs during processing the command, where < msg > refers to an arbitrary error message in textual format. Moreover, in case of a check-sat command the SMT solver either responds with sat, unsat, or unknown corresponding to the satisfiability check where the latter indicates that a given resource limit (memory or time) has been reached or that no result could be computed due to the incompleteness of a decision procedure.
In the following, we use the term SMT-LIB2 to refer to the subset of the command language that is supported by metaSMT. Thus, an SMT instance is a script consisting of sequences of SMT-LIB2 commands.
Embedded domain-specific language
A Domain-Specific Language (DSL) is a computer language that targets a particular application domain. The DSL defines syntax and semantics. To avoid the effort of building sophisticated language processing infrastructure for DSLs, today DSLs are often embedded as a library into general purpose programming languages [23] . The DSL is then called an Embedded Domain-Specific Language (EDSL).
metaSMT provides an easy to use EDSL to express SMT instances in a way that is similar to SMT-LIB2. The EDSL is currently embedded into the general purpose programming language C++; however, bindings for other programming languages are possible. As an example, currently meta-SMT's EDSL has been effectively integrated to Python.
Motivating examples
Typically, function calls are nested to construct an SMT instance via API calls which reduces the readability of the source code and makes the underlying logical problem difficult to understand. Figure 3a shows a simple code fragment in the programming language C which uses the API of the SMT solver Boolector [12] . In the example, the constraint c = a · b is asserted. Note that SMT solver APIs usually pass additional context objects, in the example btor, which describe the current state of the SMT solver. Figure 3b shows the semantically equivalent assertion expressed in SMT-LIB2. Focusing on usability, metaSMT's design goal is to provide a representation similar to SMT-LIB2 embedded into a 
(c)
general purpose programming language. Mainly metaSMT targets the programming language C++; however, in current releases additional Python bindings are provided. Figure 3c shows the same assertion expressed using metaSMT's C++ API. Due to syntactic limitations of C++, slight adaptions are necessary. Most notably, constraints cannot be written in infix notation. Nested function calls are used instead. This is a common restriction in the SMT-LIB2 format and in line with the prefix notation of symbolic expressions (S-expression). Moreover, a context object, btor_ctx, which describes the current SMT solver state, has to be passed as an argument to the assertion.
In the following sections, we provide two examples that demonstrate the usage of metaSMT's API. The first example in Sect. 4.1 shows a simple usage scenario of metaSMT, whereas the second example in Sect. 4.2 is more complex and shows how advanced features like push/pop or assumptions are integrated via metaSMT. Figure 4 shows a larger program fragment written in C++ which uses metaSMT's API to compute two factors of a given integer. Before we explain the details, the concepts of the example are described. In a loop, an integer value is 10,000 times randomly chosen and factored. A similar example is considered in the empirical evaluation. The integers are represented by the bit-vectors a, b, and c, where a, b, c ∈ B n . To enforce nontrivial factorizations only, a and b are constrained to be different from one. Moreover, the bit-vectors a, b, and c are extended with leading zeros to avoid overflows. From a satisfying assignment the nontrivial factors a and b can be extracted using metaSMT's API. Assuming that the SMT solver is sound, c has been proven to be prime when the SMT solver concludes that the SMT instance is unsatisfiable.
Factoring
Line 1 in Fig. 4 defines a solver context. A solver context in metaSMT is a wrapper for potentially multiple solver context objects, i.e., the solver context specifies which decision procedures are used and how metaSMT communicates with them. Line 2 declares a generic parameter, width, which can be chosen by a user and allows to scale the size of all bit-widths in the example. The non-C++ expression <parameter> has to be replaced with a bit-width greater than 1 before the program is compiled. In lines 3-5, the three bit-vectors are constructed. Lines 6 and 7 add constraints enforcing values distinct from 1, i.e., values assigned to a and b have to be nontrivial. Lines 8 and 9 add the constraint a · b = c.
The constraints added in the lines 1 − 10 are fixed for all iterations of the loop. Thus, they are permanently added to the solver context using assertions. After entering the loop, c is constrained to be equal to a random number in the interval 2 to 2 width −1 using an assumption. Assumptions are only temporarily added to the solver context and removed after the next satisfiability check.
In each iteration of the loop, the SMT instance is checked for satisfiability by calling metaSMT's API function solve in line 14. The function call starts the decision procedure and returns when the SMT instance has been decided. If the SMT instance is satisfiable, the value of a and b are extracted from the satisfying assignment using read_value and printed to standard output. Otherwise, if the instance is unsatisfiable, c is proven to be prime and this is reported to standard output.
Sudoku solving and Sudoku diagnosis
Figures 5 and 6 demonstrate how metaSMT's API can be used to solve incremental problems using the push/pop inter- bvmul(zero_extend(width,a), zero_extend(width,b)) ) 10. ); 11. for (unsigned i=0; i < 10000; ++i) { 12.
unsigned r = random_number( 2, 2^width -1 ); 13.
assumption( ctx, equal(c, bvuint(r,width)) ); for (unsigned j = 0; j < 9; ++j) 07.
v.push_back( new_bitvector( w ) ); 08.
F.push_back( v ); 09. } 10. // Load Sudoku puzzle into F 11. for (unsigned i = 0; i < 9; ++i) 12.
for (unsigned j = 0; j < 9; ++j) 13. assertion( ctx, And ( 14. bvule(bvuint(1,w),
17. for (unsigned j = 0; j < 9; ++i) 18.
for (unsigned d = 1; d <= 9; ++d) { 19.
std::vector<result_type> constraints; 20.
for (unsigned i = 0; i < 9; ++j) 21.
constraints.push_back( evaluate( ctx,
assertion(ctx,cardinality_eq(ctx,constraints,1)); 25. } 26. for (unsigned i = 0; i < 9; ++i) 27.
for (unsigned d = 1; d <= 9; ++d) { 28.
std::vector<result_type> constraints; 29.
for (unsigned j = 0; j < 9; ++j) 30.
constraints.push_back( evaluate( ctx, 31.
assertion(ctx,cardinality_eq(ctx,constraints,1)); 34. } 35. for (unsigned u = 0; u < 3; ++u) 36.
for (unsigned v = 0; v < 3; ++v) 37.
for (unsigned d = 1; d <= 9; ++d) { 38.
std::vector<result_type> constraints; 39.
for (unsigned i = 0; i < 3; ++i) 40.
for (unsigned j = 0; j < 3; ++j) 41.
constraints for (unsigned i = 0; i < 9; ++i) 51.
for (unsigned j = 0; j < 9; ++j) { 52.
unsigned 6 A C++ example program which utilizes metaSMT's EDSL to rectify a pre-filled, contradicting Sudoku puzzle face commonly implemented by SMT solvers. In the two examples, metaSMT is used to solve a partially filled (or unfilled) Sudoku puzzle and to identify erroneously filled entries in a Sudoku puzzle.
Suppose that the Sudoku field is described as a 9 × 9 matrix with elements F i j , 0 ≤ i, j ≤ 8. A Sudoku puzzle is correctly filled if and only if four constraints are met:
Other formalizations are possible. The constraints presented above are kept as close as possible to the implementations. In Fig. 5 , an SMT-based implementation of a Sudoku checker is presented. The Sudoku field is encoded as a matrix of bit-vectors F, using two nested std::vectors and populated in the lines 4-9. The Sudoku puzzle is assumed to be provided by a user in form of constraints on F. The constraints may describe a complete or partial Sudoku solution. The nested for loops in lines 11-16, lines 17-25, lines 26-34, lines 35-45 encode the four constraints to enforce a correct Sudoku solution, respectively. To generate and manage constraints dynamically in the program, the metaSMT command evaluate is used. The command transforms an expression assembled from metaSMT's frontend logic into the native representation of the backend used to solve these constraints, called a result_type. An instance of the result_type can be stored in containers, passed between functions and methods, and asserted to add the constraint to the current's solver state. The actual type of a result_type is defined by the context in use. For instance, the type may be a pointer type that is internally used by an SMT solver's API to represent constraints.
metaSMT supports cardinality constraints encoded as BDDs or adder networks [26] . In the example, the sum constraints are thus encoded efficiently using the function cardinality_eq.
In the lines 46-60, the constraints are solved incrementally in a loop. In each iteration, an assignment to the variables in F is extracted, printed to standard output, and blocked in the current solver state such that the next assignment obtained from the solver is different. The loop repeats until the solver's state becomes unsatisfiable, which means that all possible assignments were enumerated. To avoid too many iterations, the loop in the example breaks after a pre-defined number of assignments has been determined.
As another example, consider that an erroneously prefilled Sudoku puzzle is provided by a user such that the Sudoku checker previously described would immediately return unsatisfiable. Assume that the user now wonders where to apply the minimal number of corrections to the puzzle to rectify the solution. In Fig. 6 , an implementation of a SAT-based diagnosis procedure [28] is presented that uses metaSMT to determine the minimal number of erroneously filled entries in a given Sudoku puzzle. The puzzle used for the description is fixed to the entries shown in Fig. 7 ; however, an arbitrary puzzle could also be read from standard input. Assume that the Sudoku constraints have been added to the current context as in Fig. 5 
In SATbased diagnosis, the abnormal variables serve as switches to enable and disable the effect of constraints. If an abnormal variable is assigned true, the antecedent of the implication in line 7 becomes false and thus the consequent of the constraint is effectively disabled in the current solver state. Second, the current Sudoku puzzle is checked in line 24 when all abnormal variables are assumed to be previously assigned to false in lines 12-17. If satisfiable, the Sudoku needs no diagnosis and the program terminates. Otherwise, some of the values stored in sudoku [i] [j] are in conflict with the Sudoku constraints. Note that the assumptions to the abnormal variables were removed when solve(ctx) was called. Third, possible diagnoses for the Sudoku puzzle are computed incrementally. In a loop, the problem instance is solved, the satisfying assignment to the abnormal variables is extracted, printed to standard output, and blocked (line 41), such that every assignment is displayed only once in lines 20-42. When the instance becomes unsatisfiable all assignments were enumerated. To enable the generation of minimal corrections in the number of assigned abnormal variables, an additional cardinality constraint restricts the sum of the abnormal variables in the line 23 to be equal to a fixed value. The value is initially set to 1 and then relaxed whenever all assignments of this cardinality were enumerated. The push and pop API commands are used to add and remove the respective cardinality constraints as shown in lines 21, 27, and 40. Alternative implementations, e.g., with another cardinality constraint are possible. The example, however, was especially constructed to show the usage of push and pop. The procedure terminates if all assignments have been enumerated or a maximal number of iterations is reached.
For the Sudoku shown in Fig. 7 , the procedure computes a minimal diagnosis consisting of the four entries (7, 2), (2, 3), (3, 5) , (5, 7) to be changed. All other diagnosis are implied by this diagnosis. 
metaSMT layers
In this section, the architecture of metaSMT is described in detail. metaSMT consists of three layers: the frontend layer which deals with metaSMT's EDSL from user side, the middleend layer which provides intermediate data structures to allow for translations, optimizations, and debugging, and the backend layer which deals with the communication with different decision procedures. The overall layer structure is visualized in Fig. 8 .
Frontend layer
The frontend layer provides an EDSL to the user. For each theory and logic specified by SMT-LIB, metaSMT defines corresponding primitives in the EDSL. Currently, meta-SMT supports the theories Core, FixedSizeBitVectors, and ArrayEx and the logics QF-BV, QF-ABV, and QF-AUFBV. Moreover, a logic QF-CBV and a theory of cardinality constraints have been implemented extending the SMT-LIB2 standard. The logic QF-CBV combines QF-BV with the theory of cardinality constraints.
As an example consider the SMT theory Core. The Core theory is embedded into metaSMT's C++ EDSL by defining a Boolean data type predicate, the Boolean constants true and false, and logic primitives for all Boolean function symbols provided by the Core theory, e.g., And and Or. Each expression written in the C++ source code assembles to a static syntax tree. Using C++ template meta-programming mechanisms, this static syntax trees are constructed at compile-time and passed to the middleend.
Middleend layer
While the frontend layer provides an EDSL and the backend layer provides solver integration, the middleend layer allows for application-specific customization, i.e., the middleend influences how the EDSL is mapped to the solver. The middleend layer provides intermediate data structures representing expressions. The intermediately constructed expressions can be further translated, optimized, or debugged. Even in the middleend layer itself, several modules can be combined. Noticeably, the middleend layer can be configured such that the EDSL is directly mapped to the backend. This causes only minimal run-time overhead and leaves all translations and optimizations to the solver. In the following, the five middleends, DirectSolver, GraphSolver, ExpressionSolver, Groups, and BitBlast, are described.
DirectSolver
The DirectSolver middleend enables a direct translation from the frontend layer to the backend layer with minimal run-time overhead. All elements of an EDSL expression are directly evaluated using the backend. Variables are guaranteed to be constructed only once by storing them in a lookup table and reusing them when possible.
The DirectSolver middleend is designed to be lightweight, in the sense that an optimizing compiler can inline all function calls. For instance, with the DirectSolver as middleend and the SMT solver Boolector as backend, a multiplication operator in metaSMT's EDSL directly corresponds to the representation of the multiplication operator in the SMT solver Boolector. As a consequence, the resulting executable should preform as well as a hand-written application using the backend SMT solver's API.
GraphSolver
The GraphSolver middleend constructs a Directed Acyclic Graph (DAG) of the SMT instance as an intermediate data structure. The static syntax trees are first translated into another syntax tree data structure at run-time and then inserted into a DAG. A node in the DAG is a pair (Op, Args), where Op corresponds to an EDSL operation and Args is the list of static arguments provided to the operation. For instance, the SMT-LIB2 expression (_ extract 8 0) which extracts bits 8 to 0 from a bit-vector is represented as the node (extract, [8, 0] ) in the DAG. The edges of the DAG point from EDSL operations to expressions used by the EDSL operation. Labels on the edges are used to store the position of the subexpressions such that the DAG uniquely represents one specific SMT instance. A lookup table is used to avoid reconstructing syntactically equivalent expressions. The lookup table is searched whenever an SMT expression is evaluated. If the expression does not exist, the expression is translated to a syntax tree, added to the DAG, and a pointer to the node is inserted into the lookup table. When the SMT instance is checked for satisfiability, the DAG is traversed and evaluated in the backend.
ExpressionSolver
The ExpressionSolver middleend provides a type-safe and tree-like representation of the SMT instance by making use of a type hierarchy with a special base type, called logic_expression. Each node in the tree is an instance of a type that is a subtype of logic_expression. Manipulating the DAG produced by GraphSolver is often complicated. The intermediate data structure produced by ExpressionSolver can be more easily accessed and is type-safe. Due to the easy accessibility, the middleend ExpressionSolver is used when expressions need to be debugged, e.g., printed or rewritten. Moreover, due to their object-oriented nature, logic_expression trees are the main data structure used for language binding, e.g., to expose functionality to Python.
An excerpt of logic_expression's type definition is given in Fig. 9 . It is implemented as a variant type which allows to reuse existing types without declaring a common base class. Special wrappers allow for type recursion (see, e.g., unary_expression). With the use of logic_expression type-safe routines can be implemented, illustrated by means of simplification in Fig. 10 . For each type a function is implemented; in the example the binary equality operation is substituted by true if both subexpressions are found to be equal.
Groups
The Group middleend provides a mechanism to form constraint groups. A constraint group defines a set of constraints belonging together. The constraints of a constraint group can be enabled or disabled as a whole. Constraint groups are emulated by metaSMT using Boolean guard variables and temporary assumptions. Suppose the constraint x ∧y is added to a group. The constraint is transformed to g → (x ∧ y), where g is a newly added Boolean guard variable. When guard g is constrained to be false the constraint is effectively disabled. Depending on the SMT solver the constraints are either permanently disabled or deleted.
BitBlast
The BitBlast middleend allows for lowering QF-BV bitvector operations from the word level to the Boolean level. The lowered SMT instance can then be decided by a decision procedure which considers Boolean primitives only. The translation is performed in a standard way: given only the Boolean logic primitives, each bit-vector is transformed into a vector of Boolean variables. The bit-wise operations can then be applied easily, e.g., an exclusive-or of two bitvectors corresponds to a bit-wise exclusive-or for each pair of 
Backend layer
The backend layer defines how metaSMT integrates decision procedures. In general, two types of interfaces are provided: a generic file interface that writes SMT-LIB2 instances and passes them interactively to an SMT-LIB2 compatible SMT solver and solver-specific APIs. The generic SMT-LIB2 file interface is described in Sect. 5.3.1. Decision procedures providing API for Boolean primitives are described in Sect. 5.3.2 and decision procedures providing APIs for SMT are described in Sect. 5.3.3. Table 1 gives an overview of the different API backends currently available and lists the SMT-LIB theories supported or emulated. A theory is supported if the solver provides API calls for the respective interpreted predicate and function symbols of the theory. A theory is emulated if the solver misses API calls but metaSMT is able to provide an implementation on top of other supported API calls. The last column of the table indicates whether a backend is entirely based on Boolean SAT.
SMT-LIB2 backend
The generic SMT-LIB2 backend, SMT2, can be used to communicate with any SMT solver that provides an SMT-LIB2-compatible file interface. SMT2 opens an input/output stream to the SMT solver, converts all SMT commands to strings in the SMT-LIB2 format, and passes them to the SMT solver. The responses sent by the SMT solver are parsed and passed back to user side. Additionally, SMT2 can write SMT instances in SMT-LIB2 format to a file which is often helpful for debugging.
SAT, AIG, and BDD backends
metaSMT provides several API backends which support Boolean primitives only. These backends can either be used as solvers when only the Core logic is of interest or can be combined with the BitBlast middleend for SMT solving. For example, the CUDD backend uses the BDD package CUDD. 4 Additionally, metaSMT currently provides two adapters, SAT_Clause and SAT_Aiger. Both adapters map Boolean primitives to clauses, write the clauses in the DIMACS CNF format to a file, and pass the file to a SAT solver. The adapter SAT_Clause directly defines a mapping to Boolean primitives, whereas the SAT_Aiger adapter leverages the AIGER 5 package translating to andinverter graphs first.
metaSMT provides decision procedures based on PicoSAT [8] , MiniSAT [18] , and Lingeling [9] . For each solver the API provides support for the SMT-LIB2 Core logic.
SMT backends
SMT solvers like Boolector [12] , CVC4 [5] , SWORD [34] , STP [20] , and Z3 [16] are directly connected through their API supporting QF-BV logic. The SMT backends Boolector, STP, and Z3 provide support for the ArrayEx theory and thus allow for using QF-ABV logic. Additionally, Z3 provides uninterpreted functions and can thus support the QF-AUFBV logic. Other logics can be supported by new data types and mappings similar to what has been done for bit-vectors.
Server and client architecture
The choice of implementing metaSMT using C++ and template meta-programming techniques holds some disadvantages: (i) the compilation time can be significantly longer, particularly if many solver backends are enabled, (ii) due to the solver dependencies, only a limited set of operating systems is supported, and (iii) user code needs to be written in C++. To overcome all these drawbacks, we added a simple server and client architecture on top of metaSMT. This allows the user to communicate with metaSMT via TCP/IP from any operating system in any programming language that supports network communication. This further eases the distribution of metaSMT, since the client code can be kept simple and easy to install, while the server takes care of the solver integration.
metaSMT's server and client architecture extends the three-layer architecture from Sect. 5. On the one hand, the metaSMT server is a standalone TCP/IP server which processes incoming SMT-LIB2 commands, passes them to a preconfigured set of decision procedures, and sends responses selected by a defined policy back to the client side. For instance, a policy may always select the responses from the fastest decision procedure. On the other hand, the metaSMT server can be used via the generic SMT-LIB2 file interface which makes the metaSMT server a customized portfolio decision procedure. The customized portfolio decision procedure can then be used as any other SMT solver.
In Sect. 6.1, the SMT-LIB2 input parser used by the metaSMT server is described. In Sect. 6.2, the metaSMT server and client architecture is presented and in Sect. 6.3 the protocol to exchange information between server and client is illustrated by example.
SMT-LIB2 parser
The SMT-LIB2 parser reads an SMT-LIB2 instance command by command from an input stream, e.g., a file. First, from each SMT-LIB2 command, an Abstract Syntax Tree (AST) is generated and passed to a generic evaluator which is parametrized with a solver context. The generic evaluator then recursively traverses all ASTs and instantiates metaSMT API calls for a respective context. The context processes the data as in the "original" metaSMT architecture, i.e., first the intermediate representation of the first middleend is generated, then passed from one middleend to the next middleend, until the data are finally processed by the backend. All responses from the backend layer are passed back to the evaluator.
One obvious but convenient use case for the SMT-LIB2 parser is the possibility to turn a specific combination of middleends and a backend into an SMT-LIB2 solver which reads SMT-LIB2 instances from an input stream. This is especially interesting if no SMT-LIB2 compatible input interface is provided by the solver developers.
Architecture
The metaSMT server and client architecture is sketched in Fig. 11 . A client reads the SMT-LIB2 instance, establishes a TCP connection to the metaSMT server, and transmits the instance to the server via this connection. The meta-SMT server then generates a Connection object, buffers the incoming data from the TCP connection, and passes every recognized SMT-LIB2 command from the buffer to the Connection object. As soon as results are ready, the metaSMT server reads the results from the Connection object and sends them back to the client via the TCP connection.
The internal architecture of a Connection object is shown in Fig. 12 . Each Connection object instantiates an SMT-LIB2 parser and multiple, different solver processes. Each solver process is a metaSMT context in its own process. The SMT-LIB2 parser reads the SMT-LIB2 commands recognized by the server and generates for each command an AST. The AST is then passed to a generic evaluator which recursively traverses the AST and calls metaSMT's frontend API for each individual solver process. In case of a check-sat command the server blocks and waits until the first solver process responds with a result. This result is passed back to the client and all other solvers are terminated.
Protocol
The communication between the metaSMT server and a client follows a simple communication protocol. An example communication is shown in Fig. 13 . The communication consists of two protocol phases. In the first phase, the client selects a set of solvers and specifies a maximum time limit (timeout) for deciding satisfiability. In case of incremental SAT calls, the timeout is reset after each check-sat. In the second phase, the client sends the SMT instance to the server. The server parses the SMT instance and forwards it Server Client command by command to all solver processes and selects one response by a policy and returns the response back to the client.
In the following, we describe the two protocol phases in detail: when a client establishes a connection to the server, the server creates a new Connection object. The client then sends a sequence of solver names as a solver-specific (set-option :solver …) command to the server. The server forks for each solver name an individual solver process and registers the solver process in the Connection object. If the solver process is successfully created and registered the server acknowledges the set-option command with a response success. The second command is optional and specifies a maximum time limit in seconds for deciding satisfiability. The server acknowledges the command with success. The first phase is ended when the client sends the command (set − logic . . . ). In the example communication in Fig. 13 , the solvers Boolector and Z3 are selected and a timeout of 120 s is specified.
In the second phase, the client sends the SMT instance line by line to the server. Notice that the client does not need to separate the SMT instance into individual commands but the server collects all lines in a buffer until an SMT-LIB2 command is recognized. The SMT-LIB2 command is then passed to all solver processes registered in the Connection object. The solver processes parse and evaluate the SMT-LIB2 command simultaneously and send their responses back to the server which provides policies to select one response and forwards it to the client. Currently, the server waits for the fastest solver process, and sends its response to the client. This is a simple decision policy assuming that the fastest solver is the best solver. If none of the solver processes return a result before the timeout is reached, the server terminates all solver processes and returns unknown to the client. 
Implementation
This section describes how the architecture is implemented in metaSMT and how metaSMT is integrated in C++ programs.
Syntax and semantics
For the evaluation of metaSMT expressions a context is used which defines syntax and semantics. The context concept and different kinds of contexts are described in this section. The syntax component is provided by Boost.Proto. An expression like equal(c, bvmul(a, b)) is created from the custom Boost.Proto functions equal and bvmul as well as the variables a, b and c. From the expression the syntax tree in Fig. 14 is created. The nodes are labeled with the C++ type and strings inside the curly braces denote the content of the respective nodes. For metaSMT the tree is used as the static type of the expression. The expression and the syntax tree are data, i.e., they neither have semantics attached nor trigger any actions.
The semantics for the expression is introduced by the metaSMT context that defines how the syntax tree is evaluated and transformed for a specific solver. The evaluation of Boost.Proto-based expressions is performed in the metaSMT translation middleend (e.g., DirectSolver or GraphSolver) so that the backends do not need to handle Boost.Proto expressions directly. This reduces the overhead to implement new backends. The GraphSolver-based and AIGER-based contexts first create an internal representation and pass the complete expression directly before solving. When using approaches without intermediate representation, the requests are forwarded to the next layer until they reach the backend.
Usage and API
The example from Fig. 4 contains most of the core commands of metaSMT. These are summarized in Fig. 16 .
The first three functions accept frontend expressions; however, they have different effects. The functions assertion and assumption create the constraint instance where the first adds a constraint permanently to the (incremental) solver context while the latter adds the constraint for the next call To query a context for satisfiability, the solve function is provided. The result is a Boolean value directly representing SAT (true) or UNSAT (false). In case of incomplete procedures, the interpretation of UNKNOWN is implemented backend specific, but in most cases treated as UNSAT. After a call to solve the assumptions are discarded while the assertions are still valid for the subsequent calls.
If the solver query is satisfiable, i.e., solve(ctx) returns true, a model is generated. The model can be retrieved with the read_value function. The function takes a context and a variable and returns the assignment of this variable in the given context. The result of read_value is automatically convertible to many C++ data types, including strings, bit-vectors (vector of bool, tribool, bitset) and integers.
In addition to these core commands, custom middleends may provide additional extensions. The Group middleend for example provides functions to add groups, change the active group and delete groups. These functions cannot be used in any other context.
Expression creation
Typically it is necessary to create the metaSMT expression at run-time, e.g., in a loop. As metaSMT syntax trees are statically typed, an extension of the syntax tree is not possible. To work around this limitation, metaSMT provides two options. The first option is to create a partial expression and constrain equality to a temporary variable that is later reused to create the complete expression. This would allow strict grammar checking but introduces a temporary variable and a constraint, see Fig. 17 .
The second option is the use of the evaluate(Ctx, Expr) function and the context's result_type. The function takes a context and a frontend expression and returns the context-specific representation of the expression. The result of the evaluation is of the backend-specific type Ctx::result_type. This expression can be stored and later be used in other expressions. Note, however, that the A powerful exception to this rule is the result_type of a GraphSolver-based context, where the result is a node in the internal graph. When a GraphSolver is constructed using the copy constructor, a shared graph is internally used by the contexts. The newly created solver also copies all assertions and assumptions, so that both solvers have the same internal state. In this setup, the results of evaluate can be shared among the solvers. Each backend will only evaluate the parts of the graph that are required as parts of assertions or assumptions. The application of evaluate is demonstrated in Fig. 18 . This can be used for example when building multiple instances from the same base. At a specific point the context can be copied and from there both contexts can diverge into separate instances.
Empirical evaluation

Performance overhead of metaSMT
The overhead of metaSMT is by design low. This claim is supported by the following experiment. Two versions of the factoring algorithm from Fig. 4 were implemented: the first implementation uses metaSMT's DirectSolver with Boolector backend, whereas the second implementation uses Boolector's native API. The source code presented in Fig. 4 was slightly changed such that a sequence of 10,000 random 64-bit integers is first generated and then 10 times factored into two 32-bit integers, with each of the two implementations. To increase statistical significance, the experiment was repeated 10 times. All experiments were conducted on an Intel ® Core ™ i5-2520M CPU with 2.50 GHz and 8 GB RAM on a Linux kernel 3.19.3 64-bit. The programs were compiled with GCC 4.9.2.
The results for the simple experiments are shown in Table 2 : the first column names the solver, whereas the other two columns list the average run-time (μ) and the standard derivation (σ ) for 100,000 SMT solver calls in seconds. From the results of the experiment, we conclude that the performance overhead of called Boolector via metaSMT's API in comparison to calling Boolector directly is negligible with the feature that metaSMT allows to change and configure the reasoning engine at any stage of the development.
Consistency checking of QF-BV instances
To evaluate the correctness of the individual metaSMT backends and their relative performance, an SMT-LIB2 consistency checker was implemented. The consistency checker takes an SMT instance in SMT-LIB2 file format as input, parses the SMT-LIB2 instance, transforms the instance into a directed acyclic graph leveraging Z3, and calls the meta-SMT API to solve the SMT instance.
For the evaluation, the QF-BV benchmark set from SMT-LIB 6 has been used. The set consists of 32500 QF-BV instances described as SMT-LIB2 files (1.6 GB). The SMT-LIB2 files have been evaluated under eight time and memory limitations ranging from 10s and 10MB to 1280s and 1280MB. Seven backends, three SAT solvers and four SMT solvers, were selected for the experiments: MiniSAT (git 37dc6c6), PicoSAT (938), Lingeling (ayv-86bf266-140429), Boolector (1.5.118), CVC4 (1.4), STP (git 7f26cec), and Z3_Backend (4.1). To validate the results, sat/unsat decisions were compared to Z3. All experiments were conducted on a compute server with four CPU AMD Opteron ™ Processors 6272 with 16 cores each, and 256 GB RAM running Linux kernel 3.10, 64-bit. Run-times and memory consumption were measured using runlim 1.7. 7 The number of solved SMT instances, total time of solved and timed out instances, and the average memory usage on solved instances is shown in Figs. 19, 20 , and 21, respectively. Table 3 lists the experimental data of the consistency checking experiments for the timeout (T/O) 1280 s and the memory-out (M/O) 1280 MB. The table is structured as follows: the first column names the solver; the next two columns list the absolute numbers of correctly solved (✓), and (due to T/O and M/O) unsolved (✗) instances, respectively. The last two columns present the sum of the run-times on solved instances in CPU seconds and the memory used on average in MB.
All benchmarks are SMT-LIB2 instances using the QF-BV background theory only. They do not require incremental solving.
We have found inconsistencies in a few cases when comparing results from the different reasoning engines. In the majority of the cases they were related to slightly different interpretations of operations, e.g., division and logical shifts. Some inconsistencies resulted from bugs in meta-SMT, hence, such an experiment is a convenient approach for quality assurance.
In general, the SMT backends outperformed the SAT backends, i.e., they solved more instances in less time and with less memory consumption. However, the benchmark set entirely stems from SMT-LIB. These benchmarks use SMT-specific encoding as used in the SMT competition, such that we expect SMT solvers to use them as standard training sets. Considering SAT backends only, MiniSAT solved the most instances in less time and with less memory consumption compared to PicoSAT and Lingeling. Considering SMT backends, STP and CVC4 performed best, whereas STP consumed less memory. However, low performance or high memory usage in these experiments should not allow to draw conclusions about a solver's general behavior, as these results also depend on the implementation of the metaSMT backend. For instance, we witnessed that the z3 executable, which was used for consistency checking, outperformed metaSMT's Z3_Backend in several cases. We assume that metaSMT's backends can be further tuned and improved by experts and solver developers.
Overall, the experiment shows that metaSMT offers a unified interface to access multiple decision procedures via API. This enables portfolio solving and solver comparison and also makes it easy to switch between decision procedures in late or final application development phases.
Conclusions
metaSMT is a library that abstracts details of decision procedures. Based on metaSMT very little programming effort is required to integrate formal methods into a user's application. Once this has been done, a wide range of solvers as well as optimization techniques can be selected.
Various research projects already integrate metaSMT. Future work on metaSMT includes the development of the following features: new frontend logics will complete the support for SMT logics (e.g., integer arithmetic), while new middleends will increase solving performance and new backends will provide access to additional SMT solvers.
