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We present a path integral formulation of Darcy’s equation in one dimension with random perme-
ability described by a correlated multi-variate lognormal distribution. This path integral is evaluated
with the Markov chain Monte Carlo method to obtain pressure distributions, which are shown to
agree with the solutions of the corresponding stochastic differential equation for Dirichlet and Neu-
mann boundary conditions. The extension of our approach to flow through random media in two
and three dimensions is discussed.
Flow through porous media [1–3] is fundamen-
tal to many areas of science and engineering, in-
cluding filtration [4], casting and solidification [5],
physiology [6, 7], hydrology [8], and petroleum
exploration and recovery [9]. This has stimu-
lated a wide range of theoretical and computa-
tional activity based on the Navier–Stokes equa-
tion [10], lattice Boltzmann methods [11], cellular
automata [12], percolation theory [13], and field
theory [14].
The are two basic approaches to calculating the
flow through a porous medium. In pore-scale sim-
ulations, fluid motion within the pore structure of
the medium is obtained either directly from the
Navier–Stokes equation, or indirectly from lattice
Boltzmann simulations or cellular automata. Al-
though the microstructure of the pores in natural
media, such as rocks, can be measured with X-
ray tomography [15], pore-scale simulations are
not suitable for large regions because of their sub-
stantial computational requirements.
An alternative representation of the physics
that enables larger regions to be studied is based
on coarse-graining the medium and the flow over
volumes large on the pore scale, but small on the
scale of the macroscopic system. The medium
can then be described by an effective stochastic
permeability of the pore structure. For the slow
flow of incompressible viscous flow, the average
flow rate and the average pressure gradient are
related by Darcy’s law:
q = −K∇p . (1)
Here, q is the average velocity of the fluid,
K = k(x)/µ, where k is the permeability of the
medium, µ is the viscosity of the fluid, and ∇p
is the pressure gradient driving the fluid flow.
Although proposed as an empirical relation by
Darcy in the mid-1850s, this equation is sup-
ported by homogenization of the Stokes flow [16],
and for flow through a dilute random array of
fixed obstacles [17].
For an incompressible fluid, ∇ · q = 0, where-
upon, with Darcy’s law (1), we obtain
∇ · (K∇p) = 0 . (2)
In one dimension, the integration of this equation
yields the simple form
dp
dx
= −q0
K
, (3)
where q0 is a constant.
In this article, we formulate the solution of
Darcy’s equation for flow through a random per-
meable medium as a path integral which we
then evaluate numerically using methods de-
scribed elsewhere [18] to obtain pressure statis-
tics. Path integrals provide a versatile formu-
lation of Darcy’s law by being amenable to di-
rect numerical evaluation, as well as various ap-
proximations [19, 20]. Previous derivations [21–
23] of path integrals related to Darcy’s law have
used their analytic properties to determine gen-
eral flow characteristics. Here, we compare the
pressure statistics obtained from the path integral
to the numerical integration of Darcy’s law using
the finite-volume method (FVM) [24] to demon-
strate the accuracy of our methodology.
The path integral integral for Darcy’s law is
derived with methods used in classical statistical
dynamics [25–28]. A one-dimensional system of
length X is divided into Nx segments of length
δx. The pressure is defined at 0, (i− 12 )δx, for i =
1, 2, . . . Nx, and X, so a stochastic pressure path
through the system is (p0, p1, . . . , pNx , pNx+1).
The discrete form of Darcy’s law (3) on this lat-
tice is
pi − pi−1
δx
= −q0e−Li . (4)
Here, Ki = e
−Li is the permeability at the ith
grid point. The joint probability density of the
log-permeabilities Li is taken as normal, which is
a common assumption [29, 30].
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2The stochastic generating functional for cor-
relation functions of the pressure at fixed log-
permeability is
ZL({ui}) =
∫ ∏
i
dpi exp
(∑
i
uipi
)
× δ
(
pi − pi−1
δx
+ q0e
−Li
)
, (5)
The Jacobian J = (δx)−N from the argument of
the δ-function [25], has been omitted. Although
J becomes infinite as δx → 0, this quantity is
cancelled by the same divergence in expressions
for averages. Taking the average of ZL over the
probability density of the log-permeability yields
the generating function for pressure correlations:
Z({ui}) =
∫ ∏
i
dLiP ({Li})ZL({ui})e−
∑
i Li
(6)
The factor q0 in the Jacobian q0 exp(−
∑
i Li) has
been omitted. The log-permeabilities are taken to
follow a Gaussian distribution:
P ({Li}) = 1
(2pi)N/2|CL|1/2
× exp
[
−
∑
ij
Li(C
−1
L )ijLj
]
, (7)
where CL is the correlation matrix and |CL| its
determinant. Substituting (5) and (7) into (6)
and again omitting constant prefactors,
Z({ui}) =
∫ ∏
i
dpi
∫ ∏
i
dLi exp
(∑
i
uipi
)
× exp
[
−
∑
ij
Li(C
−1
L )ijLj
]
exp
[
−
∑
i
Li
]
× δ
(
pi − pi−1
δx
+ q0e
−Li
)
, (8)
and integrating over the Li, yields a path integral
for the probability density Q of the pressures:
Q({pi}) = e
−S({pi})
Z
, (9)
where
Z =
∫ ∏
i
dpie
−S({pi}) , (10)
with the discrete “action”
S({pi}) =
∑
i
log
(
pi−1 − pi
q0δx
)
+
∑
ij
log
(
pi−1 − pi
q0δx
)
(C−1L )ij log
(
pj−1 − pj
q0δx
)
.
(11)
Averages over pressure are determined by inte-
grals over Q. For example, the average 〈pk〉 of
the pressure pk at the kth lattice point is
〈pk〉 = 1
Z
∫ ∏
i
dpi pk e
−S({pi}) , (12)
which confirms the cancellation of the omitted
factors. Higher-order correlation functions and
cumulants are calculated analogously.
We use a Markov Chain Monte Carlo (MCMC)
method to generate N  1 pressure paths repre-
sentative of Q in (9)–(12). For Dirichlet bound-
ary conditions, p0 = Pi and pNx+1 = Pf are fixed
(Pi > Pf ), while for Neumann boundary condi-
tions, p0 = Pi and q0 are fixed. The details of
our implementation are described elsewhere [18],
so we present only the salient steps here.
Beginning with an initial pressure path, e.g.,
an array of random numbers that respects the
boundary conditions, an update to a randomly
selected pressure pi is accepted or rejected by its
effect on the action according to the Metropolis–
Hastings algorithm [31, 32]: acceptance with
probability min{1, e−δS} implies that proposed
modifications that lower the action are always ac-
cepted. Because each path is created from a pre-
vious path, there is strong autocorrelation within
the Markov chain. Therefore, a set of paths is
representative of Q only if a sufficient number of
intermediate paths is discarded. Our calculations
were done at different lattice spacings, to check
their convergence. The calculation of autocor-
relations and the verification of convergence are
explained in Ref. [18].
Both the path integral and the FVM require
a distribution of permeabilities as input. Perme-
abilities distributed according to (7) can be ob-
tained from uncorrelated random numbers gen-
erated by an Ornstein–Uhlenbeck (OU) process
[33, 34], whose general form (with zero mean) is
dL = −L
ξ
dx+ σ η(x) dx, (13)
where ξ is a correlation length, σ is a diffusion
constant and η is a stationary Gaussian pro-
cess with mean zero, 〈η(x)〉 = 0, and correlation
〈η(x)η(y)〉 = δ(x− y). The solution to (13) is
L(x) = L0e
−x/ξ + σ
∫ x
0
e−(x−y)/ξη(y) dy , (14)
from which we calculate
〈L(x)〉 = L0 e−x/ξ , (15)
〈L(x)2〉 = 12σ2ξ
(
1− e−2x/ξ
)
≡ σ2 , (16)
〈L(x)L(y)〉 = 12σ2ξ
[
e−|x−y|/ξ − e−(x+y)/ξ
]
, (17)
3Ξ = 0.01 X
Ξ = 0.05 X
0 50 100 150 200 250
0
1
2
3
4
5
x
K
I1
0-
12
m
2 M
Figure 1. (Color online) Two realizations of the vari-
ation of the permeability Ki that are used in Darcy’s
law (4) and in the path integral (7). For ξ = 0.01X
(solid blue line), the effect of correlations is small,
while, for ξ = 0.5X (broken red line), correlations
throughout the system are evident.
with the notation L0 ≡ L(0). As x→∞ the OU
process approaches a stationary distribution with
〈L(x)〉 = 0 , 〈L(x)L(y)〉 = σ2e−|x−y|/ξ . (18)
Transcribing these results to the problem at
hand, we define Li = logKi, whereupon we have
〈Li〉 = 0 (which implies that the geometric mean
of the permeability is 1) and
cov(LiLj) = 〈LiLj〉 − 〈Li〉〈Lj〉
= σ2e−|i−j|/ξ = (CL)ij , (19)
for the covariance of the log permeabilities.
Figure 1 shows the effect of the correlation
length on the spatial variations of the perme-
ability. When ξ = 0.01X, the absence of cor-
relations at longer distances is clearly evident in
the large site-to-site fluctuations. However, when
ξ = 0.5X (half the system size), the permeabil-
ity fluctuations are much smaller with a compar-
atively smoother profile. Such differences in the
permeability will be seen below to have a striking
impact on the pressure profiles.
Pressure distributions with Dirichlet and Neu-
mann boundary conditions for the path integral
(7) and the FVM are shown in Fig. 2 for correla-
tion lengths ξ = 0.01X Fig. 2(a,c) and ξ = 0.05X
Fig. 2(b,d) at five positions located symmetrically
about x = 0.5X. For Dirichlet boundary con-
ditions, the pressure is fixed at each end of the
system: p0 = Pi and pNx+1 = Pf . The average
pressure is obtained by integrating Darcy’s equa-
tion (3) with these boundary values,
〈p(x)〉 =
(
1− x
X
)
Pi +
x
X
Pf , (20)
shows a linear decrease across the system with a
slope of (Pf−Pi)/X. Since Pi > Pf , the pressure
distributions in Fig. 2(a,b) are shown at positions
that increase from right to left. For Neumann
boundary conditions, the pressure and flow are
specified at x = 0: p0 = Pi and q0 = Q0. The
average pressure in the system is again obtained
by integrating Darcy’s equation (3) with these
boundary values,
〈p(x)〉 =
(
1− x
X
)
Pi +
x
X
〈p(X)〉 , (21)
which again shows a linear decrease across
the system, so the pressure distributions in
Fig. 2(c,d) are also shown at positions that in-
crease from right to left. We have used a system
size of X = 240 m with Pi/X = 2 ∗ 104 Pa/m
for all calculations. For Dirichlet boundary con-
ditions, Pf = 0 Pa and q = 10
−6 m/s, while, for
Neumann boundary conditions, Q0 = 10
−6 m/s.
These values reflect the application of Darcy’s law
to oil extraction from rocks.
The most striking feature of Fig. 2 is the
level of agreement between the two methods: the
Kolmogorov–Smirnov test [37] indicates agree-
ment at a confidence level of 95%. This clearly
demonstrates the accuracy of our evaluation of
the path integral (7). In addition, there are sev-
eral noteworthy characteristics of these pressure
distributions. For Dirichlet boundary conditions,
the distributions are narrowest near the ends of
the system, x = 0 and x = X, where the pressure
distributions are δ-functions at the values spec-
ified by the boundary conditions. The random-
ness of the permeability causes this distribution
to broaden away from the endpoints. Second,
the pressure range is greater for the system with
the smaller correlation length for the permeabil-
ity. This results from the pressure paths showing
a smaller variation with the smaller correlation
length. With a larger correlation length, a small
permeability persists over larger distances, result-
ing in suppressed pressures, while, for a smaller
correlation length, a small permeability at one
position can be followed by a large permeability
at a nearby position. Finally, the pressure distri-
butions are symmetric about x = 0.5X. This re-
sults from the permeability having been obtained
from a stationary OU process [38].
For Neumann boundary conditions, the pres-
sure distribution at x = 0 is a δ-function at P0.
The width of the pressure distribution is, accord-
ingly, narrowest near x = 0, where the distribu-
tion is close to lognormal. Unlike for Dirichlet
boundary conditions, there is no fixed pressure
at x = X to cause subsequent narrowing of the
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Figure 2. (Color online) Pressure statistics obtained from the path integral (7) (blue filled circles) and the
FVM (red crosses) with (a,b) Dirichlet and (c,d) Neumann boundary conditions for (a,c) ξ = 0.01X and
(b,d) ξ = 0.05X. Fewer data points are shown than used for statistical analysis. Red curves are lognormal
distributions (in the standard and reverse orientations) and blue curves are normal distributions, each with
the same mean and variance as the pressures at the indicated positions. Pressures are obtained from 104
simulations on a system of 240 lattice sites with ∆x = 0.5 m by sampling the permeability distribution using
(7) and (19). The sparse matrix solver UMFPACK [36] was used for the FVM simulations. To within statistical
uncertainty (the error bars are smaller than the symbol sizes), the path integral and FVM simulations agree
to a confidence level of 95%. The pressure gauge invariance of Darcy’s equation means that only pressure
differences are meaningful; negative pressures are the result of a particular choice of a zero of pressure.
distribution. Instead, the distribution continues
to broaden and become more normal further into
the system, with the lognormal distribution per-
sisting further into the system for the larger cor-
relation length. A similar trend is seen for Dirich-
let boundary conditions, with the distributions in
the center of the system closest to normal. These
pressure distributions can be understood in terms
of a random walk with a lognormal noise. Re-
gions separated by distances greater than the cor-
relation length are effectively independent. With
an increasing accumulation of such regions, the
central limit theorem dictates that the pressure
statistics approach a normal distribution.
The comparisons in Fig. 2 demonstrate that
the numerical evaluation of path integrals pro-
vides a viable alternative to the integration of
Darcy’s law with a stochastic permeability. How-
ever, there are differences in terms of runtime
requirements. The FVM involves a matrix in-
version for every pressure path. In one dimen-
sion, under Dirichlet boundary conditions, this
Nx × Nx matrix is tridiagonal. UMFPACK can
solve a sparse matrix equation in O(Nx logNx)
floating point operations (“flops”) [36]. The path
integral requires O(Nx) flops to counter auto-
correlations [18], bringing the total to O(N2x)
flops. However, there are techniques (e.g. over-
relaxation [40, 41] and the multigrid method [42])
whose implementation is likely to decrease this
5run time considerably.
In two and three dimensions, the matrices in
the FVM are penta- and heptadiagonal, respec-
tively. The run times generalize to O(Ndx logNdx )
for the FVM and O(N2dx ) for the path integral.
The higher-dimensional problem is further com-
plicated by the lack of an analytic solution to
Darcy’s law. We will revisit this problem in a
future publication.
Finally, the analytic structure of the path in-
tegral suggests further study in relation to the
randomness of the permeability. For example,
coarse-graining the action may provide a route
to determining how the distribution of the per-
meability changes as the viewing scale increases
[25–28]. Indeed, there has been a recent sugges-
tion [43] that the renormalization group, which
has a natural formulation in terms of the path
integral [26], outperforms other upscaling tech-
niques for Darcy’s law in terms of accuracy and
computational efficiency.
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