The large-time behaviour of a large class of solutions to the two-dimensional linear diffusion equation in situations with radial symmetry is governed by the function known as Ramanujan's integral. This is also true when the diffusion coefficient is complex, which corresponds to Schrödinger's equation. We examine the asymptotic expansion of Ramanujan's integral for large values of its argument over the whole complex plane by considering the analytic continuation of Ramanujan's integral to the left half-plane. The resulting expansions are compared to accurate numerical computations of the integral. The large-time behaviour derived from Ramanujan's integral of the solution to the diffusion equation outside a cylinder is not valid far from the domain boundary. A simple method based on matched asymptotic expansions is outlined to calculate the solution at large times and distances: the resulting form of the solution combines the inverse logarithmic decay in time typical of Ramanujan's integral with spatial dependence on the usual similarity variable for the diffusion equation.
Introduction
Consider a cylinder of radius r = a whose boundary temperature is raised by an amount V at time t = 0, where the evolution of the temperature field, v(x, t), outside the cylinder is governed by the linear heat equation with diffusivity κ,
This is a classical problem and has been extensively studied in the past. We will consider here the behaviour of the solution for large times, both near the cylinder and far from it. For simplicity, we keep dimensional variables, although V and κ could be scaled out of the problem if desired. We also set the temperature outside the cylinder at the initial instant to be zero, so v tends to zero for large r. The Laplace transform, denoted by an overbar, is defined by is known as Ramanujan's integral. The large-time behaviour of N(τ) in (1.6) cannot be obtained from a simple use of Watson's lemma due to the singularity of the integrand in (1.7) at the origin. In addition, (1.6) is invalid for large r since it does not decay for large r. This is reflected in the fact that the expansion (1.5) becomes disordered for qr = O (1) .
The earliest studies of the problem (1.1), such as Nicholson [1] , Goldstein [2] , Smith [3] , Carslaw & Jaeger [4] and Titchmarsh [5, § 10.10] , gave the solution for this problem and for situations with different boundary conditions, but did not investigate further. Jaeger [6] appears to have been the first to examine the integral in (1.4), and gave the asymptotic behaviour I ∼ 1/(ln t − 2γ) in order to calculate the heat flux from the inner boundary. This is referred to in Ritchie & Sakakura [7] and also in Carslaw & Jaeger [8, § 13.5] .
We may also consider the similar problem of the temporal evolution of the solution to the Schrödinger equation in two dimensions outside a circular potential barrier at r = a. The governing equation is then
in the region r > a, with ψ = 0 on r = a. We shall take the initial condition ψ = −V at t = 0, which is physically unrealistic. However other physical systems exhibiting the same asymptotic behaviour exist (e.g. Llewellyn Smith [9] ). A straightforward change of variable enables this problem to be recast as the diffusion problem above: we write ψ = V + v S and define a diffusion-like coefficient κ S =~/2m. The resulting equation is
with v S = V on r = a and v S = 0 at t = 0. This is the same as (1.1) with imaginary diffusion or equivalently imaginary time. We can formally find the solutions of this equations merely by replacing t by it in all solutions. We are thus led to the following questions. What is the large-time behaviour of the solution to this diffusion problem (1.1) and to the Schrödinger equation (1.8) ? What are the asymptotic solutions in the regions and how do they differ in the regions qr 1 and qr = O(1)?
These questions involve Ramanujan's integral for real and imaginary values, and its behaviour for large absolute values of its argument. The relevant asymptotic expansions are calculated in § 2. The numerical calculation of Ramanujan's integral for all arguments, along with the appropriate definition of the analytic continuation of Ramanujan's integral, is discussed in § 3. The relationship between the near and far fields is analysed in § 4. Finally, the results are summarised and discussed in § 5.
Finally, a brief note about the aim of this paper might be appropriate. Ramanujan's integral occurs in a variety of quite disparate contexts (see [9] [10] [11] [12] ), among others), but the most accessible reference, namely the Bateman Manuscript Project [13] , contains some inaccuracies. In addition, the published literature concerning the asymptotic behaviour consists of a large number of unrelated strands. It seems appropriate to synthesise previous work in one place, in particular the extension to the complex plane which has not been extensively discussed. In addition, the canonical problem introduced above gives some insight into the limitations of the behaviour obtained from Ramanujan's integral.
Ramanujan's integral

Definition and properties
The definition (1.7) of Ramanujan's integral is due to Hardy [14] . The integral in this definition exists for all x in the complex right half-plane including the imaginary axis, and N(x) is analytic in the open right half-plane. For later use, it will be convenient to take the branch of the logarithm with −π < arg x 6 π.
Hardy was discussing an interpolation formula used in Ramanujan's flawed proof of the prime number conjecture, which in a special case reduces to the following relation:
where the special function ν(x) is defined by
The function ν(x) was introduced by Volterra to solve integral equations with logarithmic kernels (cf. Volterra & Pérès [15] ). From the definition (2.2), ν(x) is an analytic function defined in the cut complex x-plane. The Laplace transform of ν(x) is
3)
The derivation of (2.3) is formally valid for Re s > 1, but the function ν(s) may be extended over the cut complex s-plane by analytic continuation. Using Bromwich's integral to invert (2.3) gives (2.1). We now investigate the behaviour of N(x), initially for large positive x, and then for complex x with |x| large.
Behaviour of Ramanujan's integral for large |x|
The large real-x limit has been investigated independently on several occasions. The Bateman Manuscript Project [13] gives an erroneous result based on the correct work of Ford [16] . This was pointed out later and the correct result was given by Dorning et al. [17] . A new and very elegant proof was then given by Bouwkamp [18] , and this is referred to in Bleistein & Handelsmann [19] . Independently and earlier, a different proof had been given by Spencer & Fano [20] . This work was generalised by the results of Ritchie & Sakakura [7] , which are mentioned in Carslaw & Jaeger [8] . Another primary source is Jaeger [6] , who writes down the inverse logarithmic decay but does not motivate it. A final line of work is that of Hull & Froese [21] , Wyman & Wong [22] and Riekstiņš [23] mentioned in Olver [24, Chap. 8, § 11.4] , where the result is derived using Haar's method; Bender & Orszag [25] is similar. The most elegant approach here is probably that of Bouwkamp [18] , who treated the more general integral
Thus N(x) = F(x, π, 0). Consider the function
with the property that F(x, a, σ) = Im g(0). Then
Hence
The crucial part of Bouwkamp's argument consists in bounding g(s). This is possible for non-zero a, in which case 
where |K| 6 1. The relation (2.9) holds for s > 0 and σ > 0 (the case σ = 0 follows by continuity arguments). The integral on the right-hand side of (2.9) is a Laplace integral, while the second term is formally of smaller order for all s. Therefore, as x → ∞,
There may also be 'algebraically small terms' in the expansion, of order x −1 , but they cannot be obtained using this method. For Ramanujan's integral, the expansion (2.10) becomes
where the c k are defined by the generating function [26] ∞ k=1
(2.14)
Bouwkamp's expansion (2.10) was derived under the assumption that x is real, and the relation N(x) = F(x, π, 0) only holds when this is the case. However, an expansion valid in the closed right-half plane, where the integral definition of N(x) is valid, may be derived by a similar procedure. This range is sufficient to obtain results for the Schrödinger equation where x is imaginary. Writing x = ρe iθ , N(x) becomes
where this expression holds for − π 2 6 θ 6 π 2 . The path of integration has been rotated in the complex v-plane back onto the real axis, which is permissible for this range of θ because the integrand has no singularities in the right half of the v-plane. The integrand (2.15) can be decomposed using partial fractions, giving
Now ρ is real and Bouwkamp's result can be extended by considering the function 20) which is bounded for the range of θ under consideration. Taking the limit σ → 0 + as before leads to the two asymptotic expansions
with the new generating function for the second expansion
Both expansions hold in the closed right-half plane. The first expansion, which is the same as for real x, is in terms of the gauge functions φ n ≡ (ln x) −n , while the second one is in terms of the gauge functions (ln |x|) −n . Similar results were obtained by Wyman & Wong [22] . The question of which asymptotic series represents the behaviour of N(x) more efficiently off the real axis recalls problems in matched asymptotic expansions concerned with optimal inverse-logarithmic gauge functions (cf. Crighton & Leppington [27] ). However, it is clear that
This shows that the ratio of successive asymptotic gauge functions decreases faster off the real axis than on it, and one would expect the expansion (2.21) to do a better job than (2.22). One good reason to prefer the expansion in (ln x) −1 is that it can hence represent the behaviour of N(x) for x with nonzero real part with one term.
Behaviour of N(x) for small |x|
This expansion was first discussed in Volterra & Pérès [15] . It is outlined in the Bateman Manuscript Project [13] and set as exercise in Olver [24] . It is not physically relevant, but is included for completeness. 
The behaviour of N(x) now follows very simply as
This derivation is valid for | arg ln 1 x | < π. Certainly for large enough x, it holds in the cut complex plane. It is also possible to obtain an expansion in (ln ρ) −1 where ρ = |x| again, from the integral representation
The resulting expansion is
(2.28)
As in the case of the large-|x| expansion, the form (2.26) is the more efficient, certainly in the sense of giving the better approximation with two terms. It is interesting to note that, apart from the constant term, (2.26) is the negative of (2.14).
Analytic continuation and numerical calculation of Ramanujan's integral
The integral (2.15 ) is equal to the definition (1.7) where the latter exists. However, (2.15) exists over the cut complex plane, so it is the analytic continuation of (1.7) beyond its domain of definition and we may use it to define Ramanujan's integral over the cut complex plane. This shows immediately that the expansions (2.21) and (2.22) are valid over the cut complex plane.
The analytic continuation can also be achieved by using the relation (2.1) to define N(x) in the left half-plane. This is equivalent to defining N(x) in the left half-plane by analytic continuation of its Laplace transform
to Re s < 1.
We are now in a position to compute Ramanujan's function over the complex plane. Dorning, Nicolaenko & Thurber [17] computed N(x) numerically for real x to examine the accuracy of the asymptotic formula (2.12), using the formula
Here, however, we use the representation of N(x) as an inverse Laplace transform to compute N(x) for real x in a very efficient manner, using Talbot's algorithm [28] applied to (3.1). The function N(s) has no poles in the complex s-plane, and a branch cut along the negative real axis. Figure 1 shows a plot of N(x) for real positive x computed using Talbot's algorithm, as well as the small-x and large-x asymptotic approximations. Talbot's algorithm is more efficient than the numerical computation of (3.2): to obtain 15 digit accuracy, the number of functional evaluations of N(s) is 28 for each point, whatever the value of x. The results of Talbot's algorithm were compared with the numerical integration of (3.2) using the routine dqag with 12 digit relative accuracy and the results agree to 15 decimal places; this requires as many as 710 functional evaluations, a factor of 25 times more than Talbot's algorithm.
To calculate N(x) for complex values of x, we could try to use Talbot's algorithm by considering the Laplace transform of N(ρe iθ ) as a function of the real variable ρ, ∞ 0 N(e iθ ρ)e −sρ dρ = e −iθ N(e −iθ s), (3.3) where the contour of integration has been rotated back onto the real axis, which is permissible for − π 2 6 θ 6 π 2 . However, the resulting algorithm does not converge off the real axis. The error is negligible for θ = π 4 but subsequently grows rapidly, limiting the procedure to one significant figure on the imaginary axis.
The integral (3.2) does not converge in the left half-plane, and becomes numerically awkward close to the imaginary axis. We therefore use an alternative strategy. We calculate the integral in (3.2) between the limits − tan −1 ( 1 π ln l) and π 2 , and then integrate (2.15) from le iθ to l and from l to ∞. The resulting sum gives N(x) at any point in the complex plane. The advantage of this somewhat laborious technique is that it entails the integration of non-singular functions over finite regions on the first two contours, again carried out using dqag, and the integration of an exponentially decaying function at infinity, carried out using dqagie. Other approaches also work, naturally. range is smaller than in Figure 1 to show the detail in the transition region where the imaginary part is greatest in modulus. The real part of N(x) in Figure 2 resembles the case for real x very closely. The imaginary part is always negative and has a minimum of −0.072 around ρ = 0.676.
The corresponding graphs for θ = π 2 , which corresponds to Schrödinger's equation, is shown in Figure 3 . The curves are very similar to those of Figure 2 . The minimum value of the imaginary part is now −0.150, attained at |x| = 0.708. The numerical evaluation of these curves took up to 50,000 functional evaluations to obtain 12 digit accuracy: the procedure is much less efficient than the case of real x. Figure 4 shows an example of Ramanujan's integral in the left half-plane, for the case θ = 3π 4 . Again, the curves are very similar to those in the rest of the complex plane, albeit the imaginary part is greater and the real part decreases slightly more steeply. The minimum value of the imaginary part is −0.245, taken at ρ = 0.759.
Near and far field behaviour of the diffusion equation
The asymptotic behaviour derived for the diffusion equation (1.1) is v = V + 2V ln (r/a) 1 ln τ + · · · + · · · , (4.1) 
The Bessel function in (4.2) can be related to the Laplace transform in time of the causal Green's function for the heat equation in two dimensions. We define the latter to be the solution of ∂g ∂t
The Laplace transform of g is therefore given by
which has the inverse transform
where ξ = r/ √ 4κt is the usual similarity variable for the diffusion equation and H is the Heaviside step function. Therefore the solution (1.3) to the diffusion problem can be written as
where L −1 denotes the inverse Laplace transform and * represents convolution in time.
Inverting the expansion (4.2) shows that the solution for large t and r is approximated by v ∼ −g * L −1 4πκV s ln (sa 2 e 2γ /4κ) = −4πκVg * N(τ). Calculating the large-time behaviour of (4.7) requires dealing with the convolution in the time variable. A more direct way of proceeding is to consider the initial problem again, armed with our knowledge of the asymptotic solution (4.1). The behaviour derived in § 1 has time dependence (ln τ) −1 . Therefore we seek an expansion in the form v = where E 1 is the exponential integral [26] . The unknown coefficient A in (4.11) must be determined through matching with (4.1). The small-ξ behaviour of (4.11) is (4.13) corresponds in effect to the first term in the expansion of (4.7) in (ln τ) −1 .
The derivation of (4.13) is analytically easier than calculating the asymptotic behaviour of (4.7). The case of the Schrödinger equation differs only by a change of phase in the argument of the exponential integral (cf. Llewellyn Smith [9] ).
We therefore have four different approximations to the exact solution v(r, t): two for r = O(1), namely the Ramanujan integral solution (1.6) and its expansion (4.1), and two for ξ = O(1): the convolution (4.7) and the first term in its expansion in (ln τ) −1 , (4.13). Figure 5 shows the solution v(r, t) against radius r for τ = 50 calculated using Talbot's algorithm, which was also used to calculate the inverse transform of (1.3). All results were calculated to 12 decimal places. The convolution (4.7) is a very good approximation to the exact solution over the whole of range of r shown and appears to satisfy the boundary condition on the cylinder. This is actually incorrect, but only by a factor of 0.03%. The expression (4.13) is a good approximation for r > 5 or so, but fails closer to the cylinder. The two inner expansions only agree very close to the cylinder: N(τ) provides a good approximation up to about r = 4, while the expansion (4.1) only seems accurate up to r = 2.
It is now worth considering the accuracy of the asymptotic expansions derived. The asymptotic expansions (1.6) and (4.1) are valid only near the cylinder. We may somewhat arbitrarily consider them to be good approximations when the relative difference from the exact answer is less than 1%, for example. Figure 6(a) shows the values of r/a at which the expansions become incorrect by a factor of 1%, plotted against the nondimensional time τ. The regions of validity grow very slowly away from the cylinder as τ increases in a parabolic fashion. This is natural since for constant ξ, τ ∼ r 2 .
Determining the region where the outer solution is valid is more awkward. Examining the behaviour of the exact and approximate solutions shows that for large τ (say larger than 40), the difference between v and the far-field approximations is smaller than the value of v, at least while the latter is larger than the numerical precision attainable (12 decimal places). For larger r however, the numerical error becomes large. The quality of the approximations hence cannot be assessed in a convenient fashion. This behaviour cannot be seen in Figure 6 (a), of course.
What may be estimated, however, is the accuracy of the approximate solutions on the boundary of the cylinder. For values of τ less than 8, both expansions are quite hopeless. For larger τ however, the values of (4.7) and (4.13) on the boundary are shown in figure 6(b). Both are good estimates. The behaviour of the leading-order term in the expansion (4.13) can be obtained analytically as
which approaches the correct boundary condition in an inverse logarithmic fashion.
Conclusion
The large-time asymptotic behaviour of the evolution of temperature around a constanttemperature cylinder in two dimensions leads naturally to Ramanujan's integral. We have reviewed the asymptotic behaviour of Ramanujan's integral for large real values of the argument as well as in the complex plane, which is relevant to the large-time behaviour of Schrödinger's equation in similar radial geometries. The general complex case requires the analytic continuation of Ramanujan's integral over the complex plane which can be accomplished using (2.15) or (3.1). The Stokes lines of the analytic continuation of Ramanujan's integral have not been discussed here, but they might be of some interest, even though the asymptotic decay is the same over the whole complex plane. Ramanujan's integral may be calculated efficiently on the real axis from its Laplace transform using Talbot's algorithm. However, this procedure fails off the real axis where Ramanujan's integral may be calculated using an integral representation valid over the whole complex plane. The failure of Talbot's algorithm is interesting and appears related to the displacement of the branch cut off the negative real axis as the argument of x changes; this leads to non-analyticity of the Laplace transform for arbitrarily large values of the imaginary part of s which seems to be enough to invalidate the partly empirical error bounds derived by Talbot.
For large values of time, the formal asymptotic solution (1.6) is not a good approximation far from the cylinder. This is evident from the non-uniformity in the Laplace variable of the expansion used to derive (1.6) for large r.
A solution valid far from the cylinder may be obtained in the form of a convolution, and may be calculated from its Laplace transform in an efficient manner. Once again, this solution may be expanded as an asymptotic series in inverse logarithmic powers of τ. An easy way of doing this is presented, using the method of matched asymptotic expansions. Far from the cylinder, the solution does not depend on the radius of the cylinder and the spatial dependence of the solution should be given by a function of the usual similarity variable ξ. What might be termed an intermediate asymptotic solution (cf. Barenblatt [29] ) therefore holds in this region. The derivation by matched asymptotic expansions leads rapidly to a simple answer which is a very good approximation to the full convolution (4.7). Both the convolution solution and the similarity-type solution are very good approximations to the full solution over most of r, whereas the solution that is given by Ramanujan's integral does poorly.
As is evident from (1.5), the Laplace transform of Ramanujan's integral is related in a very simple fashion to the function (ln s) −1 and hence what we have examined is the behaviour of a prototypical function with inverse-logarithmic Laplace transform. The behaviour of Ramanujan's integral over the complex plane is rather dull and its real part in particular changes very little with the phase of its argument. However, at the branch cut along the negative real axis, there is a change of sign in a term subdominant to the expansions that were calculated.
The physical problem that was considered here is of course special in the sense that the solution can be written down and analysed in some detail. However, the features of its solution for large time should be characteristic of any diffusion problem with radial geometry, and the techniques used here can be extended to such problems.
