Abstract: This paper presents a simulation of the automatic steering control system on a vehicle model using particle swarm optimization (PSO) to optimize the parameters of the control system. The control system involves fuzzy logic control (FLC) and proportional-integral-derivative (PID) control working in a cascade; the main control (FLC) is used to control lateral motion, and the secondary control (PID) is an enhancement to control the yaw motion in vehicle models representing 10 degrees of freedom of the vehicle dynamics system. Optimization by PSO is carried out simultaneously on both control systems. On FLC it is done by setting the width and the center point of the membership function (MF) in the input and output FLC so that the optimal composition of the MF parameter is obtained. The optimization process also determines the constants of optimal gain in the PID control. Testing is done through software in the loop simulation. Based on the test results it can be stated that FLC and PID control tuned by PSO can steer the vehicle rate well in accordance with desired trajectory and the vehicle motion can always be maintained at the specified path.
Introduction
As one of the automotive technology developments of the future, a steer-by-wire system is expected to have a reliable performance. It is an automatic steering control that uses electric motors instead of a mechanical connection to determine the direction of a vehicle's front wheels [1] . Steer-by-wire systems can be semiautomatic or fully automatic. The semiautomatic steering control system is used in a vehicle that still uses the steering wheel as a plant input, while using an electric motor as the plant output to drive the front wheels' direction of the vehicle [2] . The fully automatic system uses a programmed trajectory instead of a steering wheel as an input, and an electric motor as an output plant [3] .
A lot of research has been conducted on the fully automatic steer-by-wire system. Cai et al. [4] developed an automatic vehicle steering control system for small-scale vehicles. The control system was built using fuzzy logic control (FLC) optimized by the genetic algorithm (GA) method. The performance of this genetic-fuzzy system was superior to that of the proportional-derivative (PD) control because the genetic-fuzzy is a nonlinear controller very suitable for the nonlinear system. The GA method was also used by Karbala et al. [5] and Kodagoda et al. [6] , but without the use of optimization methods. Ping et al. [7] stated that small-scale vehicles do not represent actual vehicle dynamics and used a vehicle model with 9 degrees of freedom (DOF) of vehicle dynamics. Testing was conducted using the software and hardware in the loop simulations because it could be done repeatedly without risk of accidents, at lower costs, and the data obtained was real. The GA optimization could not be done in the online system and so it was developed using neural network-back propagation; the control system adjusted the lane keeping well and was acceptable to the transient response. Adriansyah et al. [8] determined that the GA optimization method required a lot of computation steps and simplified it using particle swarm optimization (PSO). PSO has the ability to achieve fast convergence because this method only works depending on the position and velocity functions. The PSO-fuzzy algorithm design was able to make the robot move as directed and could coordinate those movements effectively according to the conditions faced.
In the current paper we present a model of a fully automatic steer-by-wire system using simulation of automatic steering control of a vehicle model with 10 DOF, consisting of 7-DOF of the vehicle ride model and 3-DOF of the vehicle handling model [9, 10] . The structure of the developed control system consists of two stages in a cascade architecture. They are the lateral motion control (to eliminate unwanted lateral movement and be used as the setting point of the second control) and the yaw motion control as a complement steering control system. The control system involves the PSO to tune the parameters of FLC (in the control of lateral motion) and of the proportional-integral-derivative (PID) controller (to control the yaw motion). The expected results of the simulation automatic steering control using the FLC and PID control tuned by the PSO can improve the vehicle dynamic performance.
Vehicle dynamic model
Based on the concept of vehicle dynamics, the vehicle model was built as a plant of the automatic steering control system consisting of the vehicle ride model and the vehicle handling model.
Vehicle ride model
The vehicle ride model is represented as a 7-DOF system expressed in mathematical equations consisting of seven equations in the car body with a freedom of movement to heave or bounce, pitch, roll, and move in vertical direction for each wheel [9, 10] as shown in Figure 1 . 
where pitching of the car body (θ) is as follows:
Rolling of the car body ( ϕ) is expressed as:
Vertical Direction movement for each wheel is:
Vehicle handling model
The vehicle handling model is represented as a 3-DOF system, meaning that it has three mathematical equations consisting of the equations of the movements of the car body: lateral, longitudinal, and yaw motions [11, 12] , as shown in Figure 2 . The lateral and longitudinal motions are represented along the x and y axes, expressed as lateral acceleration ( a y ) and longitudinal acceleration (a x ), so that the lateral and longitudinal motions can be obtained by a double integration of the lateral and longitudinal accelerations. Lateral and longitudinal accelerations are expressed as follows:
An angular movement of the vehicle, which is based on the vertical axis, is called a yaw motion (r) [13] and can be obtained by the integration ofṙ andr :
Definitions of variables are shown in Table 1 . Based on the above equations (Eqs. (1)- (10)), a full vehicle model was established as the plant of the automatic steering control systems using MATLAB-SIMULINK software. The structure of the vehicle model that was built (consisting of a 7 DOF ride model and a 3 DOF handling model) was connected using Calspan tire models. This means that the vehicle model is a combination of the behavior of the tire vertical (as a representation of a linear spring without damping) with the lateral and longitudinal behaviors using a Calspan tire model [7, 9, 10] , by taking δ as the steering input to the plant (Eqs. (8)- (10)), and the plant output is expressed in three movements of the vehicle: the longitudinal motion (x) in Eq. (8), lateral motion ( y) in Eq. (9) , and the yaw motion (r) in Eq. (10) . Yaw motion will affect the moment of inertia around the z axis ( J s ), which will lead to changes in pitch and roll angles at the body center of gravity (θ and φ) [10] , and so it will be more influenced by the entire force in the direction of the z axis (bouncing, pitching, rolling, and all vertical direction movements for each wheel, Eqs. (1)- (7)). distance between rear of vehicle and center of gravity. θ pitch angle at body center of gravitẏ θ pitch rate at body center of gravitÿ θ roll acceleration at body center of gravity φ roll angle at body center of gravitẏ φ roll rate at body center of gravitÿ φ roll acceleration at body center of gravity
The proposed control and optimization system
An automatic steering control system of the vehicle model was built into the simulation using two cascaded controllers: the FLC and the PID control [14] . The control system is needed to set the direction of the front wheels of the vehicle to match the required trajectory (look up table x-y trajectory) in the form of a double line change.
The plant output is expressed in the yaw, the lateral, and the longitudinal motions, so the functions of the control system are as follows: FLC is used to suppress the error among lateral motions (y) associated with the longitudinal motion ( x) of the required trajectory, while the PID control is used to accelerate the rise time, minimize errors, and reduce the overshoot/undershoot among yaw motions of the setting point, which is the output from the FLC. The ideal condition on the output FLC is that if an error has been minimized, the vehicle has no lateral motion (y), meaning that the vehicle also does not have the yaw motion, so that the output of the FLC is used as the setting point on the yaw motion controls. Getting the optimal control depends on the design of the composition of each parameter control system, and in this paper the determination of parameter values in both FLC and PID controls is done by tuning the values of these parameters to achieve the optimal value by using the PSO. A block diagram of the control structure that was developed in the automatic steering control simulation is shown in Figure 3 .
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The main control using FLC with tunable MF
FLC is the main control on the developed control structure that is used to minimize error among the input and output of the plant, i.e. the desired trajectory towards lateral motion. The main structure of the FLC includes [15] :
-Fuzzification crisp variables: the error E(n) and the delta error DE(n) = E(n) -(En -1) are converted into fuzzy variables using the technique membership functions. Membership function (MF) is a function to express the degree of fuzzy membership. The forms of MF used in this paper are triangular and trapezoidal shapes. Each MF on the input (error and error delta) and the output consists of seven triangular MFs. The following terms refer to MFs: negative small (NS), zero (Z), and positive small (PS).
In this paper, the shape of each MF can be changed based on the width and the location of the midpoint, which depend on the multiplier of the variable domain as shown in Figure 4 for the triangular shape and Figure  5 for the trapezoidal shape. ∆ is a multiplier factor function proposed in this paper as a factor to determine the shape of a MF. This means that all parameters of each MF are a function of ∆ . C n-1 Determination of the width and the midpoint on each MF is expressed as the following equation:
Changes of the trapezoidal and triangular midpoint are:
Trapezoidal and triangular width changes are:
where C, WR, and WL are the midpoint, wide right, and wide left of the midpoint respectively. The subscript "initial" means the initial value, and the "new" is the new value following the change of the value of ∆ . Therefore, when the ∆ value changes, the parameters of each MF will change, including changes to the midpoint and the width of the shape ( W ) of the MF. The picture changes of ∆ are shown in Figure 6 .
The value ∆ i (∆ ER , ∆ DE , ∆ OT ) consists of: ∆ ER as multiplicative factors to MF parameters of error input, ∆ DE as multiplicative factors to MF parameters of delta error input, and ∆ OT as multiplicative factors to MF parameters of output FLC.
The values of multiplier factors ∆ ER , ∆ DE , and ∆ OT can be determined by trial and error, but in this paper the values of multiplier factors were obtained through a learning process repeated until the optimal values were reached by using the PSO.
-A set of fuzzy rules consisting of several fuzzy rules grouped into base rules that are the basis of decision making (inference process) to activate the control signal output from a condition input. Thus, the total required rule base is 9 rules. The rule base of the built FLC is presented in Table 2 .
-Defuzzification is the process of changing a fuzzy output variable back into a crisp variable. The defuzzification method used in this paper is the Centroid defuzzification, which is a method of looking for the center of gravity (CoG) of the aggregate set, as shown in the following equation:
The second control using PID control with tunable gain constants
In the proposed control structure, there is a second control serving to refine the control system. PID control is a simple control on duty to suppress movement outside the lateral motion. PID will work to control the yaw motion towards the setting point generated from the output of FLC.
PID control is known as a system with superior control measures [16] , including proportional control (P)
to speed up the system response rate (rise time), integral control (I) to minimize or eliminate the steady-state error of the system, and derivative control (D) to reduce the overshoot/undershoot. Performance control of P, I, and D is dependent on the determination of the constants Kp, Ki, and Kd. In this paper the values of these constants are determined by means of learning on the control system or of tuning parameters to achieve the optimal composition of a constant value by using the PSO. The three constants are referred to as Kp = ∆ Kp , Ki = ∆ Ki , and Kd = ∆ Kd . This is necessary because if ∆ Kp is too large, it will lead to instability of overshoot and even of the system. On the other hand, if the value of ∆ Kp is too small, it will reduce the precision adjustment and place the system in a static state with a loss of dynamic characteristics. At constant values of ∆ Ki , if it is too big, it will cause the response to overshoot, and if ∆ Ki is too small, it will be difficult to eliminate any steady-state error in the system, which will affect the accuracy of the system. If ∆ Kd is too large, it will slow down the response and the capability of the system will be reduced, as shown in Figure 7 . 
Optimization of the control system parameters using PSO
The optimization method based on swarm intelligence algorithm is behaviorally inspired as an alternative to genetic algorithms, which are often called evolution-based procedures [17] . This model is simulated in space with a certain dimension with a number of iterations, so that at each iteration the particle's position will increasingly lead to the intended target.
PSO is an optimization technique constructed by Dr Eberhart and Dr Kennedy in 1995, and inspired by the social behavior of a flock of birds or fish [18] . Suppose that there is a flock of fish randomly looking for food in an area and there is only one source of food there. The fish do not know where precisely the food is, but they know how far they are from it in each iteration. Therefore, the most effective strategy is to follow the fish closest to the food.
PSO is initialized with a population from random solutions and searches for the most optimal solution to update members of the population. Each random solution is called a particle. Each particle moves in the problem space and has the best value that has been achieved; this value is called pbest. The best other value is the best value achieved by any particle in the population; this value is called gbest. PSO has a velocity that would change the position of the particle at each iteration. At each iteration, the values of velocity and position are updated.
The PSO algorithm consists of velocity and position [18] . The basic equation for velocity is:
The basic equation for position is:
where i = index variable, j = index particle, k = iteration, v = velocity of the particle, ∆ = position of the particle, p = the best position of the particle (pbest), G = the best position of the swarm (gbest, best of all particle), L 1,2 = learning rates (social and cognitive constant), R 1,2 = random intervals [0 -1], and W = inertia. In this paper, PSO is used to optimize the parameters of the control system by first determining the initial population of random particles, which are then evaluated on the model of the vehicle. The population of particles, hereafter referred to as swarm, represents the 6 parameters of the control system that will be optimized: three parameters of control in FLC needed to determine the midpoint and width of MF (i.e. ∆ ER , ∆ DE , ∆ OT ) and three PID control parameters (constants to determine the gain of Kp, Ki, and Kd, i.e. ∆ Kp , ∆ Ki , ∆ Kd ). Furthermore, particles will be updated by using Eqs. (17) and (18), and will be reevaluated on the automatic steering control of the vehicle models. Evaluation results are compared with the previous evaluation to choose the smallest error and the position of the best particle. Updating and evaluation processes are repeated until the maximum iteration. During the iteration process a selection of the smallest error will provide a change in the constant error, meaning the selection process of the error has reached convergence. In other words, the position of the particle has reached the best position so that the six parameters have reached optimal values or the control system can work optimally.
The optimization steps are as follows:
Step 1. Initialization parameters of PSO
The optimization parameters of the control system using the PSO are as follows: the number of particles is determined to be 30, the maximum iteration is set to 30, the social and cognitive constant is set to 1, the inertia value is determined to be 0.5, and the number of variables is ∆ i = ( ∆ ER ; ∆ DE ; ∆ OT ; ∆ Kp ; ∆ Ki ; ∆ Kd ). The vehicle parameters are shown in Table 3 .
Step 2. Initialization swarm
Initialization swarm consists of particles and velocities initialization, to initialize a population (array) of particles with random positions and velocities of iand j dimension moves in the problem space. The particles positions and velocities are expressed in the following equations:
At this step we obtained:
The best local position (i , :) = particles position (i , :).
Step 3. Evaluation of population initialization
Each particle was evaluated on the control system to get the fitness of each particle. A measure of fitness of the particles is completed using the minimizing integral of time-weighted absolute error (ITAE) criterion [19] . Performance on the ITAE index is mathematically expressed as follows: 
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where t is the time and e( t) is the error of the difference between reference and controlled variable.
In this step, we will obtain:
The best local fitness (i , :) = fitness of particles ( i , :);
[The best global fitness, index] = min (The best local fitness (i, :));
The best global position (i) = The best local position ( i , index);
Furthermore, the best global position is acquired and is updated using Eqs. (17) and (18) .
Step 4. Evaluation of new particles
At this stage, any new particles will be reevaluated in the control system up to the maximum number of iterations. In each iteration the particle positions are evaluated using the ITAE to obtain the fitness of particles, then: If fitness of particles < The best local fitness; In the next iteration the best global position is updated again (using Eqs. (17) and (18)) until the maximum number of iterations. During the whole process it is shown that The best global fitness has reached convergence at iteration 6, as shown in Figure 8 . This means that the particle position corresponding to the index of the best global fitness is an optimal particle position (∆ i ) . Figure 9 and the values of the width and midpoint of the MF, which are optimal in FLC, are shown in Table 4 . The obtained ∆ Kp , ∆ Ki , and ∆ Kd are parameter expressions for proportional, integral, and derivative controls. 
Simulation results and discussion
PSO performed optimization until the maximum of 30 iterations on the control structure of a model of an automatic steering vehicle with a plant input look up table (x − y trajectory) at a constant speed of 13.88 m/s. This means that the control system has made the learning process with random parameters, and at the end it was able to get the values of the optimal parameters such that the value of lateral motion has the smallest error. The measure of error used in the optimization process was ITAE, which reached convergence at the fifth iteration, where the ITAE value was 2.3829 e −42 . This value corresponds to the value of continuous root mean square error (C-RMS error) of 0.003819. Table 5 .
Tests were conducted through software-in-the-loop simulation (SILS). Based on the test results it can be stated that the use of FLC on lateral motion and PID control on yaw motion, tuned by PSO (FLC-PID tuned by PSO), allows the movement of the vehicle to be always maintained in accordance with the desired trajectory with a smaller error and a higher speed as compared with manually tuned by PSO FLC and PID (FLC-PID) and PID-PID control systems. Since the performance of the main control system is the performance of the lateral motion that is affected by 9 out of 10-DOF, this paper displays plant input (double lane change trajectory) against plant output (lateral motion), as shown in Figure 10 . Figure 11 shows the first maneuver of the double lane change trajectory and Figure 12 is the second maneuver. The characteristic of the control system is shown in Figure 13 . A simulation that has been done above shows that the control system can be replaced with the desired control system to compare the error and speed that can be achieved. It should be noted that the simulation of the model of the automatic steering control system is not using LPF because "no noise" conditions are assumed. The simulation described in this paper invites further research in the form of testing hardware in the loop simulations (HILS). Before HILS, however, one issue of note is the need for a more real trajectory modification. For example, when the output of the control system in Figure 13 is connected to the actuator, the response of the actuator cannot be observed because the output voltage is very brief. The double lane change trajectory used has extreme maneuvers (necessary only for software testing), and so the form of trajectory maneuvers should be changed to become more real with a given radius. A series of additional equipment that is designed for HILS testing, as in the prototype image steer-by-wire system, is shown in Figure 14 . 
Conclusion
The simulation results of the optimization of the control system on the vehicle steering system using PSO indicate that the input and output parameters of the FLC (which include the values of the location and width of each MF) and the PID control parameters (which include the values of the gain-constants) may be obtained optimally, quickly, and easily so that lateral motion error and yaw motion error can be reduced to lower values as compared with the fuzzy-PID control system (FLC-PID) and the PID-PID control system that are tuned manually. Thus, vehicle movement can be maintained in accordance with the desired trajectory and the performance of the vehicle dynamics is better.
