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1.1 Question Answering: motivation and background
In this age of growing availability of digital information the development of tools to
search through an abundant supply of information is crucial. Well-known are inform-
ation retrieval systems, of which online search engines, such as Google, are the most
widely used examples. Typing in a few keywords results in a list of links to relevant
documents.
There are, however, situations imaginable which require a more intuitive and nat-
ural approach to providing information. For example, if a client of a bank wants to
know how to open a bank account or a traveller wants to know if he still can cancel
his flight. People with questions like these are not looking for information in general,
they want a direct, clear answer to a specific question. An adequate response would
typically be a phrase or a couple of sentences instead of a full document. In these cases
an online question-answering application could avail both the client and the company.
For a company an online question-answering application is cheaper than a help desk
while at the same time the client benefits from an online service which is available day
and night. Furthermore, clients never need to wait on hold when using such systems,
which in turn results in a higher level of client satisfaction.
Another situation in which a user would probably prefer a short answer to a com-
plete document as reply to an information request will be as an application for cell
phones. These days, cell phones provide a whole list of functions, of which access to In-
ternet is already becoming a standard one. Surfing on the web on a cell phone requires
some adjustments however, because of the small display. Instead of the usual search
engines which return complete documents to information requests, an application that
provides a short answer is to be preferred for a cell phone.
Corpus-based Question Answering systems are designed to address this need
for tools which provide users with small information bits based on natural language
questions. Question Answering (QA) systems typically accept questions posed in
natural language and return a precise answer to the user.
1
2 Chapter 1. Introduction
There is a major interest in the development of question-answering systems both
from academic and from commercial groups. The well-known search engines Yahoo,
Google and Microsoft Search all have launched question-answering systems,1 although
they are mainly driven by the users themselves. Users can ask questions and gain
points and reputation for answering other users’ questions. A rating mechanism makes
sure that the best answer appears first. So it is rather a QA service than a system.
The service is community based, i.e. questions are posed to the whole community and
everyone who thinks he knows the answer can reply.
Another example of commercial question-answering is the software that Q-go2 de-
velops for banks, insurance providers, and other companies. Questions are mapped to
predefined model-questions. These model-questions are linked to an answer. Custom-
ers receive a direct answer to their questions from the company’s web-site. Another
company using this approach is Ask Jeeves.3 For companies the advantage of this
approach is that they can entirely control the output of the system. Only relevant
questions are answered and the answers are fixed.
In the field of academia there is also much attention for question-answering, but
as a research area it is certainly not new. Since the 1960s researchers have worked
on QA-systems. The earliest systems can be described as natural language interfaces
to databases (Green et al., 1961; Woods, 1973). For those systems databases are the
information resource from which answers are extracted. User questions are automatic-
ally transformed into database queries. An example of this approach is START, on-line
since December 1993. It has been developed by Boris Katz and his associates of the In-
foLab Group at the MIT Computer Science and Artificial Intelligence Laboratory and
it incorporates many databases found on the web (Katz, 1997). In the eighties many
of the problems in practical QA became apparent and system development efforts were
receding.
The rise of the World Wide Web in the late nineties has led to a renewed interest in
the topic. A surge of academic activity was initiated by the Question Answering track
of the Text REtrieval Conference (TREC) (Voorhees, 2000). The track started in 1999
(TREC-8) and provides a document collection and yearly a new question-answering
set for the evaluation of question-answering systems with the goal to foster research on
question-answering. Each year around 30 groups from academic, commercial, and gov-
ernmental institutions participate in this evaluation run to compare the performance
1Yahoo! Answers: http://answers.yahoo.com Google Questions and Answers: http://otvety.
google.ru/otvety (only available in Russia). Live QnA: http://qna.live.com dd. April 17, 2008.
2http://www.q-go.nl dd. April 17, 2008.
3http://www.ask.com dd. April 17, 2008.
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of their systems.
The TREC QA track has focused solely on systems for English. Therefore the
organisers of the Cross Language Evaluation Forum (CLEF) have set up a track for
non-English monolingual and cross-language QA systems. Since 2003 five campaigns
have been conducted, recording a constant increase in the number of participants and
number of languages involved, i.e. in the last track of 2007 monolingual tasks were
carried out for Bulgarian, German, Spanish, French, Italian, Dutch, Portuguese and
Romanian (Giampiccolo et al., 2007).
Systems evaluated in these settings are typically based on information retrieval
(IR) techniques. The QA systems use an IR system to select the top n documents
or paragraphs which match key words extracted from the question. Then candidate
answers are found and ranked using among others information about the question type
and the answer type.
In CLEF and TREC classification of questions is in part based on the techniques
needed to answer them and in part on the type constraints that can be imposed on
possible answers. The questions differ in their level of difficulty ranging from easy to
very hard to answer. The most simple kind of questions are called factoid questions.
Factoid questions are simple fact-based questions typically asking for a named entity.
Named entities are names of persons, organisations, locations, expressions of times,
quantities, monetary values, percentages, etc. We list a few example factoid questions
here:
(1) a. When did the ferry the Estonia sink?
b. How many moons orbit the planet Saturn?
c. Who invented barbed wire?
Question that are considered harder to answer include definition questions such
as (2-a), (2-b) and (2-c).
(2) a. What is UNICEF?
b. Who is Tony Blair?
c. What is religion?
For TREC the objective for these type of questions is to produce as many useful nug-
gets of information as possible. For example, the answer to (2-b) might include the
following:
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Born 6 May 1953
Prime Minister of the United Kingdom from 2 May 1997 to 27 June 2007
Appointed official Envoy of the Quartet on the Middle East
Elected Leader of the Labour Party in July 1994
For CLEF it is sufficient to return one relevant information nugget as answer. Still,
these questions require special attention, because the system has to determine whether
a given phrase really defines the question term or not. An answer such as second son
of Leo would not be judged correct for question (2-b), although the fact is formally
true. More details about definition questions can be found in 2.1.4.
Temporally restricted questions are also generally considered to be difficult
questions to answer. These questions are restricted by a date or a period such as (3):
(3) Who was the prime minister of the United Kingdom from 2 May 1997 to 27
June 2007?
This question is hard to answer because one cannot simply look for the prime minister
of the United Kingdom. The correct period should be taken into account too.
List questions are another class of questions. To answer such questions the
system needs to assemble answers from information located in multiple documents.
List questions can be classified into two subtypes: closed list questions such as (4-a)
asking for a specific number of instances and open list questions such as (4-b) for which
as many correct answers can be returned.
(4) a. What are the names of the two lovers from Verona separated by family
issues in one of Shakespeare’s plays?
b. List the names of chewing gum.
A fifth class of questions is the class of NIL questions. These questions do not have
an answer in the text collection. Including these questions in the question set demands
from the system that it determines whether an answer can be found at all. The idea
is that a good QA system should know when a given question cannot be answered.
For several years now the TREC QA track has included follow-up questions.
In 2007 they were also introduced by CLEF. These types of questions are grouped in
topics, consisting of a set of questions such as in (5). Answering non-initial questions
may require information from previous questions or answers to previous questions.
In TREC descriptive topics are explicitly provided, whereas in CLEF only a numeric
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topic ID is given.
(5) a. When was Napoleon born?
b. Which title was introduced by him?
c. Who were his parents?
How-questions are sometimes included in the TREC and CLEF question sets, most
of the time asking how somebody died (6-a). However, answers to these kind of
questions are typically difficult to evaluate. Answers can be full sentences describing
how things have happened (6-b), but also a single term such as in (6-c).
(6) a. How did Jimi Hendrix die?
b. He had spent the night with his German girlfriend, Monika Dannemann,
and likely died in bed after drinking wine and taking nine Vesperax sleeping
pills, then asphyxiating on his own vomit.
c. Alone.
Other question types such as questions based on nominal adjuncts (In CLEF called
embedded questions) such as (7-a), yes/no questions (7-b) and why-questions
(7-c) are typically not considered in the tracks of TREC and CLEF.
(7) a. When did the king who succeeded Queen Victoria die?
b. Did people in the time of Christopher Columbus believe that the earth was
flat?
c. Why was China awarded with hosting the 2008 Olympics?
In section 2.1.4 we discuss the question set we use in our experiments. There one
can find more information and examples for the question types which we have just
introduced here.
To be able to perform the task of answering questions successfully, it is important
to automatically understand questions such as given above, and to be able to locate
answers to these questions in a text collection. Full grammatical understanding of
both the question and the text can be very useful for this task.
For instance,4 a full parser recognises that in coordinations like (8), Karlsruher SC
is actually the subject of the VP verloor daarin met ....
4The following examples are taken from the project description (http://www.let.rug.nl/∼gosse/
Imix/project description.pdf, dd. May 6, 2008.)
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(8) Karlsruher SC bereikte vorig seizoen de finale, en verloor daarin met 1-0 van
het toen net gedegradeerde Kaiserslautern.
English: Karlsruher SC made it into the finals last season, and lost 1-0 to the
just demoted Kaiserslautern.
Similarly, full processing recognises that the relative pronoun in (9), corresponds to
the object of gepubliceerd, and that the relative clause modifies werkgelegenheidscijfers
and not VS.
(9) De markt kijkt vol spanning uit naar de werkgelegenheidscijfers in de VS die
vanmiddag om half vier Nederlandse tijd worden gepubliceerd.
English: The market is eagerly awaiting the employment statistics in the US,
that are being published at three thirty, Dutch time, this afternoon.
Verbs selecting a non-finite verbal complement may either impose a reading where
a grammatical object functions as subject of the complement (as in (10-a), where
the object Jeltsin is the subject of de wet te ondertekenen), or where a grammatical
subject is also the subject of the complement (as in (10-b), where Abd ar-Rahmaan
Moenief is the subject of schrijven).
(10) a. Om Jeltsin te dwingen de wet te ondertekenen moet nu ook de Federati-
eraad zich uitspreken.
English: To force Jeltsin to sign the law, the Federation council has to
take a stand.
b. Abd ar-Rahmaan Moenief, Jordanie¨’s bekendste schrijver, heeft met het
Verhaal van een stad een biografie van Amman proberen te schrijven.
English: Abd ar-Rahmaan Moenief, Jordania’s most famous writer, has
tried to write a biography of Amman, with Story of a city.
Shallow processing is typically insufficient for recognising such long-distance de-
pendencies and control dependencies.
A full dependency parse of the question in (11-a) immediately reveals that WebTV
Networks is actually the (logical) object of the verb opkopen, in spite of the fact that
WebTV Networks functions as grammatical subject. It should be obvious that such
information is useful, given potential answer strings like (11-b).
(11) a. Door welk bedrijf werd WebTV Networks in 1997 opgekocht?
English: By which company was WebTV Networks bought in 1997?
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b. Het bedrijf van miljardair Bill Gates heeft daartoe WebTV Networks voor
zo’n achthonderd miljoen gulden opgekocht.
English: The company of billionaire Bill Gates has therefore bought
WebTV Networks for approximately 800 million guilders.
This example indicates that knowledge about the possible realizations of dependency
relations (i.e. subjects are typically realized as door -modifiers in passive sentences)
can help to make the performance of QA based on dependency relations more effective.
This observation is also supported by the fact that more and more developers of
QA systems are including syntactic information in their system architectures (Amaral
et al., 2007; Pe´rez-Coutin˜o et al., 2006; Jijkoun et al., 2006).
The research described in the following chapters was carried out in the framework
of the IMIX project Question Answering for Dutch using Dependency Relations.5 The
aim of the IMIX project is to show that accurate and robust dependency analysis
can be used to boost the performance of a QA system. This project investigates the
use of sophisticated linguistic knowledge and robust natural language processing for
QA. One of the goals of the project was to build a question answering system for
Dutch. We have built such a question-answering system, which makes full use of a
dependency analysis based on syntactic processing. The result of full parsing is a
complete dependency analysis of the question and of the document collection.
1.2 This thesis
In the present thesis all experiments are performed with the above-mentioned QA
system. The information resource in which it searches for answers is a set of newspaper
articles. The system applies two retrieval techniques. Most questions are answered
by the technique based on retrieving relevant paragraphs from a document collection
using keywords from the question. Potential answers are identified and ranked. The
other retrieval strategy is based upon the observation that certain answer types occur
in fixed patterns, and the corpus can be searched off-line for these kind of answers.
We call this off-line answer extraction and it is the focus of this thesis.
5A description of the research program is available at http://www.let.rug.nl/gosse/Imix/
summary.html, dd. May 6, 2008.
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1.2.1 Off-line answer extraction: motivation and background
Extraction of specific information from raw text, whether it be answers to questions,
isa-relations or other kind of relations, is a well-known task in the field of information
science. Research has been focused on information extraction both as task in itself
and as sub-task of other applications.
As task in itself it was largely encouraged by a series of seven message understand-
ing conferences (MUCs 1987-1998). For each MUC participating groups were given
sample messages and instructions on the type of information to be extracted. Shortly
before the conference, participants were given a set of test messages to be run through
their system. The output of each participant’s system was evaluated and then the
results could be compared (Grishman and Sundheim, 1996). Tasks involved the ex-
traction of information about a specific class of events called a scenario ranging from
terrorist attacks (Kaufman, 1991) to joint ventures (Kaufman, 1993), to management
changes (Kaufman, 1995) as well as missile launches (Kaufman, 1998).
One of the first to focus on the extraction of one specific relation instead of a
scenario was Hearst (1992). She used part-of-speech patterns to extract hyponym
relations (e.g. A Bambara Ndang is a bow lute). Berland and Charniak (1999)
have done the same thing for part-of relations (e.g. “wheel” from “car”).
There has been an increased interest, also in the field of QA, to extract information
from web pages.
In some cases the World Wide Web is seen simply as a vast resource of information.
Brin (1998) has extracted author-title pairs from a repository of 24 million web-pages.
Pas¸ca et al. (2006) have shown that a small set of only ten seed facts about birth
dates can expand to one million facts after only two iterations with very high precision
using generalised patterns on a text collection containing approximately 100 million
Web documents of arbitrary quality. The generalised patterns are produced from
basic extraction patterns constructed from the context of seed facts. Terms in the
generalised patterns are replaced with corresponding classes of distributionally similar
words in this way covering an exponential amount of basic patterns.
Pantel and Pennacchiotti (2006) use the web basically to achieve high recall scores.
The authors use generic patterns to retrieve instances from a specific corpus. Then
they search on the Web for strings matching reliable patterns instantiated with the
instances found by the generic patterns on the specific corpus. The idea is that correct
instances will fire more with reliable patterns than incorrect ones. However, it seems
if it also possible to use the reliable patterns directly on the Web to find instances.
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In other cases extraction techniques based on HTML structures are applied. Cucerzan
and Agichtein (2005) have exploited the explicit tabular structures created by web
document authors.
Large repositories of semantic relations enable other applications to access this
information. In Sabou et al. (2005), for example, syntactic patterns were defined
to extract information from documents on bio-informatics to build a domain onto-
logy. Thelen and Riloff (2002) applied information extraction for the construction of
semantic lexicons.
The focus in this thesis is on the application of information extraction within
question-answering. Information extraction then becomes answer extraction. The
modifying term “off-line” is added to differentiate the process we focus on here from
the answer extraction step typically implemented in question-answering systems to
extract the exact answer from text snippets after passage retrieval. We extract answers
before the actual process of question-answering starts.
Certain answer types frequently follow the same fixed patterns in a text. For ex-
ample, information about birth dates is often formulated as follows: <X was born in
YEAR>, <X, born in YEAR>, or <X (YEARi-YEARj)>. One can define such
patterns and then search for answers before the actual process of question-answering
starts, extracting all birth dates encountered and storing them in a repository. When
a birth-date question is asked during the question-answering process the system can
easily look up the answer.
In recent years several studies have appeared describing experiments which show
the benefits of extracting information from raw text off-line for the task of question-
answering.
Mann (2002) has extracted hyponym relations for proper nouns (e.g. ‘Emma
Thompson is an actress’). From these hyponym relations he has built a proper noun
ontology to answer questions such as: ‘Who is the lead singer of the Led Zeppelin
band?’. The answer should be an instance of the term ‘lead singer’ in the ontology. To
extract the hyponym relations he has used simple part-of-speech patterns achieving a
precision of 60%.
Other works more closely related to our goals include Fleischman et al. (2003)
and Bernardi et al. (2003). They both extracted facts from unstructured text using
surface patterns to answer function questions such as ‘Who is the mayor of Boston?’
and ‘Who is Jennifer Capriati?’. Fleischman et al. described a machine learning
method for removing noise in the collected data and they showed that the QA system
based on this approach outperforms an earlier state-of-the-art system. Bernardi et al.
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combined the extraction of surface text patterns with WordNet-based filtering of name-
apposition pairs to increase precision. WordNet is a semantic lexicon which groups
English words into sets of synonyms called synsets, providing short general definitions,
and recording the various semantic relations between these synonym sets (Fellbaum,
1998). However, the authors found that WordNet-based filtering hurt recall more
than it helped precision, resulting in fewer questions being answered correctly when
the extracted and filtered information was deployed for QA. They argued that an
end-to-end state-of-the-art QA system with additional answer-finding strategies and
statistical candidate answer re-ranking is typically robust enough to cope with the
noisy tables created in the off-line answer module.
Girju et al. (2003) presented a method to semi-automatically discover part-whole
part-of-speech patterns. Since these patterns can be ambiguous (‘NP1 has NP2’
matches ‘Kate has green eyes’ which is a meronymic relation, but also ‘Kate has a
cat’ which is a possession relation) semantic constraints were added. The targeted
part-whole relations were detected with a precision of 83%. The authors stated that
understanding part-whole relations allows QA systems to address questions such as
‘What are the components of X?’ and ‘What is X made of?’ illustrating this with an
elaborate example for the question ‘What does the AH-64A Apache helicopter consist
of?’.
Ravichandran and Hovy (2002) developed a bootstrapping answer extraction tech-
nique. Some seed words were fed into a search engine. Patterns were then automatic-
ally extracted from the documents returned and standardised. The simplicity of their
method has the advantage that it can easily be adapted to new languages and new do-
mains. A drawback of this simplicity is that the patterns cannot handle long-distance
dependencies. This is particular problematic for systems based on small corpora since
they contain fewer candidate answers for a given question which makes the chances
smaller to find an instance of a pattern. The results of their experiments support this
claim. They performed two experiments: using the TREC-10 question set answers
were extracted from the TREC-10 corpus and from the web. The web results easily
outperformed the TREC results.
Lita and Carbonell (2004) introduced an unsupervised algorithm that acquires
answers off-line while at the same time improving the set of extraction patterns. In
their experiments up to 2000 new relations of who-verb types (e.g. who-invented, who-
owns, who-founded etc.) were extracted from a text collection of several gigabytes
starting with only one seed pattern for each type. However, during the task-based
evaluation in a QA-system the authors used the extracted relations only to train the
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answer extraction step after document retrieval. It remains unclear why the extracted
relations were not used directly as an answer pool in the question-answering process.
Furthermore, the recall of the patterns discovered during the unsupervised learning
stage turned out to be too low.
Tjong Kim Sang et al. (2005) compared two methods for extracting information
to be used in an off-line approach for answering questions in a medical domain: one
based on the structure of the lay-out of the text and one based on syntactic structures
obtained by parsing the text. When evaluated in isolation both techniques obtain
good precision scores. However, within a question-answering environment, the overall
performances of the systems were disappointing. The main problem was the lack of
coverage of the extracted tables. The authors stated that off-line information extrac-
tion is essential for achieving a real-time question-answering system. The layout-based
extraction approach has a limited application because it requires semi-structured data.
The parsing approach does not share this constraint, so that it therefore is more prom-
ising.
Arguments for applying off-line answer extraction have typically been in terms of
speeding up the process of question answering. For example, Fleischman et al. (2003)
claim that although information retrieval systems are rather successful at managing the
vast amount of data available, the exactness required of QA systems often makes them
too slow for practical use. Extracting answers off-line and storing them for easy access
can make the process of question-answering orders of magnitudes faster. Especially
in the case that one wants to use the World Wide Web as information resource, the
benefits of speeding up question answering by using off-line answer extraction become
clear.
Yet we claim that besides speed there are more reasons for choosing to use off-line
answer extraction in addition to online answer extraction, for off-line answer extraction
opens up the possibility to use different techniques, that can take advantage of different
things, that otherwise would remain unfeasible.
The most significant difference is that the IR engine, a common component of
online QA systems, can be omitted. Off-line we extract answers from the entire corpus,
rather than just from the passages retrieved by the IR engine. In this way we avoid
that answers are not found because the IR engine selected the wrong passages, making
the answer extraction futile.
Furthermore, under the assumption that an incorrect fact is less frequent than a
correct fact gathering facts together off-line opens up the possibility of filtering out
noise using frequency counts. In addition, answers are classified into categories off-line.
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During the question answering process the system only has to select the correct table
to find a complete set of answers of the correct type. Experiments show indeed that
we can achieve high precision scores with off-line answer extraction (Mur, 2005).
1.2.2 Research questions and claims
Much recent work in QA has focused on systems that extract answers from large
bodies of text using simple lexico-syntactic patterns. These studies indicate one major
problem associated with using patterns to extract semantic information from text. The
patterns yield only a small subset of the information present in a text collection, i.e.
the problem of low recall. The recall problem can be addressed by taking larger text
collections as an information resource, for example the World Wide Web (Brill et al.,
2001) or by developing more surface patterns (Soubbotin and Soubbotin, 2002).
However, the aim of the present thesis is to address the recall problem by us-
ing extraction methods that are linguistically more sophisticated than surface pattern
matching. In section 1.1 we already argued that knowledge about the possible realisa-
tions of dependency relations can help to make the performance of QA more effective.
We can use this knowledge even further for more sophisticated techniques such
as coreference resolution. In some cases more than one sentence should be taken into
account to infer the answer. Reference is frequently used in all kind of expressions. We
believe that recall of off-line answer extraction can be improved by applying techniques
based on deep syntactic analysis of the corpus.
Specifically, we will try to answer the following questions:
• How can we increase the coverage of off-line answer extraction techniques without
loss of precision?
• What can we achieve by using syntactic information for off-line answer extraction?
To answer these questions we have built an answer extraction module which is part of
a Dutch state-of-the-art question-answering system. Even though the system we use
is developed for Dutch, we believe that results of our experiments also apply to other
languages.
Syntactic information is provided by a wide-coverage dependency parser for Dutch.
Parsing the whole text collection opens up the possibility to define extraction patterns
based on dependency relations.
The off-line answer extraction module is evaluated according to the number of facts
it extracts. This requires a manual evaluation similar to Fleischman et al. (2003). Since
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we are also interested in measuring the performance of this module as a sub-part of
a questions answering system we also use the number of questions answered correctly
as a performance indicator.
The major conclusions of our experiments are the following:
1. Answers to questions in a natural language corpus are often formulated in such com-
plex ways that simple surface patterns are not flexible enough to extract them. More
sophisticated extraction techniques based on dependency parsing can significantly
improve the performance of off-line answer extraction.
2. Adding coreference information can improve the recall of off-line answer extraction
without loss of precision.
3. For off-line answer extraction, low precision will not hurt the performance of question
answering, while high recall will benefit it.
4. Off-line answer extraction is a useful addition to a question answering system, not
only because it speeds up the process, but also because the whole corpus can be
searched, thus avoiding possible errors in the IR component.
5. Learning patterns for answer extraction based on bootstrapping techniques is only
feasible if the correct answers are formulated in a consistent way, which is often not
the case.
6. The MUC score is a clear and intuitive score for evaluating coreference resolution
systems.
1.2.3 Chapter overview
In this introductory chapter we presented the task of question-answering and the
different approaches to this task. We argued that full grammatical understanding of
both the question and the text can be very useful. This thesis focuses on off-line
answer extraction, a separate module that can be built into a complete QA system.
We believe that including this module helps to improve the results of a QA system.
In the current thesis we will investigate the role of off-line answer extraction within a
QA system. More specifically, we want to examine how the coverage can be increased
and how we can use syntactic information to improve the performance of this module.
In chapter 2 we perform a small experiment in which a state-of-the-art question-
answering system is enhanced with an off-line answer extraction module. This exper-
iment not only reveals the problems that we want to address in this thesis, it also
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offers us the possibility to introduce the framework in which most experiments in the
following chapters are performed.
To compare surface-based extraction techniques with dependency based extraction
techniques we develop two parallel sets of patterns, one based on surface structures,
the other based on dependency relations. This experiment is described in chapter 3.
The results of the experiment show that the use of dependency patterns has a positive
effect, both on the performance of the extraction task as well as on the question-
answering task. Furthermore, we introduce equivalence rules. Added to the basic
extraction patterns to account for syntactic variation they increase recall a lot. We also
present the d-score, which computes the extent to which the dependency structure of
question and answer match so as to take into account crucial modifiers in the question
that otherwise would be ignored.
Chapter 4 presents a Dutch coreference resolution system, which makes extensive
use of dependency relations. This system has been integrated into an answer extraction
module. We evaluate the extended module on the extraction task as well as on the
task of question-answering. We demonstrate that performance of both tasks increases
using the information provided by the resolution system.
In chapter 5 we automatically learn patterns to extract facts by applying a boot-
strapping technique. With these experiments we show that for the benefit of off-line
QA recall is at least equally important as precision. Storing the facts off-line lets us
use frequency counts to filter out incorrect facts afterwards, therefore we do not need
to focus on precision during the extraction process. It is of greater importance that
we extract at least the correct answer.





In order to fully understand the task of answer extraction we describe a simple ex-
periment: a state-of-the-art question-answering system is enhanced with an off-line
answer extraction module. Simple lexico-POS patterns are defined to extract answers.
These answers are stored in a table. Questions are automatically answered by a table
look-up mechanism and in the end they are manually evaluated. Not only will this
experiment reveal the problems that we want to address in this thesis, it also offers us
the possibility of introducing to the reader the framework in which most experiments
in the following chapters are performed.
2.1 Experimental Setting
In this section we introduce the question-answering system, the corpus, the question
set, and evaluation methods used in our experiments throughout the thesis.
2.1.1 Joost
For all the experiments described in this thesis we use the Dutch QA system Joost.
The architecture of this system is roughly depicted in figure 2.1. Apart from the
three classical components question analysis, passage retrieval and answer
extraction, the system also contains a component called Qatar, which is based
on the technique of extracting answers off-line. This thesis focuses on the Qatar
component, highlighted by diagonal lines. All components in the system rely heavily
on syntactic analysis, which is provided by Alpino, a wide-coverage dependency parser
for Dutch. Alpino is used to parse questions as well as the full document collection
from which answers need to be extracted. A more detailed description of Alpino follows
in section 2.1.2. We will now give an overview of the components of the QA system.
The first processing stage is question analysis. The input for this component is a
natural language question in Dutch, that is parsed by Alpino. The goal of question
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Figure 2.1: Main components and main process flows in Joost.
analysis is to determine the question type and to identify keywords in the question.
Depending on the question type the next stage is either passage retrieval (following
the left arrow in the figure) or table look-up (using Qatar following the right arrow).
If the question type matches one of the categories for which we created tables, it
will be answered by Qatar. Tables are created off-line for facts that frequently occur
in fixed patterns. We store these facts as potential answers together with the IDs of
the paragraphs in which they were found. During the question-answering process the
question type determines which table is selected (if any).
For all questions that cannot be answered by Qatar, the other path through the
QA-system is followed to the passage retrieval component. Previous experiments have
shown that a segmentation of the corpus into paragraphs is most efficient for inform-
ation retrieval (IR) performance in QA (Tiedemann, 2007). Hence, IR passes relevant
paragraphs to subsequent modules for extracting the actual answers from these text
passages.
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The final processing stage in our QA-system is answer extraction and selection.
The input to this component is a set of paragraph IDs, either provided by Qatar or
by the IR system. We then retrieve all sentences from the text included in these
paragraphs. For questions that are answered by means of table look-up, the tables
provide an exact answer string. In this case the context is used only for ranking the
answers. For other questions, answer strings have to be extracted from the paragraphs
returned by IR. Finally, the answer ranked first is returned to the user.
2.1.2 Alpino
The Alpino system is a linguistically motivated, wide-coverage, grammar and parser
for Dutch. Alpino is used to parse questions as well as the full document collection
from which answers need to be extracted.
The constraint-based grammar follows the tradition of HPSG (Pollard and Sag,
1994). It currently consists of over 600 grammar rules (defined using inheritance)
and a large and detailed lexicon (over 100.000 lexemes) and various rules to recog-
nise special constructs such as named entities, temporal expressions, etc. To optimise
coverage, heuristics have been implemented to deal with unknown words and ungram-
matical or out-of-coverage sentences (which may nevertheless contain fragments that
are analysable). The grammar provides a “deep” level of syntactic analysis, in which
wh-movement, raising and control, and the Dutch verb cluster (which may give rise to
’crossing dependencies’) are given a principled treatment. The Alpino system includes
a POS-tagger which greatly reduces lexical ambiguity, without an observable decrease
in parsing accuracy (Prins, 2005). The output of the system is a dependency graph,
compatible with the annotation guidelines of the Corpus of Spoken Dutch.
A left-corner chart parser is used to create the parse forest for a given input string.
In order to select the best parse from the compact parse forest, a best-first search
algorithm is applied. The algorithm consults a Maximum Entropy disambiguation
model to judge the quality of (partial) parses. Since the disambiguation model includes
inherently non-local features, efficient dynamic programming solutions are not directly
applicable. Instead, a best-first beam-search algorithm is employed (Van Noord, 2007).
Van Noord shows that the accuracy of the system, when evaluated on a test-set of 2256
newspaper sentences, is over 90%, which is competitive with respect to state-of-the-art
systems for English.
For the QA task, the disambiguation model was retrained on a corpus which con-
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tained the (manually corrected) dependency trees of 650 quiz questions.1 The retrained
model achieves an accuracy on 92.7% on the CLEF 2003 questions and of 88.3% on
CLEF 2004 questions.
A second extension of the system for QA, was the inclusion of a Named Entity
Classifier. The Alpino system already includes heuristics for recognising proper names.
Thus, the classifier needs to classify strings which have been assigned a name part-of-
speech tag by grammatical analysis, as being of the subtype per, org, geo or misc.2
To this end, lists of person names (120K), geographical names (12K), organisation
names (26k), as well as miscellaneous items (2K) were collected. The data are primarily
extracted from the Twente News Corpus, a collection of over 300 million words of
newspaper text, which comes with annotation for the names of people, organisations,
and locations involved in a particular news story. For unknown names, a maximum
entropy classifier was trained, using the Dutch part of the shared task for conll
2003.3 The accuracy on unseen conll data of the resulting classifier (which combines
dictionary look-up and a maximum entropy classifier) is 88.2%.
We have used the Alpino-system to parse the full text collection for the Dutch
CLEF QA-task. First, the text collection was tokenised into 78 million words and
segmented into 4.1 million sentences. Parsing this amount of text takes over 500
CPU days. Van Noord used a Beowulf Linux cluster of 128 Pentium 4 processors4 to
complete the process in about three weeks. The dependency trees are stored as (25
GB of) XML.
Several components of our QA system make use of dependency relations. All of
these components need to check whether a given sentence satisfies a certain syntactic
pattern. We have developed a separate module for dependency pattern matching. We
will now explain how this matching works.
The dependency analysis of a sentence gives rise to a set of dependency relations
of the form 〈 Head/HPos, Rel, Dep/DPos 〉, where Head is the root form of the head
of the relation, and Dep is the head of the constituent that is the dependent. HPos and
DPos are string indices, and Rel is the name of the dependency relation. For instance,
the dependency analysis of sentence (1-a) is (1-b).
(1) a. Mengistu kreeg asiel in Zimbabwe
1From theWinkler Prins spel, a quiz game. The material was made available to us by the publisher,
Het Spectrum, bv.
2Various other entities which sometimes are dealt with by NEC, such as dates and measure phrases,
can be identified using the information present in POS tags and dependency labels.
3http://cnts.ua.ac.be/conll2003/ner/ dd. April 21, 2008.
4Part of the High-Performance Computing centre of the University of Groningen
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So parsing sentence (1-a) yields 4 dependency relations, three of which contain as head
the root of the verb kreeg. This term appears in the second position of the sentence,
and it stands e.g. in a subject relation to the term mengistu occurring in the first
position of the sentence.
A dependency pattern is a set of partially underspecified dependency relations.
Variables in a pattern can match with an arbitrary term. In the following example




This pattern matches with the set in (1-b) and would for example instantiate the
variable Su as mengistu.
2.1.3 Corpus
For all experiments throughout this thesis we use the text collection made available at
the CLEF competitions on Dutch QA. From this corpus we will extract the answers.
The CLEF text collection contains two years (1994 and 1995) of newspaper text from
two newspapers (Algemeen Dagblad and NRC ) with about 4.1 million sentences in
about 190,000 documents. Topics covered range from politics, sports, and science to
economical, cultural and social news.
2.1.4 Question set
The questions we use for our experiments are drawn from a big question pool consisting
of questions made available throughout the years by the CLEF organisers. See table
2.1 where we show the different question sets in this pool. The CLEF QA track offers
tasks to test question-answering systems developed for languages other than English,
including Dutch. Each year, since 2003, it provides new question sets. Moreover, they
encourage the development of cross-language question-answering systems. Therefore
Dutch source language queries are created to be answered using a target document
20 Chapter 2. Off-line Answer Extraction: Initial experiment
Question set # Questions Task
DISEQuA 450 Monolingual Dutch
CLEF2003NLNL 200 Monolingual Dutch
CLEF2003NLEN 200 Cross-lingual Dutch English
CLEF2004NLNL 200 Monolingual Dutch
CLEF2004NLEN 200 Cross-lingual Dutch English
CLEF2004NLDE 200 Cross-lingual Dutch German
CLEF2004NLPT 200 Cross-lingual Dutch Portuguese
CLEF2004NLES 200 Cross-lingual Dutch Spanish
CLEF2004NLIT 200 Cross-lingual Dutch Italian
CLEF2004NLFR 200 Cross-lingual Dutch French
CLEF2005NLNL 200 Monolingual Dutch
CLEF2006NLNL 200 Monolingual Dutch
Table 2.1: CLEF question sets
collection in another language as information source. These question sets can also be
used to train and test monolingual QA systems for Dutch.
DISEQuA is a corpus of 450 questions translated into four languages (Dutch,
Italian, Spanish and English) (Magnini et al., 2003). Setting up common guidelines
that would help to formulate good questions, the organisers agreed that questions
should be fact-based, asking for an entity (i.e. a person, a location, a date, a measure
or a concrete object), avoiding subjective opinions or explanations, and they should
address events that occurred in the years 1994 or 1995. It was decided to avoid defin-
itional questions of the form ‘Who/What is X?’ and list questions. Finally, yes/no
questions should be left out, too.
CLEF2003NLNL and CLEF2003NLEN are the question sets from the CLEF com-
petitions in 2003 created for the Dutch monolingual task and the Dutch-English cross-
language task, respectively. CLEF2003NLNL contained 200 questions of which 180
were drawn from the DISEQuA corpus. The remaining 20 questions were so called NIL
queries, i.e. questions that do not have any known answer in the corpus. The CLEF
organisers claim that the questions were created independently from the document
collection, in this way avoiding any influence in the contents and in the formulation of
the questions. For the 2003 cross-language tasks 200 English queries were formulated
and it was verified manually that 185 of them had at least an answer in the English
text collection. Then the questions were translated into five other languages: Dutch,
French, German, Italian and Spanish.
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The CLEF2004 question sets for the monolingual and the different cross-lingual
tasks each contain 200 Dutch questions (Magnini et al., 2004). Around twenty of
the 200 questions in each question set did not have any answer in the document
collection. List questions, embedded questions, yes/no questions and why-questions
were not considered in this track.
On the other hand, the test sets included two question types that were avoided
in 2003: how -questions and definition questions. How -questions may have several
different responses that provide different kinds of information, see for example (2).
(2) How did Hitler die?
a. He committed suicide
b. In mysterious circumstances
c. Hit by a bullet
Definition questions are considered very difficult, because although their target is clear,
they are posed in isolation, and different questioners might expect different answers
depending on previous assumptions. Moreover, it is difficult to determine whether a
candidate answer phrase really defines the question term or whether it merely provides
some irrelevant information. Definition questions are not regarded as answered by
a concise explanation of the meaning of the question term, but rather by providing
identifying information that is regarded as interesting. For a definition question asking
for a person such as in (3) that means that the answer informs the user for what this
person was known. In this case: Elvis was not known for his origins (3-a) although
literally this information defines him in the sense that it can only be him to whom the
answer refers. Nevertheless, a more informative answer is (3-b). The CLEF approach
has tried to keep it simple: Only definition questions that referred to either a person
or an organisation were included, in order to avoid more abstract “concept definition”
questions, such as ‘What is religion?’.
(3) Who was Elvis Presley?
a. Only son of Vernon Presley and Gladys Love Smith who was born on
January 8, 1935 in East Tupelo.
b. American pop singer and actor, pioneer of rock & roll music.
From CLEF2005 we only included the question set created for the Dutch monolingual
task. The number of questions was again 200 (Vallin et al., 2005). How -questions
were not included anymore, since they were considered particularly problematic in the
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evaluation phase. However, a new subtype of factoid questions was introduced called
temporally restricted questions. These questions were constrained by either
an event (4-a), a date (4-b) or a period of time (4-c). In total 26 temporally restricted
questions were included in the question set. Again around 10% of the queries were
NIL questions.
(4) a. Who was Uganda’s president during Rwanda’s war?
b. Which Formula 1 team won the Hungarian Grand Prix in 2004?
c. Who was the president of the European Commission from 1985 to 1995?
From CLEF2006 we also included only the 200 questions created for the Dutch mono-
lingual task (Magnini et al., 2006). For this year list questions were added to the
question sets, including both closed list questions asking for a specific finite number
of answers (5-a) and open list questions, where as many correct answers could be
returned (5-b) as available. The questions were created by annotators who were ex-
plicitly instructed to think of “harder” questions, that is, involving paraphrases and
some limited general knowledge reasoning, making the task for this year more difficult
overall. The restraint on definition questions was lifted, so concept definition questions
were now also included.
(5) a. What were the names of the seven provinces that formed the Republic of
the Seven United Provinces in the 16th century?
b. Name books by Jules Verne.
Many questions appear in more than one question set. All questions of CLEF2003 are
taken from DISEQuA, but there is also overlap between the other sets. In total there
are 1486 unique questions.
2.1.5 Answer set
The collection of answers was manually created. If the system returned an answer to a
question which we judged correct, we added it to the answer set. For those questions
for which no correct answer was found, we tried to find the answer manually in the text
collection. If still no answer was found, we considered the question a NIL question.
That means that we assumed that the text collection did not contain an answer to
this question.
We followed the CLEF evaluation guidelines5 to decide if an answer was correct:
5http://clef-qa.itc.it/2004/guidelines.html#evaluation dd. April 25, 2008.
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the answer had to be true, supported by the text and exact. One rule was added for
which we did not find information in the CLEF guidelines: the answer is considered
to be true, if the fact was true in 1994 or 1995. Some facts can change over time.
For example, the correct answer to the question ‘Who is the president of France?’
is Franc¸ois Mitterrand until the 16th of may 1995, after that the correct answer is
Jacques Chirac. That is why we considered both answers to be correct.
2.2 Initial experiment
In this section we perform a small experiment in which we try to answer questions using
off-line answering techniques. Discussing the results we illustrate the main problems
with this technique.
2.2.1 Patterns
Before creating patterns for off-line answer extraction we need to determine for which
kind of questions we would like to extract answers. Different facets play a role here.
First of all, if we want to cover many questions we had better extract answers to
frequently asked questions. During a presentation titled ‘What’s in store for question-
answering?’ given in 2000 at the SIGDAT Conference John B. Lowe, then vice pres-
ident of AskJeeves, shows that Zipf’s law applies to user queries, meaning that a few
question types account for a large portion of all question instances (Lowe, 2000). In a
tutorial on question-answering techniques for the world wide web Katz and Lin (2003)
demonstrate this for questions in the question-answering track of TREC-9 and TREC-
2001 as well: ten question types alone account for roughly 20% of the questions from
TREC-9 and approximately 35% of the questions from TREC-2001.
Letting the QA-system Joost classify approximately 1000 CLEF questions results
also in a Zipf’s distribution, see figure 2.2. The top 3 frequent question types in this
figure are, in order of frequency, which-questions (150), location questions (143) and
definition questions (124).
This observation leads us to the next three important facets of creating patterns
for off-line answer extraction. First, the categorisation of questions depends on the
question classification of a particular QA system. Second, answers to a particular class
of questions should be suitable for extraction using more or less fixed patterns. Third,
the question terms and answer terms of a particular class should be clearly defined.
The most frequent question type in the CLEF question set according to Joost is
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Figure 2.2: Zipf’s distribution of CLEF question types determined by Joost
the class of which-questions. Which-questions are questions that start with the term
welke or welk (‘which’). Whereas for most question types the type of answer can be
derived from the question word (who-questions ask for a person, where-questions ask
for a location), this is not the case for which-questions. Typically the term following
‘which’ indicates what is asked for:
(6) a. Which fruit contains vitamin C?
b. Which ferry sank southeast of the island Uto¨?
Question (6-a) asks for a type of fruit and question (6-b) asks for the name of a ferry.
Lexical knowledge is needed to determine the type of the answer. We can extract this
lexical knowledge from the corpus off-line (Van der Plas et al., to appear), but the
answers to these types of questions can occur in very different kind of structures. No
general pattern can be defined to capture answers to which-questions.
This last issue also holds for location questions. Example questions of this class
are given in (7) and their respective answers are given in (8).
(7) Location questions
a. Where is Basra?
b. Where did the meeting of the countries of the G7 take place?
c. Where did the first atomic bomb explode?
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d. From where did the ferry “The Estonia” leave?
e. Where was Hitler born?
(8) Location answers
a. The city of Basra is only four kilometres away from the border of Iran.
b. (...) the G-7 meeting in Naples.
c. (...) the United States dropped the first atomic bomb on Hiroshima.
d. Two safety inspectors (...) walked around the ferry “the Estonia” for five
hours last Sunday before the ship left the harbour of Tallinn.
e. Adolf Hitler was born in the small border town Braunau am Inn.
The answer type of these five questions is clear, they ask for a location. However,
a general pattern to extract answers to these questions is hard to discern.
For definition questions of which examples are given in (9) other problems arise.
It is possible to come up with a pattern which will extract answers to these kind of
questions, the most intuitive being ‘Q is A’. However, extracting facts from newspapers
with this pattern also yields very much noise. You will, for example, find sentences such
as (10-a) and (10-b). It is very hard to determine automatically whether a candidate
answer really defines the term in the question or not.
Another difficulty is to decide how much should be included in the answer. For
question (9-c) you would perhaps want to include the whole subordinate clause from
sentence (10-c), while for question (9-d) you probably do not want to use the entire
appositive in sentence (10-d).
Much work is done especially focusing on this kind of questions (Voorhees, 2003;
Hildebrandt et al., 2004; Lin and Demner-Fushman, 2005; Fahmi and Bouma, 2006).
Fahmi and Bouma (2006) did use off-line techniques for answering definition questions.
They suggest to use machine learning methods after extracting candidate definition
sentences to distinguish definition sentences from non-definition sentences. In CLEF
and TREC definition questions are considered a special class of questions.
(9) a. Who is Clinton?
b. What is Mascarpone?
c. Who is Iqbal Masih?
d. Who is Maradona?
(10) a. Clinton is the enemy.
b. Mascarpone is the most important ingredient.
c. Iqbal Masih , a 12-year old boy from Pakistan who was known interna-
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tionally for his actions against child labour in his country, (...)
d. Diego Maradona, the Argentinian football player who fled the country
last week after he shot a journalist, (...)
In addition, we want to point out the following observation. The great advantage
of off-line answer extraction and the main reason for being successful in finding the
correct answer to a question relies in the fact that it can use frequency counts very
easily. However, to be able to use frequency counts both question terms and answer
terms should be clearly defined. This advantage disappears with answers such as
(10-c), since they probably occur only once in exactly these words.
A category that does meet all four criteria mentioned here (frequent question type,
recognised by question classification of the QA system, answers follow fixed patterns,
question terms and answer terms are clearly defined) is the class of function questions.
It was the category ranked fourth in figure 2.2 with 99 questions. Answers to these
kind of questions tend to follow more or less fixed patterns as we will see later in this
chapter and the type is recognised by the QA-system we are using. Examples of these
questions are:
(11) a. What is the name of the president of Burundi?
b. Of which organisation is Pierre-Paul Schweitzer the manager?
c. Who was Lisa Marie Presley’s father?
In our first experiment we build a module to find answers to function questions off-line.
In following experiments in this thesis we will add more question categories that will
at least meet the last three criteria.
The knowledge base we have created to answer function questions is a table with
several fields containing a person name, an information bit about the person (e.g.,
occupation, position) which we call a function, the country or organisation for which
the person fullfills this function, and the source document identification. The table
lookup mechanism finds the entries whose relevant fields best match the keywords
from the question taking into account other factors such as frequency counts.
To extract information about functions, we used a set of surface patterns listed here
below. We have split them into two sets to avoid redundancy and improve readability.
The first set matches names and functions (e.g. minister Zalm, president Sarkozy).
The second set matches functions and organisation or countries (e.g. minister of fin-
ance, president of France). Pattern 1 and 3 can be combined with pattern a, c, or d.
Pattern 2, 4, and 5 can be combined with pattern b, c, or d.
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Person-Function patterns
1. /[FUNCTION] [NAMEP]/
minister Zalm ‘minister Zalm’
2. /[NAMEP] ([TERM ]−) + [FUNCTION]/
Zalm minister ‘Zalm minister’
3. /[FUNCTION], [NAMEP]/
minister, Zalm ‘minister, Zalm’
4. /[NAMEP], ([TERM ]−) + [FUNCTION]/
Zalm, minister ‘Zalm, minister’
5. /[NAMEP] [BE] [DET ] ([TERM ]−) + [FUNCTION]/
Zalm is de minister ‘Zalm is the minister’
Function-Organisation patterns
a /[ADJ] [FUNCTION]/
Franse president ‘French president’
b /[FUNCTION] van [TERM]/
president van Frankrijk ‘president of France’
c /[FUNCTION] [TERM ] + [TERM ] + ([TERM]/
minister Zalm (financie¨n) ‘minister Zalm (finance)’
d /[TERM]− [FUNCTION]/
VVD-minister ‘VVD-minister’
[NAME], [ADJ], [VERB], and [DET] match with words in the text that were tagged
by Alpino with the respective POS-tags. [TERM] matches with an arbitrary term,
[BE] with a form of the verb to be. The subscript P means that the name should be
a person name. [FUNCTION] means that we are only interested in function nouns,
that is, functions that match with terms such as ‘president’, ‘minister’, ‘soccer-player’
etc. To this end we made a list of function terms by extracting all terms under the
node leider ‘leader’ from the Dutch part of Eurowordnet (Vossen, 1998). To extend
this list distributionally similar words were extracted semi-automatically. For more
details on this technique we refer the reader to Van der Plas and Bouma (2005).
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We scan the whole text collection for strings matching a pattern. Every time a
pattern matches words that match with the boldface terms in the pattern are extracted
and stored in a table together with the document ID of the source document.
2.2.2 Questions and answers
We took 99 questions from CLEF2003 and CLEF2004 which were classified by Joost
as function questions. Function questions cover two types of questions: person identi-
fication questions (12-a) and organisation/country identification questions (12-b).
(12) a. Q. Who was the author of Die Go¨tterda¨mmerung?
A. Richard Wagner; Wagner.
b. Of which company is Christian Blanc the president?
A. Air France.
The complete set of questions and answers can be found in http://www.let.rug.nl/
∼mur/questionandanswers/chapter2/.
2.2.3 Evaluation methods and results
We evaluate both the extraction task as well as the question-answering task.
The patterns described above were used to extract function facts from the Dutch
newspaper text collection provided by CLEF. The output of this process was ap-
proximately 71,000 function facts. Approximately 44,000 of these are unique facts. A
sample of 100 function facts was randomly selected from the 71,000 extracted facts and
classified by hand into three categories based upon their information content similar
to Fleischman et al. (2003). Function facts that unequivocally identify an instance’s
celebrity (e.g., president of America - Clinton) are marked correct (C). Function facts
that provide some, but insufficient, evidence to identify the instance’s celebrity (e.g.,
late king - Boudewijn) are marked partially correct (P). Function facts that provide
incorrect or no information to identify the instance’s celebrity (e.g., oldest son - Pierre)
are marked incorrect (I). Table 2.2 shows example function facts and judgements. In
table 2.3 we present the results for the extraction task. 58% of the extracted pairs
were correct, 27% incorrect, and 15% of the pairs contained some but insufficient in-
formation to identify the instance’s celebrity. That means that with confidence level
95% the true percentage of correct pairs lies in the interval (47.8;67.7).
We use these function facts to answer 99 function questions. The answers to these
questions are then also classified by hand into three categories: no answer found
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function fact Judgement
de voorzitter - Ignatz Bubis I
PvdA leider - Kok C
Libanees premier - Elias Hrawi C
ex-president - Jimmy Carter P
NOvAA voorzitter - drs P.L. Legerstee C






Table 2.3: Evaluation of randomly selected sample of 100 function facts
if no answer was found, correct if the selected fact answered the question correctly,
and incorrect if the selected fact did not answer the question. Results are presented
in table 2.4.
Evaluation category # Questions
No answer found 46
Correct 35
Incorrect 18
Table 2.4: Evaluation question-answering task
2.2.4 Discussion of results and error analysis
In this section we discuss the results of the extraction task and the results of the
question-answering task.
Starting with the extraction task we see that the precision of the table (58%) was
rather low. Since the patterns are very simple and no additional filter techniques were
applied, this finding is not surprising. Fleischman et al. (2003) did apply filtering
techniques, and they achieved a precision score of 93%.
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We cannot calculate a recall score, because we do not know the total number of
facts the text contains. Nevertheless, comparing our results with the results from
Fleischman et al. may give us some clue assuming that both the newspaper corpora
they used and the Dutch CLEF corpus contain approximately the same proportion
of useful information. They extracted 2,000,000 facts (930,000 unique) from 15 GB
text, that is 1 fact per 7,5 KB. We extracted 71,000 facts (44,000 unique) from 540
MB text, that is 1 fact per 7,6 KB. That means that given the respective precision
scores our recall score is probably lower than that of Fleischman et al.. However, the
experiment described here should be seen as merely a baseline, described to illustrate
problems encountered when performing such a task.
Taking into account which pattern was used to extract which fact in the evaluated
random sample of hundred function facts we can determine the quality of the patterns.
Table 2.5 presents the evaluation outcome per pattern. The number and letter code
for each pattern refers to the numbers and letters on page 27.
Pattern # Correct # Partially Correct # Incorrect
{1,a} French president Sarkozy 28 4 5
{1,d} minister Zalm (finance) 13 2 4
{1,c} VVD-minister Zalm 8 3 1
{3,a} French president, Sarkozy 4 1 0
{3,d} VVD-minister, Zalm 1 0 0
{4,b} Sarkozy, president of France 4 3 13
{4,d} Zalm, VVD-minister 0 2 2
{2,b} Sarkozy president of France 0 0 1
{2,d} Zalm VVD-minister 0 0 1
Table 2.5: Result per pattern
The patterns {1,a} and {1,d} account for the largest portion of all correct facts.
Pattern {4,b} is the most erroneous pattern and since all other combinations with
sub-pattern 4 or sub-pattern b did not result in any correct fact in the sample these
sub-patterns had better been left out. The same holds for sub-pattern 2.
Remarkably no fact extracted by a pattern containing sub-pattern 5 appears in
the sample. The complete table contains 516 function facts extracted with a pattern
containing sub-pattern 5. This sub-pattern is often combined with sub-pattern b. It
seems that here the b part is also responsible for many incorrect facts.
Recall that sub-pattern b was /[FUNCTION] van [TERM]/. The term after
van in the pattern can be a country or an organisation resulting in a correct fact, but
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it turns out that most of the time there appears a determiner in that position. We
extracted for example (13-b) from sentence (13-a).
(13) a. Enneus Heerma is de leider van het CDA
English: Enneus Heerma is the leader of the CDA
b. Enneus Heerma - leider - het
In short, the pattern was too strictly defined to be flexible enough to match correctly
examples like (13-a). Manually constructing pattern rules is error prone, and moreover
it is a tedious work. A solution would be to learn patterns automatically.
The most striking result for the question-answering task is that the system did not
find an answer for almost half of the questions (see table 2.4). In order to find out what
caused the fact that answers to these questions were not found we tried to locate the
answer to each of these questions manually. We did not do an exhaustive search, but
analysed only the first occurrence of the answer we encountered in the corpus. This
means that we cannot be sure if the answer might also be found elsewhere. However,
the occurrence we encounter first is found randomly, therefore we believe that this
error analysis will be representative for the complete set of factors for failing to find
an answer. In table 2.6 we list the reasons for not extracting answers.
Reason # Questions
Answer could not be found 14
Patterns not flexible enough 20
Reference resolution needed 6
Knowledge of the world needed 4
Answer was not a person name 2
All 46
Table 2.6: Causes for not extracting answers
For 14 questions we could not find an answer at all. In the question set of 2003 and
2004 NIL questions were included, so it is possible that the document collection simply
does not contain answers to these 14 questions. For the remaining 32 questions 20 of
them were not answered because the patterns were not flexible enough. We illustrate
this problem with example (14):
(14) a. Van welk bedrijf is Christian Blanc president?
English: In which company is Christian Blanc president?
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b. Christian Blanc, de president van het zwaar noodlijdende Franse luchtvaart-
bedrijf Air France, [...]
English: Christian Blanc, president of the rather destitute French avi-
ation company Air France.
Question (14-a) was one of the 46 questions for which no answer was extracted.
Through manual search we found sentence (14-b) in the corpus. Since it is such a
long distance from the question terms Christian Blanc and president to the actual
answer Air France this sentence did not match with any of the patterns.
For 6 other questions the reason that no answer was found lies in the fact that
reference resolution was needed to extract the answer. See for example the sentences
in (15-b) containing the answer to question (15-a).
(15) a. Hoe heet de dochter van de Chinese leider Deng Xiaopeng?
English: What is the name of the daughter of Chinese leader Deng
Xiaopeng?
b. Zal (...) Deng Xiaoping (...) het Chinese Nieuwjaar halen? [...] De com-
motie in de partijtop zou groot zijn geweest toen Dengs jongste dochter,
Deng Rong , onlangs zei, dat (...)
English: Will (...) Deng Xiaoping (...) make it until the Chinese new
year? [...] The turmoil among the party leaders was great when Deng’s
youngest daughter, Deng Rong, recently said, that (...)
Four questions could only be answered by deductive reasoning, which is still too com-
plicated to do automatically. An example is given in (16).
(16) a. Wie is het staatshoofd van Australie¨?
English: Who is the head of state of Australia?
b. In zijn rechtstreeks uitgezonden toespraak zette de Australische premier
zijn plan uiteen om een politiek ongebonden president de rol van staat-
shoofd te laten overnemen van de Britse koningin Elizabeth II.
English: In his speech broad-casted live the Australian prime-minister ex-
plained his plan to transfer the role of the head of state from the British
queen Elizabeth II to a politically independent president.
For the two remaining questions it was simply the case that the answer was not a
person name. Since we were explicitly looking for a person name, we could never have
found the answers to these two questions. One of the two questions is presented here
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as illustration:
(17) a. Hoe heet de opvolger van de GATT?
English: What is the name of the successor of the GATT?
b. De WTO begint op 1 januari met haar werk als opvolger van de GATT
(...)
English: The WTO starts working on January 1st as successor of the
GATT (...)
For the 53 questions for which we did find an answer 35 (66%) were correct. If we
take into account the low precision of the table, which was only 58%, this outcome is
better than expected.
For 18 questions the system gave a wrong answer. The largest part of questions
answered incorrectly (12 out of 18) were cases such as (18-a) and (18-b):
(18) a. Wie is de Duitse minister van Economische Zaken?
English: Who is the German minister of Economy?
b. Wie was president van de VS in de Tweede Wereldoorlog?
English: Who was president of the US during the second World War?
Question (18-a) and (18-b) would be classified as function(minister,duits) and
function(president,vs) respectively by question analysis, and thus, in principle
can be answered by consulting the function table. Van Economische Zaken and in
de Tweede Wereldoorlog are parsed by Alpino as modifiers of the nouns minister and
president respectively. These modifiers are crucial for finding the correct answer, but
are not recognised by the question analysis, since we defined that the function relation
was a binary relation. Thus, question restricted by modifiers are also a serious problem
for table extraction techniques, because they do not fit the relation templates.
From the results and error analysis we can conclude that the most important
causes for failures are first that the patterns as defined in this experiment are not
flexible enough, second that questions restricted by modifiers are hard to answer by this
technique. Twenty questions were not answered due to first failure, twelve questions
were answered incorrectly due to the second failure. Another problem is that reference
resolution is sometimes needed to find the answer. Six questions were not answered
due to the lack of reference resolution.
In the following chapters we address these issues. We extend the technique with
tables for other question types. However, defining patterns manually takes a lot of
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time and effort. Therefore we also included a chapter about how to learn patterns
automatically in order to transfer this technique easily to other domains.
2.3 Conclusion
Information extraction is a well-known task in the field of information science. We
focus on answer extraction: extracting answers off-line to store them in repositories for
quick and easy access during the question-answering process. This technique typically
yields high precision scores but low recall scores. We performed a simple experiment:
a state-of-the-art question-answering system for Dutch is enhanced with an off-line
answer extraction module. Simple lexico-POS patterns are defined to extract answers.
These answers are stored in a table. Questions are automatically answered by a table
look-up mechanism and in the end they are manually evaluated. This experiment not
only revealed the problems that we want to address in this thesis, it also offered us
the possibility to introduce the framework in which most experiments in the following
chapters are performed.
We introduced the Dutch question-answering system, Joost, which relies heavily
on the syntactic output of Alpino. The question set and the corpus we use for our
experiments are made available by CLEF. We performed a small experiment in which
we tried to answer 99 function questions. For 46 questions no answer was found at
all. 35 questions were answered correctly, 18 questions were answered incorrectly.
Analysing the results we showed the main problems with the technique of off-line
question-answering.
It turned out that the patterns used in the experiment were not flexible enough. A
slight difference in the sentence can cause a mismatch with the pattern. In chapter 3
we propose to use dependency-based patterns. Syntactic structures are less influenced
by additional modifiers and terms than surface structures.
Modifiers can make a question quite complicated. Temporally restricted questions
are well known instances of this class of questions and were introduced in the CLEF
question set in 2005. Simple frequency techniques do not work for these type of
questions. In chapter 3 we discuss this problem in more detail.
Using reference resolution techniques we would find answers that else would remain
undetected. In the experiment described in this chapter we show that some questions
would have been answered if this technique was implemented. In chapter 4 we deal
with this problem by building a coreference resolution system to increase the number
of facts extracted, which leads to more questions being answered.
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Defining patterns by hand is not only a very tedious work, it is also hard to come
up with all possible patterns. Automatically learnt patterns will make it easier to
adopt this technique for new domains and patterns will be discovered that were not
yet anticipated. Chapter 5 will show experiments on this topic.
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Chapter 3
Extraction based on dependency
relations
3.1 Introduction
The results of the experiments in chapter 2 showed that surface patterns are often not
flexible enough to extract the information needed to answer a question. The sentences
in (1), for instance, all contain information about organisations and their founders.
(1) a. Minderop richtte de Tros op toen [...]
English: Minderop founded Tros when [...]
b. Op last van generaal De Gaulle in Londen richtte verzetsheld Jean Moulin
in mei 1943 de Conseil National de la Re´sistance (CNR) op.
English: Following orders of general De Gaulle, resistance hero Jean Moulin
founded in May 1943 the Conseil National de la Re´sistance (CNR).
c. Kasparov heeft een nieuwe Russische Schaakbond opgericht [...]
English: Kasparov has founded a new Russian Chess Union [...]
d. [...] toen de Generale Bank bekend maakte met de Belgische Post een
“postbank” op te richten.
English: [...] when the General Bank announced to found a “postal bank”
with the Belgian Mail.
The verb oprichten ‘to found’ can take on a wide variety of forms (active, with the
particle op split from the root, as participle, and infinitive). Both the founder and
the organisation can be the first constituent in the sentence, as well as other elements
including adjuncts. In control constructions the founder may be the subject of a
governing clause. In all cases, modifiers may intervene between the relevant constitu-
ents. Such variation is almost impossible to capture accurately using surface strings,
whereas dependency relations can exploit the fact that in all cases the organisation
and its founder can be identified as the object and subject of the verb with the root
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form richt-op. In general, dependency relations allow patterns to be stated which are
hard to capture using regular expressions.
Still, although dependency relations eliminate many sources of variation that sys-
tems based on surface strings have to deal with, it is also true that the same semantic
relation can sometimes be expressed by several dependency relation patterns. For
example the subject of an active sentence (2-a) may be expressed as a PP-modifier
headed by door ‘by’ in the passive (2-b).
(2) a. Martin Batenburg richtte op 1 december Het Algemeen Ouderen Verbond
op.
English: Martin Batenburg founded The General Pensioners Union on
December 1st.
b. Het Algemeen Ouderen Verbond is op 1 december opgericht door Martin
Batenburg.
English: The General Pensioners Union was founded on December 1st by
Martin Batenburg.
Lin and Pantel (2002) show how dependency paths expressing the same semantic
relation can be acquired from a corpus automatically. Rinaldi et al. (2003) argue
that such equivalences, or paraphrases, can be especially useful for QA in technical
domains.
Another problem arises with questions like (3-a) and (3-b):
(3) a. Wie is de Duitse minister van Economische Zaken?
English: Who is the German minister of Economy?
b. Wie was president van de VS in de Tweede Wereldoorlog?
English: Who was president of the US during the second World War?
These are hard to handle using off-line methods. Question (3-a) and (3-b) would be
classified, by question analysis, as function(minister,duits) and
function(president,vs) respectively, and thus, in principle can be answered by
consulting the function-table. However, this ignores the modifiers van Economische
Zaken and in de Tweede Wereldoorlog, which, in this case, are crucial for finding the
correct answer.
In this chapter we investigate more flexible techniques for answer extraction than
those applied in chapter 2. We present a comparison between a dependency-pattern-
based approach and a surface-pattern-based approach on a set of CLEF questions.
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We compare the amount of information extracted and number of correctly answered
questions for both techniques. Furthermore, syntactic variation is accounted for by
formulating equivalence relations over dependency patterns. More on this technique is
explained in section 3.2.2.1. In addition, we introduce the d-score in section 3.2.2.2,
which computes the extent to which the dependency structure of question and answer
match so as to take into account crucial modifiers that otherwise would be ignored.
We show that both the use of dependency matching in general, as well as the addition
of equivalence rules and the addition of the d-score improve the performance of QA.
The remainder of the chapter is organised as follows: In section 2 we provide
details on the extraction methods used, we describe the equivalence rules applied, and
we introduce the d-score. Section 3 contains a description of our experiments and
results. A discussion on the results is given in section 4. We conclude in section 5.
Earlier versions of work discussed in this chapter have appeared as Jijkoun et al.
(2004) and Bouma et al. (2005).
3.2 Answer Extraction
Clearly, the performance of an information extraction module depends on the set of
language phenomena or patterns covered, but this relation is not straightforward: hav-
ing more patterns allows one to find more information, and thus increases recall, but
it may also introduce additional noise that hurts precision. Since in our experiments
we aimed at comparing extraction modules based on surface patterns vs. syntactic
patterns, we first tried to define patterns that are technically good and which cover
at least the most intuitive language phenomena per category. Second we tried to keep
the two modules parallel in terms of the phenomena covered. We also kept the number
of patterns the same in the two modules.
We selected six question types for which we will define patterns, namely capital
(e.g. France - Paris), currency (e.g. US - dollar), date-of-birth (e.g. Walt Disney
- 1901; Vincent van Gogh - 30 March 1853), founder (e.g. Henry Dunant - Red cross
- 1864), function (e.g. Clinton - president - US1), and location-of-birth (e.g.
Mozart - Salzburg ). Questions about one of these six relations cover a variety of
answer types, ranging from person names and location names to dates and currencies.
In order to use dependency patterns the complete corpus was parsed by Alpino
(Van Noord, 2006). Besides dependency relations the annotation also included root-
1The facts we extract are outdated since we use the CLEF newspaper corpus which covers news
articles from 1994 and 1995.
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form information, POS-information and named-entity information. Apart from the
information about dependency relations, all information is also used in the surface-
pattern-based extraction method. More information about Alpino is given in chapter
2, section 2.1.2.
To further improve the performance of the off-line answer extraction module we
implemented equivalence rules and used the d-score for evaluating candidate answers,
both shortly introduced in the previous section. Below we first describe the two
extraction methods, then we provide more details about the equivalence rules and the
d-score.
3.2.1 Extraction with Surface Patterns
To extract information about the above-mentioned relations, we extended the set of
surface patterns used for the experiments in chapter 2. We defined a total of 21
patterns, which cover common structures in terms of the information sought. Six rep-
resentative examples (one for each relation) are given in figure 3.1. For the complete
set of surface patterns see appendix A where they are listed alongside the dependency
patterns.
• /[ADJC] [hoofdstad] [, ]? [NAME]/
Franse hoofdstad Parijs ‘French capital Paris’
• /[COIN ] [in] [COUNTRY] [BE] [TERM ] [CURRENCY]/
De munteenheid in Hongarije is de forint ‘The currency in Hungary is the forint’
• /[NAMEP] [(] [YEARB − Y EARD]/
Jan (1900-1985) ‘John (1900-1985)’
• /[NAME] [V ERBF ] [TERM ]{2} [NAMEO] ([PREP ] [DATE])?/
Chirac richtte de RPR op [...] ‘Chirac founded the RPR’
• /[ADJC] [FUNCTION] [, ]? [NAMEP]/
Franse president Sarkozy ‘French president Sarkozy’
• /[NAMEP] [, ] [geboren] [in] [NAME]/
Jan, geboren in Amsterdam ‘John, born in Amsterdam’
Figure 3.1: Sample of surface patterns
In these patterns, all matching terms are between brackets. The terms in bold are
the ones matching with phrases we would like to extract. NAME is a phrase that is
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tagged as name by the POS-tagger. NAMEP and NAMEO are phrases tagged as per-
son name and organisation name by the Named Entity tagger respectively. DATE is
an expression of time identified by the POS-tagger, Y EAR should match with a num-
ber of four digits (the subscriptions B and D are used to distinguish between the birth
year and year of death). ADJC , COUNTRY , CURRENCY , and FUNCTION are
all phrases from lists. BE is a form of the verb to be. V ERBF is one of the founding
verbs ‘stichten’ (found), ‘oprichten’ (set up) or ‘instellen’ (establish). PREP is one
of the preposition ‘in’ (in) or ‘op’ (at). COIN matches either the term ‘munt’ (coin-
age) or ‘munteenheid’ (currency). TERM can match with an arbitrary term. Finally,
we used a few quantifiers. The question mark indicates zero or one occurrences of
the preceding element. {n} means between zero and n occurrences of the preceding
element.
The entries on the ADJC , COUNTRY , and CURRENCY lists are manually
collected from databases found on the Internet. The lists contain 90, 204 and 1031
entries respectively. The list with function terms was partly taken from the Dutch
part of the EuroWordNet (Vossen, 1998) consisting of all words under the node leider
‘leader’, 255 in total. Since the coverage of the Dutch EWN is far from complete, Van
der Plas and Bouma (2005) employed a technique based on distributional similarity
to extend the list automatically. We used the extended list for our patterns.
3.2.2 Extraction with Syntactic Patterns
To use the syntactic structure of sentences for answer extraction, the collections were
parsed with Alpino. Figure 3.2 lists dependency patterns which form the counterparts
of the surface patterns in figure 3.1. The dependency relations are given in the form of
triples: 〈 Head/HPos, Rel, Dep/DPos 〉, where Head is the root form of the head of the
relation, and Dep is the head of the constituent that is the dependent. HPos and DPos
are string indices, and Rel is the name of the dependency relation. The entity classes
used are the same as for the surface patterns. As for the labels of the dependency
relations, subj denotes the subject relation, obj1 is the direct object relation, mod
stands for the modifier relation, app is the apposition relation, and predc denotes the
predicate-complement relation.
The complete set of dependency patterns is found in appendix A.







〈V ERBF , subj,NAME〉,
〈V ERBF , obj1,NAMEO〉,
















 〈NAMEP,mod, geboren〉,〈geboren,mod, in〉,〈in, obj1,NAME〉

Figure 3.2: Sample of dependency patterns
3.2.2.1 Equivalence rules
Equivalences can be defined to account for the fact that in some cases we want a
pattern to match a set dependency relations that differs from it, but nevertheless
expresses the same semantic relation. For instance, the subject of an active sentence
may be expressed as a PP-modifier headed by door (by) in the passive:
(4) a. Zimbabwe verleende asiel aan Mengistu.
English: Zimbabwe granted Mengistu asylum.
b. Aan Mengistu werd asiel verleend door Zimbabwe.
English: Mengistu was given asylum by Zimbabwe.
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Here, the verb word is the root form of the passive auxiliary, which takes a verbal
complement vc headed by the verb Vb.
We have implemented 13 additional equivalence rules to account for, among others,
coordination, relative clauses, and possessive relations expressed by the verb hebben
(to have). Here are some examples:
(5) a. de bondscoach van Noorwegen, Egil Olsen ⇔ Egil Olsen, de bondscoach
van Noorwegen
English: the coach of Norway, Egil Olsen ⇔ Egil Olsen, the coach of
Norway
b. Australie¨’s staatshoofd ⇔ staatshoofd van Australie¨
Australia’s head of state ⇔ head of state of Australia
c. president van Rusland, Jeltsin ⇔ Jeltsin is president van Rusland
English: president of Russia, Jeltsin ⇔ Jeltsin is president of Russia
d. Moskou heeft 9 miljoen inwoners ⇔ de 9 miljoen inwoners van Moskou
English: Moscow has 9 million inhabitants ⇔ the 9 million inhabitants of
Moscow
e. Swissair en Austrian Airlines hebben vluchten naar Kroatie¨ ⇔ Swissair
heeft vluchten naar Kroatie¨
English: Swissair and Austrian Airlines have flights into Croatia ⇔ Swis-
sair has flights into Croatia
f. Ulbricht liet de Berlijnse Muur bouwen ⇔ Ulbricht, die de Berlijnse Muur
liet bouwen
Ulbricht had the Berlin Wall be built⇔ Ulbricht, who had the Berlin Wall
be built
The equivalence rules we have implemented express linguistic equivalences, and thus
are both general and domain independent.
Once we define a pattern to extract the country and its capital from (6-a), the
equivalence rules illustrated in (5-a), (5-b), and (5-c) can be used to match this
single pattern against the alternative formulations in (6-b)- (6-d) as well.
(6) a. de hoofdstad van Afghanistan, Kabul
English: the capital of Afghanistan, Kabul
b. Kabul, de hoofdstad van Afghanistan
English: Kabul, the capital of Afghanistan
c. Afghanistans hoofdstad, Kabul
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English: Afghanistan’s capital, Kabul
d. Kabul is de hoofdstad van Afghanistan
English: Kabul is the capital of Afghanistan
3.2.2.2 D-score
The d-score introduced in Bouma et al. (2005) between the question and the sentence
on which a table entry is based, can be used as an additional factor (in conjunction with
frequency) in determining whether a table answer is correct. The d-score computes
to what extent the dependency structure of question and answer match. To this end,
the set of dependency relations of the question is turned into a pattern Q, by removing
the dependency relations for the question word, and then substituting variables for
the string positions. We then want to calculate how many dependency relations in
the question pattern Q also occur in the set of dependency relations of the answer A.
In other words, we want to know the cardinality of the largest subset Q′ of Q, such
that all relations in Q′ match with relations in A (match(Q′, A) holds). To obtain the




Q′ |{Q′|Q′ ⊂ Q ∧ match(Q′, A)}||
|Q|
For instance, for question (7) classified as function(minister,duits), there are
several candidate answers, some of which areKlaus Kinkel (frequency 54), Theo Waigel
(frequency 36), Volker Ru¨he (frequency 15), and Gu¨nter Rexrodt (frequency 11).
(7) Wie is de Duitse minister van Economische Zaken?
English: Who is the German minister of Economy?
In this case, using frequency only to determine the correct answer, would give the
wrong result (Klaus Kinkel, he was the German minister of Foreign Affairs), whereas
a score that combines frequency and d-score (based on (8), on which one of the table
entries was based) returns the correct answer: Gu¨nter Rexrodt.
(8) De Duitse minister van Economische Zaken, Gu¨nter Rexrodt, verwelkomde het
rapport.
English: The German minister of economy, Gu¨nter Rexrodt, welcomed the
report.
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Note that dependency matching is considerably more subtle than keyword match-
ing. A case in point are Q/A-pairs such as the following:
(9) a. Wie is voorzitter van het Europese Parlement?
English: Who is chair of the European Parliament?
b. Karin Junkers (SPD), lid van het Europese Parlement en voorzitter van
de vereniging van sociaal-democratische vrouwen in Europa [...]
English: Karin Junkers (SPD), member of the European Parliament and
chair of the society of social-democrat women in Europe [...]
Here, (9-b) does not contain the correct answer in spite of the fact that it contains
all keywords from the question. In fact, even most of the dependency relations of the









In this section we describe the experiments performed. First we present results for
the extraction task, then we provide details about the question answering task. The
discussion of the results follows in section 3.4.
3.3.1 Extraction task
Three separate extraction experiments were carried out, one using surface patterns,
one using dependency patterns and one using dependency patterns with the addition
of equivalence rules.
We defined patterns for the six question types introduced earlier. The surface
patterns and the corresponding dependency patterns are listed in appendix A. The
equivalence rules have been described in section 3.2.2.1.
Facts are extracted by matching the patterns to sentences in the CLEF corpus.
The CLEF corpus is described in the previous chapter; recall that it was completely
parsed by Alpino.
The numbers of extracted facts per extraction method are listed in table 3.1. From
each set of extracted facts we took a random sample of one hundred facts and evaluated
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Patterns Surface Dependency Dependency + eq.
capital 2105 (92%) 1959 (99%) 2078 (96%)
currency 2875 (99%) 2844 (98%) 2880 (96%)
date-of-birth 2024 (92%) 1424 (95%) 2300 (94%)
founder 326 (68%) 517 (74%) 1185 (75%)
function 38423 (72%1) 43596 (89%) 50643 (78%)
location-of-birth 84 (99%) 479 (98%) 744 (94%)
total 45837 (79%) 50819 (93%) 59830 (80%)
Table 3.1: Extraction results with estimated precision scores between brackets
them manually as we did in chapter 2.2 Between brackets are the estimated precision
scores based on the evaluation of these random samples.
The most salient result is the high precision score overall. This outcome supports
findings of related work discussed in chapter 1, section 1.2.1 (Tjong Kim Sang et al.,
2005). Only for the founder facts extracted using surface patterns the precision is a
bit lower, but this is not surprising given the wide variety of forms in which these facts
can occur, as illustrated in the beginning of this chapter in example (1).
Furthermore, the precision scores for the results obtained with the dependency
based method seem to be higher than the precision scores for the results obtained
with the surface based method. Using equivalence rules tempered the scores again a
bit, but it remained on the same level as the precision score for surface patterns.
Calculating the confidence intervals at level 95% for these results we get (0.71;0.87)
for the results obtained with the surface based method, (0.87;0.98) for the results
obtained with the dependency based method and (0.72;0.88) for the results obtained
by adding equivalence rules.
Looking at the total amount of facts extracted we can see that using dependency
patterns we extract around 5000 (ca. 11%) facts more compared to using surface
patterns. Adding equivalence rules increased the number with more than 9000 (18%)
facts.
Although it is not possible to compute the recall score, since the total number of
correct facts in the corpus is not known, we can say something about the relative recall.
45837 facts for the surface based method with precision 79% means there must be at
least 36211 positive instances, while 50819 facts for the dependency based method
2Since we extracted only 84 facts for the location-of-birth relation using surface patterns in this
case we evaluated 84 facts.
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with precision 93% means there must be at least 47261 positive instances. So it is
very likely that recall has improved.
We can do the same calculation for the equivalence rules method: 59830 facts with
precision 80% means there must be at least 47864 positive instances. The interval
overlaps with the interval for the dependency based method, so here we cannot be
sure if recall improved even further.
Looking at the results for each relation separately, it is found that we can only
credit three relations with the increase in number of facts extracted, namely function,
founder and location-of-birth. The other three relations (capital, currency, and date-
of-birth) show a decrease in the number of facts extracted. Especially the decrease for
the date-of-birth relation is striking. The decrease for the currency table is negligible
(only 1%) and although this cannot be said for the capital table (decrease of 7%), this
relation shows at the same time a significant increase in precision seeming to indicate
that the decline is mostly due to the fact that less noise is extracted using dependency
patterns.
Finally, adding equivalence rules shows a positive effect overall. Especially for
the founder relation, the date-of-birth relation, and the location-of-birth relation the
increase was significant. They show a growth of 129%, 62%, and 55% respectively.
3.3.2 Question Answering task
Five separate question answering experiments were performed to investigate the dif-
ferences in performance between different QA methods. We use the tables we have
just presented in the previous section with extracted facts for the six question types
capital, currency, date-of-birth, function, founder, and location-of-birth.
Questions are taken from the CLEF question sets as described in chapter 2. We
had 18 capital questions, 10 currency questions, 8 date-of-birth questions, 15 founder
questions, 96 function questions, and only 3 location-of-birth questions (See http://
www.let.rug.nl/∼mur/questionandanswers/chapter3/ for questions and answers).
As QA system we use Joost, the Dutch QA system which is based on information
retrieval techniques. We incorporated the off-line module Qatar which uses for each
experiment different sets of tables, which are described in the previous section. Joost
and Qatar are described in section 2.1.1 at page 15 and following pages.
For those questions that are not answered by the off-line method (because no
matching table entry was found), the QA system passes a set of keywords extracted
from the question to the IR engine. IR returns a set of relevant paragraphs. Within






























































































































































































































































this set, we try to identify the sentence which most likely contains the answer, and we
try to extract the answer from the sentence.
The patterns defined for extraction online are not the same as the patterns defined
for the off-line extraction. They are developed indepedently by different persons. The
online answer extraction patterns can be more general since they are used to extract
answers from passages detected in an earlier process step by the IR engine to be
relevant passages rather than from the whole corpus and for this reason it is possible
that Joost can still compute an answer online, when Qatar failed to find an answer.





Here, d-score expresses to what extent the dependency relations of Q and Amatch
as explained in section 3.2.2.2. In the experiments where we do not want to take this
score into account it is set to 1 for all candidate answers. The type-score expresses
whether a constituent matching the question type of Q could be found (in the right
syntactic context) in A, and IR combines the score assigned by the IR engine and a
score which expresses to what extent the proper names, nouns, and adjectives in Q
and A plus the sentence immediately preceding A overlap. The sentence preceding
A is taken into account to approximate the technique of coreference resolution. The
idea is that if terms from question Q appear in the sentence preceding A, it is more
likely that A contains the answer to Q. FreqRank is the rank of a candidate answer
when these answers are sorted according to frequency. α, β, γ, and δ are (manually
set) weights for these scores.
This metric used for selecting the best answer from a list of results provided by IR
can be used for re-ranking the results of table look-up as well. Since these answers are
not found by IR, the score that would have been assigned by the IR engine is set to 1
for all candidate answers.
As a baseline we took the results we achieve by using only Joost to answer the
questions. The off-line module Qatar is switched off. Results for this set of experiments
are shown in the second column of table 3.3. Listed are the number of questions
answered correctly. We have put the number of questions answered by Qatar between
brackets. For the baseline where we use only Joost for question answering the number
between brackets is of course always zero.
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In the third column are the results achieved by using tables created by extracting
facts with surface patterns. For the results in the fourth column we used dependency
patterns. For the results in the fifth column we added the use of equivalence rules.
Finally, the last column shows the results obtained when we take into account the
d-score for answer ranking as well.
The first three experiments do not use equivalences over dependency relations.
The first four experiments do not use d-score to re-rank answers. It should be noted,
however, that the system still makes use of dependency relations for question analysis
and answer extraction in these experiments.
Remarkably, we did not find a correct answer for a location-of-birth question in
any of the experiments. However, there were only three questions for this relation, so
we cannot draw any definite conclusions from this outcome.
Looking at the results for the complete set of questions (last row in table 3.3) we
see a constant improvement. Using Qatar based on surface patterns 16 questions more
are answered correctly. Replacing surface patterns by dependency patterns adds five
questions. Adding equivalence rules improves the results with nine more questions
in total (the number of questions answered by Qatar even went from 49 to 99). Fi-
nally, including the d-score for answer ranking resulted in two more questions being
answered correctly, but here there was no effect for the questions answered by Qatar.
Looking at the results for each relation separately, we see that the use of Qatar
based on surface patterns compared to using only Joost improves performance for the
four relations capital, currency, date-of-birth, and founded. The result for location-
of-birth stayed the same, and only for the function questions performance decreased
(from 63 to 59 questions answered correctly).
On the other hand, using dependency relations instead of surface patterns did have
a positive effect on the results for the function questions. Also the result for the capital
questions improved, which is striking since the table with capital facts decreased in
size, as we saw in the previous section. For the date-of-birth relation fewer questions
were answered correctly which corresponds to the decrease of extracted facts for this
relation. For the remaining relations the outcome did not change.
Equivalence rules turn out to be especially beneficial for answering function ques-
tions, but also the result for date-of-birth questions improved. For the founder relation
more questions were answered with Qatar, but the total number of questions answered
correctly did not change. Also for the remaining relations nothing changed.
Finally, the d-score helped a little as well. One more function question and one
more founder question were answered correctly.
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To take into account the total number of questions per relation and also the top
five answers the system returns per question instead of only the answer ranked first, we
decided to calculate the mean reciprocal rank for each experiment. Calculating
the mean reciprocal rank means that we took for each question the reciprocal of the
rank at which the first correct answer occurred or 0 if none of the returned answers
was correct. Then we took the average over all questions per experiment. The results
are presented in table 3.4.
In general, the results of table 3.4 correspond to the results in table 3.3. However,
in some cases small effects can be seen that remained hidden in table 3.3. For example,
we now can see that using equivalence rules and applying the d-score both do have
an effect on the location-of-birth questions.
3.4 Discussion of results
The results overall seem to indicate that the use of dependency patterns has a positive
effect, both on the performance of the extraction task as well as on the question
answering task. More facts are extracted compared to when surface patterns are
applied and more questions are answered correctly.
We applied a set of equivalence rules to account for syntactic variation. This
improved performance for off-line QA in particular. Since many more facts were ex-
tracted, the number of questions that can be answered by the off-line method increased
a lot.
The results for adding the d-score as a factor in re-ranking answers were unfor-
tunately less convincing. Although more questions were answered correctly they were
not answered on Qatar’s account. This outcome is in accordance with the results in
Bouma et al. (2005).
For the separate relations it turned out that performance did not always improve
with the addition of more sophisticated techniques. Dependency relations for instance
did not help for the capital, currency and date-of-birth relations. The reason why
certain facts extracted by the surface pattern method were not extracted by the de-
pendency pattern method can be explained for most part by parse errors.
The difficulty for capital questions can be illustrated by the following two examples:
(10) a. Volgens de Turkse ambassadeur in de Belgische hoofdstad, Brussel [...]
English: According to the Turkish ambassador in the Belgian capital,
Brussels [...]
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b. Volgens de Turkse ambassadeur in de Belgische hoofdstad, M. Keskin [...]
English: According to the Turkish ambassador in the Belgian capital, M.
Keskin [...]
Using a surface pattern as defined in appendix A for capital facts the correct capital
fact ‘Belgisch-Brussel’ is extracted from sentence (10-a). In addition, the incorrect
capital fact ‘Belgisch-M. Keskin’ is extracted from sentence (10-b). The ambiguity
here is that in sentence (10-a) the appositive term (Brussel) depends on the head noun
of de Belgische hoofdstad, and the appositive term in (10-b) (M. Keskin) depends on
the head noun of de Turkse ambassadeur. According to Alpino both appositive terms,
Brussel and M. Keskin, are in a dependency relation with the head noun of de Turkse
ambassadeur. Since this did not match any of the predefined dependency patterns
both facts were not extracted in the experiment where we used dependency patterns.
It explains why we extracted more facts, but also more noise, for the surface pattern
based method for the capital relation.
For the currency relation the difference in number of facts extracted was only
small. Facts were missed because of simple parse errors. In sentence (11-a), for
example, Duitse is not recognised as a adjective of marken. However, there are also
examples where syntactic patterns turn out to be more robust to variation. The order
in sentence (11-b) differs from the order we defined in the surface pattern, but it does
not influence the extraction with dependency patterns.
(11) a. Als ermee in Duitsland wordt gebeld , wordt in Duitse marken afgeboekt.
English: When one calls with it in Germany, German marks are being
transferred.
b. De munt in Israe¨l is de shekel [...]
English: The currency in Israel is the new sheqel.
The text in which dates of birth were reported were pre-eminently suitable for surface
patterns. Especially the pattern starting with a name followed by the birth year
and year of death between brackets is best expressed in a simple regular expression.
Syntactic patterns cannot compete with that.
For the three remaining relations, on the other hand, performance improved a
lot when we replaced the surface patterns by the dependency patterns. A couple of
examples for each relation show the wide variety in which facts can be expressed and
which turned out to cause no problems for the dependency patterns, in contrast to
the surface patterns method which extracted none of these facts.
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First we give some sentences from which we extracted founder facts. We already
explained the difficulties for the founder relation in the introduction, but here are some
more examples from our experiments that support the idea expressed there.
(12) The founder relation.
a. Vaticaanstad, in 1929 opgericht [...]
English: Vatican City, founded in 1929 [...]
b. [...] toen hij in 1964 de Televisie Radio Omroep Stichting oprichtte.
English: [...] when he founded the Television Radio Broadcast Foundation
in 1964.
c. [...] richtte hij in 1959 het Nederlands Dans Theater in Den Haag op.
English: [...] he founded the Dutch Dance Theater in 1959 in The Hague.
d. De grondlegger van de Avro, Willem Vogt [...]
English: The founder of the Avro, Willem Vogt [...]
e. Over oprichter Martin Batenburg van het Algemeen Ouderen Verbond
[...]
English: About founder Martin Batenburg of the General Elderly Alliance
Function facts that were missed by the surface pattern method were often stated
in the following order: function term, name of the person and then the country or
the organisation. See (13-a) for an example. This order was not defined in a surface
pattern. Yet the dependency patterns were flexible enough to match these kind of
facts. Also problematic for the surface pattern extraction method was when there
were too many terms between the function term and the person name, such as in
(13-b) where we had to narrow the distance between minister and Johan Jorgen Holst
and such as in (13-c) between Vladimir Zjirinovski and politicus.
(13) The function relation.
a. Premier Reynolds van Ierland [...]
English: Prime-minister Reynolds of Ireland [...]
b. De Noorse minister van buitenlandse zaken Johan Jorgen Holst [...]
English: The Norwegian minister of foreign affairs Johan Jorgen Holst
[...]
c. Vladimir Zjirinovski, de extreem-rechtse Russische politicus, [...]
English: Vladimir Zjirinovski, the extreme-right Russian politician
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For the location-of-birth facts it was also frequently the case that too many terms,
most often the birth date, intervened between the location name and the person name
((14-a), (14-b), and (14-c)). Another tricky example is given in (14-d). To be born can
be translated in Dutch with two different verbs: geboren zijn and geboren worden. We
defined surface patterns using only one of these expressions, geboren worden. Therefore
the fact in (14-d) which uses a form of geboren zijn was missed. For the dependency
based method it did not matter since there is a dependency relation between geboren
and the person name.
(14) The location-of-birth relation.
a. Theo Olof, in 1924 in Bonn geboren [...]
English: Theo Olof, born in 1924 in Bonn [...]
b. Lucebert werd geboren op 15 september 1924 in Amsterdam.
English: Lucebert was born on the 15th of September 1924 in Amsterdam.
c. Eise Eisinga, 250 jaar geleden geboren in Dronrijp, [...]
English: Eise Eisinga, born 250 years ago in Dronrijp, [...]
d. Camus was geboren in Algerije.
English: Camus was born in Algeria
In general we can say that although facts are missed because of parse errors, it
is still preferable to use dependency patterns instead of surface patterns for fact ex-
traction. For a few relations it is more natural to use surface patterns as we saw for
the date-of-birth relation. However, for many facts it holds that they are hard to deal
with using surface patterns whereas they cause no problem for dependency patterns.
In other cases more surface patterns are needed where only one dependency relation
is sufficient.
Adding equivalence rules improved performance for every relation. Of course, for
each relation, the number of extracted facts could have been increased by a similar
amount by expanding the number of patterns for that relation. The interesting point
here is that in this case this was achieved by adding a single, generic component.
The extracted facts were mainly due to two equivalence rules, namely the rule that
accounts for relative clauses ((5-f) on page 43) and the rule that accounts for the switch
in the order of the apposition relation ((5-a) on page 43). (15) list some examples of
facts extracted using dependency patterns and additional equivalence rules that were
missed by the method which used only dependency patterns.
(15) a. [...] de Anglicaanse Kerk, die door Hendrik VIII werd gesticht.
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English: the Church of England, which was established by Henry VIII.
b. [...] Carthago, de in de 9de eeuw vo´o´r Christus door de Foenicie¨rs gestichte
havenstad.
English: Carthage, the port founded by the Phoenicians in the 9th cen-
tury before Christ.
c. President Mandela werd in 1918 in de Transkei geboren.
English: President Mandela was born in 1918 in the Transkei.
d. [...] de 17de-eeuwse schilder Aelbert Cuyp (1620-1691).
English: [...] the 17th-century painter Aelbert Cuyp (1620-1691).
e. Piet Mondriaan, die in 1872 in Amersfoort werd geboren, [...]
English: Piet Mondriaan, who was born in 1872 in Amersfoort, [...]
Also the problem with using dependency patterns compared to surface patterns
now becomes more clear for the date-of-birth relation. The person name is often
dependent on a function term, such as in examples (15-c) and (15-d), where the person
names Mandela and Aelbert Cuyp are appositives of the function terms President and
schilder respectively. That is why they were not matched by a dependency pattern.
For a surface pattern it does not matter which terms are in front of the person name
and therefore these facts a`re extracted by the surface pattern method.
The d-score improved performance only a little and not for the off-line question
answering module. It is difficult to explain this result, but we suggest some possible
reasons. First, there were only seven questions out of 39 questions that were not
answered in the preceding experiment that contained modifiers of some sort, and
consequently could benefit from adding the d-score.
Another point worth mentioning is that often the question did not contain any
modifiers, but the answer sentence did, making it an incorrect answer. Example
(16) shows this phenomenon. The question asks for the chairman of the soccer team
Roma, implicitly it asks for the present chairman. The answer sentence, however,
speaks about the former chairman. The noun voorzitter is modified by the adjective
voormalige. In this case the candidate answer should receive a penalty for having
extra modifiers. Further experimentation is needed here to investigate how we can
make better use of this d-score.
(16) a. Question: Wie is de voorzitter van de voetbalploeg Roma?
English: Who is the chairman of the soccer team Roma?
b. Answer: [...] de voormalige voorzitter van Roma, Gianmarco Calleri.
English: the former chairman of Roma, Gianmarco Calleri.
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3.5 Conclusion
The aim of this chapter was to compare extraction techniques based on surface patterns
with extraction techniques based on dependency patterns, within the framework of off-
line question answering. The hypothesis is that dependency patterns are more flexible
than surface patterns, therefore more facts will be extracted and more questions are
answered correctly. In short, recall will improve.
We defined two parallel sets of patterns, one based on surface structures, the other
based on dependency relations, optimised both to the same degree. These sets of
patterns were used to extract and collect facts, which we could use for off-line question
answering.
The results of the experiments overall showed that the use of dependency patterns
indeed has a positive effect, both on the performance of the extraction task as well as
on the question answering task. Although there were some sentence structures that
were most suitable for surface patterns, using dependency patterns increased both
precision and recall in general. We can conclude that dependency relations eliminate
many sources of variation that systems based on surface strings have to deal with.
Still, it is also true that the same semantic relation can sometimes be expressed by
several dependency patterns. To account for this syntactic variation we implemented
thirteen domain independent equivalence rules over dependency relations. Many more
facts were extracted. For each relation, the number of extracted facts could have been
increased by a similar amount by expanding the number of patterns for that relation.
The interesting point is that in this case this was achieved by adding a single, generic
component. Using these equivalence rules increased the number of questions answered
by Qatar a lot (from 49 to 99 for 150 questions in total).
Finally, we introduced the d-score, which computes to what extent the depend-
ency structure of question and answer match, so as to take into account crucial mod-
ifiers that otherwise would be ignored. Two more questions were answered by Joost,




In this chapter we present a state-of-the-art coreference resolution system for Dutch.
This system has been integrated into the answer extraction module. We evaluate the
extended module on the extraction task as well as on the task of question answering
(QA).
4.1 Introduction
Up till now we have discussed extraction patterns defined in such a way that answers
are only extracted when they appear within a matching sentence. However, it has
been shown that a substantial proportion of facts in corpora are not expressed within
a single sentence (Stevenson, 2006). In these cases more than one sentence should be
taken into account to infer the answer. The following example illustrates this:
(1) Question: Where was Mozart born?
Text: Mozarti is one of the most famous composers ever. Hei was born in
Salzburg.
Answer: Salzburg.
The pronoun He refers to Mozart1 and therefore we can infer from these two sentences
the fact that Mozart was born in Salzburg, which is the answer to the question. In
order to extract answers in those kind of constructions we need coreference resolution.
Coreference is considered by Van Deemter and Kibble (2000) as the relation which
holds between two noun phrases both of which are interpreted as referring to the same
unique referent in the context in which they occur. This means that a coreference re-
lation is an equivalence relation. Consequently, coreferential relations are symmetrical
and also transitive.
1Here as well as in the remainder of the chapter coreference of terms is highlighted by marking
the relevant terms with the same letter in subscript.
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To date various approaches have been developed to perform the task of corefer-
ence resolution. Early work in this field was highly knowledge based. Well-known
approaches depending on syntactic knowledge are those of Hobbs (1978) and Lappin
and Leass (1994). The works of Brennan et al. (1987) and Grosz et al. (1995) are more
discourse-oriented approaches that received much attention.
The increasing availability of corpora together with the growing need for prac-
tical applications, moved the direction of research towards knowledge-poor approaches
(Mitkov, 1998; Baldwin, 1997). However, these knowledge-poor approaches are often
limited to the resolution of third person pronouns only.
The availability of annotated corpora opened up the possibility for machine learning
approaches. Examples of machine learning approaches are those of Soon et al. (2001),
Ng and Cardie (2002c), Strube et al. (2002), Yang et al. (2003), and Luo et al. (2004).
The first corpus-based coreference resolution approach proposed for Dutch is also based
on machine learning techniques (Hoste, 2005). In most machine learning approaches
the task of coreference resolution is considered a classification task. The systems learn
to decide whether a pair of NPs is coreferent or not.
Research on coreference resolution for Dutch is done by Akker et al. (2002), Bouma
(2003), and Hoste (2005). Akker et al. (2002) and Bouma (2003) both describe a
knowledge-based resolution system which resolves pronominal anaphors. Bouma’s
system is based on dependency relations given by Alpino. Hoste implemented the first
full coreference system for Dutch, which not only resolves pronouns, but also common
nouns and named entities. She developed a new corpus annotated with coreferential
relations between noun phrases.
In this chapter we describe how we use a state-of-the-art coreference resolution
system to address the low coverage problem of off-line answer extraction. In section
4.2 we describe a coreference resolution system which is similar to Bouma’s system in
that it is based on dependency relations. However, we had the corpus of Hoste at our
disposal and developed a system for resolving pronouns, common nouns and named
entities. The coreference system is evaluated and compared to Hoste’s coreference
system. In section 4.3 we incorporate the coreference resolution system into our answer
extraction system. Results are reported for both the extraction task and the question
answering task. Then, in section 4.4 we discuss research of others related to our work.
Finally, conclusions are drawn in section 4.5.
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4.2 Coreference resolution
4.2.1 Choosing an approach
Considering the task of coreference resolution as a classification task seems somewhat
counter-intuitive. First, the vast majority of NP pairs in a document is not corefer-
ent. In some cases this potential problem of skewed class distribution is handled by
retaining for training only those instances for non-coreferent NPs that lie between an
anaphor and its farthest preceding antecedent (Ng and Cardie, 2002a; Soon et al.,
2001). Secondly, a consequence of training systems as binary classifiers is that it can
happen that for a particular NP more than one preceding NP is classified as being
coreferential. Typically, for the task of coreference resolution only one NP is selected
as the coreferring antecedent. In that case it still needs to be decided which candidate
is most likely to be the correct antecedent. In other words, at the end it still comes
down to ranking possible antecedents and select the most likely one.
Another aspect, which can be seen in the first statistical approaches to coreference
resolution, to which we object is examining reference relations between NP pairs in
isolation. The reason for this objection is that in this approach information that
becomes available due to the transitivity inherent in coreference relations when NPs
are clustered one by one is not used. This is illustrated with the following example:
(2) [Miriam de Boer]i maakte bekend dat [Roelof Janssen]j verdwijnt als hoofd
van het bestuur. In politieke kringen klonk de laatste tijd nogal wat kritiek op
Janssenj . [De Boer]i zei dat hijj niet erg geliefd meer was.
English: [Miriam de Boer]i announced that [Roelof Janssen]j will resign as
head of the board. In political circles Janssenj received quite a lot of criticism
lately. [De Boer]i said that hej was not very popular anymore.
In this example we want to resolve the masculine pronoun hij ‘he’ in the last sentence.
Looking at NP pairs in isolation we have no information about gender for the candidate
antecedents Janssen and De Boer. Taking into account previously formed clusters we
can deduce that De Boer is female, since it corefers with Miriam de Boer and Miriam
is a female name. Similarly we can conclude that Janssen is male and therefore the
best choice as antecedent for hij.
Yang et al. (2004) propose an approach which performs coreference resolution by
exploring the relationships between NPs and coreferential clusters. Their experiment
shows that their approach outperforms a baseline NP-NP based approach in both
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recall and precision.
Therefore we decided to look at the task of coreference resolution as a clustering-
based ranking task. Some NP pairs are more likely to be coreferent than others. The
system should rank the possible antecedents for each anaphor considering features
from the candidate itself as well as features from the cluster to which the candidate
belongs, and it should pick the most likely candidate as the coreferring antecedent.
The algorithm for pronominal anaphora resolution of Lappin and Leass (1994) is a
good example of a NP-NP ranking approach. In this approach salience factors are used
based on syntactical information to calculate scores for candidate NPs. The factors
and the associated initial weight values are listed in table 4.1. Lappin and Leass point
out that the specific values of the initial weights are arbitrary. The weights define the
comparative relations among the factors. They have tested and refined this relational
structure through experiments.





Indirect object and oblique complement emphasis 40
Head noun emphasis 80
Non-adverbial emphasis 50
Table 4.1: Salience factor types with initial weights defined by Lappin and Leass
The salience value of a noun phrase is the sum of the weight values of its salience
factors. With each new sentence that is processed the prior assigned salience value is
divided by two. When the value approaches zero (the authors do not mention a specific
cut-off), the NP is removed from the list of candidates. If a pronoun is anaphorically
linked to a previously introduced NP, they are said to be in the same equivalence
class, because they refer to the same entity in the real world. The candidate with the
highest score is chosen as the antecedent. The pronoun is added to the equivalence
class of the selected antecedent. Then the process can start all over again with the
next pronoun.
Their method inspired us to the development of a clustering-based ranking ap-
proach which uses a similar scoring algorithm. In contrast to the approach of Lappin
and Leass our ranking mechanism is not only based on features from the candidate
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itself, but also on features from the cluster to which the candidate belongs. Syntactic
structures and semantic information are provided by the Alpino parser (Van Noord,
2006). During development we tested and refined the system by using the annotated
training corpus developed by Hoste (2005), namely KNACK-2002. Hoste herself also
used part of this corpus for training. In the next section we will describe this approach
in more detail.
4.2.2 Coreference resolution process
We developed a clustering-based coreference resolution system inspired by the al-
gorithm for pronominal anaphora resolution of Lappin and Leass. The input for the
system is a fully parsed document. The output is a set of clustered nominals from the
document. The first step is to detect all nominals from one document. The goal is
to cluster all coreferring nominals together. The system selects the nominals one by
one, and checks whether they corefer with an element of one of the previously found
clusters. If so, it adds this nominal to the coreferring cluster. Else this nominal will
form a cluster on its own and we go to the next not-yet-clustered nominal.
To show the effect of decisions we made during development we use precision
and recall scores that are based on the coreferential links between antecedents and
anaphors. The calculation we perform to determine the precision is as follows.
precision = CSNS
where CS is the number of anaphors which the system has clustered with the correct
antecedent (according to the annotation in the corpus) and NS the total number of
anaphors the system has clustered. In the remainder of this chapter we refer to this
score as the precision anchor score. Recall is calculated by dividing the number
of anaphors clustered together with the correct antecedent by the total number of
anaphors in the annotated corpus (NA).
recall = CSNA
In the remainder of this chapter we refer to this score as the recall anchor score.
Using the recall and precision anchor score we also computed the F-score, the weighted
harmonic mean of precision and recall.
F = 2PRP+R
These scores are only used to illustrate the effects of various development decisions.
Later in this chapter in section 4.2.3 we provide a detailed evaluation of the overall
system in which we apply the MUC score, a more commonly used evaluation measure.
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The first step in the coreference resolution process is to parse the document col-
lection thus detecting all nominals in the documents and making the linguistic in-
formation in the corpus available. These preprocessing steps are described in section
4.2.2.1. Following Hoste we developed for each type of NP — pronouns, definite NPs
and named entities (NEs) — a separate technique, because for each type other sali-
ence factors and other weights for these factors play a role in the resolution process.
For instance, to link two coreferring named entities, such as Clinton and Bill Clinton,
string matching is an important factor. On the other hand, syntactic information is of
more use for the resolution of pronouns. The three techniques are described in sections
4.2.2.2, 4.2.2.3 and 4.2.2.4 respectively.
4.2.2.1 Preprocessing
For development and evaluation purposes we used the KNACK-2002 corpus (Hoste,
2005). This coreferentially annotated Dutch corpus is based on KNACK, a Flemish
weekly news magazine. KNACK covers a wide variety of topics in economical, political,
scientific, cultural and social news. For the construction of this Dutch corpus Hoste
et al. selected articles of different lengths, which all appeared in the first ten weeks of
2002. The corpus consists of 267 documents in which 12,546 NPs are annotated with
coreferential information. Of these 267 documents 25 documents were left out to use
as test set, the remaining 242 documents were used during the development phase.
To obtain the linguistic information in the corpus we first parsed all documents
with Alpino (Van Noord, 2006). Then we extracted all non-coordinated NPs, so
conjunctions or disjunctions of NPs are not extracted. The reason was that including
coordinated NPs yielded too many errors. Whether this was due to the annotation in
the KNACK-2002 corpus or to the coreference resolution system itself was not clear
and needs further investigation. Using the syntactic output from Alpino (among other
things) we derive the following information for each extracted NP:
• The root of the head of the NP;
• The part-of-speech (POS) tag of the head of the NP, which could have one of the
following values: LOC; ORG; PER; noun; pronoun; possessive pronoun. So in case
the POS tag was a name, the NE-information is immediately given;
• The gender, which we only detected for person names and pronouns. Dutch speakers
from the north and west of the Netherlands do not assign a gender to objects in
contrast to Dutch speakers from the south of the Netherlands and Flemish speakers.
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KNACK-2002 is a Flemish corpus, hence information about the gender of objects
would be relevant. Unfortunately, we did not have this information at our disposal.
For the gender of person names we used a list of female first names and male first
names. If the name was a surname or an unknown name then it received the tag
male-or-female. For the gender of pronouns we simply implemented a set of rules;
• The number, which could have one of the following values: sg (singular); pl (plural);
meas (in case it was a measure term, such as ‘percent’); both (in case it was unknown).
If the NP was in subject position we looked at the number of the main verb. The
number of the main verb is given by Alpino. For pronouns the numbers were simply
defined in the programme. In other cases the number was unknown;
• The begin and end position of the head of the NP in the sentence;
• The yield of the NP, by which we mean the head of the NP together with the transitive
closure of all the dependents of this head;
• The begin and end position of the yield of the NP;
• The ID of the document, together with the ID of the paragraph and the sentence.
Extracting the NPs from sentence (3) we obtain the information shown in table
4.1 on page 64 for the four NPs.
(3) Met Blair probeer ik een alliantie te vormen die de Frans-Duitse as kan counteren.
English: I try to form an alliance with Blair which can counter the French-
German axis.
The information obtained is used in the resolution of the different coreferring nouns.
4.2.2.2 Resolving Pronouns
This section presents an approach to resolving third person personal pronouns and
third person possessive pronouns. We consider nominals tagged by the Alpino part-
of-speech tagger with a pronoun tag or a possessive pronoun tag as pronouns.
We did not cover demonstrative pronouns and the reflexive pronoun zich ‘himself,
herself, itself, themselves’. These pronouns were often not tagged as coreferring in the
KNACK-2002 corpus. For demonstrative pronouns the reason is that they can refer
to clausal constructions such as in (4), which is beyond the scope of annotation.
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(4) Schenkingen, zei hij, maar [van wie]i, [dati wou hij niet kwijt]j . Datj was loyaal
van Kohl ten opzichte van zijn geldschieters uit het bedrijfsleven [...]
English: Donations, he said, but [from whom]i, [thati he did not want to
convey]j . Thatj was loyal of Kohl towards his business sponsors [...]
The reflexive pronoun zich can be lexicalised and is then obligatory. Lexicalised
reflexive pronouns do not refer to an argument and can not be replaced by other NPs.
However, it turned out that it is quite difficult to automatically decide when a reflexive
pronoun is lexicalised or not. Alpino tries to make this distinction, but unfortunately
its results often did not overlap with the annotation of the corpus, because errors were
made on both sides. Here are two examples of such mismatches:
(5) a. De chaos grijpt zo om zich heen dat in beide landen al een begin is gemaakt
met een ’hernationalisering’.
English: The chaos is spreading so widely, that both countries have already
begun a ’re-nationalisation’.
b. De das komt in Vlaanderen bijna uitsluitend in het zuiden van de provincie
Limburg voor, waar hij zich langzaam uitbreidt,[...]
English: The badger occurs in Flanders almost exclusively in the south of
the province Limburg, where it spreads slowly, [...]
In example (5-a) the reflexive pronoun zich is detected as a lexicalised zich by
Alpino, while in the annotation of KNACK-2002 it is not. An example where it is the
other way around is given in (5-b). In this case zich is detected as lexicalised in the
annotation of KNACK-2002, while it is not by Alpino.
Since any attempt to resolve these pronouns did more harm than good, we decided
to exclude the reflexive pronoun zich from the resolution process altogether. This
decision resulted of course in a lower recall, but this was still better than the decrease
in precision we would have suffered if we had included it.2
For the remaining set of pronouns the procedure is as follows. We first find a set
of candidate antecedents for each pronoun. Next, we assign a score to each candidate
using a salience-based scoring procedure similar to that of Lappin and Leass (1994).
The candidate with the highest score is chosen to be the antecedent. The pronoun is
then added to the cluster of the antecedent. This process will now be explained in
more detail using the example of sentence (6).
2The Dutch reflexive pronoun zichzelf (which has the same translation as zich in English), causes
no problems and therefore is included in the resolution process.







Table 4.2: Number agreement
(6) Balkenende was happy with the result although he did not win the elections.
When a cluster is formed (this happens for the first NP in the document and whenever
an NP is not coreferent with one of the previous formed clusters), it receives a POS-
label, a gender-label and a number-label from its first element. The first NP we
encounter in sentence (6) is Balkenende. Because it is the first NP it forms the first
cluster, see figure 4.2 number 1. The information on the label for this cluster is derived
from the information of the NP. The second NP in this sentence is the common noun
the result. In section 4.2.2.3 we will discuss the procedure for the resolution of common
nouns. For now it is sufficient to say that it does not corefer with previous NPs and
therefore it forms a cluster on its own (cluster 2 in figure 4.2).
The third NP is the pronoun he, see number 2 in the figure. For this pronoun we
are going to select candidate antecedents from the set of all previous NPs. In this
example there were two NPs before he: Balkenende and the result. To select the set of
possible antecedents we only keep the NPs that meet the following three requirements:
They agree in number with the pronoun, they agree in gender with the pronoun, and
they do not violate the binding rules. We explain these three requirements in the
next paragraphs. In the literature on reference resolution these requirements are often
called constraints. See the first box in figure 4.2 number 3.
Number agreement demands that the pronoun and the antecedent are of com-
patible numbers. The numbers are compatible either if they are the same, or if one
of the numbers is both, or if the number of the pronoun is sg and the number of
the candidate is meas. See table 4.2. This last case is included, since the noun man
is often labelled with a meas tag. The reason is that you can have sentences such as (7).
(7) We waren die avond met tien man.
English: That night we were ten people.
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Figure 4.2: Process of clustering.
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However, in sentence (8) ‘man’ was also labelled with a meas tag, this time incorrectly.
(8) [...] de man die ze aantrok om Beernaert te vervangen: waarnemend secretaris-
generaal Xavier De Cuyper van het ministerie van Landbouw
English: [...] the man that she has recruited to replace Beernaert: temporary
secretary-general Xavier De Cuyper from the ministry of agriculture.
To cover these cases we implemented the specification that a pronoun with a sg tag is
compatible with a antecedent with a meas tag with respect to number. The number of
the pronouns is derived by Alpino as described in section 4.2.2.1. The number of the
candidate antecedent is determined by the number of the cluster to which it belongs.
Once number agreement has been determined, we need to check the next constraint,
gender agreement. The gender of pronouns is given by a set of rules given in section
4.2.2.1. The gender of the candidate antecedent is determined by the gender of the
cluster to which it belongs in a similar way as was done for the number. If the gender
is not yet known for the cluster of the candidate antecedent, then it is compatible with







Table 4.3: Gender agreement
Finally, we have implemented four binding rules adapting the procedure used by
Lappin and Leass (1994) in their syntactic filter on pronoun-NP coreference. To
explain these rules we use almost the same terminology as they do; we only changed
their procedure a little since as in our case it applies to dependency structures.
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• T1 is in the adjunct domain of T2 iff T1 is in an object relation to a preposition




• A term T1 is in the scope of a phrase P iff (i) T1 is either immediately dependent
on the head of P or (ii) T1 is immediately dependent on some term T2, and T2 is in







Lappin and Leass (1994) further describe what they mean by ‘NP domain’:
• a term T is in the NP domain of D iff D is the determiner of a noun N and (i) T







However, with our more general description of the argument domain and adjunct
domain we already covered these cases.
Having clarified the terminology we can now state our four rules. Nominals are
removed from the list of candidates if one of the following rules applies:
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a The pronoun and the nominal are in the same argument domain.
Balkenendei noemde hemj als mogelijke opvolger.
English: Balkendei named himj as possible successor.
b The pronoun is in the adjunct domain of the nominal.3
Mariei wandelde met haarj .
English: Maryi walked with herj .
c The pronoun is dependent on a head H, the nominal is not a pronoun and in the
scope of H.
Hiji belooft dat de ridders van de koningj eeuwig trouw zullen zweren. English:
Hei promises that the knights of the kingj will swear eternal loyalty.
d The pronoun is a determiner of a noun N, and the nominal is in the scope of N.
Koningi Arthuri en zijni vrouwj Guineverej .
English: Kingi Arthuri and hisi wifej Guineverej .
If a nominal passes this last constraint on binding rules as well, then it will be
added to the set of candidates. Next, a score calculated on the basis of salience factors
is assigned to each candidate (The scoring mechanism box in figure 4.2). The salience
factors and their associated initial scores are listed in table 4.4.





Dependent on something else than a verb -10
Table 4.4: Salience factor types with initial scores
The candidate gets 80 points if it fullfills the subject role, 50 if it stands in a direct
object relation to the verb and 40 in case it is a indirect object. If the antecedent is
a person name consistent with the pronoun, i.e. it does not occur on the list of the
opposite sex of the pronoun, then 90 points are added for human agreement. This
factor is introduced to give preference to person names as antecedents of pronouns. If
3During the development of the system I assumed that this rule was valid. However, prof.dr. P.
Hendriks later pointed out to me that there are exceptions to this rule: the head of a locative PP can
be coreferent with the subject of the same verb, e.g. Mary saw the snake besides her.
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the candidate depends on a term other than a verb, for instance a noun or a preposition,
then 10 points are subtracted. The salience value of a candidate is the sum of the
weight values of its salience factors. For each sentence that is between the pronoun
and the candidate the salience value is divided by two. In this way preference is given
to candidates nearby.
In our example there are two candidate antecedents that have to be scored: Balken-







Dependent on something else than a verb 0
Sentences away 0
Total score 170






Dependent on something else than a verb -10
Sentences away 0
Total score -10
Table 4.6: Score for ‘the result’
In the end, we select the candidate with the highest score to be the antecedent of
the pronoun. In our example that is clearly Balkenende. If there are more candidates
with the highest score, then the most recent one is chosen, that is, the one closest to
the pronoun in terms of words between the pronoun and the candidate. We applied
a threshold of 30. If the highest score is below this threshold we did not add the
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pronoun to any of the previously formed clusters. We set this threshold, because for
pronouns the antecedent should not be too far away. According to Morton (2000)
the antecedent of a pronoun can be found in the previous two sentences 98,7 % of
the time. Setting a threshold particularly improves precision while it hurts recall. In
table 4.7 we show the effect of changing the threshold on precision and recall anchor
scores for pronoun resolution. Recall stays the same up till a threshold of 20, after
that it decreases, while precision increases a little every time the threshold increases.
We chose to put the threshold on the level which results in the highest F-score.
Threshold >0 >10 >20 >30 >40
Recall 41.8% 41.8% 41.8% 41.2% 40.6%
Precision 60.0% 60.3% 60.8% 62.2% 62.8%
F-score 49.3% 49.4% 49.5% 49.6% 49.3%
Table 4.7: Precision and Recall anchor score for different salience thresholds
The pronoun is added to the cluster of the selected candidate. When a new NP is
added to a cluster, the information on the label is unified with the information of this
newly added NP. Table 4.8 lists which tags subsume which other tags. Information of
the cluster that is more specific than the information of the added pronoun remains
unchanged. If the information of the newly added pronoun is more specific, then it
replaces the information on the label of the cluster.







POS LOC pronoun/noun/possessive pronoun
ORG pronoun/noun/possessive pronoun
Table 4.8: Tags subsuming other tags
Making the information on the label for the cluster as specific as possible we prevent
there being a clash of labels. Otherwise the following situation could occur: There
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could be a cluster with one NP, which has a number-label with the value both, because
the output of Alpino was not sufficient to determine the number of this particular NP.
If we now come across an NP that has the number sg, than we can add this NP to
the cluster, sg being consistent with both. If we move on and we encounter another
NP, this time with the number pl, than we could decide to add this NP as well,
based on the fact that pl and both are also consistent. However, the result will be an
inconsistent cluster. By assigning the most specific number to the cluster as a whole,
we can prevent such a situation. In the example above, if the cluster had been labelled
with a sg tag, then we would not have added a plural NP. Hence, the number of the
pronoun has to be consistent with the number of the cluster to which the candidate
antecedent belongs.
In our example the cluster has a more specific POS-tag than the pronoun (PER vs.
pronoun), so this tag remains the same. But the gender-tag of the pronoun is more
specific than that of the cluster (male vs male-or-female), so this information on the
cluster label is changed. The number-tag is for both the cluster and the pronoun the
same. This last step in the clustering procedure is illustrated in figure 4.2 at number
4 (page 67).
The pronoun het ‘it’ is a major source of errors. The reason is that het can be
pleonastic, i.e. in some cases it may be that het has no antecedent at all, as in (9-a),
(9-b) en (9-c). However, in other cases it has an anaphoric function and then it does
refer back to an antecedent, see (9-d) where Het in the second sentence refers to
Groningen in the first sentence.
(9) a. Het regent.
English: It is raining.
b. Ik ben het er mee eens.
English: I agree.
c. Het verbaast me, dat je dat niet weet.
English: It surprises me that you do not know that.
d. Groningeni ligt in het noorden van Nederland. Heti is een van de kleinere
provincies.
English: Groningeni lies in the north of the Netherlands. Iti is one of the
smaller provinces.
Two filters were implemented to separate the anaphoric forms of the pronoun
het from the non-anaphoric forms. The first one is actually given by the Alpino
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output. The dependency structures of Alpino are based on CGN (Corpus Gesproken
Nederlands, a corpus of spoken Dutch) (Hoekstra et al., 2003). In this annotation
scheme a distinction is made between the dependency label su (subject) which occurs
in combination with a subject and a verbal head carrying tense, and the dependency
label sup (temporary subject) which occurs when het or some other semantically empty
form replaces the subject. This last structure can occur when the semantic subject
does not fill its usual slot at the beginning of the sentence, as in (9-c). Moreover, this
form of het is not labelled with the POS-tag pronoun, but with the POS-tag noun.
Since it is also not a definite noun or a named entity, it will not be processed by the
resolution system.
The other filter is more complex. This filter is based on bi-lexical preferences (as
defined in Van Noord (2007)) between the pronoun het and an arbitrary verb VERB,
where het is the subject of VERB. Bi-lexical preference is computed using an asso-
ciation score based on pointwise mutual information. The association score for these
verb-het relations is defined as follows:
I(hd/su(V ERB, het)) = log f(hd/su(V ERB,het))f(hd/su(V ERB,WORD1))f(REL(WORD2,het))
where f(X) is the relative frequency of X. The capitalised words V ERB, REL and
WORDn are place holders for an arbitrary verb, an arbitrary relation and arbitrary
words, respectively. The variables WORD1 and WORD2 appear only on the right
side of the definition, “unbound”. The intention is that one sums over all the possible
instantiations, i.e. all the subjects of the verb in question and all the uses of het. The
association score I compares the actual relative frequency of het and an arbitrary verb
V ERB connected through the subject relation, with the relative frequency we would
expect if both terms were independent. Taking the log reduces the scale and yields
the association score.
For instance, to compute I(hd/su(verbaas, het)) we lookup the number of times
verbaas occurs with a subject and the number of times het occurs as a dependent.
If we multiply the two corresponding relative frequencies, we get the expected rel-
ative frequency for hd/su(verbaas, het). We divide the actual relative frequency of
hd/su(verbaas, het) by the expected relative frequency. Taking the log of this gives
us the association score for this bi-lexical dependency.
In order to compute association scores between lexical dependencies a parsed corpus





benieuwen arouse curiosity 3
meezitten be favourable 3















Table 4.10: zero or negative association
score
has been used consisting of most of the TwNC-02 (Twente Newspaper Corpus), Dutch
Wikipedia, and the Dutch part of Europarl. TwNC consists of Dutch newspaper texts
from 1994 - 2004. The scores were rounded off and pairs with a frequency lower than
20 were ignored. Mutual information scores are unreliable for low frequencies.
A positive score means that there exists an association between the pronoun and
the verb. Positive scoring verbs that take het as the subject are shown in table 4.9.
A score of 0 means there is no association between the pronoun het and the verb. A
negative score means that the verb has a tendency to have a subject other than the
pronoun het. Negative and zero scoring verbs that take het as the subject are shown
in table 4.10.
To decide how we should use this information about association scores we look at
two baselines for which we calculated the accuracy with which we classify the occur-
rences of het as either anaphoric or pleonastic. Accuracy is the proportion of true
negatives and true positives in the complete population:
Accuracy = # true positives+# true negatives# truepositives+# falsepositives+# truenegatives+# falsenegatives
If we regard all occurrences of het as anaphoric (Baseline 1 in table 4.12), we get
a very low accuracy score of 40.0% . Note that although all occurrences of het are
regarded as anaphoric, some will not have been linked to an antecedent due to the
threshold. Most occurrences of the pronoun het are not anaphoric. We get a very
high accuracy, 71.7%, if we consider all occurrences of het as pleonastic (Baseline 2 in
table 4.12). However, if we ignore all occurrences of het, a consequence will be that
the recall drops for pronoun resolution, see table 4.13.
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In order to get a better picture of the possible effects reference resolution for the
pronoun het can have on reference resolution for pronouns overall we point out that
the number of occurrences of het (278) forms approximately 10% of the total number
of pronouns detected by Alpino in the KNACK training corpus (2472). If we assume
perfect identification of anaphoric occurrences of het and perfect reference resolution




Table 4.11: Scores for pronoun resolution when reference resolution for het is perfect
Now there are two things we can do. First we can try to improve baseline 1,
without hurting recall too much. Verb-het pairs with a high association score most
likely contain a pleonastic het and therefore should be ignored by a pronoun resolution
system. We can change our definition of a high score by setting different thresholds.
The lower the threshold, the more occurrences of het we decide to regard as pleonastic,
the better accuracy we achieve. The effects of changing the threshold are shown at
rows 2, 3, and 4 below Baseline 1 in table 4.12. But if we keep an eye on recall at
the same time (row 2, 3, and 4 in table 4.13), the best option seems to be to set the
threshold at > 1, that is, only regard those occurrences of het as pleonastic that have
an association score higher than 1 with their verb. In that case we get the highest
F-score: 49.6%.
het accuracy
1. Regard all occurrences of het as anaphoric (Baseline 1) 40.0%
2. Regard as pleonastic if association score > 1 49.8%
3. Regard as pleonastic if association score > 0 58.4%
4. Regard as pleonastic if association score >-1 61.8%
5. Regard all occurrences of het as pleonastic (Baseline 2) 71.7%
6. Regard as anaphoric if association score <-1 71.7%
7. Regard as anaphoric if association score < 0 73.4%
8. Regard as anaphoric if association score < 1 54.9%
Table 4.12: Effect of verb-het association score on accuracy of decision: pleonastic het
or not
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All pronouns Precision Recall F-measure
1. Regard all occurrences of het as anaphoric 60.3% 41.7% 49.3%
2. Regard as pleonastic if association score > 1 61.2% 41.7% 49.6%
3. Regard as pleonastic if association score > 0 62.7% 40.5% 49.2%
4. Regard as pleonastic if association score >-1 64.2% 39.0% 48.5%
5. Regard all occurrences of het as pleonastic 66.4% 38.5% 48.7%
6. Regard as anaphoric if association score <-1 66.3% 38.6% 48.8%
7. Regard as anaphoric if association score < 0 66.0% 39.1% 49.1%
8. Regard as anaphoric if association score < 1 62.2% 41.2% 49.6%
Table 4.13: Effect of verb-het association score on precision and recall anchor scores
for pronouns
The alternative would be to try to improve baseline 2, while at the same time
improving recall. An occurrence of het in a subject relation to a verb that forms
together with this verb a low scoring pair is, most likely, an anaphoric form of het and
therefore should not be ignored by a pronoun resolution system. We can change our
definition of a low score by setting different thresholds (row 6, 7, and 8 in tables 4.12
and 4.13). Setting the threshold at <-1 does not have any effect. Either there were no
occurrences of verb-het pairs in the corpus with such a low score or the system did not
find suitable antecedents. If we set the threshold at < 0, we do see an improvement
in accuracy. However, if we keep recall in mind choosing for a threshold at < 1 seems
a better option, although the accuracy for that threshold is only 54.9%.
In the end we chose to set the threshold at < 1. (Last row in table 4.12 and
table 4.13). This choice results in the highest F-score when we take all pronouns into
account. The accuracy with which we make the correct decision (anaphoric or not) for
all occurrences of het is between the two baselines and higher than the other threshold
that achieved the same F-score. Unfortunately the effect of bi-lexical preferences is
only small: we go from an F-score of 49.3% to a score of 49.6%, while the theoretical
maximum is 54.3%. The difference is not statistically significant (z = −0.55, P > 0.1).
More research is needed to fully understand the problem of pleonastic forms of het
in general and in particular in what way selectional preferences can help to solve this
problem.
78 Chapter 4. Coreference resolution for off-line answer extraction
4.2.2.3 Resolving Common Nouns
Resolving common nouns4 is generally considered a difficult task. One of the reasons
for the difficulties in resolving common nouns lies in the fact that they are not ana-
phoric by definition. It is possible that a common noun introduces a new entity in
the discourse in which case there is no antecedent to which it refers. In the second
sentence in example (10) we see that the common noun het land ‘the country’ refers to
Duitsland ‘Germany’, but the common noun de wegen ‘the roads’ in the same sentence
does not refer to any previously mentioned term.
(10) [Zware sneeuwstormen]i teisteren grote delen van Duitslandj . Zei
veroorzaken chaos op de wegen in [het land]j .
English: [Heavy snowstorms]i ravage large parts of Germanyj . Theyi cause
chaos on the roads in [the country]j .
So naturally the first step would be to determine anaphoricity of given common nouns
before proceeding to the next stage of reference resolution. Although several research-
ers have tackled the task of classifying whether a given nominal is anaphoric or not
quite successfully, attempts to incorporate anaphoricity information into coreference
systems paradoxally often have led to degradation in performance of coreference resol-
ution (Markert and Nissim, 2005; Ng and Cardie, 2002b). Ng (2004) also has noticed
this paradox, and he comes up with two new issues in anaphoricity determination
for coreference resolution which show more promising results. However, he does not
provide an answer to the question how it is possible that anaphoricity information, in
general, does not improve the performance of resolution systems in the way we would
expect.
We have implemented a set of heuristics for anaphoricity determination to examine
the matter, see table 4.14. Some are taken from Bean (2004). The first heuristic is
to ignore all nominals that have an indefinite article, since indefinite articles are often
used to denote that an entity is not yet mentioned before.
Heuristic two to four are applied to recognise definite nominals which do not de-
pend on another noun for their interpretation, since they are unambiguous themselves.
Therefore there is no need for an antecedent. In the case of a modified noun, for
example, the modifier disambiguates the noun (e.g de president van Frankrijk ; ‘the
president of France’). It can only refer to one unique referent. Similarly, if the nom-
4In fact it is not the common noun that is being resolved, but the NP that is headed by the
common noun. Still we use the term common noun to refer to this class of referring expressions, since
this term is also used in the literature (Hoste (2005); Morton (2000))
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Heuristic Description
1. Indefinite determiner The nominal has a determiner other than: de
‘the’, het ‘the’, die ‘that/those’, dat ‘that’ or deze
‘this/these’
2. Modified The nominal is modified
3. Apposition The nominal is the head of an apposition relation
4. Superlative The nominal is modified by a superlative
5. Time The nominal is a time phrase
6. Measure The nominal is one of the entries of a list of
measurements containing such terms as kilometer,
gram, etc.
7. Sentence one The nominal is one of the entries on the sentence
one list
8. Definite only The nominal is one of the entries on the definite
only list
Table 4.14: Heuristics for anaphoricity determination of definite NPs
inal is the head of an apposition relation, the appositive disambiguates the noun (de
directeur, Piet Baalen; ‘the director, Piet Baalen’). As for the fourth heuristic, super-
latives always receive a definite determiner (met de grootste moeite; ‘with the greatest
effort’), so in the case of nominals modified with a superlative the definite article is no
clue for the anaphoricity of the noun. Note that the second heuristic also covers the
cases that will be found by applying the fourth heuristic.
The fifth and the sixth heuristic classify time nominals and measure nominals as
non-anaphoric. Examples of those kinds of nominals are deze week ‘this week’ and de
tien km tussen jouw huis en mijn huis ‘the 10 km between your house and mine’.
The last two heuristics are based on techniques from Bean (2004). The sentence
one heuristic is based on the observation that most referential nominals have ante-
cedents that precede them in a text. If a definite nominal occurs in the first sentence
of a document, we can assume that this is a non-anaphoric noun. We created a list of
such nouns by extracting all definite nouns from the first sentence of every document
of the KNACK training corpus. For the definite only heuristic we selected those
nominals in the document collection that occurred at least five times and only in def-
inite constructions, thus creating a definite only list. The idea was to cover nominals
that never appear in indefinite constructions, such as het platteland ‘the countryside’,
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heuristic Precision Recall F-measure
no heuristics 36.5% 32.7% 34.5%
only definite nouns 53.0% 27.1% 35.9%
def + sup 53.6% 27.1% 36.0%
+ sup + time 54.2% 27.1% 36.1%
+ sup + time + app 55.8% 26.8% 36.2%
+ sup + time + app + meas 55.8% 26.8% 36.2%
+ sup + time + app + sen1 55.8% 25.6% 35.1%
+ sup + time + app + do 55.5% 23.8% 33.3%
+ sup + time + app + mod 64.9% 21.5% 32.3%
Table 4.15: Effects of heuristics on precision and recall anchor scores for common
nouns
het verkeer ‘the traffic’, het noorden ‘the north’, de opwarming van de aarde ‘global
warming’ etc.
The effects of these heuristics are shown in table 4.15. As you can see there were
indeed only four heuristics that improved the results and only a little: looking only
at definite nouns, ignoring superlatives, time nominals and nominals in an apposition.
The precision increased from 36.5% to 55.8% mostly due to the first heuristic of se-
lecting only definite nouns. Recall drops however, and the F-score consequently shows
only little improvement. All the other heuristics had no effect or resulted in poorer
performance.
Anaphoricity vs. Coreference
As we were disappointed in particular in the sentence one heuristic and the definite
only heuristic, we thought that the small size of the corpus might be a reason for the
low scores. Table 4.16 shows the number of types and tokens for both lists and in table
4.17 we have listed for each list the ten most frequent terms. The frequencies are indeed
too low to determine non-anaphoricity with any certainty. Nevertheless, intuitively the
terms seem to be reasonable candidates for the category of non-anaphoric nouns, in
particular those on the definite only list.
On further investigation we discovered that although semantically independent
NPs5 do not refer to names or other antecedents “containing more bits of disambigu-
ating information”, they do corefer with each other according to the MUC annotation
5i.e. those definite noun phrases that do not have explicit antecedents preceding them in a text
because their meaning is understood through the real world knowledge of the reader.
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Definite only Sentence one
tokens types tokens types
1236 817 67 58
Table 4.16: Number of types and tokens for the definite only heuristic and the sentence
one heuristic
Definite only Sentence one
Most frequent terms Freq Most frequent terms Freq
overheid 17 land 3
Amerikaan 10 vraag 2
vraag 8 stad 2
prijs 7 regering 2
peso 7 kerstnachtmis 2
macht 7 hoofd 2
hersenen 7 euro 2
economie 7 conventie 2
arts 7 zon 1
president 6 zeggesteekmier 1
Table 4.17: Most frequent terms in the definite only list and the sentence one list
scheme. An example is given in (11).
(11) De onderhandelaars van artseni en ziekenfondsen slagen er tijdens hun laat-
ste commissievergadering niet in om een volledig akkoord te bereiken over
de hervorming van de gezondheidszorg. Alleen rond enkele kleinere dossiers,
zoals de individuele responsabilisering van [de artsen]i, wordt een doorbraak
bereikt. Het voornaamste struikelblok voor een geslaagd rapport blijkt artikel
140 van de ziekenhuiswet. Dat artikel laat de ziekenhuizen toe een deel van
hun kosten te verhalen op [de artsen]i. [De artsen]i vragen een herziening,
maar daar willen de ziekenhuisbeheerders niet van weten.
English: The negotiators of doctorsi and health insurance funds fail to come
to a full agreement concerning the reform of the health care during their
last commission meeting. Only with respect to some smaller issues, such as
the individual increase in responsibility of [the doctors]i, a break-through is
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reached. The main obstacle for a successful report proves to be article 140
of the hospital law. That article allows the hospitals to reclaim part of their
costs from [the doctors]i. [The doctors]i ask for a revision, but the hospital
administrators do not want that.
In this example de artsen could be classified as a semantically independent NP. This
NP occurs more than once and although strictly speaking they do not stand in an
anaphoric relation to one another in that they do not depend on each other for their
interpretation, they nonetheless corefer and as such are linked to each other in the
annotated gold standard. Therefore it hurts recall a lot if we ignore these links.
Our hypothesis that anaphoricity determination often hurts performance of corefer-
ence resolution because semantically independent NPs are annotated as coreferring is
supported by the findings of Ng and Cardie (2002b). Ng and Cardie also report a
significant loss in recall after augmenting their baseline coreference resolution system
with an anaphoricity determination component.
For the application of Question Answering this kind of anaphoric link between
semantically independent NPs may be of no use, but for other fields of interest, auto-
matic summarisation for example, they might be essential. However, there seems to
be a gap between the way of annotating and what is called anaphoricity links in the
literature on anaphoricity determination for NPs, and that may well be the reason
why we have not seen any improvements in performance of coreference resolution sys-
tems by applying anaphoricity information. It is clear that it is important to make a
clear distinction between coreference and anaphora resolution. While we acknowledge
that further research is needed, for now we use the four heuristics that have shown
to contribute a little to the performance of coreference resolution, i.e. the first four
heuristics listed in table 4.15.
Continuing the process of common noun resolution, we will now select for each re-
maining common noun the set of candidate antecedents, just as we did for pronoun
resolution. The only difference is that we do not check for gender agreement, since
we do not know the gender of the nouns. Number match and the binding rules are
applied in the same manner.
Once all the candidates for a particular common noun are found, we proceed to
the next step of choosing the most optimal candidate by way of scoring each candidate
and selecting the candidate with the highest score. The scoring algorithm for common
nouns differs from the one for pronouns in the sense that the focus lies more on
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string matching and instance relations and not particularly on salience and recency.
It employs the following factors:
• Same root: the candidate has the same root as the anaphoric noun. In the text
snippet (12) the two terms in boldface have the same root: paniek (‘panic’).
(12) De paniek stond toen het goede begrip in de weg van wat werkelijk gebeurde.
Helaas brengt ook Verlinden daarin geen verheldering. [...] Daardoor kan ook
hij niet door de paniek en de chaos van 1960 heen kijken.
English: Panic was still in the way for a good understanding of what really
had happened. Unfortunately Verlinden did not provide any clearness in this
matter either. [...] Therefore he too could not look through the panic and
chaos of 1960.
• Compound root: the candidate is a compound, and it has the same root as the
anaphoric noun.
(13) De interimregering in Afghanistan maakt bekend dat ze een
beroepsleger zal oprichten om de vrede en de veiligheid in het land te
garanderen. In het leger zullen tienduizenden strijders van verschillende
Afghaanse krijgsheren worden samengebracht.
English: The interim government in Afghanistan announces that she will
establish a professional army to guarantee peace and security in the coun-
try. In the army ten thousands of warriors of several Afghan warlords will
be brought together.
• Same phrase: the projections of the candidate and the anaphoric noun are the
same. The projection of a nominal contains all terms that are recursively dependent
on this noun. In the example below the noun is eeuw (‘century’) and the terms 15de
and de are both dependent on eeuw, so the projection is the whole phrase de 15de
eeuw. If something were dependent on the term 15de, for example, this would also
be included in the projection, but this is not the case here.
(14) In de 15de eeuw verspreidde een nieuw type internationaal handelsgen-
ootschap zich over Europa, [...] De pracht van Brugge taande in de 15de
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eeuw.
English: In the 15th century a new type of international trade community
spread across Europe, [...] The splendour of Brugge waned in the 15th
century.
• Apposition: the candidate and the anaphoric noun are in an apposition relation.
According to the MUC-annotation guidelines the NP includes all text which may be
considered a modifier of the NP. This includes (among others) appositional phrases.
The KNACK-2002 annotation guidelines,6 however, do not follow this proposal of
MUC and tag the two NPs of the apposition as separate NPs. Exceptions are re-
strictive appositions, in that case the two NPs of the apposition are tagged as a whole.
In order to ensure that both NPs of the apposition end up in the same cluster, we
included this factor and allocated it the highest weight.
(15) Galbert van Brugge, grafelijk secretaris, verhaalt dat de jaarmarkt van
Ieper in 1127 in geen tijd leegliep [...].
English: Galbert van Brugge, earl secretary, tells that the annual fair
of Ieper in 1127 was deserted in no time [...].
• is-a-pair: This factor is based on knowledge about the categories of named entities,
so-called instances (or categorised named entities). Examples are Van Gogh is-a
painter, Seles is-a tennis player. Since the whole corpus was parsed we were able
to create an instance list collecting instances by scanning the corpus for apposition
relations and predicate complement relations7. With this factor we check if the
candidate and the anaphoric noun form an is-a-pair on the instance list. In this way
we can link de president and Chirac in example (16).
(16) Maandag beweerde Chiraci nog dat hij Schuller nooit had ontmoet. Didier
Schuller is de sleutelfiguur in het Parijse HLM-corruptieschandaal [...] dat
[de president]i al jaren achtervolgt.
6Available from http://www.cnts.ua.ac.be/∼hoste/proefschrift/AppendixA.pdf. dd. April 23,
2008
7We limited our search to the predicate complement relation between named entities and a noun
and excluded examples with negation.
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English: On Monday Chiraci still claimed that he never had met Schuller.
Didier Schuller is the key figure in the Paris HLM corruption affair [...] which
has haunted [the president]i for years.
If the anaphor and candidate occur as a pair on this list the candidate receives a
score of 90. In addition, we created a similar list by scanning the corpus for such
relations with location names and organisation names. These were far less reliable,
and since the list of organisation instances did not even improve the scores, we have
left it out of consideration here. If the anaphor and candidate occur as a pair on the
instance list for locations the candidate receives a score of only 20, which — taking
into account the recency score explained in the next paragraph — means that the
antecedent in case of a location anaphor (such as ‘the city’, ‘this country’) can only
be one sentence away. Example pairs for the three categories Person, Location,
and Organisation are listed in table 4.18. Incorrect pairs are marked with an *.
For more details on this technique see Mur and Van der Plas (2007).
Person Location Organisation
Zeus:oppergod Limburg:provincie KPN:telecombedrijf
He´le`ne Fourment:vrouw Texas:ranch* al-Qaeda:terreurorganisatie
Ariel Sharon:premier Troje:stad Microsoft:land*
Yasser Arafat:president Beieren:vrijstaat Mobistar:resultaat*
Johannes Paulus II:paus Belgrado:wapenhandel* CSU:voorzitter*
Table 4.18: Example is-a-pairs. Incorrect pairs are marked with an *.




Same root, but antecedent is compound 70
Same phrase 10
Anaphor and Antecedent in apposition relation 100
is-a-pair role 90
is-a-pair location 20
Table 4.19: Factor types with initial scores
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Recency plays a far less important role in common noun resolution than it does in
pronoun resolution. The anaphor and the antecedent can be several sentences apart,
since the amount of ambiguity is in general much smaller for a common noun than for
a pronoun. However, experiments showed that although recency is not as important
here as in pronoun resolution, it should not be ignored. Instead of dividing the score
by two we subtracted 10 points for every sentence that the antecedent and the anaphor
are apart.
The highest scoring candidate is chosen as the antecedent. If there are more can-
didates with the highest score then the most recent one is chosen. The common noun
is added to the cluster of the selected candidate. We set a threshold of 0, so if there
was no candidate with a score above 0, then we did not add the common noun to any
of the previous formed clusters.
We obtained the following results for common nouns:
Precision Recall F-score
55.8% 26.8% 36.2%
Table 4.20: Precision and recall scores for common nouns
4.2.2.4 Resolving Named Entities
For resolving proper names we use a different approach since we can determine core-
ference relations between proper names quite accurately with simple string-matching
techniques (Hoste, 2005; Morton, 2000). Furthermore, proper names are even less
bound by locality constraints than common nouns, so we do not need a recency metric
such as we applied for the two other noun types. Consequently, we only defined a
small set of simple rules, listed here below:
• a person name corefers with a candidate antecedent if the candidate antecedent is a
person name as well and one is a substring of the other.
(17) [Premier Guy Verhofstadt]i spreekt lovend over het model van de Bel-
gische monarchie. Verhofstadti was van plan om deel te nemen aan het
Wereld Economisch Forum in New York.
English: [Prime minister Guy Verhofstadt]i speaks praisefully about
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the model of the Belgian monarchy. Verhofstadti planned to take part in
the World Economic Forum in New York.
• an organisation name corefers with a candidate antecedent with the same root
(18) [...] opdat [de PS]i het migrantenstemrecht niet zou goedkeuren. Na afloop
spreekt Philippe Moureaux (PSi) al verzoenende taal.
English: [...] in order that [the PS]i would not approve the voting right
of migrants. Afterwards Philippe Moureaux (PSi) speaks already conciliat-
ory words.
• a location name corefers with a candidate antecedent with the same root
(19) Vlaandereni betaalt 7,4 miljoen euro voor het project. Elke vreemdeling,
die zich voor een langere periode in Vlaandereni vestigt, moet het pro-
gramma kunnen volgen.
English: Flandersi pays 7.4 million euro for the project. Every stranger
that settles in Flandersi for a longer period has to be able to follow the
programme.
There is no concensus in the literature whether nouns in predicate relations and
nouns in apposition relations should be considered coreferent. Apposition relations
are tagged in KNACK-2002 as coreferential relations. The same holds for predicate
relations. Furthermore, we think that it is useful in the context of question answering
to have those nouns clustered together. Therefore we added the following rules:
• a proper name corefers with a candidate antecedent if they are in a predicate relation,
the candidate being the subject of the sentence and the proper name being the
predicate;
(20) [Een nieuwe CD&V-aanwinst]i is ook [Inge Vervotte]i.
English: [A new CD&V recruit]i is also [Inge Vervotte]i.
• a proper name corefers with a candidate antecedent if the proper name is an appos-
ition of the candidate antecedent;
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(21) [De nieuwe CD&V-aanwinst]i, [Inge Vervotte]i.
English: [The new CD&V recruit]i, [Inge Vervotte]i.
We obtained the following results for proper nouns:
Precision Recall F-score
77.3% 65.2% 70.7%
Table 4.21: Precision and recall scores for proper nouns
4.2.3 Evaluation and results
4.2.3.1 Trade-off recall and precision
Recall and precision have a trade-off relationship in coreference resolution: increased
precision typically results in decreased recall, and vice versa. We need to find a balance.
Some previous studies indicate that in the setting of an end-to-end state-of-the-art QA
system, with additional answer finding strategies and statistical candidate answer re-
ranking, recall is more problematic than precision (Bernardi et al., 2003; Jijkoun et al.,
2003): it often seems useful to have more data rather than better data.
As we want to increase coverage of the answer extraction system it indeed seems
reasonable to focus on recall. We want to find as many answers as possible. How-
ever, the importance of high precision for additional answer finding strategies such as
statistical candidate answer re-ranking can not be disregarded. A high precision score
assures that the frequency of incorrect candidate answers will not increase to the same
degree as correct candidate answers. Therefore, we have focused on the F-score, the
weighted harmonic mean of precision and recall.
4.2.3.2 MUC-score
The MUC-score is a very broadly used evaluation metric for coreference resolution.
The score was introduced by Vilain et al. (1993) for the coreference task in MUC-6,
the sixth Message Understanding Conference, a conference designed to promote and
evaluate research in information extraction.
The scoring mechanism for recall works as follows: It takes from a text the sets
of NPs which are manually annotated as coreferent, henceforth called equivalence
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classes. We consider the manual annotation as the correct annotation. The mech-
anism determines for each equivalence class how many coreference clusters generated
by the system cover all the elements of this equivalence class. An example equivalence
class for the text in (22) is given in (23-a). If the system performs the task faultless,
it generates one coreference cluster for each equivalence class. If the system makes
mistakes, elements of one equivalence class are spread over more than one coreference
cluster. We give an example output of a system in (23-b). Here the elements of the
given equivalence class in (23-a) are spread over two clusters by the system.
In a more formal way: Let S be one of the equivalence classes in a document.
c(S) is the minimal number of ‘correct’ links necessary to link all the elements of the
equivalence class together, thus c(S) is one less than the cardinality of S: c(S) = |S|−1.
p(S) is the set of all clusters generated by the system that contain at least one element
of S. Note that in the worst case every element of the equivalence class is assigned to
a different cluster, with the result that |p(S)| = |S|. m(S) is the minimal number of
links necessary to unite the clusters of p(S), the “missing” links. This is simply one
fewer than the number of clusters in the partition: m(S) = |p(S)| − 1.
Looking at a single equivalence class, the recall error is the number of missing links
divided by the minimal number of correct links:
m(S)
c(S)






which can be simplified to
|S|−|p(S)|
|S|−1
If the system returns for an equivalence class only one cluster, because this cluster
contains all elements of the equivalence class, the recall will be 1, which corresponds
to our intuition. The more sets the system returns to cover all elements of the equi-
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valence class, in other words, the more elements of the equivalence class are spread
over different clusters by the system, the lower the recall score will be. This outcome
is also intuitively correct.
To extend from a single equivalence class to a complete set of equivalence classes





(22) Manually annotated text:8 Als [stichtend voorzitter]i heeft Karadzici nog
altijd invloed op de Servische Democratische Partij (SDS). Karadzici en Mladicj
werden in 1995 door het Joegoslavie¨-tribunaal in Den Haag aangeklaagd we-
gens genocide en misdaden tegen de menselijkheid tijdens de oorlog in Bosnie¨-
Herzegovina (1992-1995). NAVO-secretaris-generaal George Robertson roept
Karadzici op zich ‘met waardigheid’ over te geven.
English: As [founding president]i Karadzici has still influence on the Serbian
democratic party (SDS). Karadzici and Mladicj were accused by the Interna-
tional Criminal Tribunal for the former Yugoslavia in The Hague in 1995 for
genocide and crimes against humanity during the war in Bosnia-Herzegovina
(1992-1995). NATO Secretary-General George Robertson called on Karadzici
to surrender ‘with dignity’.
(23) Recall
a. S = {stichtend voorzitter, Karadzic, Karadzic, Karadzic}.
b. p(S) = {{stichtend voorzitter, Mladic}, {Karadzic, Karadzic, Karadzic}}.




To calculate the precision we swap the notions of S and p(S): S is a cluster as
generated by the system, p(S) is the set of all equivalence classes that contain at least
one element of S. For example the system generated the cluster in (24-a). There are
two equivalence classes that contain elements of cluster (24-a), see (24-b).
(24) Precision
a. S = {stichtend voorzitter, Mladic}.
b. p(S) = {{stichtend voorzitter, Karadzic, Karadzic, Karadzic}, {Mladic}}.





8For clarification reasons we only show the annotation of two equivalence classes.
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Again the results are intuitive: the more equivalence classes are needed to cover
all the elements of a cluster generated by the system, the less pure the cluster. If we
only need one equivalence class to cover all the elements of an automatically generated
cluster, then we know that this cluster does not contain any erroneous element.
This scoring method has been criticised by Bagga and Baldwin (1998). They argue
that it yields unintuitive results for some tasks due to two shortcomings of the formula:
first, it does not give credit for separating out singletons from other chains that have
been identified, and second, all errors are considered equal. The scoring algorithm
penalises the precision numbers equally for all types of errors.
As Bagga and Baldwin point out themselves the first shortcoming could be easily
overcome with different annotation conventions - the convention now is to mark only
those entities as being coreferent if they actually are coreferent with other entities in
the text.
As for the second shortcoming, Bagga and Baldwin give an example where they




output system 1: 1←2←3←4←5
6←7←8←9←A←B←C
output system 2: 1←2←3←4←5←8←9←A←B←C
6←7
In the opinion of Bagga and Baldwin the output of system 2 is more damaging than
the output of system 1, because more entities are made coreferent which in fact are
not. However, the precision score according to the MUC-metric is for both outputs
the same.
Although it is true that the MUC-score seems counter-intuitive from a semantic
point of view for this example, there is at least one weak point in the argumentation of
Bagga and Baldwin. They suggest to count correct entities instead of correct links to
evaluate how damaging the result is. It is not clear however, how to decide objectively
which errors are more damaging than others. Take the following example:




output system 1: George Bush←Bush←Bill Clinton←Clinton←Clinton
Ronald Reagan←he←former president
output system 2: George Bush←Bush←he←former president
Bill Clinton←Clinton←Clinton
Ronald Reagan
In the output of system 1 more entities are erroneously made coreferent than in the
output of system 2. The question is if we now can conclude that the result of system
1 is more damaging than that of system 2. The entities in the incorrect cluster from
output 1 are less dependent on the coreferents for their interpretation than the ones
in the cluster of system 2. As an application within a QA system, it is often the case
that we are looking for a named entity. In that case it could be that the output of
system 2 is more damaging than the output of system 1.





output system 1: 1←2←3←4←5←6←7←8
9←10←11←12
output system 2: 1←2←3←4←9←10←11←12
5←6
7←8
Both outputs show the same number of elements erroneously made coreferent. Ac-
cording to Bagga and Baldwin both outputs should receive the same precision score.
But are these two outputs in the same degree damaging? In the output of system 2
only two clusters are put together by mistake, while in the output of system 1 there
are three clusters merged into one. All in all, to determine the degree of damage an
erroneous cluster can cause is not an unambiguous task.
We chose to evaluate our coreference system using the MUC-score. Not only be-
cause it makes the results comparable with others, but also because it is a clear and
intuitive score. It may not show what kind of errors are made, at least it calculates
clearly and objectively how many errors are made.
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4.2.3.3 Results
In this section we report the results on the KNACK-2002 test data set, a collection
of 25 documents held out from the beginning. The only other results yet available for
this test set are those presented by Hoste (2005), which we show here in table 4.22.
Precision Recall F-score
Timbl 65.9% 42.2% 51.4%
Ripper 66.3% 40.9% 50.6%
Table 4.22: MUC precision and recall scores for Timbl and Ripper by Hoste (2005) on
the KNACK data
She reports results for Timbl, an implementation of lazy learning (memory-based)
and for Ripper, a rule learning system. Table 4.23 shows that the precision, recall
and F-score we obtained outperform the results of Hoste. Results on the well-known
MUC-6 and MUC-7 text collections are typically higher.
Precision Recall F-score
67.9% 45.6% 54.5%
Table 4.23: MUC precision and recall scores for testing our own system on the KNACK
data
4.2.3.4 Error analysis
We performed a manual error analysis on five documents (of which two had an F-
score above and three an F-score below 54.5%). Notable findings are reported in this
section.
We observed that many errors were caused by preprocessing errors in NP chunking
resulting in a mismatch between the output of our system and the annotation of
KNACK-2002. In sentence (25) for example, we observed after parsing with Alpino
the noun phrase Leefmilieu Vera Dua, which did not match with the correct NP Vera
Dua in the annotated corpus.
(25) [Vlaams minister van Landbouw en Leefmilieu]i [Vera Dua]i [...]
English: [Flemish minister of agriculture and environment]i [Vera Dua]i [...]
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Another finding was that terms linked by our system and apparently perfectly corefer-
ent were in some cases not considered coreferent by the annotators of KNACK-2002.
For example, in (26) the terms stad and Jeruzalem do not corefer according to the
annotation while our system did cluster these two terms together.
(26) En dinsdag stelt de voorzitter van de Nationale Veiligheidsraad Uzi Dayan nog
een plan voor om Jeruzalemi op te delen en een bufferzone te cree¨ren tussen
de Westelijke Jordaanoever en [de stad]i zelf.
English: And still on Tuesday the president of the national Security Council
Uzi Dayan proposes a plan to subdivide Jerusalemi and to create a buffer zone
between the West Bank and [the city]i itself.
Not surprisingly lack of knowledge of the world caused most of the errors for common
nouns:
(27) Op 31 december 2001 wordt [het akkoord over de internationale troepenmacht
voor Afghanistan]i ondertekend in de hoofdstad Kabul. De Afghaanse minister
van Binnenlandse Zaken Younis Qanooni en de Britse generaal John McColl
plaatsen hun handtekening onder [het document]i.
English: On 31 December 2001 [the agreement concerning the international
military forces for Afghanistan]i is signed in the capital Kabul. The Afghan
minister of home affairs Younis Qanooni and the British general John McColl
place their signature on [the document]i.
In contrast to Hoste’s findings not many errors were due to mistakes in part-of-speech
tagging or relation finding. This is not surprising since we could use the deep syntactic
analysis provided by Alpino. Hoste, for example, uses only a shallow parser for relation
finding.
Furthermore, she reports that many mistakes involved the pronoun het ‘it’. The
features she implemented could not capture the difference between anaphoric and
pleonastic pronouns. Since we did apply filters (one based on the output of Alpino,
another based on an association score), it might be that we made less mistakes here.
Lastly, it could be that our system clustered more common nouns correctly because
we used semantic knowledge in the form of is-a-pairs. This knowledge was not used
in the systems of Hoste, and she indeed states that deeper semantic analysis is needed.
These differences between our system and the systems of Hoste might explain why
we achieved a higher score, but further investigation is needed for a decisive answer
4.3. Using coreference information for answer extraction 95
to this question.
4.3 Using coreference information for answer ex-
traction
Now that we have described and evaluated the coreference resolution system, we can
focus our attention on answer extraction again. We are going to use the information
we have obtained from our coreference resolution system in our answer extraction
system in order to examine to what extent adding coreference information improves
the performance of answer extraction, in particular concentrating on the effects of
recall.
Our aim is first to determine whether adding coreference information helps to
acquire more facts and secondly to investigate if more questions are answered correctly.
To this end, we extend the tables by adding facts found by applying patterns that make
use of coreference information.
First we compare the extended tables to the tables created by using the baseline
patterns (i.e. the patterns that extract facts in a straightforward way as described in
chapter 3 section 3.2.2). For both extraction modules we randomly select a sample of
extracted facts and we manually evaluate these facts on the following criteria:
• correctness of the fact (on the basis of the text);
• and in the case of reference resolution, correctness of the selected antecedent.
In this way we estimate the precision of the tables.
Secondly, we evaluate both extraction modules as part of a state-of-the-art QA
system. For this second evaluation we measured the performance by counting how
many questions were answered correctly.
In chapter 3 section 3.2.2 we described the extraction method used for construct-
ing fact tables. Using dependency patterns we extracted facts from single, parsed
sentences. We now want to add coreference-based patterns to extract facts from re-
ferring constructions in the text.
In order to use the coreference information we need to adjust the patterns by
replacing the slot for the named entity with a slot for a referring entity, i.e. an
anaphor. Take for instance the following basic pattern:














obtained by parsing sentence (30).
(30) Sarkozy is de Franse president.
English: Sarkozy is the French president.













where PRONOUN should match with a pronoun and DEFINITE-NOUN with a definite
noun. Note that we replaced the slot for a person name with a slot for a pronoun and
a slot for a definite noun respectively. Pattern (31) matches sentence (33) and pattern
(32) matches sentence (34). The adjusted patterns are used together with the basic
patterns in the coreference-based extraction method to match dependency relations
from parsed sentences in the corpus.
(33) Hij is de Franse president.
English: He is the French president.
(34) Die man is de Franse president.
English: That man is the French president.
For every noun in every extracted fact we look up the cluster to which this noun
belongs and we replace the noun by the longest name from this cluster. If the noun
matched is already the longest name then nothing changes. If there are no names in
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the cluster then we leave the fact for what it is and do not extract it.
4.3.1 Extraction task
As we have seen in chapter 3 we need the following data for the construction of tables:
a corpus of parsed sentences and a set of dependency patterns to match facts in the
corpus. For this experiment we added more patterns by copying the existing patterns
and replacing the slots for the named entities by slots for pronouns and common nouns
as illustrated by the example on the previous page. In order to find named entities
that corefer with the nouns in the facts found we also need the complete collection of
coreference clusters from the corpus.
Corpus
We apply our answer extracting techniques to the Dutch CLEF corpus. This corpus is
used in the annually organised CLEF evaluation track for Dutch question answering
systems. It consists of newspaper articles from 1994 and 1995, taken from the Dutch
daily newspapers Algemeen Dagblad and NRC Handels- blad. The corpus contains
about 78 million words. The whole collection was parsed automatically using the
Alpino parser described in chapter 2.
Patterns
We defined patterns for the following fact categories: abbreviation, age,
age-at-death, capital, currency, date-of-birth, date-of-death, founded, function,
inhabitants, location-of-birth, location-of-death,
manner-of-death, and winner. Answers to questions that have one of these question
types tend to occur in more or less fixed patterns in the corpus. Facts belonging to one
of these categories are typically based on binary relations, exceptions being winner,
founded and function. In table 4.24 we show for each category which terms we want
to extract together with an example.
The only category for which we did not add patterns was abbreviation, since ab-
breviations and their associated strings are typically not related to each other via
coreference links.
Coreference Clusters
Clusters were constructed by running the coreference resolution system on the parsed
sentences from the Dutch CLEF corpus. We created ca. 16.8 million clusters.
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Category Terms we want to extract
abbreviation abbreviation associated string
EU Europese Unie
age person name age
Dennis Bergkamp 25
age-at-death person name age
Elvis Presley 42




date-of-birth person name birth year/date
Mozart 1756
date-of-death person name year/date of death
Christiaan Huygens 8 juli 1695
founded founder location/organisation founding date/year
Martin Schro¨der Martinair 1958
function function location/organisation person name
premier Australie¨ Paul Keating
inhabitants location name number of inhabitants
Bombay twaalf miljoen
location-of-birth person name place of birth
Jean Monnet Cognac
location-of-death person name place of death
Anne Frank Bergen-Belsen
manner-of-death person name manner of death
Andres Escobar vermoord
winner person name nobelprize category year
Marie Curie natuurkunde 1903
Table 4.24: Types of terms extracted for each category
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Table 4.25: # facts extracted using the ba-
sic patterns
















Table 4.26: # facts extracted using the
coreference based patterns
The numbers of facts extracted by matching the basic patterns with dependency
relations in the corpus are shown in table 4.25. The numbers of facts extracted by
matching the patterns based on coreference resolution are shown in table 4.26.
Only for the question types abbreviation and currency we did not extract more
facts. For abbreviation this is obvious since we used the complete same set of patterns
in both extraction runs. For currency we did add a pattern to cover cases such as ‘Het
land bracht een zegel uit van 19 forint’ (English: The country published a seal of 19
forint), but apparently references like these did not occur in the corpus for currencies.
For all other categories more facts were extracted. In particular for date-of-birth,
location-of-birth and capital the technique turned out to be beneficial. While
we extracted in general around 10% more for each category, for these three categories
we extracted respectively 88.3%, 48.7%, and 42.6%. Overall we extracted 14.5% more
facts.
To estimate the precision for both sets of extracted facts we selected from each
a random sample of around 200 facts. These facts were checked and classified into
one of the following categories: correct, incorrect, unsupported, inexact. A fact is
correct if the fact is true and supported by the text. See (35-a), Tacitus was indeed a
Roman writer. A fact is incorrect if the fact is not true. Aristide was never president
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of America but he was president of Haiti. The system incorrectly clustered the two
nouns referring to president in (35-b) together. A fact is unsupported if the fact is true,
but not supported by the text. Coincidently, F. Bordewijk was born in Amsterdam,
however the text in (35-c) states that Hermans was born in Amsterdam, no information
is given about the place of birth of F. Bordewijk. A fact is inexact if too much
information is extracted or too little. In (35-d) the abbreviation BBL stands for
Bank Brussel Lambert. Unfortunately Belgian was added, which makes the extracted
information inexact.
(35) a. Correct function fact: Romeinse schrijver, Tacitus.
Text: De Romeinse schrijver Tacitus omschreef het leefgebied van de
Bataven als een eiland.
English: The Roman writer Tacitus described the habitat of the Batavi-
ans as an island.
b. Incorrect function fact: Amerikaanse president, Aristide.
Text: We zullen wel zien of president Aristide zijn presidentschap vorm
kan geven. De Veiligheidsraad en de Amerikaanse president hadden zich
er niet mee moeten bemoeien.
English: We shall see if president Aristide can give shape to his presid-
ency. The Security Council and the American president should not have
interfered.
c. Unsupported location-of-birth fact: F. Bordewijk, Amsterdam.
Text: Ongetwijfeld zal Hermans zich hebben kunnen aansluiten bij wat
F. Bordewijk schreef in 1948. Toch werd Hermans bekroond door de
gemeente Amsterdam, waar hij in 1921 geboren werd.
English: Undoubtedly Hermans would have been able to agree with what
F. Bordewijk wrote in 1948. Nevertheless Hermans was rewarded by the
municipality Amsterdam, where he was born in 1921.
d. Inexact abbreviation fact: BBL, Belgische Bank Brussel Lambert.
Text: In 1992 werd getracht om de Belgische Bank Brussel Lambert
(BBL) over te nemen.
English: In 1922 one tried to take over the Belgian Bank Brussel Lambert
(BBL).
The result of this evaluation is listed in table 4.27 for the basic facts and in table
4.28 for the coreference based facts. For neither technique did the random sample
contain any unsupported fact. Using the coreference based patterns we had a few















Table 4.28: Evaluation of facts extracted
by coreference based patterns
more facts correct, but also a few more incorrect. The number of facts that was
inexact decreased. This result means that the level of precision remains more or less
the same.
The result overall is that we extracted more facts using the coreference based
patterns (around 14.5% more) and yet we achieve approximately the same precision.
We will now see how this result affects the performance of question answering.
4.3.2 Question Answering task
For the QA experiments we used the open-domain corpus-based Dutch QA system,
Joost, described in chapter 2. We took questions from the CLEF 2003 through
CLEF 2006 Dutch question sets used for the Dutch monolingual task in the CLEF
QA tracks of the respective years. In total we used 1039 questions (See http:
//www.let.rug.nl/∼mur/questionsandanswers/chapter4/). We removed double
occurrences of questions.
For our purposes we are mainly interested in factoid questions. In tables 4.29, 4.30,
4.31 and 4.32 we listed per question set how many questions our question classifier
classified into each of the question types for which we created tables. No question
was classified into the age-of-death category. This is due to an error in the classifier.
There are at least two questions asking about the age of someone on his death, but
these questions were classified into the age category. For the question set of 2003, 2004
and 2005 around a quarter of the questions falls into table categories. For 2006 it is
suddenly a much smaller part.
We created answer sets in a similar way as was done for the previous experiments
(see chapter 2). We only changed the rules for person names. In some cases the last
name alone will give sufficient information to disambiguate the referent, however it is
hard to draw a line between the different cases. For example, for many presidents or




















Table 4.29: Question classification for the




















Table 4.30: Question classification for the
CLEF 2004 data set
prime-ministers only the last name will be clear enough: Chirac, Blair, Balkenende.
Still, there are enough names that cause troubles, like Bush, Kennedy and Roosevelt.
Things can also change in the course of time. In 1995 it was very clear who was meant
by Clinton, namely Bill Clinton. In 2008 in most cases the name Clinton will refer to
his wife, Hillary. Yet in some contexts it will still refer to Bill. To be consistent we
decided that if the question asks for a person name, the answer should contain both a
surname (or at least an initial) and a last name. We also added this rule to show the
benefits of named entity resolution.
The tables in which the QA system Joost will look for possible answers have been
described in section 4.3.1. We have two sets of tables, one containing facts extracted
using basic patterns and one containing facts extracted using basic patterns and core-
ference based patterns.
Results
The results of this experiment are listed in table 4.33. Using coreference information
we answered six more questions correctly, which we listed here (BM stands for basic




















Table 4.31: Question classification for the




















Table 4.32: Question classification for the
CLEF 2006 data set
method, CM for coreference based method:
(36) Q 20030024 Wie is de oprichter van de Orde van de Zonnetempel?
BM: homeopaat
CM: Luc Jouret
(37) Q20030147 Hoe heet de Italiaanse premier?
BM: Berlusconi
CM: Silvio Berlusconi
(38) Q20030196 Wie is de Italiaanse premier?
BM: Berlusconi
CM: Silvio Berlusconi
(39) Q20030411 Wat is de geboortedatum van Andre Agassi?
BM: 1994-07-31
CM: 29 maart 1970
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Question set Basic Coreference based
2003 72/115 (62.6%) 76/115 (66.1%)
2004 49/60 (81.7%) 50/60 (83.3%)
2005 26/43 (60.5%) 27/43 (62.3%)
2006 6/15 (40.0%) 6/15 (40.0%)
Total 153/233 (65.7%) 159/233 (68.2%)
Table 4.33: # questions answered correctly
(40) 20040082 Wie was de oprichter van Motown?
BM: NIL
CM: Berry Gordy
(41) 20050155 Hoe oud was Richard Holbrooke in 1995?
BM: NIL
CM: 54
4.3.3 Discussion of results
Using coreference information we extracted around 14.5% more facts without loss of
precision. This result is reflected in the outcome of our question-answering experiment:
we answered 6 more questions correctly. Hence, we can conclude that coreference
information can improve the performance of question answering.
The fact tables for the three categories date-of-birth, location-of-birth and
capital relatively increased the most, respectively with 88.3%, 48.7%, and 42.6%. We
see this reflected in the results for question answering in question Q20030411 that asks
for a date of birth and is given a correct answer using coreference information. There
were no improvements for the two other categories. For location-of-birth this may
be explained by the fact that there were only three questions in this category. For the
category capital the reason lies in the fact that we mainly increased the frequency
of the facts instead of adding new facts. Most questions already retrieved a correct
answer. This outcome is not surprising considering that the category capital is a
closed domain.
Evaluating the results we came upon an issue that might have tempered the out-
come of our question-answering experiment. Question 20050107 in the question set
read: Wie was piloot van de missie die de astronomische satelliet, de Hubble Space
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Telescope, repareerde? ‘Who was pilot of the mission that repaired the astronomic
satellite, the Hubble Space Telescope?’. The answer we found was extracted from a
sentence in the Algemeen Dagblad of September 19th, 1994 which was formulated as
follows: Bowersox was piloot van de missie die de astronomische satelliet, de Hubble
Space Telescope, repareerde ‘Bowersox was pilot of the mission that repaired the as-
tronomic satellite, the Hubble Space Telescope’. In Magnini et al. (2003) the authors
claim that they created the questions independently from the document collection,
thus avoiding any influence in the contents and in the formulation of the queries.
However, the example above suggests otherwise. If questions are re-formulations of
sentences in the newspaper corpus such as question 20050107, then coreference resolu-
tion has little effect. In a real life application where questions are truly independent of
the document collection, adding coreference information would perhaps achieve even
better results.
Besides off-line answer extraction there are more possibilities that might improve a
question-answering system by using coreference information. The QA-results achieved
by the information retrieval based component of the system depend partly on the
parameters controlling the passage-based retrieval, such as passage size and degree
of overlap between passages. We now have a collection of 16.8 million coreference
clusters. The outermost elements of a coreference cluster in terms of positions in the
document can be used to determine the passage boundaries to retrieve more coherent
passages.
Another option is to use the information from the clusters in the online answer
extraction component in a similar way as we did for off-line answer extraction. The
technique can be the same, since for online QA patterns are defined to extract answers
from the retrieved text passages. The only problem could be that the coreferent occurs
outside the bounderies of the passage.
4.4 Related work
Related work from earlier years which investigates the role reference resolution can
play in QA systems include those from Schone et al. (2005); Hartrumpf (2005); Watson
et al. (2003); Stuckardt (2003); Molla´ et al. (2003).
Schone et al. (2005) apply a symbolic method which tries to resolve pronouns
and draw associations between definite NPs. This has a small positive effect on the
performance of their QA system.
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Hartrumpf (2005)’s error analysis of his results for the QA track of CLEF 2004
indicated that the lack of coreference resolution was a major source of errors. There-
fore he incorporated a coreference resolution system. This system, called CORUDIS,
combines syntactico-semantic rules with statistics derived from an annotated corpus.
Its results show an F-score of 66% for handling coreference relations between all kinds
of NPs (e.g. pronouns, common nouns and proper nouns). The improvements for the
QA system obtained by incorporating CORUDIS were unfortunately not significant
due to the limited recall value of the coreference resolution system.
Watson et al. (2003) point out that coreference resolution in scientific text may be
harder than in the newspaper text used for the TREC QA and CLEF QA track, as
scientific text tends to be more complex and contains relatively high proportions of
definite descriptions, which are the most challenging to resolve.
Stuckardt (2003) argues that coreference processing for QA should be considered
as a task of anaphora resolution rather than coreference resolution. Moreover, he says
that for QA the antecedent of the anaphor should be lexically informative. Further-
more, he declares that a high precision is important, especially when the document
collection under consideration exhibits redundancy and the sought information may
be retrieved from elsewhere. However, if there is a high redundancy then frequency
counts will overcome the errors caused by low precision in the case of off-line answer
extraction.
Molla´ et al. (2003) incorporated an anaphora resolution module in their QA system.
Their system distinguishes itself from our system in that it targets specifically at
technical documentation.
The earliest approaches that evaluate the contribution of reference resolution to
QA are by Morton (2000) and Vicedo and Ferra´ndez (2000a).
The approach of Morton (2000) models identity, definite NPs and non-possessive
third person pronouns. For pronoun resolution and common noun resolution, he uses
a set of features and a collection of annotated data to train a statistical model. For the
resolution of coreferent proper nouns simple string-matching techniques were applied.
He reports a small improvement, but his results do not quantify the effect of corefer-
ence resolution effectively, since his baseline system includes terms from surrounding
sentences.
Vicedo and Ferra´ndez (2000a) analysed the effects of applying pronominal ana-
phora resolution to QA systems. They apply a knowledge-based approach, dividing
the different kinds of knowledge (e.g. pos-tags, syntactic knowledge and morphological
knowledge) into preferences and restrictions. Both the restrictions and the preferences
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are used to discard candidate antecedents. Their outcomes show a great improve-
ment in QA performance. This result can be explained by several aspects of their
experiments.
First, their anaphora resolution system achieved a high success rate, 87% for Span-
ish and 84% for English. Second, the authors consider an answer to a question to be
correct if it appeared into the ten most relevant sentences returned by the system for
each question, while it is typical to evaluate only the answer ranked first or to use the
mean reciprocal rank. And last but not least, they created their own question set.
These questions were known to have an answer in the document collection. Moreover,
for more than 50% of these questions the answer or a term in the query was refer-
enced pronominally in the target sentence. This percentage depends on the corpus
and the question set and it was probably lower for our data set. The authors define
a well-balanced question set as a set that would have a percentage of target sentences
that contain pronouns similar to the pronominal reference ratio of the text collection
that is being queried. However, most question sets made available by the well-known
evaluation fora TREC and CLEF seem to be not that well-balanced according to the
definition of Vicedo and Ferra´ndez (2000a). On the other hand, does such a well bal-
anced question set represent a typical set of question set asked by users? It needs
further investigation to decide what makes a good question set for the evaluation of
the contribution of reference resolution to QA.
Vicedo and Ferra´ndez (2000b) participated in the QA track of TREC 2000. The
results achieved there were more similar to ours. Application of pronominal anaphora
resolution produced only a small benefit, around a 1%. The authors argue there are
two main reasons for this result. First, they noticed that the number of relevant
sentences involving pronouns is very low. Second, the authors observed that there
were a lot of documents related to the same information: sentences in a document that
contain the right answer referenced by a pronoun, can also appear in another document
without pronominal anaphora. This observation affirms that further investigation to
the question set and corpus is needed.
4.5 Conclusion
The purpose of the current chapter was to address the low coverage problem of off-line
answer extraction by incorporating a state-of-the-art coreference resolution system
into an answer extraction system. We investigated to what extent coreference inform-
ation could improve the performance of answer extraction, in particular concentrating
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on the effects of recall. Our aim was to determine whether adding coreference inform-
ation helped to acquire more facts and to investigate if more questions were answered
correctly.
To this end, we built a state-of-the-art coreference resolution system for Dutch.
We showed that the results obtained on the KNACK-2002 data were slightly better
than the results reported by Hoste (2005), the only other results reported to date on
the KNACK-2002 data.
The system has been integrated as an coreference resolution system into the answer
extraction module. We evaluated the extended module on the extraction task as well
as on the task of question answering (QA). We extracted around 14.5% more facts
using coreference based patterns without loss of precision.
Using the extended tables on 233 CLEF questions resulted in an improvement
of the performance of a state-of-the-art QA system: 6 more question were answered
correctly, which corresponds to an error reduction of 7.3%.
Some questions in the data set seem to be re-formulations of sentences in the
newspaper corpus. In a real life application where questions are truly independent of
the document collection, adding coreference information would perhaps achieve even
better results.
Chapter 5
Extraction based on learned
patterns
5.1 Introduction
Defining patterns by hand is not only very tedious work, it is also hard to come up
with all possible patterns. By automatically learning patterns we can more easily
adapt the technique of off-line answer extraction to new domains. In addition, we
might discover patterns that we ourselves had not thought of. Different directions
in learning patterns can be taken. Two existing approaches are learning with tree
kernel methods and learning based on Bootstrapping algorithms.
Kernel methods compute a kernel function between data instances, where a kernel
function can be thought of as a similarity measure. Given a set of labelled instances,
kernel methods determine the label of a novel instance by comparing it to the labelled
training instances using this kernel function. Tree kernel methods for relation extrac-
tion use information based on grammatical dependency trees (Zelenko and Richardella,
2003; Culotta and Sorensen, 2004; Zhao and Grishman, 2005; Bunescu and Mooney,
2005).
Bootstrapping algorithms take as input a few seed instances of a particular relation
and iteratively learn patterns to extract more instances. It is also possible to start
with a few pre-defined patterns to extract instances with which more patterns can be
learned (Brin, 1998; Agichtein and Gravano, 2000; Ravichandran and Hovy, 2002).
We chose to develop a bootstrapping algorithm based on dependency relations.
Bootstrapping has the advantage that only a set of seed pairs is needed as input, in
contrast to the annotated training data needed for the tree kernel methods. However,
we do adopt the use of dependency trees. The algorithm starts with taking a set of
tuples of a particular relation as seed pairs. It loops over a procedure which starts by
searching for the two terms of a seed pair in one sentence in a parsed corpus. Patterns
are learned by taking the shortest dependency path between the two seed terms. The
new patterns are then used to find new tuples.
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Several bootstrapping-based algorithms to extract semantic relations have been
presented in the literature before. Some of them were given as examples above and
some of them have been discussed in chapter 1, section 1.2.1 in the light of off-line
information extraction. In the following section we will discuss these approaches and
more in the context of bootstrapping. The authors describe algorithms that work on
different domains and with different levels of automation, but almost all stress the
importance of high precision scores by dwelling upon filtering techniques for selecting
patterns and instances.
5.1.1 Bootstrapping techniques
Hearst (1992) was the first to describe a bootstrapping method to find patterns and
instances of a semantic relation automatically. She focused on the hyponym (is-a)
relation. Starting with three surface patterns including POS-tags discovered by looking
through text, she sketches an algorithm to learn more patterns from the instances
found by these first three patterns. She did not implement an automatic version of
this algorithm, primarily because it was unclear how to find commonalities among the
contexts of the newly found occurrences of the seed pairs.
A semi-automatic bootstrapping method was introduced by Brin (1998). Begin-
ning with a small set of five author-title pairs his system DIPRE expanded it to a high
quality list of over 15,000 books with only little human intervention (during the iter-
ations bogus books were manually removed from the seed lists). Brin defined simple
surface patterns by taking the string starting maximally 10 characters before the first
seed term of an author-title pair and ending maximally 10 characters after the second
seed term. The number of characters in both cases could be less if the line ends or
starts close to the occurrences of the seed terms. To filter out patterns that were too
general the pattern’s length was used to predict its specificity.
Berland and Charniak (1999) used an algorithm based on the approach of Hearst
to extract part-of relations. Patterns are found by taking two words in a part-of
relation and finding sentences in a corpus that have these words within close proximity.
The patterns are used to find new instances. The authors introduce a statistical metric
for ranking the new instances. Their procedure still included a lot of manual work.
Riloff and Jones (1999) present a multi-level bootstrapping technique, increasing
precision by introducing a second level of bootstrapping. The outer bootstrapping
mechanism compiles the results for the inner bootstrapping process and identifies the
five most reliable terms found by the extraction patterns. These five terms are added
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to the collection of previously used seeds. The complete set of terms is used as seed
set for the next iteration.
Building on the idea of DIPRE by Brin, Agichtein and Gravano (2000) intro-
duced SNOWBALL, the first system that evaluated both the quality of the pat-
terns and the instances at each iteration of the process without human intervention.
They experimented with the headquarters relation consisting of organisation-
location pairs such as Microsoft-Redmond. The patterns include two named entity
tags 〈ORGANISATION 〉 and 〈LOCATION 〉, and their context represented as bag-of-
words vectors. A pattern’s quality is assessed by judging the rate of correctly produced
output by comparing it to output of previous iterations. Only the most reliable pat-
terns were kept for the next iteration.
In Ravichandran and Hovy (2002) the authors apply the technique of bootstrapping
patterns and instances to answer inter alia birthday questions. They collect a corpus of
relevant documents by providing a few manually created seeds consisting of a question
term and an answer term to Altavista. Patterns are then automatically extracted from
the corpus and standardised. The precision of each pattern is calculated as follows:
Take the question term from a seed pair and fit it in at the correct place in the pattern.
For example, the pattern 〈NAME〉 was born on 〈ANSWER〉 becomes Mozart was born
on 〈ANSWER〉. Then count the number of times the pattern occurs with the 〈ANSWER〉
tag matched by any word (Co) and the number of times the pattern occurs with the
〈ANSWER〉 tag matched by correct answer term (Ca). The precision of a pattern is then
Ca/Co. For our experiments we will use this evaluation metric. Patterns yielding a
high precision score are applied to find the answers to questions during the process
of question answering. Remarkably, they do not iterate the process to collect tables
of facts. Such structured data would seem very suitable for the process of question
answering.
Lita and Carbonell (2004) introduced an unsupervised algorithm that acquires
answers off-line while at the same time improving the set of extraction patterns. In
their experiments up to 2000 new relations of who-verb types (e.g. who-invented, who-
owns, who-founded etc.) were extracted from a text collection of several gigabytes
starting with only one seed pattern for each type. However, during the task-based
evaluation in a QA-system the authors used the extracted relations only to train the
answer extraction step after document retrieval. It remains unclear why the extracted
relations are not used directly as an answer pool in the question-answering process.
Furthermore, the recall of the patterns discovered during the unsupervised learning
stage turned out to be too low.
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In Etzioni et al. (2005) the authors present an overview of their information extrac-
tion system KnowItAll. Instantiating generic rule templates with predicate labels
such as ‘actor’ and ‘city’ they create all kinds of extraction patterns. Using these
patterns a set of seed instances is extracted with which new patterns can be found
and evaluated. KnowItAll introduces the use of a form of point-wise mutual in-
formation between the patterns and the extracted terms which is estimated from Web
search engine hit counts to evaluate the extracted facts. What is also new in their
method is that they use generic template patterns that are instantiated by predicate
labels depending on the kind of relation. However, many good extraction patterns
do not match a generic pattern. Therefore they included a Pattern Learner to learn
domain-specific rules as well. Using the Pattern Learner increased the coverage of
their system.
Pantel and Pennacchiotti (2006) describe ESPRESSO, a minimally supervised
bootstrapping algorithm that takes as input a few seed instances of a particular rela-
tion and iteratively learns surface patterns to extract more instances. They use the
Web besides a text corpus of 6.3 million words to increase recall. To evaluate the
patterns the authors calculate an association score between a pattern and highly re-
liable instances based on point-wise mutual information. To evaluate the instances
the method works the other way around: calculating an association score between an
instance and highly reliable patterns.
In contrast to the bootstrapping approaches discussed above we learn patterns
based on dependency relations instead of surface patterns. Using dependency relations
we can simply search for the shortest path between the two terms in the dependency
tree. Surface patterns are typically harder to define in a natural and meaningful way.
For Hearst this was the reason to not implement her algorithm. Brin used a window of
maximally ten characters before the first seed term and maximally ten characters after
the second seed term, which may result in patterns starting or ending in the middle
of a word. Ravichandran and Hovy and Pantel and Pennacchioti apply a complex
method based on a suffix tree constructor. The difficulty here is to find suffixes that
are frequent but at the same time not too general.
Another drawback of surface patterns, already explained in chapter 3 is that surface
patterns are not able to handle long-distance dependencies. It is one of the shortcom-
ings listed by Ravichandran and Hovy in their paper: For the question “Where is
London?” their system could not locate the answer in the sentence “London, which
has one of the most busiest airports in the world, lies on the banks of the river Thames”
due to the explosive danger of unrestricted wild-card matching as would be required in
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a matching pattern. Dependency patterns experience no difficulties in detecting such
long-distance dependencies.
The results of bootstrapping techniques can be used for different purposes. Se-
mantic taxonomies such as WordNet can automatically be constructed and extended.
Ravichandran and Hovy use the learned patterns in their question answering system.
We also intend to use the results for question answering, but in a different way. We
will use bootstrapping techniques to collect answers off-line. Starting with ten seed
answers we automatically find patterns which can be used to find new answers. The
collected answers can be used in the off-line module of a question-answering system
as described in previous chapters.
In the discussion of the literature all kinds of relations came up, from general
relations such as hyponym relations and part-of relations to more specific relations
such as author-title relations, headquarter relations, and birth date relations. For our
experiments we are interested in relations suitable for off-line question answering. In
principle, this includes all the relations mentioned above, depending on the kind of
questions you wish to answer. We will restrict ourselves, however, to about three
relations, namely capital relations, football relations, and minister relations.
More details about our experiments can be found in section 5.3.
To learn patterns using bootstrapping techniques it is imperative to make a good
start. A good seed list is essential. However, for some relations it is easier to come up
with a good set of seeds than for other relations. For instance, for the capital relation
it is very easy to create a list of seed-pairs, since the seeds of a pair are typically in
a one-to-one relation to each other and each consists of only one term. In contrast
to manner-of-death facts which are facts describing how someone died. The manner
of death can be formulated in all kind of ways and therefore it is not obvious how to
formulate the seed pairs. We discuss this issue further in section 5.5.
5.1.2 Aims and overview
A crucial issue for bootstrapping-based algorithms is to ascertain that the patterns
and instances found are reliable in order to avoid the extraction of much noise during
further iterations. Except for Etzioni et al. who try to improve KnowItAll’s recall
and Pantel and Pennacchiotti who try to boost their recall by using general patterns
and the Web, all work discussed above on relation extraction is focused more on
precision than on recall. Many of the previously mentioned methods describe filtering
techniques for both patterns and instances to preserve high precision scores. Brin
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states that a recall of just 20% may be acceptable, but an error rate over 10% would
likely be useless for many applications. He says that each pattern need only have
very small coverage when using the web as resource, since it is so vast that the total
coverage of all the patterns can still be substantial.
It seems natural to focus on precision when working with bootstrapping techniques.
Many unreliable patterns will result in noisy sets of instances, which in return will yield
wrong patterns which will extract incorrect instances and so on. The question we are
interested in here is if this view also holds when we apply bootstrapping techniques
for off-line question answering. Do we still need to focus on precision or might the
balance between precision and recall be different? After all, storing the answers oﬄine
opens up the possibility of applying filtering techniques afterwards, for instance by
using frequency counts. Therefore, there is no need to focus on precision during the
extraction process. On the contrary, we have to make sure that in any case the correct
answer is among the facts extracted.
Ravichandran and Hovy applied the technique of bootstrapping for QA. In their
experiments the patterns are used to find answers during the online process of question
answering. First a set of relevant documents is retrieved by feeding the question terms
into a search engine. The following step is matching the learned patterns to the
documents, thus finding candidate answers. The system does not apply a threshold
for precision, all patterns found are used to select candidate answers. The precision
scores of the patterns are used to rank the candidate answers. Answers found by
highly precise patterns are ranked higher.
However, we believe that this technique is also pre-eminently suitable for off-line
answer extraction. We start with ten hand-crafted facts, which we use to find patterns
in a corpus. Applying these patterns again to the corpus we can find new facts. This
process is iterated until a certain stopping condition is reached and then the extracted
facts can be stored before we start the question answering process. An important
additional benefit of the off-line technique is that we do not need to focus on precision
during the bootstrapping procedure. The filtering of noise can be done afterwards.
This observation might alter perspectives on recall and precision for relation ex-
traction using bootstrapping techniques. As we have seen, previous studies in this
area focus on high precision scores. Typically, a high precision score is achieved by
evaluating the patterns and the instances and selecting only those that meet a certain
reliability threshold for the next iteration. Although we cannot ignore precision com-
pletely if we want to avoid generating too much noise, we probably can get by with
less control on precision.
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In this chapter we show that aiming at a high precision score during bootstrapping
is not always beneficial for question answering. Our hypothesis is that for off-line
answer extraction low precision scores will not hurt performance of question answering
while it will greatly benefit from high recall scores.
We define a bootstrapping algorithm in which we can employ different levels of
precision by changing the threshold for pattern selection. The algorithm is described
in section 5.2. The experiments are evaluated on the question answering task. More
details are given in section 5.3. In section 5.4 and section 5.5 we discuss our findings
and we conclude in section 5.6.
5.2 Bootstrapping algorithm
We present a bootstrapping algorithm for finding dependency-based patterns and ex-
tracting answers. The algorithm takes as input ten seed facts of a particular question
category. For example, for the category of capital questions we feed it ten country-
capital pairs. On the basis of these ten seed pairs patterns are learned. We use these
patterns to find new facts and these new facts can again be used to deduce patterns.
The algorithm iterates through three separate stages: the pattern-induction stage,
the pattern-filtering stage and the fact-extraction stage. To explore the space in which
to find the ideal balance between recall and precision we can change the threshold
that is employed to select the new patterns in the pattern-filtering stage. Setting the
threshold high means we only select highly reliable patterns for extraction resulting
in highly precise tables of facts. Setting the threshold lower allows more patterns to
pass the filtering stage, which will result in more facts being extracted, but also more
noise. In the next three sections we describe the stages in more detail.
5.2.1 Pattern induction
We start with ten seeds. As an example we take the seed pair Riga and Letland
(Latvia) to find patterns to extract capital-country facts. We search in the corpus for
sentences containing both these terms. The first sentence we find is for example as
follows:
(1) Riga, de hoofdstad van Letland, is een mooie stad
English: Riga, the capital of Latvia, is a beautiful city.
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Figure 5.1: Riga, de hoofdstad van Letland
We deduce the pattern from a parsed corpus, so we can start with selecting the
shortest dependency path between the term Riga and the term Letland. The relevant
part of the dependency tree for sentence (1) is shown in figure 5.1. Snow et al. (2004)
also added optional “satellite links” to each shortest path, i.e. single links not already
contained in the dependency path added on either side of each seed term. For general
patterns this can be helpful: Snow et al. search for hypernym relations. The shortest
path between to nodes of a hypernym relation might not contain enough information.
They wished to include important function words like ‘such’ (in “such NP as NP”)
or ‘other’ (in “NP and other NPs”) into their patterns. We implemented this option
as well. However, for specific relations such as employed for open-domain question
answering they are not needed. Almost all patterns we found are without satellites.
And if a pattern included satellites its precision typically did not meet the threshold.
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We have added part-of-speech constraints in the patterns. This means that for terms
to match with the Capital or Country variable they ought to be names.
In this way we find more dependency patterns with the same seed terms. Similarly
we use nine other seed pairs to find patterns. In the end, when the whole corpus is
searched through, we have collected a whole set of patterns. This set of patterns is
transferred to the pattern-filtering stage.
5.2.2 Pattern filtering
In the pattern-filtering stage we only keep the reliable patterns. To find the optimal
balance between precision and recall for off-line answer extraction we perform three dif-
ferent bootstrapping experiments in which we vary the precision threshold for selecting
patterns. The precision of a pattern is calculated in the same way as in Ravichandran
and Hovy (2002). Instead of replacing both seed terms by a variable as in (3), we now








For each pattern obtained in the pattern-induction stage, we count how many times
in the corpus the variable matches with any word and we count how many times the
variable matches with the correct answer term according to the seed list. Then the
precision of each pattern is calculated by the formula P = Ca/Co, where Co is the
total number of times the pattern matched a phrase in the corpus and Ca is the total
number of times the pattern matched a phrase in the corpus containing the correct
answer term.
All patterns we select have to be found more than once. For the most lenient
version of our algorithm the additional precision threshold is zero, which means that
we keep all patterns with a frequency higher than one. If we want to give more weight
118 Chapter 5. Extraction based on learned patterns
to precision we make the filtering process more strict: Not only does a pattern have
to occur more than once, its precision score also has to meet a certain threshold, τp.
In the second experiment we set threshold τp at 0.50 and in the third experiment at
0.75, which means that we select only those patterns that were found more than once
and that have a precision score higher or equal to 0.50 or 0.75 respectively. In this
way we can alter the pattern filtering procedure from very lenient to very strict. Using
very lenient patterns will result in extracting many facts, i.e. higher recall, using very
strict patterns will result in extracting mostly correct facts, i.e. higher precision.
The patterns that remain are used in the next stage, the fact-extraction stage.
5.2.3 Fact extraction
The patterns that have passed the filter in the previous stage are matched against the
parsed corpus to retrieve new facts. After retrieval we select a random sample of one
hundred facts and manually evaluate it. If more than τf facts are found the iteration
process is stopped, else all facts are used without any filtering as seeds again for the
pattern-induction stage and the process repeats itself. In our experiments we have set
τf to 5000. This number depends on the size of the corpus, the kind of relation, and
the amount of time there is to process the learning algorithm.
5.3 Experiment
The corpus we use in our experiments is the same corpus used in experiments described
in previous chapters, the CLEF corpus.
We selected three different question types, capital, football, and minister.
Capital and football are binary relations, respectively between a location (France)
and its capital (Paris) and between a soccer player (Dennis Bergkamp) and his club
(Ajax). The minister facts are triple relations between a name (William Perry), a
department (Defence) and a nationality (American) or a country (United States).
The reason we chose the capital relation was that it is a very straightforward rela-
tion: each country typically has one capital and each capital belongs to one country.
The minister and football relations were not yet introduced in earlier chapters. We
chose the football category because we believed that the corpus would contain a lot
of information about football players. We chose the minister relation since we en-
countered minister questions in the CLEF question set. In earlier experiments they
were classified as function questions, but then a slot was missing in the relation. Func-
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tion relations are between a function and a nationality: French president. Minister
relations are between a function, a nationality and a department: French minister of
foreign affairs. Therefore, we wanted to create a separate table for minister questions.
Since a minister fact comprises three terms, patterns for extracting minister facts
differ slightly from the patterns for binary relations. In this case we select two shortest
dependency paths: one between the person name and the nationality and one between
the person name and the department.
For each of the three question types we created ten seed facts which are listed in
table 5.1, table 5.2, and table 5.3. Some seeds we thought of ourselves, some were
discovered by looking through the corpus, and some were identified by looking at
wikipedia sites.
The initial seeds should be chosen very carefully since they form the basis of the
learning process. In the set of capital seeds we have for example also included the
capital of a province (Drenthe). In addition, we have used both the adjective form of
the country as well as the noun itself to cover a greater variety of patterns. We also
had European-Brussels as a seed pair, since this pair occurred very frequently in the
corpus. However, during experimentation we found out that Europe has many culture
capitals, so it would perhaps have been better to not include this seed pair.
For the football seeds and minister seeds we had to take good care that the seeds
represented facts true in 1994 and 1995, since those are the years covered by the
CLEF corpus. Complete names and last names were used, since that is how the
football players are referred to in the corpus.
For the minister seeds it turned out that due to the way of parsing, the departments
consisted of maximally one term. For that reason we have the seed zaken ‘affairs’
instead of buitenlandse zaken ‘foreign affairs’. This is not ideal, but we think it will
work for it will match with the parsing result of the question and using the d-score
described in chapter 3 which calculates the overlap in dependency relations between
the question and the answer sentence we will find the correct kind of affairs. This
issue is discussed further in section 5.4, page 126.
Last but not least, as Ravichandran and Hovy (2002) also point out, the seeds have
to be selected so that the questions they represent do not have long lists of possible
answers, as this would affect the confidence of the precision scores for each pattern.
After we found ten sound seed pairs we retrieved all sentences from the CLEF
corpus containing at least one of the seed pairs. It did not matter in which order both
seed terms appeared, nor was the search case sensitive. All sentences were parsed by
the dependency-parser Alpino. The two seed terms of a seed pair were localised in





















Jean-Pierre Papin Bayern Mu¨nchen
Roberto Baggio Juventus
Aron Winter Lazio Roma
Table 5.2: Ten Football seeds
each sentence. Then we sought the shortest path between these two terms. Optionally
satellite links were added, but as explained earlier, these satellite links did not improve
the performance of the experiments.
We selected only those patterns with a frequency higher than one and we added
part-of-speech constraints depending on the question type. For the football patterns,
for instance, both question term (a football player) and answer term (a football club)
should be names. In the most lenient experiment all these patterns were used to
extract new facts in the CLEF corpus.
For the two other experiments we applied an additional selection step. For one
experiment we took from the set of patterns with a frequency higher than one only
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Person Department Nationality
Warren Christopher zaak Amerikaans
Javier Solana zaak Spaans




Chi Haotian defensie Chinees
Juppe´ zaak Frans
Willy Claes zaak Belgisch
Jorritsma verkeer Nederlands
Table 5.3: Ten Minister seeds
those patterns with a precision equal to or higher than 50%. For the other experiment
we took from the set of patterns with a frequency higher than one only those patterns
with a precision equal to or higher than 75%. We calculate the precision of the patterns
as described in section 5.2.2. The patterns with a precision that meets the threshold
are used to find new facts in the CLEF corpus.
This process is repeated for two iterations or until we find more than 5000 facts.
Then the process is stopped after the fact-extraction stage. We chose these stopping
conditions for practical reasons; especially the pattern filtering stage can take very
long to process if there are many seeds involved.
The tables were used to answer questions that Joost classified into one of the three
categories, capital, football and minister. Since we wanted to do the evaluation on
more questions than were available in the CLEF set, we created some ourselves. To
find extra capital questions we typed into Google the query Wat is de hoofdstad van
‘What is the capital of’. Football questions were created by asking five people names
of famous football players in 1994 and 1995. With each name we filled a template
question: Bij welke club speelde X? ‘For which club did X play?’. To create extra
minister questions we typed into Google the query Wie is de minister van ‘Who is
the minister of’. Nationalities were added at random. In the end we had 42 capital
questions, 66 football questions and 32 minister questions. We checked for all if the
answer appeared in the corpus. A few example questions with their answers are given
in table 5.4. The complete set of questions is listed in http://www.let.rug.nl/∼mur/
questionandanswers/chapter5/.
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Question Answers
Wat is de hoofdstad van Canada? Ottawa
Wat is de hoofdstad van Cyprus? Nicosia
Wat is de hoofdstad van Ha¨ıti? Port-au-Prince
Bij welke club speelt Andreas Brehme? 1. FC Kaiserslautern
Bij welke club speelt Aron Winter? Lazio Roma; Lazio
Bij welke club speelt Baggio? Juventus; Milan
Wie is de Poolse minister van financie¨n? Grzegorz Kolodko;
Kolodko
Wie is de Nederlandse minister van visserij? Bukman; Van Aartsen;
van Aartsen
Wie is de Japanse minister van buitenlandse zaken? Yohei Kono
Table 5.4: Sample of question used for evaluation
5.3.1 Evaluation
We evaluated the tables by implementing them into Joost as Qatar tables. We let
Joost run over all questions en we counted how many questions were answered by
the module Qatar. The system returned a top five list of answers. We counted how
many times the correct answer ended up at rank one and we calculated the mean
reciprocal rank, i.e. for each question we took the reciprocal of the rank at which the
first correct answer occurred or 0 if none of the returned answers was correct. Then
we took the average over all questions. All questions had a correct answer somewhere
in the corpus.
5.3.2 Results
The results are shown in table 5.5, 5.6, and 5.7. For each category we have first listed
the results for the experiments where we selected all patterns found with a frequency
higher than one. This is the most lenient experiment with regard to precision. For the
category capital we found 39 patterns in the first round. These are found using the
ten seed pairs from table 5.1. Applying these 39 patterns we extracted 3405 new facts.
We estimated the precision based on a random sample of hundred facts to be 58%.
When using these table as Qatar module in Joost, we answered 35 of 42 questions
correctly. The mean reciprocal rank was 0.865. For the second round we repeated the
process using 3405 facts. With these facts we found 1306 patterns as presented in the
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table. The 1306 patterns in turn returned 234,684 facts.
The middle part of the tables show the results for the experiment in which we filter
the patterns using a precision threshold of 50%. The last part of the tables finally lists
the results for the experiment in which we apply a filter to select only those patterns
that meet a precision threshold of 75%. For the football experiments and the minister
experiments we stopped the iteration of the process after we found more than 5000
facts, for the capital experiments we stopped after two iterations.
The best performance per category is marked in bold. For the minister results
there was no difference in performance, therefore none of the outcomes is marked in
bold.
5.4 Discussion of results
From the data in table 5.5 about extracting capital facts we can see that using no
precision level at all for pattern selection results in the extraction of so much noise
(the precision of a randomly selected sample was only 1%) that it hurts performance
of the QA task. Only 14 out of 42 questions were answered correctly.
However, the data in this table also show that we do not need high precision
tables to get the best results, since the best results for answering capital questions
was obtained in the second round of iterations with pattern selection at precision level
0.50. The precision of the extracted facts was only mediocre: 49%, compared to 83%
in the experiments with pattern selection at precision level 0.75. The number of facts,
on the other hand, was almost twice as high (4123 vs. 2344). As it turns out, that
was the decisive factor here. 37 out of 42 questions were answered correctly with a
mean reciprocal rank of 0.895.
Analysis of the football table (5.6) shows that it can even be more extreme. The
best result is again for an experiment at the pattern selection precision level 0.50,
but this time there is no significant difference with the result for the experiment with
pattern selection at precision level 0. Large numbers of incorrect facts were extracted
(the precision of the randomly selected samples also was only 1% here), still it did not
hurt performance of the QA task.
This rather contradictory result can be explained by the patterns that were found
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Capital # patterns # facts (Prec) # Correct answers MRR
Freq: > 1
1st round 39 3405 (58%) 35 of 42 0.865
2nd round 1306 234,684 (1%) 14 of 42 0.510
Prec: ≥ 50%; Freq: > 1
1st round 24 2875 (63%) 35 of 42 0.851
2nd round 171 4123 (49%) 37 of 42 0.895
Prec: ≥ 75%; Freq: > 1
1st round 17 2076 (83%) 35 of 42 0.839
2nd round 64 2344 (83%) 35 of 42 0.851
Table 5.5: Results for learning capital patterns (Best results in bold)
Football # patterns # facts (Prec) # Correct answers MRR
Freq: > 1
1st round 19 115,296 (1%) 40 of 66 0.659
Prec: ≥ 50%; Freq: > 1
1st round 11 109,435 (1%) 41 of 66 0.667
Prec: ≥ 75%; Freq: > 1
1st round 6 196 (26%) 11 of 66 0.167
2nd round 28 31,958 (2%) 18 of 66 0.312
Table 5.6: Results for learning football patterns (Best results in bold)
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Minister # patterns # facts (Prec) # Correct answers MRR
Freq: > 1
1st round 3 5425 (71%) 23 of 32 0.745
Prec: ≥ 50%; Freq: > 1
1st round 2 4380 (69%) 23 of 32 0.745
2nd round 27 5670 (63%) 23 of 32 0.745
Prec: ≥ 75%; Freq: > 1
1st round 2 4380 (69%) 23 of 32 0.745
2nd round 18 5463 (62%) 23 of 32 0.745
Table 5.7: Results for learning minister patterns
where NameFootballplayer and NameClub are two variables that should match with
names. The pattern matches for example with the phrase in (6).
(6) Jari Litmanen (Ajax).
However, the pattern is so general that it matches with a lot of phrases in the corpus.
For example with abbreviations such as (7):
(7) Rijksuniversiteit Groningen (RUG).
It matches with many other kind of terms as well. That is why we extract so many
incorrect facts. Yet, these incorrect facts typically have nothing to do with football
players, and thus they do not cause incorrect answers to football questions.
No significant differences were found between the results of the experiments per-
formed for the minister category. The reason for this outcome is that only one highly
precise pattern (8) was responsible for the extraction of the majority of facts. On its
own it extracted 4346 facts already. The precision of this pattern as calculated by the
formula P = Ca/Co described in section 5.2.2 was 0.86. Although other patterns are
found, they do not contribute enough to make a difference in the result for the QA
task.




〈minister/M, mod, van/V, obj1, Department/D〉,
〈minister/M, mod, Nationality/N〉,

We can conclude that the results of the experiments for the extraction of capital and
football facts suggest that for the benefit of off-line QA we better focus on high recall
rather than on high precision. This is not contradicted by the results for the minister
experiments. However, the balance between precision and recall can differ over dif-
ferent categories, depending on the kind of patterns discovered. In our experiments
the patterns for the football category extracted a lot of noise, but it did not hurt the
performance. For the capital category we had to be more careful.
Although for each question the corpus contained the correct answer, not all ques-
tions were answered. We did an error analysis to investigate which problems underlay
these omissions.
We frequently observed mismatches between a question term and an answer term.
Examples include Burundisch vs. Burundees, Sicilie¨ vs Siciliaans, Tjetjenie¨ vs. Ts-
jetjenie¨. This is not a problem specific for learning patterns of course, it is rather a
general question answering problem: mismatching between terms in the question and
terms in the answer. We had created a list of location name variants to cover the
variety of forms in which a name of a location can appear (for example, starting with
a capital or starting with a lower-case letter, as adjective or as nominative, different
ways of spelling, etc.). The list contains 204 entities with an average of 5.6 variants.
Unfortunately, it appeared that some variants were still missing.
It turned out that the departments for the minister questions still pose a problem.
The d-score between the question and the sentence which contains the answer is
used as an additional factor in conjunction with frequency in determining whether an
answer is correct. In the case of a question asking about a minister of social affairs
or economic affairs using frequency only to determine the correct answer would give
the wrong result, since the most frequent minister of any affairs in newspaper text is
typically the minister of foreign affairs. We hoped that a score that combines frequency
and d-score would return the correct answer. In some cases this indeed helped, but
in others the difference in frequency was so large, that in spite of the d-score the
wrong answer still popped up. In the case of capital questions it once went the other
way around: For the question ‘What is the capital of France?’ the system returned the
answer Belfort, found in the sentence: [...] dat Belfort de afgelopen maand de sociale
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hoofdstad van Frankrijk is geweest, ‘[...] that Belfort had been the social capital of
France last month’. In spite of a higher frequency (20 vs. 1) the correct answer was
not given due to a high d-score for the incorrect answer. The solution for minister
questions might be that the departments are treated as one term. That will give an
exact match with the question term and only the frequency of the minister with the
correct department is taken into account.
A less serious problem for minister questions was that our list of questions1 con-
tained questions about Dutch ministers while the nationality was missing in the answer
sentence, which makes sense using a Dutch newspaper corpus. It is likely that user
questions on Dutch corpora would not include the nationality when asking about a
Dutch minister.
Most errors for football questions were due to the fact that the system had not
derived the pattern needed to extract the answer. More iterations might be needed
and here we encounter the drawback of extracting too much noise. Although the noise
did not hurt performance in the sense that it selected incorrect answers, it did make
it hard to perform a next iteration, since it cost days to process as many seeds as we
found. Instead of taking all facts found as seeds for the next iteration we could select
a sample of only correct facts. This would not only reduce the amount of processing
to be done, it would also help to reduce the amount of incorrect patterns derived.
5.5 General discussion on learning patterns
The difficulty about learning patterns is that you have to come up with a set of good
seeds. For the categories we used in our experiments that can be done quite easily.
However, for a category such as inhabitants, for example, it becomes much harder,
since the answer to an inhabitants question does not always contain one term (e.g.
800,000). Sometimes it consists of two terms (e.g. 8 million) and sometimes it consists
of even more terms (e.g. almost 8 million). The goal is then to find patterns that are
able to handle this, that extract sometimes one term and in other cases several terms
that should be combined to one answer term. To do this automatically during the
process of learning is not easy.
Another problem could occur with inhabitant seeds during the calculation of the
precision of the patterns. To calculate the precision of the pattern we counted how
many times in the corpus the pattern matches with the correct answer term according
to the seed list. Since there are so many variations of answers that can be considered
1See http://www.let.rug.nl/mur/questionsandanswers/chapter5/ministerquestions.txt
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correct (e.g. 798,345, 800,000, 800 thousand, almost 800,000, etc), judging an answer
to be correct only when it precisely matches the seed term will result in discarding
correct patterns.
In addition, we saw that a pattern can work very well on the seed list (see as an
example pattern (5) above), even if it in general extracts many incorrect facts. For
example, for the capital category we found pattern (9). Using this pattern with the
Country variable matching with French, the Capital variable will match with Paris
(e.g. the French championships in Paris). Still this is a noisy pattern, because when
Country matches with European (e.g. the European championships in Berlin) or with




〈kampioenschap/K, mod, in/I, obj, Capital/Ca〉,
}
This raises doubt as to the value of this evaluation measure.
An alternative measure could be the one introduced by Pantel and Pennacchiotti
(2006). They define the reliability of a pattern as its average strength of association
across each input instance weighted by the reliability of each instance. The formula is
based on point-wise mutual information (PMI) (Cover and Thomas, 1991).
According to Blohm et al. (2007) who compared different filtering functions for
evaluating extraction patterns PMI-based filtering yields a high recall. So this might
be an appropriate evaluation measure for the filtering of learned patterns for answer
extraction. Further investigation needs to be done to determine the precise impact of
other evaluation measures on this task.
Next, we give some examples of patterns we learned, which we might not have




〈open/O, su, president/P, mod, Country/C〉,
〈open/O, mod, in/V, obj, Capital/Ca〉,
}
b. [...] Radio Free Europe, is gisteren in Praag geopend door de Tsjechische
president Havel. (AD, September 9th 1995)
English: Radio Free Europe was opened yesterday in Prague by the Czech
president Havel.
c. De Internationale Conferentie over Bevolking en Ontwikkeling die van-
morgen in Ka¨ıro door [...] de Egyptische president Mubarak werd geopend
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[...] (NRC, September 5th 1994)
English: The International Conference on Population and Development




〈ben/C, predc, stad/S, mod, van, obj, Country/C〉,
〈ben/C, mod, na/N, obj, Capital/Ca〉,
}
b. Sint-Petersburg is met vijf miljoen inwoners na Moskou de grootste stad
van Rusland [...] (NRC, April 20th 1995)
English: Saint Petersburg is with five million inhabitants the largest city
of Russia after Moscow [...]
c. De staat Co´rdoba - de gelijknamige hoofdstad is na Buenos Aires de
grootste stad van Argentinie¨ - [...] (NRC, June 26th 1995)
English: The state Co´rdoba - the capital of the same name is the largest
city of Argentina after Buenos Aires - [...]




〈ben/C, predc, man/M, mod, bij/B, obj, Club/C〉,
}
b. Wim Jonk was de beste man bij Inter. (AD, March 21st 1994)
English: Wim Jonk was the best man of Inter.
c. Romario was de grote man bij Barcelona. (NRC, May 2nd 1994)
English: Romario was the big man of Barcelona.
For extracting minister facts we found:
(13) a.

〈minister/M, mod, van/V, obj1, Department/D〉,
〈zeg/Z, su, minister/M, app, Name/Na〉,
〈zeg/Z, mod, voor/V, obj1, televisie/T〉,
〈televisie/T, mod, Nationality/N〉,

b. Minister van Europese zaken Alain Lamassoure zei gisteren voor de Franse
televisie [...] (NRC, January 3rd 1994)
English: Minister of European affairs Alain Lamassoure said yesterday in
front of the French television [...]
c. Minister van buitenlandse zakenWarren Christopher zei voor de Amerikaanse
televisie [...] (NRC, October 10th 1994)
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English: Minister of foreign affairs Warren Christopher said in front of
the American television [...]
These examples show that we also find patterns which often yield correct answers,
but in fact are not inherently correct. In sentences such as ‘Radio Free Europe was
opened yesterday in Prague by the Czech president Havel’ and ‘The International
Conference on Population and Development which was opened this morning in Cairo
by the Egyptian president Mubarak [...]’ the place names are not necessarily the
capitals of the relevant countries. A conference (as well as an radio station) can very
well be located in a city other than the capital. In this sense it is just a coincidence
that the relation between the city and the country is a capital relation.
In other words, the sentence does not support the answer. For QA a supporting
sentence is to be preferred. In TREC and CLEF such answers are typically evaluated
as unsupported answers rather than correct answers. In the end, we will also need
linguistic (that is semantic and syntactic) information besides frequency information
to answer questions correctly.
5.6 Conclusion
In this chapter we automatically learn patterns to extract facts for off-line ques-
tion answering by applying a bootstrapping technique. A crucial issue for existing
bootstrapping-based algorithms is to ascertain that the patterns and instances found
are reliable so as to avoid the extraction of too much noise during further iterations.
It seems natural to focus on precision when working with bootstrapping techniques.
Many unreliable patterns will result in noisy sets of instances, which in return will
yield wrong patterns etc. However, storing the facts off-line lets us use frequency
counts to filter out incorrect facts afterwards, therefore we do not need to focus on
precision during the extraction process. It is of greater importance that we extract at
least the correct answer.
We presented a bootstrapping algorithm for finding dependency-based patterns
and extracting answers. The algorithm takes as input ten seed facts of a particular
question category. On the basis of these ten seed pairs patterns are learned. We use
these patterns to find new facts and these new facts can again be used to deduce
patterns.
Experiments were performed on three different question categories: capital, foot-
ball, and minister. For the capital and football categories the results showed indeed
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that runs with a high recall and low precision achieved the best performance for QA,
although for the capital category low precision was more harmful than for the football
category. For the minister category one highly precise pattern was on its own respons-
ible for the extraction of most of the facts, so the results for all experiments in this
category were the same. We conclude that the results of the experiments suggest that
for the benefit of off-line QA we better not focus on high precision and that recall is at
least equally important. However, the balance between precision and recall can differ
over different categories, depending on the kind of patterns discovered.
132 Chapter 5. Extraction based on learned patterns
Chapter 6
Conclusions
In this last chapter we will first summarise the main findings of this thesis. Then we
will give suggestions for further research.
6.1 Summary of main findings
The theme of this thesis is question answering (QA), and its focus lies on finding
answers to questions off-line. The addition of off-line answer extraction to an online
question answering system is not only useful in terms of speeding up the process, the
techniques applied can also differ, taking advantage of different things, that otherwise
would remain unfeasible, such as extracting answers from the entire corpus, rather
than just from the passages retrieved by the IR engine. Furthermore, we can filter out
noise using frequency counts and classify answers off-line.
After a general introduction into question answering in chapter 1, we argued that
knowledge about the possible realisations of dependency relations in questions and
answer candidates can help to make the performance of QA more effective.
Off-line answer extraction is based upon the observation that certain answer types
occur in fixed patterns, and the corpus can be searched off-line for these kind of
answers. A problem associated with using patterns to extract semantic information
from text is that patterns typically yield only a small subset of the information present
in a text collection, i.e. the problem of low recall.
The aim of the present thesis was to address the recall problem by using extraction
methods that are linguistically more sophisticated than simple surface pattern match-
ing techniques. Specifically, the questions we have tried to answer in this thesis are
the following:
• How can we increase the coverage of off-line answer extraction techniques without
loss of precision?
• What can we achieve by using syntactic information for off-line answer extraction?
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To answer these questions we performed a number of experiments discussed in the
previous chapters. We have built an answer extraction module, Qatar, which is part
of a Dutch state-of-the-art question-answering system called Joost. In order to have
syntactic information at our disposal we parsed both corpus and questions with Alpino,
a wide-coverage dependency parser for Dutch. Most questions used in our experiments
were drawn from the CLEF question sets from 2003 to 2006. For some experiments in
chapter 5 we created our own questions. The corpus in which we tried to find answers
to these questions is the CLEF newspaper corpus for Dutch.
Even though all experiments use Dutch tools to find Dutch answers to Dutch
questions, we have no reason to believe that the results of our experiments do not also
apply to other languages.
In chapter 2 we performed a small experiment in which we automatically answered
function questions. Analysing the results we showed the main problems with the tech-
nique of off-line question-answering. First, it turned out that the patterns used in
the experiment were not robust enough. A slight difference in the sentence caused
a mismatch with pre-defined patterns. Second, some questions contained important
modifiers. These questions are hard to account for by off-line methods. Furthermore,
we showed that some questions would have been answered if reference resolution tech-
niques were implemented. Finally, sometimes the right pattern was simply not defined
or it could have been better defined. We concluded that answers to questions in a nat-
ural language corpus are often formulated in such complex ways that simple surface
patterns are not flexible enough to extract them.
The aim of chapter 3 was to find more robust techniques for answer extraction. We
compared extraction techniques based on surface patterns with extraction techniques
based on dependency patterns. We defined two parallel sets of patterns, one based on
surface structures, the other based on dependency relations. These sets of patterns
were used to extract and collect facts. The results of the experiments overall showed
that the use of dependency patterns indeed has a positive effect, both on the perform-
ance of the extraction task as well as on the question answering task. More facts are
being extracted with even higher precision. We can conclude that dependency rela-
tions eliminate many sources of variation that systems based on surface strings have
to deal with.
Still, it is also true that the same semantic relation can sometimes be expressed
by several dependency patterns. To account for this syntactic variation we implemen-
ted equivalence rules over dependency relations. Using these equivalence rules recall
increased a lot. For each relation, the number of extracted facts could have been in-
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creased by a similar amount by expanding the number of patterns for that relation.
The interesting point is that in this case this was achieved by adding a single, generic
component.
Furthermore, we introduced the d-score, which computes the extent to which the
dependency structure of question and answer match, so as to take into account crucial
modifiers that otherwise would be ignored, resulting in more questions being answered
by Joost.
The purpose of chapter 4 was to address the low coverage problem of off-line an-
swer extraction by incorporating a state-of-the-art coreference resolution system into
an answer extraction system. We investigated the extent to which coreference inform-
ation could improve the performance of answer extraction, in particular concentrating
on the effects of recall. Our aim was to determine whether adding coreference inform-
ation helped to acquire more facts and to investigate if more questions were answered
correctly.
To this end, we built a state-of-the-art coreference resolution system for Dutch,
which we evaluated using the MUC score, a clear and intuitive score for evaluating
coreference resolution systems. We showed that the results obtained on the KNACK-
2002 data were slightly better than the results reported by Hoste (2005), the only
other results reported to date on the KNACK-2002 data.
The system has been integrated as an coreference resolution system in the answer
extraction module. We evaluated the extended module on the extraction task as well
as on the task of question answering (QA). We extracted around 14.5% more facts
using coreference based patterns without loss of precision.
Using the extended tables on 233 CLEF questions resulted in an improvement
of the performance of a state-of-the-art QA system: 6 more question were answered
correctly, which corresponds to an error reduction of 7.3%.
Some questions in the data set seem to be re-formulations of sentences in the
newspaper corpus. In a real life application where questions are truly independent of
the document collection, adding coreference information would perhaps achieve even
better results.
In chapter 5 we automatically learnt patterns to extract facts for off-line question
answering by applying a bootstrapping technique. By automatically learning patterns
we can more easily adapt the technique of off-line answer extraction to new domains.
In addition, we might discover patterns that we ourselves had not thought of. A cru-
cial issue for existing bootstrapping-based algorithms is to ascertain that the patterns
and instances found are reliable so as to avoid the extraction of too much noise during
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further iterations. It seems natural to focus on precision when working with boot-
strapping techniques. Many unreliable patterns will result in noisy sets of instances,
which in return will yield wrong patterns, which will extract false instances, etc.
However, storing the facts off-line lets us use frequency counts to filter out incorrect
facts afterwards. Then we do not need to focus on precision during the extraction
process. It is of greater importance that we extract at least the correct answer.
We presented a bootstrapping algorithm for finding dependency-based patterns
and extracting answers. The algorithm takes as input ten seed facts of a particular
question category. On the basis of these ten seed pairs patterns are learned. We use
these patterns to find new facts and these new facts can again be used to deduce
patterns. The evaluation of the newly found patterns is based on the facts they
find. Learning patterns for answer extraction based on bootstrapping techniques is
therefore only feasible if the answers for a particular set of questions are formulated
in a consistent way.
Experiments were performed on three different question categories: capital, foot-
ball, and minister. For the capital and football categories the results showed indeed
that runs with a high recall and low precision achieved the best performance for QA,
although for the capital category low precision was more harmful than for the football
category. For the minister category one highly precise pattern was on its own respons-
ible for the extraction of most of the facts, so the results for all experiments in this
category were the same. We conclude that the results of the experiments suggest that
for the benefit of off-line QA we better not focus on high precision and that recall is at
least equally important. However, the balance between precision and recall can differ
over different categories, depending on the kind of patterns discovered.
Taken together, the results of these experiments suggest that syntactic information
can play a crucial role for increasing the recall in off-line answer extraction, not only
by defining patterns based on dependency relations, but also in providing useful know-
ledge to perform coreference resolution for answer extraction. Furthermore, patterns
based on dependency relations are easy to learn, since you can simply search for the
shortest path between two seed nodes. Surface patterns are typically harder to define
in a natural and meaningful way.
In general, off-line answer extraction is a valuable addition to IR-based QA. While
IR-based QA is inherently more robust due to the fact that the off-line method is only
suitable for questions with clearly defined question terms and answer terms, within
the domain of the off-line module scores can be very high for both recall and precision.
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6.2 Future work
We conclude this chapter with some ideas for future work.
In this thesis we focused on using syntactic information to increase the recall of
off-line answer extraction. Nevertheless, semantic information could also be taken into
consideration. We already use lists of terms (e.g., a list of function terms) to make
patterns more precise, but similar kinds of information could be used for improving the
coverage of patterns. Pas¸ca et al. (2006) show for example how to generalise surface
patterns by replacing the terms in the patterns with their corresponding classes of
distributional similar words. This technique could also be applied for dependency-
based patterns.
With regard to the domain of questions, we only tried to answer factoid CLEF
questions in this work. However, by creating off-line complete databases of facts other
kinds of questions could also be considered, the most obvious being list questions. For
instance, a query like “Name five presidents of the United States.” could easily be
looked up in the table of function facts. Since 2006 the question sets provided by
CLEF include list questions.
It would also be interesting to see what kind of questions users would ask given
an online question answering system based on newspaper text and if they are suitable
for off-line answer extraction. If we could daily create a database with tables of facts
for a newspaper published in the morning, the advantage would be that users can
ask questions about very recent events (e.g. scores for sport matches of the previous
day, new books being published, people who died) or even about future events (e.g.
questions about the weather). Moreover, this technique of off-line answer extraction
typically makes the time a user has to wait for an answer much shorter than for
IR-based question answering.
Using an online setting and real user questions would also give better insights into
the potential of coreference resolution for question answering. The CLEF questions
we used gave us the impression that they were not created completely independent of
the corpus.
In this thesis, we only used the coreference resolution system for off-line question
answering. Of course it can also be deployed in other parts of the question answering
system, for example in the answer extraction phase after passage retrieval. Starting
from 2007 topic questions were introduced in the question set. Topic questions are
clusters of questions which are related to the same topic and possibly contain anaphoric
references between one question and the other questions. A reference resolution system
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is needed in these cases.
We describe another possibility to use coreference knowledge for question answering
in Tiedemann and Mur (to appear). We performed experiments were we segmented
CLEF documents into passages based on coreference chains. Compared to the baseline
where documents were segmented into paragraphs, defined by the paragraph markup
of the CLEF corpus itself, we improved the scores for QA. However, from the same
experiments it turned out that paragraphs of fixed sizes were to be preferred, while
the paragraphs based on coreference chains varied a lot in length. It remains to be
seen what can be achieved by using coreference chains resulting in paragraphs of more
or less the same size.
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Appendix A
Patterns
In these patterns, all matching terms are between brackets. The terms in bold are
the ones matching with phrases we would like to extract. NAME is a phrase that is
tagged as name by the POS-tagger. NAMEP and NAMEO are phrases tagged as
person name and organization name by the Named Entity tagger respectively. DATE
is an expression of time identified by the POS-tagger, Y EAR should match with a
number of four digits. The subscriptions B and D are used to distinguish between the
birth year and year of death. ADJC , COUNTRY , CURRENCY , and FUNCTION
are all phrases from lists. The currencies, countries and country adjectives on these
list are manually collected from databases found on the Internet. The lists contain
90, 204 and 1031 entries respectively. The list with function terms was partly taken
from Dutch part of the EuroWordNet (Vossen (1998)) consisting of all words under
the node ‘leider’ (leader), 255 in total. Since the coverage of the Dutch EWN is
far from complete, Van der Plas and Bouma (2005) employed a technique based on
distributional similarity to extend the list automatically. We used the extended list
for our patterns. DET is a determiner (‘de’, ‘het’, or ‘een’). BE is a form of the verb
to be. V ERBF is one of the founding verbs ‘stichten’ (found), ‘oprichten’ (set up)
or ‘instellen’ (establish). ADJF is one of the founding adjectives ‘gesticht’ (found),
‘opgericht’ (set up), or ‘ingesteld’ (established). NOUNF is one of the founding nouns
’stichter’ (founder), ‘oprichter’ (founder), or ‘grondlegger’ (founder). PREP is one of
the preposition ‘in’ (in) or ‘op’ (at). COIN matches either the term ‘munt’ (coinage)
or ‘munteenheid’ (currency). TERM can match with an arbitrary term. Finally,
we used a few quantifiers. The question mark indicates zero or one of the preceding
element. {n} means between zero and n of the preceding element.
As for the labels of the dependency relations, subj denotes the subject relation,
obj1 is the direct object relation, mod stands for the modifier relation, app is the
apposition relation, and predc denotes the predicate-complement relation.
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A.1 Capital
A.1.1 Surface patterns
a /[ADJC] [hoofdstad], ? [NAME]/
b /[NAME], ? [TERM ]? [hoofdstad] [van] [COUNTRY]/
c /[NAME] [BE] [TERM ]{2} [DET ] [TERM ]? [ADJC] [hoofdstad]/





























b /[ADJC] [COIN ], ? [TERM ]? [CURRENCY]/
c /[COIN ] [in] [NAME] [BE] [TERM ] [CURRENCY]/


















A.3 Date of Birth
A.3.1 Surface patterns
a /[NAMEP] [(] [YEARB − Y EARD]/














a /[NAME] [V ERBF ] [TERM ]{2} [NAMEO] ([PREP ] [DATE])?/
b /[DET ] ([door] [NAME])?([PREP ] [DATE])?[TERM ] ∗ [ADJF ] [NAMEO]/
c /[oprichting] [van] [NAMEO] ([door] [NAME])?([PREP ] [DATE])?/
d /[NAME], [TERM ]? [NOUNF ] [van] [NAMEO] ([PREP ] [DATE])?/




〈V ERBF , subj,NAME〉,
〈V ERBF , obj1,NAMEO〉,






























a /[ADJC] [FUNCTION], ? [NAMEP]/
b /[NAMEP], ? [TERM ]? [ADJC] [FUNCTION]/
c /[NAMEP] [BE] [TERM ]{2} [DET ] [TERM ]?[ADJC] [FUNCTION]/
d /[FUNCTION] [van] [COUNTRY], ? [NAMEP]/
e /[NAMEP], ? [TERM ]? [FUNCTION] [van] [COUNTRY]/
f /[NAMEP][BE][TERM ]{2}[DET ][TERM ]{2}[FUNCTION][van][COUNTRY]/




































A.6 Location of Birth
A.6.1 Surface patterns
a /[NAMEP], [geboren] [in] [NAME]/
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Nederlandse samenvatting
Hoofdstuk 1: Introductie
In deze tijd neemt de hoeveelheid digitale informatie enorm toe. De ontwikkeling
van software om deze groeiende berg van informatie te doorzoeken wordt daarbij steeds
belangrijker. Een bekend voorbeeld hiervan is de zoekmachine Google. Op basis van
sleutelwoorden worden links naar relevante documenten getoond. Maar in sommige
situaties willen gebruikers op een concrete vraag een direct antwoord in een paar
zinnen. In dergelijke gevallen is een Question Answering (QA) systeem een uitkomst.
Zowel vanuit de academische wereld als vanuit het bedrijfsleven is er daarom aan-
dacht voor Question Answering systemen. Elk jaar doen er tientallen acade-mische,
commercie¨le en overheidsinstanties mee aan het Question Answering onderdeel van
TREC. Voor niet-engelstalige systemen is er iets soortgelijks, de Cross Language Eval-
uation Forum (CLEF).
Een QA systeem beantwoord een vraag door sleutelwoorden uit de vraag te gebruiken
en daarmee relevante paragrafen uit de kranten op te zoeken. Dit noemen we de in-
formation retrieval stap. In de paragrafen worden dan de exacte antwoorden gezocht.
Een andere methode om vragen te beantwoorden is gebaseerd op de observatie dat
sommige typen antwoorden telkens op een specifieke wijze geformuleerd zijn. Het cor-
pus kan off-line worden doorzocht op dit soort antwoord-patronen. We noemen dit
off-line antwoord-extractie.
De toevoeging off-line is om aan te geven dat de antwoorden met antwoord-extractie
uit het corpus wordt gehaald vo´o´rdat het echte proces van vragen beantwoorden begint.
De snelheid van Question Answering wordt hierdoor aanzienlijk verhoogd, omdat de
anwoorden al van te voren uit de tekst zijn gehaald. Naast snelheid is het een belangrijk
voordeel dat de information-retrieval stap van het online systeem overgeslagen kan
worden. Bovendien kan ruis makkelijk uit de tabellen met antwoorden verwijderd
worden, onder de aanname dat een incorrect feit minder vaak voorkomt dan een correct
feit. De antwoorden worden tenslotte in categoriee¨n ingedeeld, waardoor de klans
kleiner is dat er een antwoord van een verkeerd type geselecteerd wordt.
Bij off-line extractie voor Question Answering is er vaak sprake van een lage recall.
Het uitgangspunt van dit proefschrift is dat uitgebreide syntactische analyse van zowel
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de vraag als het corpus zal helpen om de recall te verhogen. Het proefschrift zal
proberen om op de volgende onderzoeksvragen een antwoord te geven:
• Hoe kunnen we de recall van off-line extractietechnieken verbeteren zonder verlies
aan precisie?
• Wat kunnen we bereiken door syntactische informatie te gebruiken voor off-line ant-
woord extractie?
Hoofdstuk 2: Off-line Antwoord-extractie: Eerste experiment
Om antwoord-extractie volledig te begrijpen, wordt er in dit hoofdstuk een simpel
experiment uitgevoerd. Een state-of-the-art question answering systeem breiden we
uit met een off-line antwoord-extractie module. We hebben simpele lexico-part-of-
speech patronen gedefinie¨erd om antwoorden te extraheren en deze antwoorden slaan
we vervolgens op in een tabel. De vragen worden hiermee automatisch beantwoord en
daarna handmatig gee¨valueerd.
Alle experimenten uitgevoerd in dit proefschrift maken gebruik van het Nederlandse
Question Answering systeem Joost. Naast de klassieke onderdelen vraag-analyse,
passage-retrieval en antwoord-extractie bevat het systeem ook de component Qatar.
Qatar is gebaseerd op de techniek van off-line antwoord-extractie.
Het eerste onderdeel van Joost, de vraag-analyse component, analyseert de vraag.
Als de vraag binnen een van de categoriee¨n valt waarvoor we tabellen hebben gemaakt,
zal hij verder afgehandeld worden door Qatar. Vragen die niet door Qatar kunnen
worden beantwoord, worden afgehandeld door de passage-retrieval component van
Joost.
Meerdere componenten van Joost maken gebruik van de syntactische analyse van
tekst. We controleren of de syntactische analyse van een zin overeenkomt met een
bepaald syntactisch patroon. Deze analyse wordt uitgevoerd door Alpino (Van Noord
et al., 2001), een dependency parser voor het Nederlands.
Het gebruikte corpus omvat twee jaargangen van twee kranten (Algemeen Dagblad
en NRC uit 1994 en 1995). De vragen die we gebruikt hebben voor de experi-
menten komen uit een grote verzameling vragen, beschikbaar gesteld door de CLEF-
organisatoren. In totaal waren dit 1486 unieke vragen.
De verzameling van antwoorden is handmatig gemaakt. Om te bepalen of een
antwoord goed was, hebben we de richtlijnen van CLEF gebruikt, met daarbij de
toevoeging dat het antwoord waar moest zijn in de tijdspanne van het corpus (de
jaren 1994 en 1995).
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Een categorie vragen dat goed bruikbaar is voor ons systeem zijn functie-vragen.
Om de antwoorden te extraheren op functie-vragen hebben we een set met patronen
gemaakt. We hebben zowel het extractie onderdeel als het question-answering onder-
deel gee¨valueerd. De gee¨xtraheerde antwoorden werden beoordeeld als goed, gedeel-
telijk goed of fout. Na evaluatie bleek dat 58% van de antwoorden goed waren, 27%
fout en 15% gedeeltelijk goed. Deze antwoorden werden gebruikt om 99 functie-vragen
te beantwoorden. 46% van de vragen kon niet beantwoord worden, 35% was goed
beantwoord en 18% fout.
Na evaluatie bleek dat het handmatig vastleggen van patronen erg foutgevoelig
is. Het zou misschien een oplossing kunnen zijn om dit geheel te automatiseren. Het
meest opvallende is dat bijna de helft van de vragen niet beantwoord kon worden. Na
handmatige analyse bleek dat de oorzaak meestal was dat de gedefinie¨erde patronen
niet flexibel genoeg waren. De afstand in de zin tussen de persoon en de functie was
bijvoorbeeld te groot om te matchen met een patroon. Andere oorzaken waren dat het
antwoord inderdaad niet voorkwam in het corpus, of dat referentie-resolutie nodig was
om het antwoord te vinden. In sommige gevallen kon het antwoord alleen gevonden
worden na complexe deductie. Na evaluatie van de vragen die fout beantwoord waren
bleek bovendien, dat het herkennen van bepalingen bij functies (zoals bijvoorbeeld
“president tijdens de Tweede Wereldoorlog”) cruciaal kan zijn om het goede antwoord
te vinden.
Hoofdstuk 3: Extractie gebaseerd op grammaticale relaties
In hoofdstuk 2 was een van de conclusies van het uitgevoerde experiment dat de
oppervlakte-patronen vaak niet flexibel genoeg waren om de antwoorden te extra-
heren. In dit hoofdstuk stellen we voor daarvoor in de plaats grammaticale patronen
te gebruiken.
Hiervoor hebben we de set met oppervlakte patronen die gebruikt werd in hoofd-
stuk 2 uitgebreid tot een totaal van 21. Het corpus werd geparsed met Alpino en we
hebben een set van 21 grammaticale patronen gedefinie¨erd, parallel aan de oppervlakte
patronen.
Om grammaticale variatie te ondervangen hebben we een aantal equivalentie regels
gebruikt en om rekening te houden met cruciale bepalingen bij antwoorden maken we
gebruik van de d-score. De d-score berekent in hoeverre de grammaticale structuur
van de vraag en het antwoord met elkaar overlappen.
We hebben hiermee drie verschillende extractie experimenten uitgevoerd. Ee´n die
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oppervlakte-patronen gebruikte, e´e´n die grammaticale patronen gebruikte en tenslotte
een die grammaticale patronen gebruikte met toevoeging van equivalentie regels. Van
elke set met feiten die op deze manieren werden gee¨xtraheerd, hebben we er willekeurig
honderd geselecteerd en handmatig gee¨valueerd.
De meest opvallende uitkomst was dat er over het algemeen een erg hoge preci-
sie was. De precisie scores waren hoger bij de methodes gebaseerd op grammaticale
patronen dan bij de methode gebaseerd op oppervlakte-patronen. Met grammaticale
patronen werden 11% meer feiten gee¨xtraheerd dan met de oppervlakte patronen.
Door het inzetten van equivalentie regels steeg dit naar 18%.
Daarna zijn er vijf question answering experimenten uitgevoerd om de verschillen
in uitkomst tussen de verschillende methodes te onderzoeken. Vragen werden beant-
woord met uitsluitend Joost, met Qatar erbij gebaseerd op oppervlakte patronen, met
Qatar erbij gebaseerd op grammaticale patronen en tenslotte met de toevoeging van
equivalentie regels. In het vijfde experiment werd bovendien de d-score gebruikt bij
het berekenen van de score voor elk antwoord.
Over het geheel zien we een constante verbetering na elk experiment, uitgevoerd
in bovenstaande volgorde. De algemene conclusie is dat het gebruik van grammat-
icale patronen een positief effect heeft, zowel op de extractie van antwoorden, als op
het beantwoorden van vragen. Het gebruik van equivalentie regels verbeterde vooal
de off-line question answering, omdat er dan veel meer feiten werden gee¨xtraheerd.
Het gebruik van de d-score was minder overtuigend. Soms werden feiten gemist door
parse-fouten, maar in het algemeen heeft het gebruik van grammaticale patronen de
voorkeur over het gebruik van oppervlakte patronen. Het toevoegen van equivalentie
regels verbeterde de uitkomst van elk vraagtype.
Hoofdstuk 4: Coreferentie resolutie voor off-line antwoordextractie
Het doel van de experimenten besproken in dit hoofdstuk is om het probleem van
te lage recall bij off-line antwoord extractie aan te pakken door een state-of-the-art
coreferentie systeem in het antwoord extractie systeem in te bouwen. We onderzochten
in hoeverre coreferentie informatie de prestaties van een antwoord extractie systeem
konden verbeteren en we richtten ons met name op de recall. We wilden bepalen of
het zinvol is om coreferentie informatie toe te voegen om meer feiten te extraheren en
meer vragen correct te beantwoorden.
We hebben een state-of-the-art coreferentie resolutie systeem gebouwd voor het
Nederlands, die we hebben gee¨valueerd met behulp van de MUC score. Dit is een
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duidelijke en intu¨ıtieve score om corefertie systemen te evalue¨ren. De resultaten die
we hebben behaald op de KNACK-2002 data zijn wat hoger dan de resultaten die
Hoste (2005) rapporteert.
We hebben het systeem in de antwoord-extractie module ge¨ıntegreerd. Met be-
hulp van de coreferentie informatie extraheerden we 14.5% meer feiten zonder dat
dat ten koste ging van de precisie. Door het gebruik van de uitgebreide tabellen met
feiten voor het beantwoorden van 233 CLEF vragen konden we zes vragen meer beant-
woorden. Dit betekent een error-reductie van 7.3%. Helaas bleek dat enkele vragen
herformuleringen waren van zinnen uit de tekst, waardoor de resultaten niet helemaal
betrouwbaar zijn. Wanneer de vragen werkelijk onafhankelijk van het corpus gesteld
zouden zijn, zou het toevoegen van coreferentie informatie wellicht meer resultaat
geven.
Hoofdstuk 5: Extractie gebaseerd op geleerde patronen
Patronen met de hand definie¨ren is erg lastig, omdat er zoveel mogelijke patronen
zijn. Door dit automatisch te laten doen kan de techniek van off-line antwoord-extratie
ook makkelijk toegepast worden op andere domeinen en kunnen er bovendien patronen
ontdekt worden die we zelf niet zouden kunnen verzinnen.
In dit hoofdstuk bespreken we een bootstrapping algoritme gebaseerd op grammat-
icale relaties, dat we hebben gebruikt om antwoord-patronen te leren. We hebben ons
beperkt tot het vinden van hoofdstad relaties, voetbal relaties en minister relaties.
De meeste literatuur over bootstrapping algoritmen focust zich op het verbeteren
van precisie. Dit ligt voor de hand, omdat anders teveel ruis verzameld zou worden.
Voor off-line extractie is dit echter geen groot probleem, omdat de verzamelde feiten
achteraf nog gefilterd kunnen worden. Het grote voordeel van een hoge recall is dat
het goede antwoord er waarschijnlijker tussen zal zitten.
Ons bootstrapping algoritme heeft als input tien seed facts van een specifiek vraag-
type. Dit zijn bijvoorbeeld tien land-hoofdstad paren. Het algoritme itereert door drie
fases: de patroon-inductie fase, de patroon-filtering fase en de feiten-extractie fase.
Tijdens de patroon-inductie fase wordt het corpus doorzocht op grammaticale pat-
ronen tussen de seeds van een seed paar. Daarna worden deze patronen gefilterd zodat
alleen de betrouwbare patronen overblijven. Om te bepalen wat een goede filterniveau
voor het selecteren van patronen is, gebruiken we de methode van Ravichandran en
Hovy (2002). We experimenteren op drie verschillende filterniveaus. Hij hoger het fil-
terniveau, hoe hoger de precisie, maar hoe lager de recall. De patronen die de filtering
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doorkomen worden gebruikt om meer feiten te extraheren in de derde fase.
Voor het experiment hebben we zorgvuldig voor de drie vraagtypen (hoofdstad,
voetbal en minister) tien seed facts samengesteld. Daarna werden alle zinnen uit
het CLEF corpus gehaald die tenminste een van de seed pairs bevatte. Feiten werden
gee¨xtraheerd totdat we meer dan 5000 feiten hadden verzameld. Dit is vanuit praktisch
oogpunt zo gedaan. De vragen van de CLEF corpus werden handmatig uitgebreid
totdat we 42 hoofdstad-vragen hadden, 66 voetbal-vragen en 32 minister-vragen.
Uit de drie experimenten die we hebben gedaan bleek dat het voor off-line antwoord
extractie beter is om niet te focusen op hoge precisie en dat recall op zijn minst even
belangrijk is. Verder blijkt dat het leren van patronen met een bootstrapping techniek
voor bepaalde vraagtypen niet werkt. Als een correct antwoord op allerlei manieren
geformuleerd kan worden is immers de precisie van de patronen niet te bepalen.
Hoofdstuk 6: Conclusie
In het laatste hoofdstuk worden de voorgaande hoofdstukken samengevat en sug-
gesties gegeven voor verder onderzoek.
In het algemeen kunnen we concluderen dat het gebruik van syntactische informatie
een cruciale rol kan spelen bij het verhogen van recall voor off-line antwoord-extractie.
Niet alleen door patronen te definie¨ren op basis van grammaticale relaties, maar ook
om als kennis te gebruiken in een coreferentie systeem voor antwoord extractie. Pat-
ronen op basis van grammaticale relaties zijn bovendien makkelijk te leren, omdat
eenvoudigweg gezocht kan worden tussen het kortste pad tussen twee seed knopen.
Verder stellen we dat off-line antwoord extractie niet alleen waardevol is voor QA,
omdat het het systeem sneller maakt, maar ook omdat het andere technieken kan toep-
assen dan retrieval gebaseerd QA. Ten eerste kan de retrieval stap overgeslagen worden,
het hele corpus kan doorzocht worden. Incorrecte antwoorden kunnen gemakkelijk uit
de tabellen verwijderd worden op basis van frequentie. En tot slot worden antwoorden
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