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ABSTRACT 
The main aim of this thesis is to study the effects of using a reduced level of 
arithmetical precision (as found in a 16-bit microprocessor) whilst running various 
algorithms in the detection stages of a digital modem. The reason for using a lower 
precision is to see if these algorithms will run on a limited precision device, such as a 
Texas Instruments TMS320C25 digital signal processor, in real time. 
In the study, data is transmitted over voice-band channels, such as telephone circuits 
and H.F. radio links, where the main imparements are intersymbol interference and 
additive noise. The characteristics of these channels is briefly studied. 
The thesis includes a study of quadrature amplitude modulated (QAM) signals 
transmitted over voice-band channels when the transmission path has, both, time 
invariant characteristics and when it introduces Rayleigh fading into the transmitted 
signal. Based on this study, an equivalent baseband model of the QAM system is 
derived, which is used in extensive computer simulation tests. 
Two near maximum likelihood detectors are studied, one of which is a modified 
version of the pseudo binary reduced state Viterbi algorithm and is easily implemented 
in real time. The linear feedforward channel estimator is also studied, along with an 
efficient root finding algorithm that adaptively adjusts a pre-filter placed ahead of the 
detector such that the combined impulse response of the channel and filter is minimum 
phase. To show the effects of using integer arithmetic, all of these algorithms are 
simulated using integer variables. 
Results of computer simulation tests are presented, showing the performance of the 
above algorithms whilst they are running independently from each other and when they 
are combined to form a complete modem receiver. High precision numerical values, 
calculated using the NAG mathematical library, are used to demonstrate the accuracy of 
the root fmding algorithm when it is running with integer arithmetic. Results of 
running the root fmding algorithm on a TMS320C25 development board are also given. 
These results are also compared with those found using the NAG library. 
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CHAPTER! 
INTRODUCTION 
1.1 BACKGROUND 
With the increasing need to communicate digital data from one place to another, there is 
considerable interest in tec~iques that will allow the data to be transmitted at the 
highest convenient rates over a wide range of channels [1]. The need for increasing the 
rate at which data is sent is due to the high cost of using a channel, for example, if 
the data was transmitted over a satellite link, then, increasing the data rate will reduce 
the time taken to send a block of data and therefore reduce the total cost of hiring the 
link. For a given equipment complexity, the maximum rate at which the data can be 
transmitted depends upon the bandwidth of the channel and the amount of noise it 
introduces into the transmitted signal [2,3,5). 
There are many different media over which the data stream can be transmitted, but the 
most important of these are the voice-band channels in the form of the telephone 
network and high frequency (H.F.) radio links [2). 
The telephone network offers a convenient medium (due to its worldwide existence) 
over which digital data can be sent. A telephone channel may be made up of several 
different media, such as, coaxial cable, optical fibres and satellite links. 
H.F. radio links are also important for data communications because they offer the 
most cost effective means of communicating data over long distances. Unfortunately, 
because of the unpredictable nature of H. F. radio links, satellite links are generally 
used for long distance communications, even though the latter are very expensive. 
Shannon [ 4) has shown that for a typical voice-band channel, where the signal-to-noise 
ratio is approximately 30 dB, the maximum rate at which information can be sent over 
such a channel is roughly 20000 bits/second. 
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Various detection processes have been developed to detect the digital data from the 
received noisy and distorted signal. Their complexity depends upon the rate at which 
the data is transmitted, as well as the nature of the signal impairments likely to be 
encountered over the channel. Many promising near-maximum likelihood detectors 
have !J!;en proposed in recent years [6-26,29]. Their performance has been shown to 
be improved by the placement of a linear feedforward filter placed ahead of the detector 
[6,8-11,16,27-29] such that the impulse response of the channel and filter is minimum 
phase [30]. The characteristics of the voice-band channel are likely to be varying (from 
call to call in the case of a telephone channel, or, continuously for a H.F. radio link) 
and the filter ahead of the detector must, therefore, be adaptive in nature. A simple, 
cost effective algorithm has been developed by Clark and Hau [27 ,29], that will enable 
the filter to be adjusted both rapidly and accurately to the changes in the channel 
characteristics. 
A large amount of work has been carried out, using computer sirnulations, to show the 
performance of various detectors, operating with the filter just mentioned, in the 
presence of intersymbol interference and additive white Gaussian noise 
[8-12,15,16,19-25]. The computer simulations have all been carried out using a high 
degree of numerical precision. Since the detectors are intended to be used in a practical 
modem where, it is highly likely that they will be run on a limited precision digital 
signal processor which will also have a limited speed [1], the computer simulations 
mentioned above do not give a clear idea of whether or not the detection algorithms will 
run and, if so, how accurately when the numerical precision used is reduced 
The aim of this thesis is, therefore, to show if the various algorithms that are found in 
the detection stages of a digital modem will run on a digital signal processor such as the 
Texas Instruments TMS320C25. 
1.2 OUTLINE OF THE THESIS 
Chapter 2 gives a description of a model of a digital data transmission system over 
which quadrature amplitude modulated signals are sent. Based on this model, an 
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equivalent baseband model is derived, where data is transmitted over a linear base band 
model of the transmission system. 
Chapter 3 covers the various types of detection processes, beginning with a description 
of the decision feedback equaliser, which gives a simple (and easily implementitble) 
means of detecting the data. An outline of the optimum detection process is then given, 
followed by a brief description of the Viterbi algorithm detector. Two near-maximum 
likelihood detectors, both based upon the reduced state Viterbi algorithm, are then 
described. The performance of the near-maximum likelihood detectors is then shown 
to be improved by placing a filter ahead of the them to give a minimum phase impulse 
response. 
In chapter 4 the transmission of digital data over telephone circuits is studied. First, 
some of the effects of using reduced precision arithmetic are considered. Descriptions 
of the linear feedforward channel estimator and a root fmding algorithm, that will 
adaptively adjust the filter ahead of the detector, are given. Results are presented 
showing the performance of these two algorithms when 16-bit (or less) integer 
arithmetic is used whilst they are running. Following this, the results of running the 
root fmding algorithm on a TMS320C25 development board are shown. Finally, bit 
error rate curves showing the performance of the estimator, root finding algorithm and 
near maximum likelihood detector, operating together, are presented. Ways in which 
the speed of the various algorithms studied are also discussed. 
Chapter 5 describes some of the properties of the H.F. radio link. A model of the H.F. 
radio link is presented that is suitable for use in computer simulations. 
Chapter 6 gives a description of the transmission of a QAM signal over an H.F. radio 
link and presents a model of an equivalent baseband model which can be used in 
computer simulation tests. Results of runoing the algorithms considered in chapter 4 
with reduced precision arithmetic and a time varying channel are then presented in the 
form of bit error rate curves. 
Chapter 7 gives some conclusions and some suggestions for further work. 
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Chapter 2 
Model of the Digital Data Transmission System 
2.1 Introduction 
In this chapter a model of the digital data transmission system is presented, where a 
binary data stream is transmitted over a voice-band channel. Before the data stream is 
transmitted, it is first converted into a form so that it can pass over the transmission 
path with as little distortion and loss of signal power as possible [2,31]. Since the data 
stream is a baseband signal, i.e. one whose frequency spectrum is centred around zero 
Hertz, it must be used to modulate a carrier waveform to produce a signal whose 
frequency spectrum lies in the centre of the passband of the voice-band channel. The 
most suitable type of modulation scheme for voice-band channels is suppressed carrier 
quadrature amplitude modulation (QAM). QAM has several advantages over other 
types of modulation techniques, for example, it makes efficient use of available 
bandwidth and the actual modulation and demodulation processes are linear, which 
greatly simplifies the detector [2,3,5,32,33]. 
In the following section, the band-pass model of the data transmission system, which is 
shown in figure 2.1, is examined and it is shown that this model can be represented by 
an equivalent baseband model [5,33,34]. Because of its simplicity, the baseband 
model is easily simulated on a computer. 
2.2 Analysis 
In figure 2.1, the digital data stream is first encoded to produce two streams of bipolar 
impulses, LSi,oB(t-iT) and LSi,15(t-iT), where 1/f is the rate at which the impulses are 
generated. For an m-level QAM signal si,O and si, I have one of the possible values 
given by 
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s. 0 ,s. 1=2j -rrn+1 1, 1, j =0,1, ... , <rm -1) .. 2.1 
For example, with a 16-level QAM signal, s~0, s~1=±1 or ±3. The symbols s~0 and 
s; 1, togelher, may lhus have one of m possible combinations. The two streams of 
• 
impulses are fed separately into two low-pass filters (filters C1 and Y), bolh of which 
have lhe real valued impulse response c(t). The outputs of lhese two filters are 
modulated (multiplied) by two carriers that are in phase quadrature, but with lhe same 
frequency fc. The outputs of lhe two modulators are added together to form a QAM 
signal, which is fed into the band-pass filter D. Filter D has a real valued impulse 
response, d(t), and it prevents any unwanted signals lhat lie outside lhe band of 
frequencies, occupied by the QAM signal, entering lhe transmission path. The carrier 
frequency is chosen such that the amplitude spectrum of x(t) which is fed into the 
transmission path, IX(f)l, will fit within the frequency characteristics of lhe 
transmission path, whose real valued impulse response is h(t). Figure 2.2a shows the 
amplitude response of filter C, and figure 2.2b shows lhe amplitude spectrum of x(t). 
In figure 2.2b it can be seen that for IX(f)l to have a bandpass shape, lhe carrier 
frequency, fc, must not be less than 1/2T, where IC(f)l is assumed to be bandlimited to 
-l/2T to 1/2T Hz, i.e.lhe system is assumed to be operating at lhe Nyquist rate [2]. A 
real valued noise signal, n(t), is added to lhe signal before it passes through filter E. 
The noise signal is assumed to be a white Gaussian signal, wilh zero mean and a two 
sided power spectral density no/2. At lhe receiver, filter E, which has a real valued 
impulse response e(t), removes any spectral components of n(t) lhat lie outside lhe 
frequency band of the QAM signal, without however, cansing excessive distortion. 
Figure 2.2c shows the amplitude response, IE(f)l, of filter E. The output of filter E is 
coherently demodulated by multiplying it by two carriers in phase quadrature which 
have same frequency fc. The two low-pass filters wilh real valued impulse responses 
f(t), remove any high frequency components generated by lhe demodulation process to 
give two baseband signals, which are fed into the detector. Chapter 3 describes lhe 
detection process. 
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From figure 2.1, it can be seen that x(t) is given by, 
x(t)=.[i Lh0c(t-i1)cos21tf0 t -fi Lsi.l c(t-i1)sin21tf0 t .. 2.2 
i i 
Now, if we let 
s.=s. 0+js. 1 1 1, 1, 
then equation 2.2 can be expressed as 
or equivalently by 
r" j2ltf·'] x(t)=.fiR1-7's; c(t-i1)e 
.. 2.3 
.. 2.4 
.. 2.5 
where s;"e ·i211fc1 is the complex conjugate of s;ei21tfct , The input signal to the 
demodulator is given by 
z(t)=x(t}*d(t)*h(t)*e(t)+n(t)*e(t) 
.. 2.6 
and the outputs of the two demodulator filters are 
r1 (t)=( .fi z(t)cos(21tf0 t+9}) *f(t) .. 2.7 
and 
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r2(t)=(-fi z(t)sin(21tfct+9)) *f(t) .. 2.8 
where it is assumed that the frequency of the two reference carriers is equal to the 
~equency of the signal carrier, fc, and that the phase difference between the reference 
' 
carriers and the signal carrier is zero, i.e. e=O. The phase difference may be adjusted to 
be zero using phase locked loop techniques [14], therefore, it will be assumed that it is 
zero throughout the rest of this analysis. If we let 
.. 2.9 
then 
r(t)=[i (z<t)e·j211fct) *f(t) 
.. 2.10 
substituting 2.5 and 2.6 into 2.10 yields the following expression for the received 
signal 
r(t)= 4r/ c(t-iT) * ( (d(t)*h(t)*e(t))e·i211f•')) *f(t) 
1 
" (C -j411f ') C -j21tf ')) + .4X c(t-iT)e • * (d(t)*h(t)*e(t))e • *f(t) 
1 
fi ( ·i21tf ') + (n(t)*e(t))e • *f(t) .. 2.11 
The term c(t-iT)e ·i41tfct in the second summation in equation 2.11 represents a 
band-pass signal whose frequency sprectrum lies outside the frequency band of the 
low-pass filter F, therefore the second summation can be ignored. Thus equation 2.11 
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reduces to 
where 
and 
r(t)= Ls;Y(t-in + w(t) 
i 
( ·2m- t) y(t)=c(t)* (d(t)*h(t)*e(t))e·J • *f(t) 
fi( "2m"t) w(t)= (n(t)*e(t))e-J • *f(t) 
.. 2.12 
.. 2.13 
•. 2.14 
The term in the the square brackets in equation 2.13 can be expressed alternatively as 
-"221ft -"221ft -"2m"t (d(t)e J • )*(h(t)e J • )*(e(t)e J • ) •. 2.15 
therefore the Fourier transform of equation 2.13 is 
•• 2.16 
If we consider D(f+fJ, since d(t) is a real valued band-pass function then [5] 
D(f)=D*(-f) •. 2.17 
Defining D0(f-f.,) as 
D (f-f )= { D(f) f>() 
o c 0 f<O •. 2.18 
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then 
.. 2.19 
thus from equation 2.17 
.. 2.20 
Taldng the inverse Fourier transform of 2.20 gives [5] 
.. 2.21 
where the function do(t) is said to be the baseband equivalent of d(t). Multiplying d(t) 
in 2.21 bye -j2ltfct gives 
.. 2.22 
The second term on the right hand side of equation 2.22 has spectral components that 
lie outside the frequency response of the low-pass filters C and F ,therefore, it can be 
ignored. From equation 2.22, and from a similar analysis for h(t) and e(t), the impulse 
response of the channel, y(t), given by equation 2.13, can be written as 
y(t)=e(t)*d0(t)*h0(t)*e0(t)*f(t) .. 2.23 
which represents the linear baseband channel formed by the two transmitter filters C, 
the linear modulators, filter D, the bandpass transmission path, filter E, the linear 
demodulators and the two receiver filters F. Equation 2.23 is in general a complex 
valued quantity. The Fourier transform of 2.23 is 
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where D0(f), Ho( f) and Eo( f) are the base band equivalent transfer functions of filter D, 
the transmission path and filter E, respectively. If we let 
.. 2.25 
represent the overall filtering carried out at the transmitter, and 
.. 2.26 
represent the overall filtering carried out at the receiver, then 2.24 becomes 
Y(f)=A(f)*H0(f)*B(f) .. 2.27 
· which is the transfer function of the linear base band channel. The transfer functions 
A(f) and B(f) are adjusted so that IA(f)I=IB(f)l such that if the transmission path 
introduced no distortion then the receiver filter would be matched to the transmitter filter 
and the signal-to-noise ratio at the output of filter B would be maximised [2,5]. 
The noise signal (equation 2.15), w(t), is a low-pass random process and is a complex 
valued quantity. If n(t) in equation 2.15 is a Gaussian random variable then both the 
real and imaginary parts of w(t) will also be Gaussian random variables. 
Figure 2.3 shows a model of the linear baseband channel represented by equation 2.27, 
where the overall filtering carried out at the transmitter in figure 2.21 is represented by 
filter A, and likewise the overall filtering carried out at the receiver is represented by 
filter B. The sampler in figure 2.3 samples the received signal, r(t), once every T 
seconds to give the samples {ri}, where 
r.= ~ s. hyh+w. 
. L ·~ . h=O ..2.28 
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and Yh=y(hT), ri=r(iT) and wi=w(iT). The {Yhl represent the impulse response of the 
channel sampled once every T seconds. It is assumed that there is no delay in 
transmission, thus y0;tO, also Yh=O for h<O and h>g. Since the amplitude reponse of 
the baseband channel, IY(f)l, is approximately zero for lfl> 1/2T, the sampling rate of the 
sampler approximately satisfies Nyquists samplin~ theorem, and the samples {ri} 
contain all the necessary information needed by the detection process. From equation 
2.28, a more simple model of the system can be derived, which is suitable for use in 
computer simulations. Figure 2.4 shows such a model, where the noise component in 
r(t) are generated separately by feeding the complex valued noise signal u(t) into a 
separate filter identical to the receiver filter B. 
Using equation 2.12, the average energy per signal element in r(t) is 
.. 2.29 
where E[.] is the expected value. If the {si} are statistically independent and with zero 
mean then 
2J 2 c.=si ly(t)l dt .. 2.30 
where si2 is given by 
.. 2.31 
For convenience, the impulse response of the channel y(t) is scaled such that the 
integral in equation 2.30 has a value equal to unity, therefore 
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2 e =s. ..2.32 
s 1 
The representation of the QAM system by a linear baseband channel model, shown in 
figure 2.4, gives a simplified view of the data transmission system. Because of its 
simplicity, the linear baseband model is very useful for computer simulation tests that 
measure the performance of the system under different conditions. 
2.3 Differential Encoding 
At the transmitter (figure 2.1), the binary data stream is encoded using differential 
encoding. Differential encoding reduces the number of errors occurring in the detected 
data due to sudden phase changes in the signal carrier relative to the reference carriers at 
the receiver. Figure 2.5 shows a block diagram of the differential encoder. It is 
assumed that the binary digits entering the encoder are statistically independent and 
equally likely to have the values 0 or 1. As the binary digits enter the encoder they are 
split up into groups of four or six digits, ( !X;.hl, for h=1,2, ... ,b, where, depending on 
whether 16 or 64-level QAM is used, b=4 or 6, respectively. The first two binary 
digits, a;,1 and a;,2 in any one group are now recoded according to table 2.1, to give the 
coded binary digits 8;,1 and 8;,2• where, in table 2.1, 8;-1,1 and 8;_1,2 are the two 
previously differentially encoded digits. The remaining binary digits, a;,3 to IX;,b are left 
as they are, giving the digits 8~3 to 8~b at the encoder output. Initially, when the first 
group of digits are encoded (when i=O), 8_1,1 and 8_1,2 are fixed to some arbitrary value, 
say 0. The resulting group of b digits now determine the corresponding coded data 
symbols;. Figures 2.6 and 2.7 show the signal constellations of the coded symbols for 
a 16 or 64-level QAM signal, respectively, where the binary numbers below each point 
are the values of the encoded binary digits, 8;,1, 8~2, ••• 8~b· The first two binary 
digits, 8~ 1 and 8;,2 determine which quadrant in figure 2.6 or 2.7 s; lies in and the 
remaining digits, 8~3 to 8~b determine the position of S; within a particular quadrant. To 
further help reduce the probability of errors occurring, due to noise, in the detected 
2. MODEL OF TRANSMISSION SYSTEM 13 
data, Gray coding has been used within each of the quadrants as can be seen in figures 
2.6 and 2.7. Exact Gray coding is not possible over the entire signal constellation. 
At the receiver, after the data symbol si has been detected, the corresponding values of 
the encoded binary digits, Bi.l• Bi.2, ••• Bi.b• are found using figure 2.6 or 2.7 The 
values of <Xi.! and <Xi.2 are then determined using table 2.1, where Bu and BL2 are now 
the detected coded digits, and Bi·l.l and Bi.1•2 are the previously detected coded digits. 
It can be seen from table 2.1 and figure 2.6 or figure 2. 7 that a phase shift of 7t/2 
radians (or any multiple) in the phase relationship between the reference carriers in the 
coherent demodulators and the received signal carrier, giving the corresponding rotation 
in the phase angle of a received sample ri, doesn't change the detected values of <Xi.J to 
<Xi.b• corresponding to any given value of si, nor can it lead to any prolonged burst of 
errors in the detected values of <Xi,! and <Xi,2• 
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Table 2.1 Differential Encoding of the 16 or 64-Level QAM Signal 
a. 1 a. 2 
•• •• 
~i-1,1~i-1,2 ~i.1 ~i.2 
0 0 0 0 0 0 
0 0 0 1 0 1 
0 0 1 0 1 0 
0 0 1 0 1 1 
0 1 0 0 0 1 
0 1 0 1 1 1 
0 1 1 0 0 0 
0 1 1 1 1 0 
1 0 0 0 1 0 
1 0 0 1 0 0 
1 0 1 0 1 1 
1 0 1 1 0 1 
1 1 0 0 1 . 1 
1 1 0 1 1 0 
1 1 1 0 0 1 
1 1 1 1 0 0 
Figure 2.1 Model of the Digital Data Transmission System 
Low-pass lr Low-pass r1(t) 
Is;,oB(t-iT) r- r--0- r®-filter cl filter F I-!-i c(t) f(t) 
~ 
Input 
data Differential ~ Band-pass ~ Telephone ~ Band-pass Detector Encoder filter D Circuit filter E 1- and d(t) e(t) Decoder 
Isi,l S(t-iT) '---
Low-pass k8> L®- Low-pass filterCz filter F f-.-i c(t) Additive white ~ f(t) r2(t) 
Gaussian noise 
n(t) 
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Figure 2.2a Amplitude Response of Filter C 
IC(f)l 
Figure 2.2b Frequency Specttum of x(t) 
IX( f) I 
1 
-f --
c 2T 
-f 
c 
1 0 l 
-f+- f--
c 2T c 2T 
Figure 2.2c Amplitude Response of Filter E 
lE( f) I 
1 
-f --
c 2T 
~ 
1 0 1 
-f+- f--
c 2T ' 2T 
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Figure 2.6 Signal Constellation for a 16-level Differentially 
Encoded QAM Signal 
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Figure 2. 7 Signal Constellation for a 64-level Differentially 
Encoded Signal 
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CHAPTER3 
DETECTION PROCESSES 
In a digital data transmission system, where a signal is transmitted over a channel that 
introduces severe distonion, such as a telephone channel, the distonion will be too 
great for a simple threshold detector to be of any use as a means of detecting the data 
from the received signal. A more effective means of detecting the data from the 
received distoned signal is therefore needed. 
Let the model of the data transmission system be as shown in figure 3.1. The 
information is carried by the data symbols (si), where 
s.=s. 0+js. 1 • .3.1 1 1, 1, 
and the possible values of s~0 and ~1 are given by 
s. 0,s. 1=2j-.fril71 1, l, j=O,l, .•• ,(.{ril-l) .. 3.2 
and where m is the number of possible values that si can take on. It is assumed that all 
of the possible values of si are equally likely to occur and that they are statistically 
independent. In figure 3.1, the data symbols are fed into the input of the transmitter 
filter in the from of a stream of impulses, LsiS(t-iT). These impulses are fed into the 
system at a rate of l{f symbols per second, which is approximately equal to the 
Nyquist rate [2], since it is assumed that the amplitude response the linear base-band 
channel is close to zero for frequencies lfl>l/2T. The output of the receiver filter is 
given by 
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r(t)= Lf; y(t-iT) + w(t) . .3.3 
where y(t) is the impulse response of the linear base-band channel and w(t) is the 
complex valued bas~-band noise signal. The waveform r(t) is sampled once per data 
symbol period, T, at times t=iT, to give the received samples {r;}, where r; is given by 
r.= ~ s. hyh + w. 
1 L 1- 1 ..3.4 
h=O 
and r;=r(iT), Yh=y(hT) and w;=w(iT). It is assumed that the duration of the impulse 
response lasts for only (g+ 1 )T seconds, where g is a positive integer. Thus, the 
sampled impulse response of the channel is given by the (g+ 1) component row vector 
. .3.5 
Now, equation 3.4 can be expressed alternatively as 
.. 3.6 
The term S;Yo on the right hand side of equation 3.6 is the wanted component ofr~ from 
which the value of s; can be determined using a simple threshold detector. The second 
term on the right hand side of equation 3.6 represents the intersymbol interference in r;, 
caused by the channel. 
Many methods for detecting the data symbols { s;} in the prescence of intersymbol 
interference and noise have been developed and these may be broadly classified into 
two distinct groups. The first type of detectors make use of a filter, called an equalizer, 
which is usually placed ahead of the detector, and attempts to remove the distortion 
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introduced by the channel into the received samples (r;). In the second group of 
detectors the decision process itself is modified to take into account the intersymbol 
interference present in the received samples (r;}, in fact no attempt need be made to 
reduce the distortion present in the received signal prior to detection. Generally the 
second group of detection processes out-perform the detectors making use of 
equalization techniques. 
3.2 The Decision Feedback Equaliser [6] 
As mentioned previously, an equaliser can be used to remove all or part of the 
distortion present in the received signal. There three main types of equaliser, known 
as, the linear equaliser, the pure non-linear equaliser and the decision feedback 
equaliser (DFE). The DFE is, in fact, a combination of the linear and pure non-linear 
equaliser and generally gives a superior performance over the two former types of 
equaliser when used for the detection of data sent over typical voice-band channels. 
The decision feedback equaliser will now be described. 
The basic structure of the decision feedback equaliser is shown in figure 3.2. The 
received signal, r(t), is sampled once per data symbol period to give the sequence of 
samples (r;) at the input of the transversal filter D. From equation 3.4, 
r.= ~ s. hyh +w. 
1 L 1- 1 
h=O 
which can alternatively be expressed as 
..3.7 
.. 3.8 
where S;Yo is the desired component of the sampler; from which s; can be detected, and 
Ls;.hYh represents the intersymbol interference contained in the sampler;. 
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Let the sampled impulse response of the transversal filter D be represented by the 
q-component row vector D 
. .3.9 
and let the z-transform of this sequence be 
-1 -q+l D(z)=da +d1 z + ... +d0 _1 Z . .3.10 
Also, let the tap weights of the transversal filter F be represented by the g-component 
row vectorF 
.. 3.11 
and the let the z-transform of the sampled impulse response of the channel be 
.. 3.12 
Y(z) can alternatively be expressed as the product of two polynomials [6], i.e., 
Y(z)=Y1(z)Y2(z) . .3.13 
where 
-1 -m+g Y1(z)=l+~z + ... +a z g-m .. 3.14 
and 
-1 -m Y2(z)=b0+b1 z + ... +bmz .. 3.15 
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where Y 1 (z) is a polynomial with roots that lie inside the unit circle in the complex 
z-plane and Y 2(z) is a polynomial with roots outside the unit circle and m is an integer 
that has a value between 0 and g and is the number of roots of Y(z) that lie outside the 
unit circle in the complex z-plane. Let Y 3(z) be a polynomial given by 
.. 3.16 
where • denotes the complex conjugate. It can be seen that the sequence with z-transform 
Y3(z) is the reverse of the sequence with z-transform Y 2(z), hence Y3(z) has its roots at 
the reciprocal of the conjugate positions of those ofY 2(z) in the complex z-plane. 
Now, there are two possible combinations of the tap weights of filters D and E that give 
optimum or near optimum performance [6]. The first attempts to minimise the mean 
square error in the signal Pi in figure 3.2 and is known as a minimum mean square error 
(MMSE) equaliser [6,7]. In the second, the channel is accurately equalized, and, subject 
to this constraint, it minimises the mean square error in the equalized signal. This second 
type of equaliser is known as a zero forcing equaliser (ZF) and is generally accepted as 
being the optimum DFE [6]. As the signal-to-noise ratio increases the performance of the 
MMSE equaliser approaches that of the ZF equaliser. But at very low signal-to-noise 
ratios the MMSE equaliser may or may not give a better performance [6]. It can be 
shown that the optimum values of the tap weights (for zero forcing) of filters D and E are 
-h 
=z E(z) . .3.17 
where h is a positive integer, and the sequence with z-transform E(z) is the desired 
sampled impulse response of the channel in cascade with filter D. Thus, D(z) is given by 
. .3.18 
from which the tap weights of filter D can be calculated. In the optimum DFE the linear 
' filter D, when correctly adjusted, removes the zeros of Y(z) that lie outside the unit circle 
in the complex z-plane and replaces them with zeros at their reciprocal of their conjugate 
positions in the complex z-plane. 
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The sequence (p;) at the output of fllter D are given by 
p.= ~ s .. e. +u. 
1 L 1-j J • ..3.19 j=O 
where u; represents the filtered noise satnp1es. From equation 3.17, it can be seen that 
the first component of the row vectorE will be unity, therefore equation 3.19 becomes 
.. 3.20 
The second term in equation 3.20, which represents the intersymbol interference, can 
now be removed by setting the tap gains of filter F (figure 3.2) such that 
. .3.21 
and hence <li will be 
• .3.22 
and thus, the signal at the output of the detector(figure 3.4) will be 
. .3.23 
Where, in equation 3.22, the (si') represent the detected values of~· If the values of 
s;' have been correctly detected (i.e. s;'=S;) then the value of <li will be equal the second 
term of equation 3.20. In the abscence of noise and with correct adjustment of filters D 
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Since the characteristics of the telephone channel may vary considerably from call to 
call, or during the duration of a single call, the two filters, D and F, must be adaptively 
·adjusted for each call before actual transmission of data can start. Figures 3.3 and 3.4 
show the structure of an adaptive DFE, which is based upon the steepest descents 
method to adaptively adjust the tap gains of the two fllters [26]. 
The signal at the input of the detector is 
x.=s: +u. 
l l l 
. .3.24 
The error in xi is ei=xi-si' and when si' is correctly detected then si'=~ and ei=xi-si. The 
mean square error in ~ can be taken to be 
.. 3.25 
It can be shown that provided { ~} are statistically independent, the mean square error is 
minimised when the tap gains of fllter D are incremented according to [ 6] 
where 
for j=O,l, ••• ,(n-1) 
and the tap gains of fllter F are incremented using 
f. = f. 1+ l>f. 
J J• J 
. .3.26 
.. 3.27 
..3.28 
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where 
for j=0,1, ... ,(n-1) . .3.29 
and a is a suitable small positive constant. The smaller the value of a the smaller the 
effects of noise on ( d;}, but, at the same time, the slower the rate of convergence. At 
high signal to noise ratios the tap gains of filters D and F are adjusted to minimise the 
error ins;' and the adaptive equaliser approaches the optimum DFE [6]. 
3.3 The Optimum Detection Process 
The main weakness of using a decision feedback equaliser is that only a portion of the 
received signal element is used in the detection of that element, the remaining patt of 
that element being removed by cancellation and not involved in the actual detection 
process. If the detection process is to have the best tolerance to additive white 
Gaussian noise, i.e. the detector minimises the probability of an error in the detection of 
the complete message, then the whole of the received signal must be used by the 
detector. This leads to two defmitions of the optimum detector [ 6], the first type 
mininrises the probability of error in the detection of the whole of the received message, 
and the second type minimises the error probability in the detection of an individual data 
symbol and hence minimises the average bit error rate over all the received data 
symbols, provided they are statistically independent. 
If a sequence of data symbols (s;}, are transmitted, as shown in figure 3.1, then the 
received samples at times t=iT, will be given by 
.. 3.30 
where 
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z.= ~ s .. yh . .3.31 
1 L 1-J 
IF() 
It is assumed that ( w;) are statistically independent Gaussian random variabl,es that 
represent the noise components in the received samples (r;). The (r;), (Z;). ( w;), (s;) 
and (Y;) are, in general, complex valued quantities. The real and imaginary parts of w; 
are Gaussiau random variables with zero mean and varience a2. 
If the total number of transmitted symbols is N, i.e. i=l, 2, ... ,N , then the samples 
(r;), (Z;). (w;) and (s;) can be represented by theN-component row vectors RN, ZN, 
WN and SN, where 
. .3.32 
. .3.33 
. .3.34 
and 
. .3.35 
From equations 3.30, 3.32, 3.33 and 3.34 
. .3.36 
Once all of the data symbols have been transmitted, the vector RN will be known to the 
detector at the receiver and the detection process can start. Initially, the detector 
computes the mN a-posteriori probabilities [3,33,35] 
for i=l,2, ... ,mN . .3.37 
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where XN.i is one of the mN possible values of the vector SN. The detector accepts the 
hypothesis SN=XNJ if [ 6,33-35] 
. 12 N . i. t= , , ... ,m , t:;t:J ..3.38 
Applying Bayes theorem [6,35] to equation 3.38 leads to the receiver making the 
decision SN=XN.j when, 
e . 12 N •. 10r t= , , ... ,m , t;t) 
where P(SN=XN,;) is the a-priori probability that SN=XN,i• p(RNISN=XN,;) is the 
conditional probability density function of RN given XN,i has been transmitted. For the 
special case where all of possible values of s; are equally likely to occur and hence all 
mN values of SN are equally likely to occur, equation 3.39 reduces to 
e . 12 N •• 10f I= , , ••• ,m , l~J ..3.40 
where XNJ is the value of XN,i that maximises p(RNISN=XN)• which is known as the 
likelihood function of XN,i• and the detector that selects the value of i for which this 
function is maximum is known as a maximum likelihood detec~or [6,26,31,34,35]. 
Now, since there is a one-to-one mapping between SN and ZN (equations 3.30 and 
3.31) then 
.. 3.41 
where p(RNIZN) is the conditional probability density function of RN given ZN. Since 
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the samples {r;} and {Z;} are statistically independent then p(RNIZN) can be expressed 
as 
•• 3.42 
Let the complex values r; and Z; be written as 
r.=r. 1+jr. 2 1 I, 1, .. 3.43 
and 
Z.=Z. l+jz. 2 1 1, l, . .3.44 
for i=l,2, ... ,N. Since { w;} are statistically independent Gaussian random variables 
with zero mean and variance aw2• then for a given transmitted vector SN and hence for a 
given vector ZN, the received samples, {r;}, are statistically independent random 
variables with mean Z; and variance aw2• thus [3] 
so for each ri.h 
. .3.46 
for h=1,2 and i=l,2, .•. ,N. 
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Substituting 3.46 into 3.45 gives 
N 1 (-(r -z. )2) p(~l~)= n 2 exp i,1 ;·1 
•=1 P. 2crw 
1 ( -1 LN 2 2) 
-
---:-:,.exp - (r. 1-z. 1) +(r. 2-z. 2) N/2 2 1, 1, 1, 1, (2ncr2) 2crw i=1 
.. 3.47 
where 
N 
L 2 2 = ((r. 1-z. 1) +(r. 2-z. 2) ) 1, 1, 1, 1, .. 3.48 
i=1 
and IRw-ZNI is the length of the vector (RN-ZN) and so it is the unitary distance in the 
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N-dimensional vector space between the vectors RN and ZN [26]. It can be seen from 
equation 3.47 that p(RNIZN) is maximised by minimising IRwZNI, as well as reducing 
the noise variance. Thus, for the conditions assumed, the maximum likelihood detector 
that selects a value of XNj satisfying equation 3.40, will select a possible vector XN,i 
for which the corresponding signal vector ZN is closest in theN-dimensional vector 
space to the received vector RN. The computation of the mN a-posteriori probabilities 
suggested by equation 3.40 can therefore be replaced by the evaluation of the mN 
possible values of IRwZNI2 given by equation 3.48, which are known as 'costs'. The 
vector XN,i giving the vector (RwZN) with the smallest cost will be the selected vector. 
The above process does not minimise the probability of error in the detection of 
individual data symbols, but at high signal-to-noise ratios and with white Gaussian 
noise, the described process will approximately minimise the average probability of an 
error in the detection of an individual symbol [6]. Since m and N will, in general, be 
large the maximum likelihood detection process described above will be far too 
complex to implement since it will involve the evaluation of equation 3.48 mN times. 
However this process can be greatly simplified using recursive technique known as the 
Viterbi algorithm. This makes use of the knowledge that a large number of the vectors 
XN,; have a very low probability of being equal to the transmitted sequence SN, and 
thus not all of the mN costs (equation 3.48) need to be calculated. 
3.3.1 The Viterbi Algorithm 
The Viterbi algorithm [18] is a recursive method of obtaining the maximum likelihood 
estimate of the transmitted sequence of data symbols, SN, without the need for 
computing all of the mN costs given by equation 3.48. Its operation will now be 
described. 
Let XN be a possible value of the transmitted sequence of data symbols given by the 
components of the vector SN and let the vector X; (known as a survivor) be an initial 
segment of the vector XN. Also let the g-component vector Q;' be a vector whose 
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components are equal to the last g components of X;. i.e. 
..3.49 
.. 3.50 
and 
Q:=[x. +1 ,x. +2 , ••• ,x.] 1 l·g 1-g 1 .. 3.51 
Now, for any time, say t=iT, the detector can only hold in memory mg vectors 
(survivors) (X;}. Associated with each of these stored vectors is a cost given by 
i 
Le 2 2 = (r. ~-x. I) +(r. 2-x. 2)) J• l· l· l· j=l .. 3.52 
where the vector R;, is the i component vector 
. .3.53 
The mg stored vectors have the mg smallest possible costs associated with them. For all 
of the survivors their last g components which form the vectors ( Qi'} take on one of 
the m8 possible combinations of data symbols. Now, the detector does not know 
which of the vectors Qi' will form part of the maximum likelihood vector XN giving the 
smallest cost, but it defmately knows that Oi' can only have m8 different values. 
Therefore, for any value of i, it can be decided that there are only mg possible vectors 
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{X;} which may be candidates to fonn part of the vector XN giving the smallest cost. 
Now, at time t=(i+l)T, the detector, in turn, takes each of the vectors {X;} and adds an 
extra component, X;+t• to the end, where xi+l takes on one of the m possible values of 
si. Thus from each stored vector Xi, m expanded vectors {Xi+d are created. 
Expanding all mg stored vectors will give mg+l expanded vectors {X;+d and their 
associated costs. But the detector can only hold in store mg vectors, and so it selects, 
from the mg+ 1 expanded vectors, the mg vectors whose last g components take on all mg 
possible combinations of component values and have the smallest costs. 
This recursive process continues until t=NT, when the detector has in store the mg 
vectors { XN} along with their associated costs. It then selects from these vectors the 
vector with the smallest cost associated with it and gives this as the maximum 
likelihood estimate of the transmitted sequence SN and the detection process will have 
been completed. 
Using the Viterbi algorithm, a very large saving can be made in the number of 
numerical artd sorting operations needed to give a maximum likelihood estimate of the 
transmitted sequence of data symbols. For each detection instant the Viterbi algorithm 
computes mg+l costs (equation 3.48), so for a complete message ofN data symbols, it 
computes Nmg+l costs. This is to be compared with mN cost evaluations using the 
detection process suggested by equation 3.40. 
Unfortunately, the Viterbi algorithm is still too complex for it to be implemented in 
practice. This is because as i increases the lengths of the survivors {X;} increase, and 
hence the amount of storage required by the detector will increase linearly with time. 
This problem can be overcome (with a loss of the detectors optimality) by assuming 
that the selected survivors {Xi} at time t=iT are all very close to the actual transmitted 
vector, Si, and that it can be assumed the first i-n components of each of the survivors 
do not change after each sampling instant, where n is a suitable integer (usually n>g). 
The lengths of the stored vectors {X;} can therefore be fixed ton components. Now, 
at time t=iT, the detector operates by first expanding each of the mg n-component 
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survivors {~}to give mg+l (n+l)-component vectors, from which are selected the mg 
different expanded vectors with the smaJiest costs, the detector then discards the flrst 
component of each of the selected vectors since they all should (provided n is large 
enough) be identical to give the m8 n-component vectors {~+tl ready for the next 
sampling instant at tinle t=(i+2)T. The value of the discarded component will, in fact 
be part of the maximum likelihood estimate of SN and hence there is no need to wait for 
the arrival of the complete message before the values of the components of SN can be 
given, a delay of only n sampling instants is needed before a detected data symbol is 
given. 
Many derivations of the above process have been developed to further reduce the 
complexity and the amount of storage needed, whilst maintaining a performance that 
comes close to that of the optimum detector. These simplifled detectors are known as 
near maximum likelihood detectors. 
3.3.2 Near Maximum Likelihood Detectors 
The detection process mentioned in the previous section represents a large saving in 
equipment complexity, but the number of stored vectors is still too large. This number 
can be drastically reduced by noticing that a large number of the stored vectors do not 
play an important role in the selection process and hence can be ignored. The following 
two detectors to be described have in store k (where k«m8) vectors. 
Detector A [6,16] 
Just prior to the receipt of the sampler; at tinle t=iT, the detector hold in store the k 
n-component vectors {Q;_Jl, where 
n l=[x. x. I ... x. 1] 
"'<i· 1-D 1-D+ 1- .. 3.54 
and xi-h• for h=l,2, ... ,n, takes on one of the possible values of si-h• the k vectors 
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{ Q;.1} being all different. Each of the stored vectors Q;_1 represent a possible sequence 
of transmitted data symbols s; .•• si-n+ I• ••• , Jt;. On receipt of r; at t=iT the detector 
expands each of the stored vectors Q;.1, by adding an extra component to the end of 
each vector to give mk (n+l)-component sequences (P;). 
P.=[x. x. 1 ••• x.] 1 1-D 1-R+ I ..3.55 
and X; has one of the m possible values of s;. In each group of vectors (P;}, derived 
from one of the vectors Q;_1, the firstn components are the same as then components in 
the original vector, and the last component, X;. takes on one of the m possible values of 
s;. Associated with each of the stored vectors Q;.1 is the quantity 
. .3.56 
where C;.1 is the cost of the vector 0;.1• The smaller the cost of one of the vectors Q;.1, 
the more likely it forms part of the maximum likelihood estimate of the transmitted 
sequence SN. The costs of the expanded vectors {P;} are now computed by the 
detector using the following expression 
=C. l+lr.-'t\. hyh 12 1- I L 1-h=O .. 3.57 
The detector now selects from the mk expanded vectors {P;} the vector which has the 
smallest cost associated with. The detected value of s;.n' is now taken to be the first 
component x;.0 of the vector P; with the smallest cost. Now, any expanded vector . 
whose first component x;.0 does not equal the detected value S; .• • is discarded, and from 
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the remaining vectors are selected the k-1 vectors having the next smallest costs { C;}. 
The first component of each of the k selected vectors {P;} is then omitted (without 
changing its cost) to give the corresponding vectors {Q;}. which are stored, together 
with their costs {C;}. ready for the detection of the next data symbol si-n+!' at time. 
t=(i+ l)T. The discarding of the vectors whose frrst components differ from the detected 
data symbol S; .• • ensures that the k stored vectors { Q;} are always different, provided 
that they were all different at the first detection process, which can easily be arranged. 
The above detector involves the calculation of mk costs and the searching of k costs per 
sampling instant, this is a large reduction in complexity when compared with the Viterbi 
algorithm which involves the calculation of Nms+ 1 costs. Further reductions in 
complexity can be achieved with some loss of performance as will now be described. 
Detector B [10] 
As with detector A, just prior to the receipt of the signal sample ri, the detector holds in 
store the k n-component vectors { Qi-d, 
() 1=[x. X. I ••• X. 1) "'<i- 1-n t-n+ 1- .. 3.58 
Associated with each of these vectors is a cost, given by 
.. 3.59 
Now, upon receipt of the sampler;, each of the stored vectors Q;.1 is expanded into two 
(n+l)-component vectors {P;} 
P.=[x. x. I ... x.] 
1 1-n 1-n+ t .. 3.60 
The first n components of P; are the same as the n components of the corresponding Q;_1 
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from which it was determined, and the last components {x;} of the two vectors {P;} 
take on two of their m possible values for which the cost { C;} of the expanded vectors 
{P;} are smallest. From equation 3.57, these costs are calculated using 
C.=C. 1+1r.-"'x. hybl
2 
I 1- 1 L l• b=O 
.. 3.61 
where 
.. 3.62 
and the value of y0 is assumed to be equal to unity by suitably scaling the sampled 
impulse, Y, response of the channel. Clearly the two vectors {P;} which have been 
derived from one of the vectors Q;_1, have same value of C;_1 but different values of 
lr1 f;-X;.I2. 
To determine the value of X; for which lr;-f;-x;IZ, and therefore C;, is smallest a very 
simple threshold comparison technique can be used. Let 
.. 3.68 
minimising both the real and imaginary parts of d; simultaneously will give the 
minimum value of lr;-f;-x;l2. The detector first computes the real and imaginary parts of 
the quantity (r;-f;), then by means of a simple threshold comparison, it determines the 
value of X; for which ld;l2, and hence C; is minimum. The detector now selects a second 
value of X; that will give the next smallest value for lr;-f;-X;.I2, and hence the next smallest 
cost. It achieves this by first determining whether the real or imaginary part of d; has 
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the greater magnitude, the second selected value of xi is now found by changing the real 
or imaginary part, respectively, of Xj to the next adjacent possible value, in the direction 
given by the sign of the corresponding real or imaginary part of di. If there is no 
possible value of xi in the location given by this selection process (i.e. when the real or 
imaginary part of Xj is already at its most positive or negative value) then, instead, the 
detector carries out the process using the real or imaginary part of dj that has the smaller 
magnitude. If, again, the selection process fails to yield a valid value of Xj, the process 
is repeated for the real or imaginary part of dj having the smaller magnitude, but this 
time the corresponding real or imaginary part of xi is incremented in the direction 
opposite to that of the sign of the real or imaginary part of d;.. The value of Xj found 
using this procedure will always give the second smallest value of lri-fi-xP and hence 
the second smallest cost, Cj. 
Once all k stored vectors { Oi.1) have been expanded this way the detector has in store 
2k expanded vectors along with 2k costs. It then selects from these the vector with the 
smallest cost to give the detected data symbol xi·n· The detector then follows the same 
procedure as described for detector A to select the next (k -1) vectors and their 
associated costs to give the new set ofk vectors {Qil and their associated costs {Cil 
ready for the detection of the next data symbol Xj.n+ 1• 
3.3.3 Near Maximum Likelihood Detection with a Desired Sampled 
Impulse Response 
In equation 3.6 it is shown that the received signal is 
where siy 0 is the wanted component and Lsi-hYh is the intersymbol interference. Now, 
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the selection of the k maximum likelihood estimates of the transmitted sequence, 
involves the computation of the costs of each of the expanded vectors {P;}. using 
C.=C. 1 +1r.-~x. hyhl2 1 •• 1 L •-h=O .. 3.64 
If, however, the first few values of the sampled inlpulse response of the channel have a 
small magnitude, and the sample with the largest magnitude is Yr· where O~g. then 
the value that X; takes on during the expansion of the vectors { Q;_1} will have little effect 
upon the costs of the expanded vectors {P;}. This means that the vectors are selected 
almost arbitrarily. To prevents this occurring the detection of the signal element X;.0 is 
delayed by f sampling intervals {22]. The problem with this method is that the value of 
f must be determined and, if the channel varies considerably with time, the value of f 
must be continually updated. Also since the complexity of the near maximum 
likelihood detector increases as the number of components in the sampled impulse 
response of the channel with 'significant' magnitude (g+ 1) increases it would be 
desirable to modify the sampled impulse response of the channel such that there are 
fewer components and such that its first component has a significant magnitude relative 
to the other component magrutudes. 
To obtain this 'desired impulse response' a filter (known as the pre-filter) is placed 
ahead of the detector, as shown in figure 3.6, such that the sampled inlpulse response 
of the channel and filter is mininlum phase [6,27,28,30]. A mininlum phase sampled 
impulse response has the inlportant property that most of its energy is concentrated 
towards its f'rrst few components, with the later components rapidly decaying in 
magnitude, therefore the magnitude of its first component should be relatively large. 
Figure 3.5 shows an example of a mininlum phase inlpulse response. It turns out that 
the linear filter needed to make the sampled inlpulse response of the channel mininlum 
phase is identical to the linear filter in the optimum decision feedback filter. 
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Figure 3.5 Example of a Non-Minimum and Minimum Phase 
Sampled Impulse Response 
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Chapter4 
Transmission of Digital Data over a Telephone Channel 
4.1 Introduction 
Telephone channels are now widely used as a medium for transmitting digital data. 
There is an extensive World-wide telephone network, and hence, the use of telephone 
channels is an obvious choice as a means of communicating data. However, there are 
disadvantages in using the telephone network, these include the cost per unit time of 
using the network, especially over a satellite link. The cost can be reduced by 
increasing the symbol rate, unfortunately, the telephone channel has a limi1 .ed 
bandwidth, the attenuation ideally being zero in the frequency range 200 to 3200 Hz. 
The bandwidth of the channel therefore limits the maximum transmission rate to no 
more than 3000 symbols per second, which is approximately equal to the Nyquist rate 
of the channel [2,3). Increasing the number of possible values the data symbols can 
have is another way of increasing the bit rate, but this has the disadvantage of reducing 
the tolerance of the system to additive noise since, for a given signal power, the 
distance between neighbouring symbols will decrease. Typically, data symbols with 
between 16 and 256 levels are used for transmission of digital data over a telephone 
channel, i.e. between 4 and 8 bits are encoded to produce one data symbol. 
For a channel, whose bandwidth is limited to 0 to 2W Hertz, the Nyquist rate is 2W 
symbols per second. Shannon has shown that when the channel introduces no 
distortion in the frequency range -W to W Hertz, and when the data is fed into it at a 
rate of 2W signal elements per second from a Gaussian data source, the maximum 
number of bits per second that can be transmitted in the presence of white Gaussian 
noise is [4) 
C=Wlo~(l+SNR) bits/s . .4.1 
where SNR is the signal-to-noise ratio. For example, when W=3000 Hz and 
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SNR=30 dB, the maximum bit rate is 29900 bitS/s. When a non ideal channel is used 
(i.e. one that has some distortion in the frequency band 200 Hz to 3200 Hz) and when 
the data source has a uniform probability density function this maximum data rate drops 
to 19700 bitS/s. The highest standard rate in use for data transmission over the public 
switched telephone network is 19.2 Kbits/s 
There are two distinct types of noise [2] that are picked up by a signal sent over a 
telephone circuit, these are additive noise and multiplicative noise. Additive noise is, as 
its name suggests, a random waveform added to the signal, and, since it is added to the 
signal the error rate can be reduced by increasing the power of the transmitted signal 
which increases the distance between adjacent symbols. When the signal is multiplied 
(modulated) by a random process then this is termed multiplicative noise, increasing the 
signal power, will of course, have no effect upon the performance. 
In this work it will be assumed that only additive white Gaussian noise is present in the 
received signal. It has been shown that the tolerance of the system to this type of noise 
gives a good idea of the performance of the same system to other types on noise that 
may be present in an actual telephone channel [2]. 
The telephone channels found in practice do not have ideal characteristics, they 
introduce severe levels of distortion within the frequency band 200Hz to 3200Hz, and 
hence, their bandwidth is effectively reduced. For reliable transmission at rates of 
greater than 9.6 Kbits/s over such channels, the receiver must take into account the 
distortion introduced by the channel. For the lower data rates, a decision feedback 
equaliser (DFE) gives a good performance. At higher data rates the DFE gives a poor 
performance, and more complex detection processes are needed for reliable operation. 
The Viterbi algorithm detector (described in chapter 3) will, when the noise samples at 
its input are Gaussian and the data symbols are statistically independent and equally 
likely to have one of their m possible values, give an optimum performance. Under 
these assumed conditions, it minimises the probability of error and is therefore known 
as a maximum likelihood detector. The Viterbi algorithm is, however, too complex to 
be used in any real time applications. This excessive complexity has led to many 
derivations of the basic Viterbi algorithm, these use far less storage and are much less 
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complex, but can give a performance that comes close to the optimum detector. These 
simpler algorithms are called near maximum likelihood detectors, and come much 
closer to a practical solution for the detection problem. 
The performance of near-maximum likelihood detectors can be seriously affected by 
phase distortion introduced by the channel into the transmitted signal, this is becanse 
the first few components of the sampled impulse response of the baseband channel will 
have a small magnitude [27]. By placing an adaptive linear feedforward filter (known 
as the pre-ffiter) ahead of the detector, the performance of the near maximum likelihood 
detector can be greatly improved. The linear filter ahead of the detector converts the 
sampled impulse response of the channel into a minimum phase sequence, without 
introducing any amplitude distortion into the signal. A minimum phase sampled 
impulse response has the very important property that most of its energy is concentrated 
towards its first few components, and therefore its first few components [30] will have 
a significant magnitude relative to laner components. 
The characteristics of the charmel are likely to be varying from call to call or 
continuously with time and must therefore be adaptive in natore. An algorithm has 
been developed that will adaptively adjust the pre-filter taps, such that the charmel 
becomes minimum phase [27,29]. It uses a recursive technique similar to the. 
Newton-Raphson method and has been shown to provide a cost effective means of 
adjusting the pre-filter. 
Much work has been carried out to show the performance of a wide range of near 
maximum likelihood detectors, operating with the pre-filter, when data is transmitted 
over a telephone channel. However, all this work has been carried out by computer 
simulation using a very high degree of arithmetical accuracy. Jn a practical modem, that 
is intended to be used for transmission of digital data over a telephone channel, such a 
high degree of precision is, at the present time, unlikely to be available due to the 
present state of microprocessor technology. More likely, a much lower level of 
arithmetical precision would be used, such as that obtained using the latest 16-bit digital 
signal processors [1,39-45,48-50]. 
The aim of this chapter is, therefore, to show the effects of reducing the level of 
4. TRANSMISSION OVER TELEPHONE CHANNELS 52 
arithmetical precision used to run the various algorithms in the modem receiver. 
Specifically, the detector, the channel estimator, and the algorithm used to adjust the 
taps of the pre-filter, are examined. Computer simulation tests have been used 
throughout this work, in these tests the algorithms just mentioned, are run using integer 
arithmetic instead of high precision floating point arithmetic; 
4.2 Model of System 
Figure 4.1 shows a model of the baseband system incorporating a telephone circuit. 
Filters A and B represent the overall filtering carried out at the transmitter and receiver 
respectively. White Gaussian noise is added to the signal at the output of the telephone 
circuit before it is fed into filter B. 
In the model, the transmitted signal consists of a stream of impulses which are 
modulated by the values of the data symbols {si}. The impulses are a mathematical 
tool, used to make the analysis of the model easier. In reality a stream of square pulses 
would be used and the transfer function of filter A appropriately modified with sinx/x 
correction. 
In a practical digital modem, all operations would be carried out using digital 
techniques. Digital filters would be used to shape the transmitted pulses at the 
transmitter and at the receiver they would be used to remove noise [36-48]. The 
quadrature amplitude modulation/demodulation processes would also be carried out 
digitally using sine and cosine look-up tables to generate the carriers [36-45]. After the 
quadrature amplitude modulated signal has been generated (digitally) it is then conveted 
to an analogue signal using aD/ A converter. At the receiver, an AID converter would 
be used to interface the output of the channel with the modem input, the rest of the 
signal processing would then be carried out in the digital domain. 
To achieve carrier phase synchronisation at the receiver, a digital phase locked loop 
[51] could be used [2,16,36-38,40-45,48,52,69]. The symbol timing recovery would 
also be recovered using a digital phase locked loop which would be adjusted such that 
the demodulated symbols are sampled at the optimum points in time. 
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At the start of transmission an initial sequence of data symbols, known to the receiver, 
is sent so that the channel estimator can converge to an accurate estimate of the sampled 
impulse response of the linear base band channel. If the channel characteristics don't 
change for the duration of the call then after the startup sequence has been sent the 
estimator can be kept fixed for the rest of the call. 
4.3 Limited Precision Arithmetic 
As mentioned earlier, a large amount of work has been carried out, using computer 
simulation, to show the performance of various detection algorithms in the pre~ ence of 
intersymbol interference and additive white Gaussian noise. These simulations have all 
been carried out using a high degree of numerical precision ( 64 or 128-bit floating point 
arithmetic). However, with the present state of microprocessor technology, a practical 
modem is likely to be implemented using a lower arithmetical precision with, say, 
16-bit integers. In this work it is assumed that a high speed microprocessor, such as 
the Texas Instruments TMS320C25 digital signal processor, is used. 
The TMS320C25 has been designed specifically for the high speed processing of 
digital signals [54]. It has two arithmetic and logic units, a hardware multiplier, a 
timer, internal random access memory (RAM), several auxiliary registers, a 32-bit 
accumulator and control signals for communication with slower external devices and 
multiprocessing applications. 
Of the two arithmetic and logic units, the Central Arithmetic and Logic Unit (CALU) is 
used to carry out most numerical operations. It supports two's complement integer 
arithmetic, has a 32-bit accumulator into which the results of all numerical operations 
can be stored. An overflow protection mode is provided so that if the result of a 
numerical operation has a magnitude that is too large to be stored into the accumulator, 
then the later is loaded with the most positive or negative number it can hold. The 
contents of the accumulator can be stored in memory via a shift register which can be 
used to scaling. Another important feature of the CALU is the hardware multiplier. 
This will multiply two 16-bit two's complement numbers to give a 32-bit result, which 
is held in a temporary register known as the P-register. The contents of the P-register 
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can either be stored via a shift register into memory, or, it can be added to, or 
subtracted from the contents of the accumulator. 
The auxiliary registers may be used for temporary storage or for indirect addressing. 
The contents of any one of the anxillary registers can be manipulated (i.e. incremented, 
decremented, have a constant added or have logical operations carried out on them) 
using the Auxiliary Register Arithmetic and Logic Unit (ARALU). The ARALU can 
operate independently from the CALU, thus freeing the later from the the tasks just 
mentioned above and therefore increasing throughput. 
The built-in high speed memory can be used as either data memory (for frequently used 
variables), or, it can be configured as high speed program memory. Most of the 
TMS320C25 instructions can be pipelined and when programs are run from this 
internal memory maximum running speeds are obtained. 
With the various features of the TMS320C25 described above in mind, computer 
simulation programs were written in C to simulate the transmission of data over · 
voice-band channels. In the simulations, the actual transmission of the data over 
various channels was simulated using 64-bit floating point arithmetic. The received 
complex valued analogue signal (represented by 64-bit floating variables) was 
convened into a digital signal by, first scaling it, and then converting its real and 
imaginary parts into 16-bit integers. 
In one of the algorithms used in the receiver, that will be described later, a complex 
valued division has to be carried out. This can be split up into two real divisions by 
rationalisation. Unfortunately, the TMS320C25 doesn't have a hardware divider and 
so, division has to be performed in software. Integer division can be performed using 
repeated subtraction by making use of the assembly language command 'SUBC'. A 
simple integer division program, that will run on the TMS320C25, will now be 
described. It assumes that the both the numerator and the denominator are positive 
16-bit integers and that the numerator is greater than the denominator. The complete 
division process takes fifteen machine cycles to perform, excluding any extra 
operations needed to check for divide by zero, calculation of the sign of the division 
and a check to see if the numerator is greater than the denominator. 
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The high byte of the accumulator is first loaded with the numerator and the low byte is 
zeroed. The denominator is then multiplied by 215 and conditionally subtracted from 
the contents of the accumulator (using the SUBC command). If the subtraction gives a 
negative result then the contents of the accumulator is left as it was before the 
subtraction and then, shifted one place to the left with the LSB filled with a '0'. If the 
result of the subtraction is positive then the accumulator is loaded with the difference, it 
is then shifted to the left one place and a 'l' loaded into the LSB. This subtraction 
process is repeated fifteen times and, after the last subtraction, the low byte of the 
accumulator will hold the result of the division scaled up by 215 and its high byte will 
hold the remainder scaled up by 215, 
4.4 Telephone Channels used in the Computer Simulations 
The sampled impulse responses of eight telephone channels were used in the computer 
simulations. Tables 4.1 and 4.2 give the sampled impulse responses of all eight 
channels, where each channel consists of the actual bandpass telephone circuit and the 
equipment filters (the combined filters A and Bin figure 4.1). The impulse responses 
of channels 1 to 4 have been sampled at a rate of 2400 samples/s. The telephone 
circuits used in channels 5 to 8 are identical to those used in channels 1 to 4, but a 
sampling rate of 3200 samples/s has been used. Figures 4.2 to 4.5 show the 
attenuation and group delay characteristics of the four telephone circuits used, and 
figure 4.6 shows the attenuation and group delay characteristics of the combined 
equipment filters [9]. The amount of distortion introduced by the telephone circuits 
increases from circuiis 1 to 4. Telephone circuit 1 and telephone circuit 2 introduce 
negligible and typical levels of distortion, respectively, whereas telephone circuits 3 and 
4 are close to the typical worst circuits normally considered for the transmission of data 
at 9600 bits/s. Telephone circuit 3 introduces severe group delay distortion as well as 
considerable attenuation distortion, and telephone circuit 4 introduces very severe 
attenuation distortion [55]. 
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4.5 Channel Estimation 
The near maximum likelihood detector needs to have accurate knowledge of the 
sampled impulse response of the linear base band channel if it is to operate correctly. 
Let the sampled impulse of the channel be represented by the (g+ I)-component row 
vectorY 
.. 4.2 
For telephone channels, the impulse response varies only very slowly with time, but 
the channel characteristics may differ considerably from one call to another. The 
sampled impulse response of the channel may, therefore, be continuously estimated, or 
if it doesn't change for the duration of the call, it could be estimated at the start of 
transmission, the estimated components then remain fixed for the rest of the call. 
The simplest of all channel estimators is based on an adaptive linear feedforward 
transversal filter [5,56,57] that models the baseband sampled impulse response Y. The 
structure of the linear filter is shown in figure 4.7. The filter is adaptive in nature, and 
makes use of the received samples {r;} and the detected data {5;'} in such a way as to 
minimise the mean square error between the received samples {r;} and the 
corresponding estimates of the received samples {r;'). The tap weights are adjusted 
using the steepest descents method. It is assumed that the data symbols { s;'} are 
detected correctly (which will be the case at high signal-to-noise rarios), and therefore, 
s;'=s; for all i. Each of the squares marked T in figure 4.7 represent a store that 
introduces a delay of one sampling period equal to T seconds. At time t=iT the detector 
gives the detected data symbol 5;', which is fed into the input of the linear filter. Each 
of the stored values, {S;_h'}, is multiplied by the corresponding components {Yi-!,h'), 
where Yi-!,h' is an estimate of the components Yh of the sampled impulse response at 
time t=(i-l)T to giver;' 
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. .4.3 
Now, rj' is compared with the actual received sampler; to give an errore;, 
.. 4.4 
which is multiplied by a small positive constant ll. The resulting signal/le; is then 
multiplied by (s;.h')*, the complex conjugate of s;.b'• and the product added to the 
corresponding components of Y ;.1' (the estimate of Y at t=(i-1 )T) to give the new stored 
estimate of the impulse response Y;'. Thus the (h+J)th component ofY;' is given by 
• • • ( • )* y. h=y. l.h+ue. S. h 1, 1• 11- .. 4.5 
for h=O,l, ••. ,g. The smaller the value of ll, the smaller the effects of additive noise 
on Y;', but the slower the rate of response ofY;' to changes in Y;. 
Initially, the vector Y0' can be set to zero, and a sequence of data symbols known to the 
receiver, transmitted such that the estimator converges to an accurate estimate of the 
sampled impulse response before any actual data is sent. 
4.5.1 Computer Simulation Tests 
Computer simulation tests have been carried out to show the performance of the 
charmel estimator when all of the variables (ll, {r;'), {yu.'} and r;) were represented in 
discrete form by n-bit integers. At the start of each test a known sequence of data 
symbols was transmitted to allow the estimator to converge to an accurate estimate. 
The accuracy of the estimate was measured by comparing the estimate with the actual 
sampled impulse response of the channel. Equation 4.6 gives the difference (expressed 
in decibels) between the estimate and the actual values of the components of the 
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sampled impulse response of the channel 
( ..f.. (est) (actml) 2) Error (dB) =10log10 fjYh -yh I . .4.6 
where !>1est)} are the components of the estimate of the sampled impulse response and 
(y~actual)} are the actual components of the sampled impulse response of the linear 
baseband channel (given in tables 4.1 and 4.2). 
Figure 4.8 gives an example of the error in the estimate (found using equation 4.6) 
versus the number of data symbols transmitted (iterations) over telephone channel!. A 
64-leve1 QAM signal was used at a baud rate of 2400 and a signal-to-noise ratio of 30 
dB. The performance of the estimator, when less than 16-bit integer arithmetic was 
used, is also shown to see if a dedicated channel estimator integrated circuit could be 
fabricated using a lower arithmetical precision. For a comparison, the performance of 
the estimator when 64-bit floating point arithmetic is used, is shown as well. It can be 
seen that for a SNR of 30 dB the difference in performance between the 16-bit integer 
and 64-bit floating point versions of the channel estimator is small. The plots showing 
the error in the estimate for channels 2 to 8 are all very similar and have therefore not 
· been included. 
Figures 4.9 to 4.12 show plots of the average error in the estimate of the sampled 
impulse response, after the estimator has been allowed to converged, against the SNR. 
The average error was found by allowing the estimator to first converge to a steady 
estimate and then measuring the average value of equation 4.6 over 5000 sampling 
instants. In figures 4.9 and 4.10 the performance of the estimator is shown where a 
16-level QAM signal was sent over channels 1 and 4, respectively. Figures 4.11 and 
4.12 show the performance when a 64-level QAM signal was used. Comparing all 
four figures, it can be seen that the number of signal levels and the severity of the 
distortion introduced by the channel has little effect upon the estimators performance. 
For a signal-to-noise ratio, typically found over telephone channels, of 30 dB, figures 
4.9 to 4.12 all show that there is little difference in the accuracy of the estimate when 
16-bit integer or when 64-bit floating point arithmetic is used. In figures 4.9 to 4.12 it 
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can be noticed that the accuracy of the estimate ceases to improve with the 
signal-to-noise ratio when its value is high enough, in fact, at a signal-to-noise ratio of 
50 dB, there seems to be a difference of 12 dB in the accutacy of the estimate when the 
number of bits used is reduced from 16 to 14 and from 14 to 12, etc. This can be 
explained as follows. 
If the largest amplitude in the received signal was, say, A and n-bit integers were used 
to represent the received samples {ri}, then the quantisation noise power in the samples 
{ri} would be 
.. 4.7 
and if (n-2)-bit integers were used, then the average quantisation noise power in the 
received samples {ri} would be 
.. 4.8 
The increase in quantisation noise power due to the reduced level of accuracy 
introduced by using 2 bits less to represent the variables in the channel estimator will be 
=12dB . .4.9 
In figmes 4.9 to 4.12, the error in the estimate stops decreasing with the signal-to-noise 
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ratio because the level of quantization noise 'drowns' out the effects of the additive 
white Gaussian noise. 
4.6 Adaptive Adjustment of the Pre-Filter for a Time Invariant Channel 
The performance of the near maximum likelihood detector can be improved by placing a 
linear feedforward filter, known as the pre-filter ahead of it, such that the sampled 
impulse response of the channel in cascade with the linear filter is minimum phase 
[27 ,29,30] without, however, introducing any amplitude distortion. Since the 
characteristics of the telephone circuit are likely to change considerably from call to call, 
the pre-filter tap weights must adapt to these changes, and therefore, the adjustment of 
the pre-filter depends upon an accurate estimate of the channel being given by the 
channel estimator. 
Let the estimate of the channel sampled impulse response be represented by the 
(g+ I)-component row vector Y, 
. .4.10 
which has a z-transform given by 
.. 4.11 
If 
. .4.12 
where 
. .4.13 
and 
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"Y;1(z) and Y2(z) are complex polynomials with roots (zeros) inside and outside the unit 
circle in the complex z-plane respectively, also la;l<1 and 1~;1<1, where a; is negative of 
a root of Y(z) and ~i is the negative of the reciprocal of one of the roots of Y(z). The 
quantity 11 is a complex valued constant needed such that equations 4.11 and 4.12 are 
satisfied, and m is the number of roots of Y(z) that lie outside the unit circle in the 
complex z-plane. It is assumed that no roots lie on the unit circle. The adaptive filter D 
in figure 4.1 has (q+1) taps, where q is typically between 30 and 50. 
To make the channel in cascade with the pre-filter minimum phase, the roots of Y(z) 
that lie outside the unit circle ( -1/13;) must be replaced by the reciprocal of their conjugate 
values, as shown in the example in figure 4.13 [47]. Thus the z-Transform of the 
sampled impulse response of the filter D is now approximately 
.. 4.15 
where 
. .4.16 
and 13; • is the complex conjugate of 13;. The z-transform of the channel and linear filter in 
cascade will approximately be 
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F(z)= Y(z)D(z) 
. .4.17 
Equations 4.15 and 4.17 are only approximate because the polynomial Y2-l(z)Y3(z) has 
positive powers of z and would therefore represent a non-causal system, multiplying by 
Z"'l makes filter D realisable. The value of q should, ideally, be be infinite (introducing 
an infinite delay), but a very good approximation is usually obtained without an unduly 
large value of q. All the roots of the polynomial F(z) lie inside the unit circle in the 
complex z-plane, which means that the channel and linear filter together have an 
impulse response that is minimum phase. The roots of Y3(z) are the complex 
conjugates of the reciprocals of the roots of Y 2(z). 
The determination of the roots of Y(z) that lie outside the unit circle, with no restrictions 
in time or complexity, could be achieved by any conventional root finding algorithm. 
The speed of present day microprocessors does, however, require that the root finding 
algorithm be as fast as possible and, at the same time, accurate such that it may be used 
in real time applications. One such algorithm, which is suited to real time applications, 
is the Clark-Hau algorithm [27 ,29]. This algorithm uses au iterative technique (similar 
to the Newton-Raphson method) to locate the roots of Y(z) that lie outside the unit 
circle and, at the same time, finds the tap weight of the pre-filter D and the components 
of the minimum phase sampled impulse response that are needed by the near maximum 
likelihood detector. 
4.6.1 The Clark-Hau Algorithm [27,29] 
The adjustment of the adaptive pre-filter proceeds as follows. The algorithm first forms 
a filter, with z-transform 
. .4.18 
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for i=0,1, ... ,k in turn, where A; is an estimate of one of the roots of Y(z) that lie 
outside the unit circle in the z-plane. The sequence Y is now fed into this filter, and an 
iterative process used to adjust A; such that !.;->~;. where ~i is the negative of the 
reciprocal of the first root of Y(z) to be processed by the algorithm and, of course, 
; 
1~;1<1. The filter with z-transform A;(z) is not realisable, therefore it is impossible to 
operate on a signal in real time. To achieve the effect of passing the sequence Y 
through a filter with z-transform A;(z), the sequence Y is fust reversed in order, starting 
with y8 at time t=O and ending with y0 at time t=gT, to give the sequence 
r=[y Y 1 • • • Yol g g-
which is fed into a filter with z-transform 
.. 4.19 
.. 4.20 
which can be realised as a one tap feedback filter, as shown in figure 4.14. The 
reversed sequence yR, will appear to be moving backwards in time, starting with y 8 at 
time t=O. Thus, a delay of one satnpling interval, T, in the feedback filter becomes an 
advance of T seconds, with z-transform z. The effective z-transform of the filter in 
figure 4.14, when used in the way described, will be given by equation 4.20 and the 
output of the filter will be the sequence { ei,h}, for h=0,1, ... ,g which has a 
z-transform Y(z)A;(z), given by 
-1 -g Y(z)A(z)=e. 0+e. 1z + ... +e. z 1 1, 1, t,g .. 4.21 
If Y(z) is factorised such that 
. .4.22 
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then it can be shown [27] 
. .4.23 
If A; is close to (31 then e~h"'uh_1, for h=l,2, ... ,g and so equation 4.23 becomes [27] 
' '2 ' g-1 e. o"'<~1-A.)(e. 1-e. 2~~..+e. 3~~.- ••• +e. (-~~..) ) •• 1 1, 1, 1 1, 1 l,g 1 
. .4.24 
where 
' ' g-1 e.=e. 1-e. 2~~..+ ... +e. (-~~..) 1 1, 1, 1 l,g 1 .. 4.25 
From 4.24 it can be seen that 
. .4.26 
which suggests the following algorithm for finding (31, 
. .4.27 
where A;+ 1 is an improved estimate of (31 and c is a small positive constant in the range 0 
to 1. As A;-+(31, e~o-+0 which suggests the following stopping criterion for convergence 
[27] 
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where d is some suitably small threshold, say 1Q-7 [27]. At the end of the iterative 
process, when 4.28 is satisfied for, say when i=k, the z-transform of the one tap 
feedback filter is 
.. 4.29 
and one of the roots of Y(z) that lies outside the unit circle in the z-plane will have been 
found. Since 11311<1, the search for the values of 1\ is limited to values that lie within the 
unit circle with IA;I<l. 
The receiver now forms a two tap linear feedforward filter, as shown in figure 4.15, 
with z-transform 
. .4.30 
The output of the one tap feedback filter, { e;,h), for h=0,1, ... ,g, is now fed into the 
feedforward filter, in the correct order, to give the (g+2)-component sequence, with 
z-transform 
• .4.31 
which is approximately equal to Y(z)Ak(z)Bk(z) and where f1,_1 is approximately equal 
to zero. The overall effect of passing the sequence Y through the one tap feedback filter 
A, and the two tap feedforward filter B, is equivalent to passing it through a single filter 
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with z-ttansfonn 
. .4.32 
Finally, the sequence at the output of filter B is advanced one place to the right, which 
is equivalent to multiplying it by z, and the first component f1._1 discarded to give a 
(g+ I)-component sequence F, with z-ttansfonn 
.. 4.33 
Thus the linear factor (1+~1z) in equation 4.14 is replaced by the factor (1+~1•z-1), the 
fust factor in equation 4.35, which effectively replaces the root of Y(z) at -1/131 by the 
root - ~1• which is the complex conjugate of its reciprocal, and lies inside the unit circle 
in the z-plane. The sequence F1 (with z-transfonn F1(z)) is an estimate of the 
z-transfonn of the channel and adaptive filter in cascade, the latter having a z-ttansfonn 
•. 4.34 
Initially, before the algorithm is started, all the taps of the pre-fllter are set to zero, 
except the (q+l)lh tap, dq• whose value is set to unity. Thus, the initial z-transfonn of 
the filter will be 
. .4.35 
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which is a delayed unit impulse and the initial z-transfonn of the channel and filter will 
be z-nY(z). After the algorithm has converged, to give a value for 131, the sequence D0 is 
reversed in order and fed into the one tap feedback filter A, the first q+ 1 components at 
its output are then fed into the two-tap feedforward filter B. The first q+2 components 
from the output of filter B are then advanced by one place to give the sequence D1, with 
z-transfonn 
. .4.36 
The coefficients of D1(z) are the required tap weights of the pre-filter. 
The whole of the above procedure is now repeated, but with F1(z) in place ofY(z), and 
D1(z) in place of D0(z). At the end of the second iterative process, the value of 132 will 
have been found, and the values of J32, the coefficients of F1(z) and D1(z) determine 
F2(z) and D2(z) which are then used in place ofF1(z) and D1(z) for the location ofJ33. 
When all of the values of J3r, for r=l,2, •.• ,m, have been determined, the z-transfonn 
of the adaptive filter, Dm(z), will approximately be 
=D(z) . .4.37 
and the z-transfonn of the channel and adaptive filter is given by 
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F(z)=Y(z)D(z) 
• .4.38 
where fh..() for h=0,1, ... ,(q..-1). The estimate of the sampled impulse response of the 
combined channel and adaptive filter is the sequence F m• with z-transform 
-1 -g F (z)=f 0+f 1z + ... +f z m m, m, m,g 
. .4.39 
which is needed by the near maximum likelihood detector. The delay of q sampling 
intervals introduced by the adaptive filter is, for convenience ignored here, but must 
obviously be taken into account when comparing Y(z)D(z)=F(z) and F mCz). 
To start the algorithm off, some initial guess of the value of Ao in equation 4.18, is 
needed, figures 4.16 and 4.17 show two possible sets of starting points that were used 
in the tests [27]. Whilst the algorithm is running, every time )..;+1 (equation 4.27) is 
calculated a check is made to see if 1)..;+11 is greater than unity, i.e. the algorithm starts to 
converge towards a root inside the unit circle. If I).;+ 11 is greater than unity then the 
algorithm is restarted with a different starting point Another check that is made whilst 
the algorithm is running, is to see if the number of iterations (the value of i) exceeds an 
upper limit, say, when i>40 [27]. If too many iterations are required to locate a root 
then the algorithm is stopped and another starting point tried. If all of the starting 
points have been tried and the algorithm still fails to locate a root then it is assumed that 
all of the roots of Y(z) that lie outside the unit circle in the z-plane have been found. In 
figure 4.18 a flow diagram of the Clark-Hau algorithm is shown. 
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4.6.2 Computer Simulation Tests 
The performance of the Clark-Hau algorithm can be measured using three parameters, 
'1'1· '1'2 and '1'3 (expressed in dB), given by 
.. 4.40 
.. 4.41 
and 
.. 4.42 
where {fh] and {fm,hl are from equations 4.38 and 4.39 respectively and {y~minl] are 
the g+ 1 components of the mininlum phase satnpled impulse response of the charmel 
found using the NAG library. The quantity, '1'1,is a measure of how close to zero the 
first q components of the satnpled impulse response of the channel, convolved with the 
sampled impulse response of the pre-filter are (with a z-transform given by equation 
4.38). The value of '1'2 is a measure of how close the minimum phase sequence with a 
z-transform given by equation 4.39 is to the last g+ 1 components of the sequence with 
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a z-transform given by equation 4.38. The last figure, 'I'J• is a measure of the 
difference between the minimum phase sequence ( fm.&l, and the actual minimum phase 
sequence found using the NAG library. 
To test the algorithm with limited precision arithmetic, channels 1 to 8 were used, their 
sampled impulses are given in tables 4.1 and 4.2. In tables 4.3 and 4.4 the minimum 
phase sampled impulse responses of channels 1 to 8 are given ( (y~minl} in equation 
4.42), and in figures 4.19 to 4.26 the magnitudes of the components of the minimum 
and non-minimum phase sampled impulse responses are shown plotted against time. It 
can be seen that for channel4 (figure 4.20), where the first component of the minimum 
phase sequence is small, a near maximum likelihood detector would be more sensitive 
to noise because of the small magnitude of the first component relative to the 
magnitudes of latter components. However, the performance of the detector would still 
be better than if no pre-fllter was used. In figures 4.27 to 4.34 the positions of the 
roots that lie outside the unit circle in the z-plane are shown for channels 1 to 8. It can 
be seen that for the channels that introduce severe amplitude distortion, like channel4, 
there are several roots lying very close to the unit circle which are the cause of the 
amplitude distortion [6,47]. The reciprocal of the positions of the roots that lie only 
just outside the unit circle (the values of-~) will lie just within the unit circle and, 
therefore, the Clark-Hau algorithm will be more prone to having to restart with a 
different starting position because of the greater possibility of 1).;.+11 (equation 4.27) 
becoming greater than unity. This will cause the algorithm to take longer to locate the 
roots lying close to the unit circle because of the increased possibility of it having to try 
several starting positions before it successfully converges. Reducing the value of c, 
which contrOls the rate of convergence and the accuracy of the algorithm, will have the 
effect of reducing the probability of IA;+11 becoming greater than unity. 
For channels 1 to 4 the staning points shown in fignre 4.16 were used and with 
channels 5 to 8 the staning points in figure 4.17 were used [27]. 
In equation 4.27, a complex valued division has to be carried out which has to be 
repeated for every iteration of the Clark-Hau algorithm. The complex division can be 
split up into two real divisions, i.e. 
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eRe[ e .. ~>*] chn [e. -"-*] A.. =A.+ 1,01 + l,lri 4 43 
1+1 I 2 2 .. • 
le.l le.l 
I I 
For the Clark-Hau algorithm to run on a TMS320C25 microprocessor the integer 
division routine, described in section 4.4, will have to be used. The division routine 
takes a minimum of 16 instruction cycles to divide two real positive 16-bit integers, a 
few extra operations are required to fmd the sign of the dividend and to check for 
special cases such as divide by zero. 
Tables 4.5 to 4.12 show the values of v1.v2 and v3 when the algorithm was run using 
channels 1 to 8. For a comparison, the results of running the algorithm with 64-bit 
floating point arithmetic are also shown. The superscripts in some of the columns 
indicate that an incorrect number of roots lying outside the unit circle were found. For 
64, 16 and 14 bit arithmetic, d (equation 4.28) was set to 1Q-7, and for 12, 10 and 8 bit 
arithmetic a value of 1Q-6, 10-s and IQ-4 was used ford, respectively. Making the 
values of d less than those given gave no useful improvement in the accuracy of the 
algorithm. The number of taps in the pre-filter (q+l) was kept as small as possible so 
that the amount of processing required to calculate them was kept to a minimum. For 
channels 1 to 3 the length of the pre-filter was set to (q+1)=30, for channel 4, 
(q+ 1)=40, and for channels 5 to 8 (q+ 1)=50. These values are the minimum required 
to maintain accuracy [27]. 
In tables 4.5 to 4.12 it can be seen that, in general, there is a worsening in the values of 
v1,'1f2 and v3 as the number of bits used decreases. Table 4.5 shows that in the case of a 
channel that introduces little distortion, such as channel!, the algorithm succeeded in 
locating all roots that lie outside the unit circle, even when 10-bit integer arithmetic was 
used. For channels 2 and 3 (tables 4.6 and 4.7) the algorithm successfully located all 
roots when integer arithmetic was used, but it failed to locate all roots when 10-bits or 
less were used. With channel 4, the algorithm failed to locate all roots when the 
arithmetical precision was reduced to 12 bits or less. For channels 5 and 6, which were 
sampled at 3200 sampleS/s, it can be seen (tables 4.9 and 4.12) that for the algorithm to 
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operate satisfactorily at least 12-bit integer arithmetic had to be used. With channels 7 
and 8 the algorithm failed to locate all of the roots outside the unit circle. The reason 
for this failure is because both of these channels have many roots lying very close to the 
unit circle. 
The magnitude of the change in the value of v2, when converting from floating point to 
integer, is very large, as can be seen from tables 4.5 to 4.12. This is due to the 
quantization process which prevents very small numbers being represented accurately 
( '1'2 is a measure of how close the minimum phase impulse response generated by the 
algorithm is to the minimum phase impulse response produced by convolving the 
channel impulse response with the pre-filter). The values of 'Ill and '1'3 do not change 
by such a large amount when changing from floating point to integer arithmetic. 
For channels 1 to 3, varying the value of c from 0.5 to 1.0 has little effect upon the 
accuracy of the algorithm when integer arithmetic is used, but for channel4 the value of 
'1'3 is affected when c is reduced from 0.7 to 0.5. These results suggest that the value 
of c can be made equal to 1.0, thus allowing the algorithm to converge at its maximum 
rate without affecting its overall accuracy. For channels 5 and 6 a smaller value of c is 
needed if the accuracy of the algorithm is to be maintained. 
Whilst fmding the values of 'l'h '1'2 and '1'3 in tables 4.5 to 4.12, a check was also made 
to see how many times equation 4.27 had to be used to give an indication of how long 
the algorithm took to fmd the minimum phase sequence. Tables 4.13 to 4.15 show the 
number of iterations taken for different values of c in equation 4.27. The tables show 
that the number of iterations required to locate all of the roots outside the unit circle 
increases as the value of c decreases. There is also a general increase in the number of 
iterations as the number of roots that lie outside the unit circle increases. It can be seen 
that the algorithm is quickest when c has a value of unity. There is no noticeable 
increase in the number of iterations performed when converting from floating point to 
16-bit integer arithmetic. 
The results in this section suggest that the algorithm will work satisfactorily with 
~hannels sampled at 2400 samples/s and with 16-bit or, possibly, 14-bit integer 
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arithmetic. With channels sampled at 3200 samples/s it is unlikely that a 16-bit 
microprocessor would give sufficient numerical precision for the Clark-Hau 
algorithm to operate reliably. 
4.6.3 Running the Clark-Hau Algorithm on the TMS320C25 
The performance of the Clark-Hau algorithm, when running on an actual 16-bit 
microprocessor, was tested using a Loughborough Sound Images TMS320C25 
development board. The development board has a TMS320C25 processor, running at 
40 MHz, 32K of RAM that can be used as program memory and 32K of RAM that can 
be used as data memory. 
Initially, the computer simulation programs, which had been written in C, were 
recompiled so that they could be run on the development board. These programs 
worked but they were slow because of the inefficient way in which the C-compiler had 
produced the machine code. To obtain greater speeds, an assembly language program 
was written using some of the special features that the TMS320C25 has, such as the on 
chip memory, shift registers and the auxiliary registers. 
A further increase in speed was found by noting that the equation for r.; (equation 4.25) 
can be written alternatively as [27] 
. .4.44 
Now, it can easily be shown that the components in the sequence (e~h}, for i=O,l, 
... ,g, can be given by [27] 
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2 e;,g.2:Yg-2·~Y8.1+Ai Y 8 
e =y -'A..y i,g-1 g-1 I g 
ei,g=yg 
If the sequence ( e;,h) is now reversed in order, starting with e;,g and finishing with 
e; 1, and passed through a filter identical to filter A, then the samples appearing at its 
• 
output are given by 
0 =y .'})..y i,g-1 g-1 I g 
o. =y l,g g 
and noticing that ou is identical to the polyoomial in equation 4.45, giving£;. This 
suggest an alternative method for obtaining£; during each of the cycles that updates A; to 
give A-;+1 using equation 4.27. Instead of using a loop to directly evaluate equation 
4.45, the ( e~hl which have been generated as described earlier, are reversed in order 
and fed into a filter identical to filter A to give the sequence ( o;,h), from which the 
component o~1 can be extracted to give £;· The difference equation needed to generate 
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ei.h• for h=O,l, ... ,g is 
. .4.45 
for j=g,g-1, ... ,0. The sequence oi,h• for h=l,2, ... ,g can then be generated using 
the difference equation 
o .. =e . . -i... o .. 1 l,J l,J 1 l,J+ . .4.46 
for j=g,g-1, ... ,1. Since {e;.h] have already been ob!ained, (to be funher processed 
once a root has been found) the only extra operations needed to give t; are those 
involved with equation 4.46. To calculate o;,1 only g iterations of equation 4.46 are 
needed, which involves g-1 complex multiplications and g-1 complex subtractions. 
Whereas, if equation 4.25 was used to give t;. 2g-3 complex multiplications and g-1 
complex additions would have to be performed. Since each complex multiplication 
involves four real multiplications and two real additions, and each complex addition 
involves two real additions, and noting that on the TMS320C25 an addition or a 
multiplication takes the the same amount of time to perform, then 8g-8 numerical 
operations have to be carried out using equation 4.46, compared with 14g-20 numerical 
operations using equation 4.25. Thus, there a noticeable reduction in the number of 
operations carried out when equation 4.46 is used. 
The speed of the resulting assembly language program that was written, using equation 
4.46, was such that A; could be updated using equation 4.27 approximately 100 times in 
four sampling periods (one sampling period=l/2400 seconds) when the number of 
components (g+ 1) in the sampled impulse response of the channel was 20 and the 
number of taps in the pre-fiiter was 30 (it has been found that, for an H.F. radio link, 
the pre-filter taps need only be adjusted once every four sampling periods without 
having a noticeable effect upon the performance of the system {16]). When the 
Clark-Hau algorithm eventually converges to a root that lies outside the unit circle it 
then proceeds to pass the ( ek.hl, the output of the feedback filter, into filter B (the two 
tap feedforward filter) and it also updates the taps of the pre-filter. Considering the 
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extra time taken to pass the ( e;,h) into filter B and to update the pre-filter taps, after a 
root has been found, and assuming that approximately five iterations of equation 4.27 
are required to locate a root, the Clark-Hau algorithm, when running on the 
TMS320C25, can process approximately four roots (and update the pre-filter taps) in 
four sampling periods. 
In table 4.16, the roots positions found by the Clark-Hau algorithm are shown, along 
with the roots positions obtained using the NAG routine C02ADF; also shown are the 
number of iterations taken to process each of the roots. The threshold level, d 
(equation 4.28), was set to 1()-7 and the value of c was set to 1.0. Tables 4.17 to 4.19 
show the scaled minimum phase sampled impulse responses of channels 1,2 and 3; 
also shown are the scaled NAG values for comparison. 
The results show that the Clark-Hau algorithm will run on the TMS320C25 and that its 
speed is such that it could possibly be used to adjust the pre-filter taps in an H.F. radio 
system. It is certainly fast enough for it to be used in a telephone system (at baud rates 
of upto 2400) and, if the channel is time invariant, it only has to be run once at the start 
of transmission during the start-up period. 
4.6.4 Clark-Hau Algorithm Operating with a Noisy Estimate 
of the Sampled Impulse Response 
In this section the performance of the Clark-Hau algorithm is examined when a noisy 
estimate of the sampled impulse response of the channel is used. The channel estimator 
is first allowed to converge to an accurate estimate of the impulse response Y, by 
sending a known sequence of data symbols at the start of transmission. Once the 
estimator has settled down the noisy estimate is fed into the Clark-Hau algorithm. To 
measure the performance of the algorithm, using estimates of the channel at different 
signal-to-noise ratios, the value of '1'3 was found (equation 4.42) which compares the 
minimum phase sequence produced by the algorithm with the NAG values. 
Figures 4.35 to 4.38 show the variation of '1'3 with SNR for channels 1 to 4 with the 
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algorithm using reduced precision arithmetic, the numbers placed next to some of the 
points show how many roots outside the unit circle were found for that particular SNR. 
~t can be seen that there is a worsening in the accuracy of the estimate of the minimum 
phase sequence as the numerical precision is reduced, but at a signal-to-noise ratio of 
30 dB (typical for telephone channels) there is little difference between the accuracy of 
the floating point program and that of the 16-bit integer program. In fact, as the 
signal-to-noise ratio decreases, the accuracy of the minimum phase sequence tends to 
become similar no matter what the arithmetical precision is, this is due to the additive 
noise drowning out the effects of the quantization noise. 
4.7 The Complete System 
The channel estimator and Clark-Hau algorithm are now operated together with the near 
maximum likelihood detector to make up the core of a digital modem receiver. A model 
of this system is shown in figure 4.39. At the stan of transmission a training signal, 
known to the receiver, is sent. The training sequence is long enough for the channel 
estimator to converge to an accurate estimate of the sampled impulse response. In the 
tests carried out, it is assumed that the channel is time invariant and therefore, once the 
estimator has converged, the estimate of the sampled impulse response is then fixed for 
the rest of the transmission. The estimate is fed into the Clark-Hau algorithm, which 
produces two sequences, { fm,h} and { dh}, which are the estimate of the minimum 
phase sequence and the estimate of the pre-filter tap weights, respectively. The detector 
then uses the sequence {fm,h}to carry out the detection process. 
In chapter 3 two near maximum likelihood detectors were described (detectors A and 
B). In detector A, the costs of the expanded vectors {Pi}, are given by 
C.=C. 1+lr.-~ x. hyh 12 1 1- I L 1- . .4.47 
h=Q 
which can be expressed alternatively as 
where 
4. TRANSMISSION OVER TELEPHONE CHANNELS 78 
2 Ci=Ci_ 1+1~-y0 xi I . .4.48 
z.=r.-~ x. hyh 
1 I L 1· 
h=l 
. .4.49 
Now, to reduce the number of operations carried out by the detector, rather than 
calculating the mk costs (where m is the number of possible values each data symbol 
can have and k is the number of stored vectors) of the mk expanded vectors (Pi}using 
equation 4.47, it first computes the k values of Z; (using equation 4.49) for each of the 
stored vectors Qi. The value of Z; for m expanded vectors (Pi} derived from one of the 
vectors Qi will be the same, and therefore, equation 4.49 need only be used k times for 
each detection instant. After calculating Z; for one of the stored vectors Q,the detector 
calculates m costs (by substituting the m possible values of the term YoXi into equation . 
4.48) corresponding to the m expanded vectors (Pi} and it stores these costs in 
memory. The position in the memory in which each cost is stored is determined by the 
value of xi and which of the stored vectors Qi was used to calculate it. Thus, when all 
of the costs have been calculated, the detector will have in store a list of mk costs, each 
one of them being calculated without actually expanding the stored vectors ( QJ. The 
detector now searches through the list stored costs to fmd the smallest cost. The 
position of the smallest cost in the memory tells the detector which of the stored vectors 
Q and the value of Xi were used to calculate it. The detector now knows the maximum 
likelihood vector Qi, the first component of which, is the detected data symbol si·n'. 
The selected vector Qi is now copied over into a temporary store along with the value of 
the smallest cost. Also, the component xi (which can be deterrnined by the position of 
the smallest cost in memory) used in the calculation of the smallest cost is added to the 
end of the selected vector Qi in the temporary memory to give an expanded vector Pi. 
The selected smallest cost in the list is now set to some arbitrarily high value to prevent 
it from being selected again. The detector now compares the first components of each 
of the stored vectors Qi (including the selected vector with smallest cost) with the 
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detected data symbol s;.,' and discards those vectors whose first components differ. 
The discarding process is achieved by setting the m costs (in the list of costs) derived 
from the stored vector whose first component differs from s;.,' to some arbitrarily large 
value. The detector now repeats the above process to flnd the remaining k-1 expanded 
vectors ( P;} and their costs, which are held in the temporary store. The first 
component of each of the expanded vectors P; is now discarded (without changing their 
costs) and the resulting vectors and costs are used to replace the original stored vectors 
( Q;} and their costs. 
The process just described cuts out a large number of operations that would otherwise 
be unneccesarily repeated if the stored vectors ( Q;) were actually expanded and the 
costs of the expanded vectors (P;} calculated using equation 4.47. 
In the description of detector B it was assumed that the first component of the estimate 
of the minimum phase sampled impulse response of the channel had been adjusted to a 
value of 1 +jO [10]. To obtain such a response every, component of the minimum 
phase sequence produced by the Clarl<:-Hau algorithm would have to be divided by the 
value of the first in that sequence, y0• This, however, would be a computationaly 
intensive procedure because it would involve complex divisions. An alternative to this 
is to modify detector B such that the fust component of the minimum phase sequence 
does not have to be made equal to unity. A method for achieving this wiii now be 
described. 
Prior to the receipt of the sampler;, the detector holds in store the k vectors (Q;), 
O=[X. X. 1 ••• X. 1] "'<i 1-n t-n+ 1- . .4.50 
and it also holds in store the k costs (C;.d associated with each of the stored vectors 
Q;. Now, if the stored vectors were to be expanded to give the vectors (P;}. then the 
costs associated with each one of these expanded vectors will be given by 
where 
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C.=C. 1 +1r.-~ x. hyhl2 1 I• I L 1-
h=O 
2 
=C;. 1+1 ri -fi -y0 xi I . .4.51 
.. 4.52 
and y0 doesn't necessarily have to be equal to 1 +jO. Since the ftrst n components of a 
group of m expanded vectors P;, derived from any vector Q;, will be the same, the 
detector only has to compute the quantity f; once for each group of expanded vectors, 
giving a saving in the number of operations carried out to give the costs of the 
expanded vectors. If we let 
then 
and also let 
z. =r. -f. 
1 1 1 
d.=z.-y0x. 1 1 1 
. .4.53 
. .4.54 
..4.55 
then selecting the real and intaginary parts of x; that minintise the real and imaginary 
parts of d; will lead to the smallest cost C;. However, the simple threshold level 
method, described in chapter 3, can't be used here to give the smallest value of ld;i2 
because Yo may not be equal to unity. This problem can be overcome by multiplying 
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both sides of equation 455 by y0 •, the complex conjugate of y0, to give 
. .4.56 
The detector now operates by first calculating the value of y0 •2:; associated with one of 
the stored vectors Q;. it then fmds the value of lyoJ2 and uses the threshold level method 
to find the real and imaginary pans of ly0J2x; that come closest to the real and imaginary 
pans of y0•Z; and hence the real and imaginary pans ofx;. For a 16-level QAM signal, 
the possible values of X; will be -3, -1, 1 and 3, therefore the detector only has to 
compute the values of ly0J2 and 41y0J2 for it to know all m possible values of ly0J2x; in 
equation 4.56. The detector carries on in a similar way as described in chapter 3, but 
using equation 4.56 as the basis for the threshold comparison. 
4.7.1 Computer Simulation Tests 
Computer simulation tests were carried out to show the performance (bit error rate) of 
the complete system, operating with reduced precision arithmetic at the receiver. Data 
rates of 9.6, 14.4 and 19.2 Kbits/s were used in the tests, at baud rates of 2400 over 
channels 1 to 4 and 3200 over channel 5 to 8. To achieve data rates of 9.6 and 14.4 
Kbits/s, 16 and 64-level QAM signal were used at a baud rate of 2400, and for 19.2 
Kbits/s, a 64-level QAM signal was used at a baud rate of 3200. In fignres 4.40 and 
4.41 the error rate curves for an ideal communications channel that introduces no 
distortion and only additive white Gaussian noise are shown. Since the channel 
introduces no distortion, its impulse response will be a scaled and delayed impulse and, 
under the assumed conditions, the optimum detector will be a simple threshold detector. 
The results of the computer simulation tests of the complete system operating at 9.6, 
14.4 and 19.2 Kbits/s will now be presented. 
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9.6 KBits/s 
figures 4.42 to 4.45 show the performance of the complete system operating at 9.6 
Kbits/s, with detector A. The performance of the system at a lower arithmetical 
precision is close to the performance of the system when 64-bit floating point arithmetic 
is used, which is encouraging but not surprising, since the results obtained in the 
previous sections all suggest that at signal-to-noise ratios of less than 30 dB there is 
little difference between the 64-bit and 16-bit integer programs. When 10-bit integer 
arithmetic was used the system failed to operate reliably when the data was sent over 
channels 1,2 and 3. With channel 4, which introduces very severe amplitude 
distortion, the system failed to operate reliably when 12-bits or less were used. A delay 
in detection of eight sampling intervals was chosen (i.e. n=8), increasing the delay has 
little effect upon the error rate ofthe system [55]. The results suggest that a dedicated 
processor using 14-bit integer arithmetic could be used at the receiver when data rates 
of upto 2400 baud are used. However, to take into account any incorrect adjustment of 
the gain circuits ahead of the AID convener at the receiver (which would normally be 
adjusted so that full use of the output number range from the AID convener was · 
achieved) and because of the convenience of currently available 16-bit microprocessors, 
the use of 16-bit arithmetic is a better choice. Also, it must be remembered that the 
results presented here are upper limits since the system performance would also be 
affected by the accuracy of the carrier· phase synchronisation, the symbol timing 
recovery and other types of noise. 
An example of the reduction in the tolerance of the system (with the receiver using 
64-bit floating point arithmetic) to additive noise when no pre-filter is used ahead of the 
detector is given in figure 4.46, where channel 1, which introduces the least amount of 
distortion, has been used in the test. It can be seen that there is a large drop in the 
overall performance of the system. The loss of performance is due to the first few 
components of the non-minimum phase impulse response having a relatively small 
magnitude compared with some of the latter components. The small magnitude of the 
first component makes the selection of the expanded vector (in the near maximum 
likelihood detector) with the smallest cost almost arbitrary. 
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To further simplify the complexity of the receiver, the number of taps in the channel 
estimator could be reduced. This would result in a shorter estimate of the sampled 
impulse response of the channel which leads to a reduction in the number of 
computations performed by the Clark-Hau algorithm. Figures 4.47 to 4.50 show the 
performance of the system using integer arithmetic aud where the channel estimate had 
only 10 components for channels 1 aud 2 aud 15 components for channels 3 and 4 
[72). Comparing these figures with figures 4.42 to 4.45 it can be seen that there is no 
noticeable reduction in performance. 
The performance of the complete system when detector B is used in place of detector A 
and when the shorter estimates of the channel estimate have been used, are shown in 
figures 4.51 to 4.54. The lengths of the stored vectors and the number of stored 
vectors used by detector B are the same as those used by detector A to generate figures 
4.42 to 4.45. Figures 4.51 and 4.52 show that there is a 1 dB drop in performance (at 
an error rate of 1Q-4) compared with figures 4.42 and 4.43. For channel3 there is a 
2 dB drop in performance compared with figure 4.44 and for channel4 there is a 3.5 
dB drop compated with figure 4.45. 
The complexity of detector B is much lower than that of detector A; this can be 
illustrated as follows. For a m-level sigual, detector A has to compute rnk costs (where 
k is the number of stored vectors) and perform k searches through mk costs, whereas 
detector B has to calculate 2k costs and perform k searches through 2k costs. So if 
m=16 and k=8, then, detector A will have to compute 128 costs and detector B would 
have to compute 16 costs which is a great saving in complexity. The very much lower 
complexity of detector B makes it vety attractive for use in a practical modem. 
Figures 4.55 and 4.56 show the error rate curves when a simple adaptive decision 
feedback equaliser was used with channels 1 and 2. The results were obtained with the 
equaliser using 16-bit integer arithmetic, and it can be seen that there is a 3.5 dB drop in 
performance compared with the performance of detector A operating with the same 
channels. For channels 3 and 4, and when integer arithmetic was used, the equaliser 
failed to operate satisfactorily. 
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14.4 Kbits/s 
_Figures 4.57 to 4.60 show the performance of the system with channels 1 to 4 and 
detector A being used. Again the drop in the performance of the system when changing 
from 64-bit floating point arithmetic to 16-bit integer arithmetic is small. 
Figures 4.61 to 4.64 show the performance of the system with detector Band it can be 
seen that there is no real loss in performance when compared with detector A. With a 
64-level signal and 4 stored vectors, detector A would have to compute 256 costs and 
with detector B using 8 stored vectors, only 16 costs have to be evaluated. There is 
thus a very great saving in equipment complexity if detector B is used. 
Figures 4.65 and 4.66 show the effects on the bit error rate when an inaccuracy in the 
estimate of the carrier phase occurs over channels 1 and 4, respectively. The results 
were obtained by introducing a phase error in the received samples after the channel 
estimator had converged and the system had settled. In the tests, although the phase 
error was fixed, the results give an idea of the effects of small and random changes in 
the received signal phase. The results show that there is little increase in the sensitivity 
of the system to phase errors when the numerical accuracy is reduced from 64-bit 
floating point to 16-bit integer arithmetic. 
19.2 Kbits/s 
The results presented in section 4.6 indicated that with sampled impulse responses 
sampled at 3200 samples/s, the Clark-Hau algorithm only worked reliably with 
channels 5 and 6 when integer arithmetic was used. These results suggest that the 
performance of the complete system operating at 3200 baud would be seriously affected 
by the channel characteristics when integer arithmetic is used. 
It was found that the system only worked with channels 5 and 6, as expected. Figures 
4.65 and 4.66 show the performance of the system, operating with detector B. 
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4.8 Design Considerations for a Modem Using the TMS320C25 
9verall, the results presented in this chapter suggest that for a modem operating at 2400 
baud over a telephone channel, 16-bit integer arithmetic should provide enough 
precision for reliable operation. 
For a time invariant channel a single TMS320C25 could be used to carry out all of the 
operations needed in the detection process. At the start of transmission the channel 
estimator program could be run, after it has converged the Clark-Hau algorithm can be 
run once to give the minimum phase sampled impulse response of the channel needed 
by the near maximum likelihood detector and the tap gains of the pre-fllter. The same 
TMS320C25 can then be used to run the near maximum likelihood detector program. 
For carrier phase tracking and timing recovery another TMS320C25 would be needed. 
If the channel is varying very slowly with time then one TMS320C25 could be used to 
continuously run the channel estimator program and Clark-Hau algorithm, whilst the 
other could be used to run the near maximum likelihood detector. 
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Table 4.1 Sampled Impulse Responses of Channels 1 to 4 
Channel! Channel2 Channel3 Channel4 
Real Imaginary Real Imaginary Real Imaginary Real Imaginary 
-0.0291 -0.0373 0.0145 -0.0006 0.0176 -0.0175 -0.0038 -0.0049 
0.2290 -0.2244 0.0750 0.0176 0.1381 -0.1252 0.0077 -0.0044 
0.7612 0.1817 0.3951 0.0033 0.4547 -0.1885 0.0094 0.0207 
0.2988 0.3050 0.7491 -0.1718 0.5078 0.1622 -0.0884 0.0355 
-0.0338 -0.2915 0.1951 0.0972 -0.1966 0.3505 -0.1138 -0.2869 
-0.0789 0.0616 -0.2856 0.1894 -0.2223 -0.2276 0.5546 -0.2255 
0.0291 0.0287 0.0575 -0.2096 0.2797 -0.0158 0.1903 0.5813 
-0.0137 -0.0352 0.0655 0.1139 -0.1636 0.1352 -0.2861 -0.0892 
0.0020 0.0204 -0.0825 -0.0424 0.0594 -0.1400 0.2332 -0.0384 
0.0004 -0.0108 0.0623 0.0085 -0.0084 0.1111 -0.0652 0.0428 
0.0028 0.0065 -0.0438 0.0034 -0.0105 -0.0817 0.0335 . -0.0519 
-0.0027 -0.0014 0.0294 -0.0049 0.0152 0.0572 -0.0323 0.0170 
0.0000 -0.0013 -0.0181 0.0032 -0.0131 -0.0406 0.0044 -0.0023 
0.0003 0.0006 0.0091 0.0003 0.0060 0.0255 0.0054 0.0076 
-0.0002 0.0001 -0.0038 -0.0023 0.0003 -0.0190 0.0008 -0.0051 
-0.0009 -0.0006 0.0019 0.0027 -0.0035 0.0116 -0.0056 0.0001 
0.0005 -0.0000 -0.0018 -0.0014 0.0041 -0.0078 0.0018 0.0032 
0.0003 0.0004 0.0006 0.0003 -0.0031 0.0038 -0.0009 -0.0015 . 
0.0001 -0.0011 0.0005 0.0000 0.0018 -0.0005 -0.0022 -0.0026 
0.0004 0.0001 -0.0008 -0.0001 -0.0018 -0.0005 0.0029 0.0019 
0.0007 0.0007 -0.0008 0.0009 
0.0004 0.0001 -0.0014 -0.0003 
-0.0004 0.0001 0.0019 -0.0002 
-0.0001 0.0010 -0.0003 0.0005 
0.0000 -0.0007 0.0007 0.0005 
0.0004 0.0008 -0.0007 -0.0001 
0.0002 -0.0008 
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Table 4.2 Sampled Impulse Responses of Channels 5 10 6 
Channel 5 Channel6 Channel? ChannelS 
Real Imaginary Real Imaginary Real Imaginary Real Imaginary 
-0.004807 0.001975 0.001966 0.000.544 0.001155 -0.001275 0.000139 -0.000657 
-0.023279 -0.005598 0.016707 0.003912 0.011734 -0.016035 0.002122 -0.001400 
-0.003958 -0.095155 0.067284 0.008166 0.057043 -0.059210 0.005858 0.003295 
0.249745 -0.169609 0.221772 0.000227 0.170236 -0.103845 -0.005860 0.020025 
0.541549 0.119610 0.502139 -0.056595 0.289941 -0.041411 -0.058710 0.003587 
0.297847 0.342398 0.548069 -0.110307 0.203587 0.140088 -0.055260 -0.122651 
0.011628 -0.093299 0.046425 0.064073 -0.106333 0.175431 0.165603 -0.166552 
0.069883 -0.227266 -0.294318 0.210038 -0.188929 -0.059493 0.264580 0.134973 
-0.116629 0.107089 0.006498 -0.101885 0.098031 -0.135501 -0.084000 0.238554 
-0.051507 0.055005 0.145968 -0.128412 0.116619 0.098686 -0.122758 -0.114973 
0.120645 -0.051534 -0.070121 0.184022 -0.141349 0.062653 0.163238 -0.040380 
-0.080646 -0.017534 -0.051347 -0.055243 0.004742 -0.126885 -0.027620 0.118527 
-0.001307 0.048080 0.084641 -0.087113 0.115057 0.052773 -0.049954 -0.093587 
0.054696 -0.017118 -0.017438 0.127455 -0.106427 0.058291 0.076453 0.006640 
-0.042190 -0.025187 -0.048800 -0.070772 0.013733 -0.100340 -0.054343 0.029049 
0.007644 0.042773 0.059209 -0.008137 0.067016 0.061483 I . 0.008210 -0.035339 
0.016672 -0.034243 -0.029553 0.055785 -0.085331 0.007381 0.007390 0.029327 
-0.023740 0.016745 -0.007553 -0.058468 0.049681 -0.055936 -0.008383 -0.010218 
0.013562 -0.003006 0.028324 0.035002 0.000236 0.061144 0.010418 0.002475 
0.001807 -0.004991 -0.031788 -0.007764 -0.035259 -0.039069 -0.007445 -0.003145 
-0.014160 0.007369 0.025419 -0.010526 0.045572 0.006828 0.002625 0.001647 
0.017820 -0.008654 -0.014780 0.018476 -0.036460 0.016117 -0.003203 0.001599 
-0.014543 0.010301 0.004397 -0.018811 0.019015 -0.027514 0.003120 -0.000777 
0.007007 -0.012037 0.002551 0.014924 -0.001935 0.027598 -0.003116 -0.001415 
0.001402 0.010854 -0.006499 -0.010226 -0.009838 -0.020545 0.001378 -0.000502 
-0.007189 -0.007094 0.007904 0.005818 0.015003 0.011764 -0.000249 0.001776 
0.009463 0.000670 -0.007652 -0.002228 -0.015829 -0.003476 0.001308 -0.000529 
-0.006936 0.004000 0.006315 -0.000400 0.013445 -0.002168 
0.002667 -0.006328 -0.004811 0.001611 -0.009728 0.005539 
0.001578 0.005983 0.006697 -0.006761 
-0.004066 -0.003360 -0.004013 0.007442 
0.001671 -0.007064 
0.000127 0.006670 
-0.001612 -0.005538 
0.002745 0.004606 
-0.003295 -0.003236 
0.003444 0.002208 
-0.003439 -0.001632 
0.003402 0.000765 
-0.003335 -0.000310 
0.003124 -0.000448 
-0.002731 0.000974 
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Table 4.3 Minimum Phase Sampled Impulse Responses of Channels 1 to 4 
Channel! Channel2 Channel3 Channel4 
Real Imaginary Real Imaginary Real Imaginary Real Imaginary 
0.5349 0.6551 0.7320 -0.4731 0.5587 -0.2035 -0.3188 -0.0729 
0.0452 0.5097 0.4632 -0.0910 0.4814 0.5210 0.0662 -0.6489 
-0.1082 -0.0948 -0.1098 0.0624 -0.3165 0.1429 0.5328 0.1901 
0.0350 -0.0093 0.0173 -0.0212 0.0526 -0.1286 -0.2726 0.2031 
-0.0183 0.0081 0.0105 0.0012 0.0079 0.0523 0.0255 -0.1639 
0.0008 -0.0166 -0.0117 0.0035 -0.0051 -0.0104 0.0261 0.0546 
0.0035 0.0058 0.0076 -0.0043 0.0005 0.0050 -0.0065 -0.0144 
-0.0023 -0,0033 -0.0085 0.0041 -0.0043 -0.0031 0.0025 0.0129 
0.0034 0.0040 0.0071 -0.0022 0.0056 0.0013 -0.0038 -0.0069 
-0.0034 -0.0005 -0.0041 0.0005 -0.0028 -0.0011 0.0046 0.0014 
0.0006 -0.0019 0.0011 0.0017 0.0002 0.0008 -0.0001 0.0008 
0.0007 0.0005 0.0001 -0.0021 0.0010 -0.0038 -0.0009 0.0011 
-0.0001 0.0000 0.0004 0.0017 0.0000 0.0016 0.0001 0.0000 
-0.0008 -0.0007 -0.0007 -0.0003 0.0007 -0.0019 0.0003 0.0025 
0.0007 0.0001 -0.0002 0.0000 -0.0004 -0.0004 -0.0017 -0.0020 
0.0000 0.0005 0.0006 0.0000 0.0011 0.0007 0.0012 -0.0013 
0.0003 -0.0004 -0.0003 0.0000 -0.0011 -0.0004 0.0017 0.0015 
0.0005 0.0002 -0.0002 0.0000 -0.0001 0.0000 -0.0019 0.0000 
0.0000 0.0002 0.0000 0.0000 0.0000 0.0000 0.0006 0.0010 
0.0000 0.0000 0.0000 0.0000 0.0002 0.0000 0.0003 0.0000 
-0.0001 0.0007 0.0004 0.0002 
-0.0005 0.0000 -0.0002 0.0003 
0.0000 0.0000 0.0000 0.0001 
0.0001 0.0004 0.0000 0.0000 
0.0000 0.0002 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 
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Table 4.4 Minimum Phase Sampled Impulse Responses of Channels 5 to 8 
Channel 5 Channel6 Channel? ChannelS 
Re& Imaginary Re& Imaginary Re& Imaginary Re& Imaginary 
-0.176657 0.450177 0.285649 -0.507757 0.245356 ·0.032166 0.044694 ·0.063505 
-0.399730 0.542591 0.456534 ·0.561966 0.342642 0.289367 0.239493 0.034044 
-0.122502 -0.125097 0.012011 0.113587 -0.173279 0.294660 0.034113 0.327801 
0.078662 -0.084614 ·0.070731 0.064164 -0.131818 ·0.144464 ·0.288963 0.016585 
-0.036314 0.089678 0.074859 -0.097823 0.119692 -0.006269 0.049581 ·0.197055 
0.008401 ·0.069168 -0.030075 0.061777 ·0.056124 0.060425 0.092456 0.088525 
0.013867 ·0.009683 ·0.006970 0.001947 -0.006390 ·0.049473 ·0.077014 0.010535 
-0.001927 0.020163 0.016624 ·0.022139 0.026545 0.019287 0.027475 ·0.039722 
-0.007863 -0.006377 ·0.005322 0.011138 ·0.017021 0.004397 0.007395 0.029157 
0.005561 -0.000853 0.004933 -0.004554 0.005391 -0.006058 -0.015325 -0.005654 
-0.001619 0.011047 -0.003877 0.000286 -0.000058 0.004033 0.006906 -0.003861 
-0.004959 -0.012396 0.002008 0.001193 -0.001746 -0.000675 0.000220 0.004039 
0.007910 0.008348 0.001272 0.000674 0.001391 -0.000434 -0.001896 -0.000971 
-0.010122 . -0.003998 -0.003264 -0.000717 -0.001014 0.000034 0.000519 -0.001212 
0.011565 -0.003163 0.002494 0.001114 0.000797 -0.001353 -0.000322 0.000558 
-0.007692 0.008869 -0.001090 -0.000537 0.000718 0.000505 -0.000888 -0.000520 
0.002620 -0.011546 0.000506 -0.000336 -0.000546 -0.000697 -0.000105 0.000323 
0.003273 0.010234 0.000577 0.000712 0.001687 -0.000817 -0.000436 -0.000275 
-0.007178 -0.005669 -0.001467 -0.000323 -0.000707 0.000733 0.001069 -0.000818 
0.008546 -0.000367 0.001110 -0.000183 0.000674 -0.000876 0.000751 0.000584 
-0.006399 0.005453 -0.000319 0.000245 -0.000133 0.000688 -0.000163 0.000613 
0.002282 -0.006319 -0.000792 0.000471 -0.000300 -0.000296 0.000043 0.000214 
0.002500 0.004701 0.000990 -0.000962 0.000028 0.000014 -0.000067 0.000032 
-0.004552 -0.001078 -0.000093 -0.000125 -0.000586 -0.000010 -0.000100 0.000013 
0.003247 -0.000924 -0.000603 0.001356 0.000733 -0.000096 -0.000022 -0.000025 . 
-0.000182 0.002550 -0.000244 0.001014 -0.000640 0.000515 0.000008 0.000015 
-0.001210 -0.002311 -0.000044 0.000305 0.000255 -0.000280 0.000012 0.000000 
0.001877 -0.001446 -0.000005 0.000106 0.000095 0.000304 
0.000747 0.000543 0.000001 0.000018 -0.000768 0.000082 
-0.000061 0.000180 0.000619 -0.000283 
-0.000056 0.000007 -0.000306 0.000386 
-0.000531 0.000121 
0.000636 -0.000180 
-0.000120 0.000086 
-0.000565 0.000086 
0.000650 -0.000202 
0.000439 0.000067 
-0.000338 -0.000018 
-0.000749 -0.000286 
-0.000398 -0.000276 
-0.000157 -0.000109 
-0.000019 -0.000007 
4. TRANSMISSION OVER TELEPHONE CHANNELS 90 
Table 4.5 Values of w1, ljf2 and 1J13 for channel! I 
Number 
of Bits c=0.5 c=0.7 c=l.O 
Used 
-75.5 -77.9 -83.9 
64 -322.2 -322.2 -320.0 
-59.2 -59.7 -59.9 
-50.0 -50.0 -50.0 
16 -54.9 -54.7 -55.0 
-57.3 -57.9 -57.9 
-38.6 -38.6 -38.6 
14 -43.8 -43.7 -43.7 
-50.6 -50.6 -50.6 
-28.8 -28.7 -28.6 
12 -32.9 -33.2 -33.5 
-39.6 -40.4 -39.5 
-24.4 -24.3 -25.1 
10 -25.0 -25.2 -25.4 
-29.6 -30.0 -29.7 
·8.42 
-9.82 -7.7 
8 
-15.4 -14.9 -15.6 
-2.9 -4.7 -20.6 
Table 4.6 Values of IJfp 1Jf2 and ljf3 for channe12 
Number 
of Bits c=0.5 c=0.7 c=l.O 
Used 
-73.4 -72.4 -91.6 
64 -311.1 -309.1 -317.3 
-61.2 -62.2 -62.7 
-51.5 -51.5 -51.4 
16 
-54.0 -54.0 -54.1 
-58.2 -59.0 -59.3 
-41.1 -40.8 -40.9 
14 
-41.8 -41.8 -42.0 
-49.4 -49.5 -49.3 
-30.2 -30.4 -28.0 
12 
-30.8 -30.5 -30.6 
-39.1 -38.1 -37.0 
-18.7 3 -18.63 -19.1 
10 
-21.0 -21.0 -20.5 
·2.3 -2.4 -26.4 
·9.0 -9.7 -4.42 
8 
-11.6 -10.1 -13.4 
-20.3 -16.1 9.6 
4. TRANSMISSION OVER TELEPHONE CHANNELS 91 
Table 4. 7 Values of ljf1, ljf2 and ljf3 for channel 3 
Number 
of Bits c=0.5 c=0.7 c=l.O 
Used 
-70.2 -70.0 -71.1 
64 -315.4 -318.2 -317.6 
-62.8 -73.4 -89.2 
-49.2 -48.6 -48.2 
16 
-50.6 -50.9 -51.2 
-54.1 -54.6 -52.9 
-38.2 -37.4 -37.5 
14 
-39.5 -39.7 -39.9 
-42.6 -44.2 -44.1 
-25.5 -25.9 -25.3 
12 
-28.2 -27.9 -28.1 
-31.7 -30.8 -33.0 
-14.7 3 -24.43 -18.2 
10 
-19.6 -20.0 -19.2 
-0.8 -1.4 -24.2 
-5.33 
-4.9 -5.7 
8 
-9.0 -8.3 -8.8 
-1.0 -10.1 -13.1 
Table4.8 Values ofljfl' ljf2 and ljf3 forchannel4 
Number 
of Bits c=0.5 c=0.7 c=l.O 
Used 
. 
-40.6 -40.8 -40.7 
. 64 -313.1 -311.1 -310.3 
-45.9 -52.6 -52.3 
' 
-43.3 -45.1 -45.1 i 16 
-53.3 -52.3 -53.7 I 
-33.7 -47.5 -46.6 
-33.7 -33.9 -42} 
14 -40.5 -40.9 -41.1 
I -30.7 -34.2 44.5 
-22.7 -22.17 -22.2 
12 
-31.2 -28.7 -30.9 
-22.7 -19.5 -23.2 
-13.9 11 -16.5 6 -13.210 
10 
-22.2 -20.9 -23.7 
-14.0 -13.2 -4.6 
-5.2 -4.97 No 
8 
-18.6 -21.4 Roots 
-2.8 -6.6 Found 
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Table4.9 Values of1Jil' '1'2 and '1'3 forChannel5 : 
I Number 
of Bits c=0.5 
Used 
c=0.7 c=l.O 
-42.5 
-43.2 
-43.2 
64 ·312.5 -312.4 
-312.0 
-66.5 
-62.1 
-58.0 
-40.6 -37.4 
-42.7 
16 
-49.9 
-50.3 
-50.8 
-43.1 
-36.0 
-21.6 
-31.6 
-31.07 
-29.8 
14 
-37.6 
-37.7 
-37.5 
-21.1 
-16.4 
-21.0 
-19.9 
-21.46 
-20.47 
12 
-24.7 
-25.3 -25.4 
-16.1 
-23.0 
-15.3 
-8.57 
-8.9 7 
-8.2 
10 
-14.6 
-14.6 
-14.1 
-9.5 
-9.7 
-10.0 
Table 4.10 Values of w1, '1'2 and w3 for Channel6 
Number 
of Bits c=0.5 
Used 
c=0.7 c=l.O 
-43.4 
-43.5 
-43.4 
64 -311.5 
-309.5 
-309.9 
-59.7 
-60.3 
-77.2 
-42.3 
-39.2 
-44.8 8 
16 
-47.4 
-47.5 
-48.2 
-39.1 
-36.8 
-7.2 
-33.3 -31.8 
-32.7 
14 
-36.3 
-35.5 
-35.3 
-30.1 
-30.5 
-28.1 
-21.8 
-22.0 7 
-21.26 
12 
-25.0 
-24.8 
-25.4 
-25.3 
-9.6 1.7 
-10.0 7 
-10.37 
-10.07 10 
-13.3 
-13.4 
-13.7 
-13.1 
-16.0 
-9.8 
4. TRANSMISSION OVER TELEPHONE CHANNELS 93 
Table 4.11 Values of IJip ljl2 and ljl3 for Channel? · 
Number 
of Bits c=0.5 c=0.7 c=l.O 
Used 
-28.2 -28.9 -28.8 
64 -305.5 -305.8 -309.5 
-60.3 4.9 4.9 
-31.9 -31.1 -30.0 
16 
-44.7 -44.4 -44.8 
-9.0 -8.8 -2.2 
-29.7 -28.0 -28.0 
14 
-38.6 -33.1 -33.8 
-24.5 -18.9 11.9 
-18.7 -19.0 -18.3 
12 
-21.3 -22.9 -21.3 
8.2 9.7 -5.6 
Table 4.12 Values of IJip IJI2 and ljl3 for ChannelS ' 
Number 
of Bits c=0.5 c=0.7 c=l.O 
Used 
-39.8 -37.812 -39.111 
64 -312.0 -309.7 -309.3 
-33.9 12.4 8.6 
-40.510 -40.510 -44.3 8 
16 
-49.8 -51.1 -51.7 
-3.0 6.7 17.8 
-32.511 -33.410 
-33.29 
14 
-37.7 -39.1 -40.6 
2.3 5.5 13.7 
-22.08 -21.211 -21.820 
12 
-29.0 -26.1 -28.9 
9.6 11.6 15.2 
4. TRANSMISSION OVER TELEPHONE CHANNELS 94 
Table 4.13 Number of Iterations Taken to Converge, with c=0.5 
Number Channel 
of bits 
used I 2 3 4 5 6 7 8 
64 45 58 72 144 234 217 266 397 
16 48 61 68 120 239 162 294 174 
14 47 54 64 104 651 192 1330 298 
12 41 48 56 110 189 147 511 312 
10 75 221 80 190 863 875 - -
8 209 46 75 176 - - - -
Table 4.14 Number of Iterations Taken to Converge, with c=0.7 
Number Channel 
of bits 
used 1 2 3 4 5 6 7 8 
64 29 41 53 112 168 152 175 262 
16 33 45 56 94 186 134 146 222 
14 30 42 48 90 104 127 410 136 
12 29 39 42 95 89 92 102 170 
10 64 217 81 47 290 208 - -
8 210 66 32 97 - - - -
Table 4.15 Number of Iterations Taken to Converge, with c=l.O 
Number Channel 
of bits 
used 1 2 3 4 5 6 7 8 
64 19 32 36 104 127 102 189 190 
16 20 35 35 63 116 87 157 109 
14 20 35 37 60 106 102 245 121 
12 19 27 36 103 302 292 105 289 
10 19 32 52 88 200 283 
- -
8 57 2ll 30 - - - - -
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Table 4.16 Comparison of root positions found by the Clark-Hau 
Algorithm with those obtained with the NAG routines 
NAG Clark-Hau Algorithm 
Channel Real Imaginary Real Imaginary Iterations 
1 1.5816 1.8716 1.5798 1.8723 6 
1.3527 0.4453 1.3519 0.4449 5 
-1.8112 -4.7915 -1.8106 -4.8089 5 
2 2.0621 -0.5661 2.0761 -0.5727 3 
0.6153 -3.5564 0.6326 -3.5010 5 
1.7858 5.1965 1.8283 5.1968 4 
1.4073 -0.1481 1.4048 -0.1492 4 
3 2.1505 -0.4796 2.6600 -0.3798 2 
1.2298 1.3614 1.3490 1.2958 7 
4.0645 -1.5207 3.2297 -0.8483 8 
1.3431 0.2367 1.3957 0.2190 5 
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Table 4.17 Comparison of sampled impulse 
responses for channel I 
NAG Algorithm 
Real Imaginary Real Imaginary 
1.0000 0.0000 1.0000 0.0000 
0.5006 0.3397 0.5004 0.3397 
-0.1678 0.0282 -0.1679 0.0279 
0.0176 -0.0391 0.0176 -0.0392 
-0.0062 0.0229 -0.0064 0.0228 
-0.0146 -0.0132 -0.0147 -0.0132 
0.0080 0.0012 0.0079 0.0011 
-0.0049 -0.0004 -0.0050 -0.0004 
0.0063 -0.0001 0.0061 -0.0002 
-0.0031 0.0027 -0.0032 0.0027 
-0.0013 -0.0020 -0.0014 -0.0021 
0.0012 -0.0003 0.0009 -0.0003 
-0.0003 0.0001 -0.0003 -0.0001 
-0.0011 0.0002 -0.0015 0.0001 
0.0004 -0.0008 0.0005 -0.0007 
0.0008 0.0007 0.0004 0.0003 
-0.0002 -0.0011 -0.0004 -0.0007 
0.0004 -0.0002 0.0005 -0.0004 
-0.0002 0.0003 0.0001 0.0002 
0.0004 0.0000 -0.0001 0.0000 
Table 4.18 Comparison of sampled impulse 
responses for channel 2 
NAG Algorithm 
Real Imaginary Real Imaginary 
1.0000 0.0000 1.0000 0.0000 
0.5031 0.2008 0.5026 0.2008 
-0.1447 -0.0083 -0.1449 
-0.0083 
0.0299 -0.0097 0.0299 -0.0100 
0.0094 0.0077 0.0092 0.0075 
-0.0136 -0.0039 -0.0135 -0.0042 
0.0102 0.0006 0.0100 0.0005 
-0.0108 -0.0013 -0.0109 -0.0015 
0.0083 0.0024 0.0082 0.0022 
-0.0044 -0.0020 -0.0044 -0.0023 
0.0001 0.0024 0.0000 0.0021 
0.0013 -0.0021 0.0014 -0.0023 
-0.0005 0.0019 -0.0006 0.0018 
-0.0007 -0.0008 -0.0007 
-0.0009 
0.0000 -0.0002 -0.0003 -0.0003 
0.0004 0.0006 0.0005 0.0002 
-0.0002 -0.0004 -0.0003 -0.0005 
-0.0002 
-0.0003 -0.0004 -0.0002 
-0.0002 0.0004 -0.0001 
-0.0001 
0.0000 0.0003 0.0000 0.0000 
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Table 4.19 Comparison of sampled impulse 
responses for channel 3 
NAG Algorithm 
Real Imaginary Real Imalrinary 
1.0000 0.0000 1.0000 0.0000 
0.4608 1.1004 0.4490 1.1037 
-0.5824 0.0436 -0.5744 0.0274 
0.1573 -0.1729 0.1447 -0.1545 
-0.0175 0.0872 0.0021 0.0721 
-0.0021 -0.0194 -0.0319 -0.0145 
-0.0021 0.0083 0.0298 0.0154 
-0.0051 -0.0075 -0.0100 -0.0102 
0.0080 0.0054 -0.0202 -0.0352 
-0.0039 -0.0035 -0.0080 -0.0344 
-0.0001 0.0014 -0.0081 -0.0145 
0.0038 -0.0056 0.0030 -0.0053 
-0.0009 0.0026 -0.0004 0.0020 
0.0023 -0.0027 0.0016 -0.0028 
-0.0004 -0.0009 0.0000 -0.0012 
0.0013 0.0018 0.0008 0.0014 
-0.0016 -0.0013 -0.0013 -0.0014 
-0.0003 0.0000 -0.0008 -0.0004 
-0.0001 0.0001 0.0002 0.0002 
0.0003 0.0002 0.0001 -0.0004 
Figure 4.1 Model of the System 
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Figure 4.3 Attenuation and Group Delay Characteristics of Telephone Circuit 2 
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Figure 4.2 Attenuation and Group Delay Characteristics of Telephone Circuit 1 
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Figure 4.5 Attenuation and Group Delay Characteristics of Telephone Circuit 4 
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Figure 4.4 Attenuation and Group Delay Characteristics of Telephone Circuit 3 
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Figure 4.6 Attenuation and Group Delay Characteristics of Equipment Filters 
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Figure 4.7 Block Diagram of the Linear Feedforward Channel Estimator. 
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Figure 4.8 Plot Showing the Convergence of the Channel Estimator 
(SNR=30dB) 
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Figure 4.9 Plot of Error in the Estimate of the Sampled impulse response 
of Channel 1 with a 16-Level QAM signal 
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Figure 4.10 Plot of Error in the Estimate of the Sampled impulse 
response of Channel4 with a 16-Level QAM signal 
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Figure 4.11 Plot of Error in the Estimate of the Sampled impulse 
response of Channel 1 with a 64-Level QAM signal 
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Figure 4.12 Plot of Error in the Estimate of the Sampled impulse 
response of Channel4 with a 64-Level QAM signal 
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Figure 4.13 Example of moving zeros ofY(z) from outside the unit cin:le 
to the reciprocal of their conjugate positions 
Unit Circle 
~ 
• 
• 
• 
• 
• 
.; 
• 
• 
• 
• 
• 
. . .. 
• •• ... .a-·· 
. --.-
Real 
Complex z-Plane 
4. TRANSMISSION OVER TELEPHONE CHANNELS 109 
Figure 4.14 One Tap Feedback Filter 
.------------• {ei,h} 
Figure 4.15 Two Tap Feedforward Filter 
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Figure4.16 Starting positions used for Channels I to 4 
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Figure 4.17 Staning positions used for Channels 5 to 8 
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Figure 4.18 Aow Diagram of the Clark-Hau Algorithm 
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Figure 4.19 Magnitudes of the Components in the Sampled Impulse Response of Channel 1 
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Figure 4.20 Magnitude of the Components in the Sampled Impulse Response of Channel :; 
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Figure 4.21 Magnitudes of the Components of the Sampled Impulse Response of Channel 3 
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Figure 4.23 Magnitudes of the Components of the Sampled Impulse Response of Channel 5 
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Figure 4.24 Non-Minimum and Minimum Phase Sampled Impulse Responses of Channel 6 
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Figure 4.25 Non-Minimum and Minimum Phase Sampled Impulse responses ofChannel7 
Figure 4.26 Non-Mimimum and Mimimum Phase Sampled impulse Responses of Channel 8 
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Figure 4.27 Roots positions of channel· 1 
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Figure 4.28 Root positions of channel 2 
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Figure 4.29 Root positions of channel 3 
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Figure 4.31 Root positions of channelS 
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Figure 4.32 Root position of channel 6 
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Figure 4.33 Root positions of channel 7 
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Figure 4.34 Root positions of channel 8 
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Figure 4.35 Variation ofw3 (equation 4.42) with Signal-to-noise: 
ratio for Channel! 
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Figure 4.36 Variation of '1'3 (equation 4.42) with Signal-to-noise 
ratio for Channel2 ----
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._Figure 4.37 Variation of \jiJ (equation 4.42) with Signal-to-noise 
ratio for Channel3 
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Figure 4.39 Model of the System 
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Figure 4.40 Ideal Bit Error Rate Curve for a 16-Level QAM Signal 
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Figure 4.41 Ideal Bit Error Rate Curve for a 64-Level QAM Signal 
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Figure 4.42 Performance of Detector A over Channel 1 at 9600 Bits/s 
(Number of Stored Vectors=4, Length of each Stored Vectors =8) 
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Figure 4.43 Performance of Detector A over Channel 2 at 9600 Bits/s 
(Number of Stored Vectors=4, Length of each Stored Vectors =8) 
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Figure 4.44 Performance of Detector A over Channel 3 at 9600 Bits/s 
(Number of Stored Vectors=4, Length of each Stored Vectors =8) 
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Figure 4.45 Performance of Detector A over Channel 4 at 9600 Bits/s 
(Number of Stored Vectors=4, Length of each Stored Vectors =8) 
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Figure 4.46 Performance of System without Pre-filter and using 64-Bit 
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Figure 4.47 Performance of Detector A over Channel! at 9600 Bits/s 
(Number of Stored Vectors=4, Length of each Stored Vectors =8, g=9) 
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Figure 4.48 Performance of Detector A over Channel 2 at 9600 Bits/s 
(Number of Stored Vectors=4, Length of each Stored Vectors =8, g=9) 
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Figure 4.49 Performance of Detector A over Channel 3 at 9600 Bits/s 
(Number of Stored Vectors=4, Length of each Stored Vectors =8, g=l4) 
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Figure 4.50 Performance of Detector A over Channel4 at 9600 Bits/s 
(Number of Stored Vectors=4, Length of each Stored Vectors =16, g=14) 
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Figure 4.51 Performance of Detector B over Channel 1 at 9600 Bits/s 
(Number of Stored Vectors=4, Length of each Stored Vectors =8, g=9) 
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Figure 4.52 Performance of Detector B over Channel 2 at 9600 Bits/s 
(Number of Stored Vectors=4, Length of each Stored Vectors =8, g-9) 
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Figure 4.53 Performance of Detector B over Channel 3 at 9600 Bits/s 
(Number of Stored Vectors=4, Length of each Stored Vectors =8, g=14) 
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Figure 4.55 Perfonnance of Decision Feedback Equaliser over Channel 1 
at 9600 Bits/s using 16-bit Integer Arithmetic 
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Figure 4.56 Performance of Decision Feedback Equaliser over Channel 2 
at 9600 Bits/s using 16-bit Integer Arithmetic 
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Figure 4.57 Performance of Detector A over Channel! at 14400 Bits/s 
(Number of Stored Vectors=4, Length of each Stored Vectors =10) 
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Figure 4.58 Performance of Detector A over Channel 2 at 14400 Bits/s 
(Number of Stored Vectors=4, Length of each Stored Vectors =10) 
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Figure 4.59 Performance of Detector A over Channel3 at 14400 Bits/s 
(Number of Stored Vectors=4, Length of each Stored Vectors =10) 
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Figure 4.60 Performance of Detector A over Channel4 at 14400 Bits/s 
(Number of Stored Vectors=8, Length of each Stored Vectors =20) 
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Figure 4.61 Performance of Detector B over Channel! at 14400 Bits/s 
(Number of Stored Vectors=8, Length of each Stored Vectors =10) 
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Figure 4.62 Perfonnance of Detector B over Channel 2 at 14400 Bits/s 
(Number of Stored Vectors=8, Length of each Stored Vectors =10) 
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Figure 4.63 Performance of Detector B over Channel3 at 14400 Bits/s 
(Number of Stored Vectors=8, Length of each Stored Vectors =10) 
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Figure 4.64 Performance of Detector B over Channel4 at 14400 Bits/s 
(Number of Stored Vectors=8, Length of each Stored Vectors =10) 
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Figure 4.65 Performance of Detector B over Channel 1 with a Carrier 
Phase Error 
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Figure 4.66 Performance of Detector B over Channel4 with a Carrier 
Phase Error 
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Figure 4.67 Performance of Detector B over Channel 5 at 19200 
Bits/s (Number of Stored Vectors=8, Length of each Stored Vectors 
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Figure 4.68 Performance of Detector B over Channel6 at 19200 
Bits/s (Number of Stored Vectors=8, Length of each Stored Vectors 
=20) 
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Chapter 5 
The H.F. Channel 
The H.F. radio link is an important medium for long distance communications, 
particularly in millitary applications. H. F. radio waves are easily propagated over long 
distances due to the Earths ionospheric layers in the upper parts of its atmosphere. The 
ionosphere. consists of free electrons and ions [58) that exist in sufficient abundance to 
allow H.F. radio waves that lie in the frequency range of 3 to 30 MHz to be reflected 
off them. Telecommunications that rely upon the ionosphere as a medium for 
propagation are subjected to the ionospheric changes that exist, and will therefore, be 
seriously affected by these changes [58). 
5.2 Propagation of H.F. waves in the Ionosphere 
The free electrons within the ionosphere are produced as a result of the electromagnetic 
radiation emitted by the sun passing through the upper regions of the Earths 
atmosphere. The ionosphere extends from around 50 km to over 700 km above the 
Earths surface, its structure varies with height and it may be divided vertically into three 
main regions, known as the D, E and F layers. These layers increase in altitude and 
electron density, the F layer having the highest altitude and electron density. 
The D region extends from 50 to 90 km above the surface of the Earth. Its electron 
density varies from sunrise to sunset, reaching a maximum just after midday and 
dropping to almost zero at night. The critical frequency (the highest frequency of a 
vertically incident carrier that will be reflected back towards the Earths surface) of the D 
layer is around 100 to 700 kHz. Since H.F. radio waves have typical frequencies 
greater than 3 MHz, the D layer mainly acts as an attenuator and is of no use for 
propagation. 
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The E layer lies between 90 and 130 km above the Eanhs surface, and has a critical 
frequency of about 4 MHz. As with the D layer, ionization begins at sunrise, reaching 
.a maximum at around noon and after sunset the layer gradually breaks down. Also, 
within theE layer are additional narrow layers, known as sporadic E layers, that may 
have a local electron density exceeding that of the rest of the E layer and which varies 
rapidly with time. 
The P layer is a thick region that extends from 130 km upwards above the Earths 
surface. The lower part of this layer shows different variations compared with its 
upper parts and it may be sub-divided into two layers, named the P1 and P2 layers. The 
P1 layer, which extends from 130 km to 220 km has similar variations to those of theE 
layer. At night or at certain times during the winter months the P1 layer merges with the 
P2 layer and the two together are termed simply as the P layer. The P2 layer is the 
highest ionospheric layer, and extends from 225 km upwards. Its critical frequency is 
between 5 and 10 MHz. During the night time and sometimes during the day time, 
especially in the winter months, the P1 layer merges with the P2 layer and the critical · 
frequency drops to 3 to 5 MHz. The P2 layer has the highest electron density, both 
during the day and at night and is therefore the most important layer for H.P. radio 
communications. 
The high electron density in the Player makes it a good reflector of H.P. radio waves, 
and because of the great altitude of this layer, it can support a single hop propagation of 
over 4000 km as shown in figure 5. I. 
When designing an H.P. radio link many factors need to be considered [58], for 
example, the length of the link, the optimum operating frequency and the probability of 
interference from another link, the projected lifetime of a link and the percentage of time 
a system is likely to be inoperable due to extreme ionospheric conditions. 
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5.3 Theory of Propagation [59] 
The H.F. radio waves are returned back to the Earth from the ionosphere through a 
process known as refractive bending. The refractive index, £, of the ionosphere 
depends upon the electron density, which varies with height. The refractive index of an 
ionised medium is given by 
( 
81Ne)l/2 
e= 1-T .. 5.1 
where f is the frequency of the radio waves and N0 is the number of free electrons per 
cubic meter (m3). In figure 5.2 the refractive bending process is illustrated. The 
ionosphere can be divided up into many very narrow strips, each with a constant 
refractive index. For a given angle of incidence of a radio wave meeting a reflecting 
layer, total internal reflection occurs when 
.. 5.2 
where O; is the critical angle of the radio wave measured from the normal. If a radio 
wave is incident upon the layer at an angle less than O; then it will pass through the layer 
and will be lost. For reflection to occur when the angle of incidence O; is zero (vertical 
incidence) a large electron density is required. For a given layer the highest frequency 
that will be reflected back for vertical incidence is given by 
f =9 IN""' er -,/ .. ,em .. 5.3 
where Nem is the maximum number of free electrons per m3 in the layer. 
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The critical frequency fer for any layer represents the highest frequency that will be 
reflected back from the layer. The highest frequency that will be reflected also depends 
upon the angle of incidence, and hence, for a given layer height, upon the distance 
between the transmitter and receiver. This maximum frequency is known as the 
maximum usable frequency (M.U.F.) and is given by 
.. 5.4 
Because the maximum usable frequency may vary with time of day and the season a 
somewhat lower frequency is used [60,61]. 
5.4 Types of Distortion Introduced by an H.F. Radio Link 
Mu!tioath Propagation and Tjme Dispersion 
A radio wave may be propagated to the receiver along one or more paths, the 
propagation along each path taking a different period of time. This effect is known as 
multipath propagation [2]. Many different paths (known as modes) are possible, 
especially for long haul propagation, however, the number of effective modes is small. 
For example, the transmitted radio signal may travel from the transmitter to the receiver 
via two skywaves which are reflected from two different layers as shown in figure 
5 .3a. Or alternatively, the transmitted signal may travel from the transmitter to the 
receiver via both one and two hops as shown in figure 5.3b. The radio waves will 
arrive at the receiver at different times, thus if a single pulse is transmitted it will arrive 
at the receiver via several routes and will have an amplitude versus time profile as 
shown in figure 5.4 [61]. The time between reception of the first and last pulse in 
figure 5.4 is known as the time spread or time dispersion of the received signal. 
Measurements have shown that, usually, two to four paths are present for most of the 
time [62] and that the time dispersion is order of 1 ms [2,5,62,63]. 
Time dispersion gives rise to intersymbol interference, when the symbol period 
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becomes comparable with the relative multipath delay neighbouring symbols will 
overlap and make correct detection of the transmitted data difficult. 
F D. • reguencyrsoerston 
Frequency dispersion is caused by the variations in altitude of the ionospheric layers 
with time, which introduce a Doppler shift into the receiver signal. Figure 5.5 shows 
the variations in altitude for a 24 hour period [59]. It can be seen that between the 
hours of 5 atn to 8 am and 5 pm to 7 pm that the F2 Iayer is moving approximately 50 
km/hour in the vertical direction. The magnitude of the Doppler shift depends upon the 
frequency of the carrier used in the H. F. link, for example, a 15 MHz operating 
frequency would give rise to a shift of around I Hz [2,5,63], although it may be as 
high as 10Hz. 
Fading 
Fading is the variation with time of the received signal strength, and may be caused by 
several different processes. The ionosphere really acts as a large number of different 
reflectors at different heights and introducing different attenuations, to give a large 
number of reflected waves with different levels and carrier phases. Hence the signal at 
the receiver antenna will be the resultant of all these waves given by the phasor sum, 
and, if the relative heights and attenuations of these layers vary randomly with time, the 
resultant field strength at the receiver antenna will also vary in a random manner. The 
envelope of the received random signal will have a Rayleigh probabilty density function 
and its phase will have a uniform probability density function. 
The random variations in the altitudes of the ionospheric layers cause slight changes in 
the frequency of the received waves to occur due to the Doppler effect. These changes 
cause the bandwidth of the signal to be very slightly increased, typically around 0.1 Hz 
under mild conditions and 0.5 Hz for more severe links. 
Absorption fading is caused by the variation in the absorption characteristics of the 
ionosphere with time. The attenuation characteristic of the D layer slowly changes with 
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the time of day, reaching maximum absorption at sunrise and sunset. The depth of 
fading can be as high as 10 dB below the mean signal level. 
Skip fading is caused by changes in the M.U.F. If the operating frequency is kept 
fixed then at one instant it may be very much below the M.U.F., and at another instant 
it may be above, causing complete signal1oss for a short period of time. 
5.5 Statistics of the received signal [5] 
Consider a transmitted signal, which may be represented in general as 
[ j2ntt] s(t)=Re u(t)e .. 5.5 
where f0 is the carrier frequency and u(t) is the low-pas modulating signal, given by 
·a 
u(t)=a(t)d 
.. 5.6 
where a(t) is the amplitude (envelope} of s(t}, and a is the phase of s(t). Assuming that 
there are multipath propagations, and that associated with each path is a propagation 
delay and an attenuation factor then the received bandpass signal, r(t), will be 
.. 5.7 
n 
where a_(t) is the amplitude of the signal received via the nth path at timet and -r.(t) is the 
propagation delay for the nth path. Substituting 5.5 into 5.7 gives 
.. 5.8 
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It can is apparent from equation 5.8 that the equivalent low-pass received signal is 
. .5.9 
n 
Since r(t) is the response of an equivalent low-pass channel to the equivalent low-pass 
signal u(t), it follows that the equivalent low-pass channel is described by the time 
variant impulse response 
.. 5.10 
If the received signal is considered to be a continuum of multipath components, the 
summation in equation 5. 7 may be expressed in the integral form 
x(t)= J a(t,t)s(t-t)dt .. 5.11 
-~ 
where a(~,t) denotes the attenuation of the signal components at delay t and at time 
instant t. Substituting 5.5 into 5.11 yields 
-j21tf,, j2x~t i { ~ } I x(t)=R _[ a(t,t)e u(t-t)dt e 5.12 
Since the integral in 5.12 represents the convolution of u(t) with the equivalent 
low-pass time varient impulse response h(~,t) it follows that 
-j2x~' 
h(t,t)=a( t,t)e 
.. 5.12 
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Consider now, the case when an unmodulated carrier is transmitted, at a frequency fe. 
Then u(t)=1 for all t and, hence the received signal for the case of many discrete paths 
given by equation 5.9, reduces to 
.. 5.13 
where 90 (t)=21tfet.(t). The signal consistes of a number oftime varient phasors having 
amplitudes a,(t) and phases 90(t). It is only when there is a large change in the structure 
of the reflecting medium before a,(t) changes sufficiently for a significant variation in 
the received signal level. On the other hand, 90 (t) will change by 21t radians whenever 
t0 (t) changes by life. But life is a very small quantity, hence 90 can change by 21t 
radians with relatively small motions of the reflecting medium. The random variations 
of the ionospheric reflecting layers causes 90 (t) and hence 't0 (t) to vary in a random 
manner. This implies that the received signal, r(t), in equation 5.13 can be modelled as 
a random process. When there are a large number of paths, i.e. for a large value of n, 
then according to the central limit theorem, the real and imaginary parts of r(t) in 
equation 5.13 can be considered as two independant Gaussian random processes. The 
two quadrature components of the resultant signal will both have a zero mean and equal 
variances. The envelope of r(t), that is lr(t)l will have a Rayleigh distribution and the 
phase ofr(t) will be uniformly distributed between 0 and 21tradians. 
A single non-fading component may also be present in r(t) due to ground wave 
propagation, r(t) will then have a Nakagami-Rice or Ricean distribution. The majority 
of ionospheric media exhibit Rayleigh fading, and thus based on the present knowledge 
of ionospheric conditions, it appears that the Raleigh fading model best describes most 
H.F. channels. 
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The envelope of the received signal at any time, can be taken to be Rayleigh distributed. 
It is a continuous random variable, derived from the two indendent Gaussian random 
yariables X and Y, and its probability density function is given by 
p(r)= { cr0r2 exp ( ::) OS:rS:oo .. 5.14 
r<O 
where a2 is.the varience of X and Y, and the mean value of X and Y are zero. Also 
.. 5.15 
The envelope, R=V(X2+ Y2), has a Rayleigh distribution ai)d has a probability 
distribution given by equation 5.14. 
Since R can't be non-negative then its mean value must be non-zero, even though X 
and Y have zero means. Figure 5.6 shows the plot of the Rayleigh probability density 
function of R as a function of r. The curve reaches a maximum value of l/aVe at r=a. 
The cumulative density function of the Rayleigh distribution, is give by 
r 
f(r)= I u2 expcu:)du 
_ 00 CJ 2cr 
2 
=1-exp(..:.:._) 
zi forr~O .. 5.16 
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The mean value of R is given by 
00 
r= Jrf(r)dr=Jfcr 
0 
and the second moment of R (the mean square value) is given by 
where E[X2] and E[y2] are given by 
2 .J... 2 E[X ]=E[ r J=cr 
Substituting 5.19 into 5.18 gives the mean square value ofR to be 
The variance of R will be 
2 2 
r =2cr 
2 2 _2 
crr=r -r 
=(2-1l)i 2 
. .5.17 
.• 5.18 
. .5.19 
. .5.20 
. .5.21 
The median value of the Rayleigh distribution curve occurs at =m at the point where 
the cumulative density function, f(r), is equal to 0.5. Therefore, from equation 5.16 
. .5.22 
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5.6 Simulation of the H.F. channel 
J'he performance of two or more transmission systems for use with H. F. channels can 
be compared by constructing the equipment and then simultaneously testing the systems 
over an actual H.F. channel. Testing must be simultaneous because the channels 
characteristics randomly vary with time and hence the tests can't be repeated under 
exactly the same conditions at other times. This method is therefore not a very 
satisfactory arrangement due to the cost and time involved in constructing the 
equipment and repeatedly testing it 
An altemaiive to the above method is to use a channel simulator, which, when correctly 
set up, has the advantages of accuracy, repeatability and the possibility of generating a 
wide range of channel conditions in a controlled manner. It is possible to simulate the 
H.F. channel both in hardware and in software. The software simulator is the easiest 
to implement and gives a greater control over the simulated conditions, it has therefore 
been used throughout this work. 
The software simulator makes use of a tapped delay line to model the Rayleigh fading 
H.F. channel; this model is shown in figure 5.7 [64-66]. It is assumed that a complex 
valued baseband input signal is used. The taped delay line is used to give signals 
arriving at the receiver with different propagation delays. Each of the delayed signals is 
multiplied by a suitable tap gain function, Qh(t), which introduces Rayleigh fading to 
the delayed signal. The resulting delayed Rayleigh fading signals are added together 
with an additional noise interference term, uN(t), to give the received fading signal. 
Usually, uN(t), is Gaussian noise noise, although other types of noise are present, such 
as man made noise, thermal noise and atmospheric noise. Now, to the ith output ofthe 
tapped delay line Rayleigh fading must be introduced by modulating the output with the 
signal Qi(t). Figure 5.8 shows this process in more detail. The signals, q1(t) and 
q2(t), are two narrow bandwidth statistically independent Gaussian random processes 
with zero mean and the same variance, and they both have Gaussian shaped power 
spectra with the same r.m.s. frequency (frms) as shown in figure 5.9 [11]. The 
frequency spread, f'P' introduced into an unmodulated carrier by q1(t) and q2(t) is 
defmed as the width of the power spectrum and is given by 
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f =2f 5.23 sp rrm 
The fading rate, fr, of the received signal, which is defmed as the average number of 
times the envelope of the received signal crosses its median value, is given by 
f =l.475f 
r rrm 5.24 
Control of the fading rate is achieved by changing the bandwidth of the power spectrum 
of the Gaussian variables q1 (t) and <J2(t). From equation 5.23 and 5.24, fsp is related to 
fe by 
f =l.356f 
sp e 5.25 
which means that a l Hz frequency spread is equivalent to 44 fades per minute. 
The random process q1(t) (or q2(t)) is generated by filtering a zero mean white noise 
signal n1(t) as shown in fignre 5.10. The power spectrum of q1(t) has a Gaussian 
shape, hence the filter should have a Gaussian shaped frequency response and a 
Gaussian shaped impulse response f1(t). The theoretical power spectrum of q1(t) is 
.. 5.26 
and its frequency response given by 
.. 5.27 
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A fifth order Bessel filter is used in the channel simulator to provide the necessary 
shaping to give the random process q1(t). When only one propagation path is present 
the depth of fade may cause a total loss of the received signal. With two propagation 
paths present the probability of such a deep fade occuring is less. In a typical H.F. 
radio link there are 2 or 3 skywaves present [58,61,62]. In the computer simulations a 
two sky wave H.F. channel is used and the model of this is shown in figure 5.1 I. It 
requires four random processes q;(t), i=l,2,3,4. Each random process is generated 
exact! y as described above, the variances of all four are equal to 0.25. This value for 
the variances ensures that the total variance ofthe two skywave channel is unity. Each 
of the q;(t) is generated from an independent Gaussian source, thus ensuring that all 
four random processes q1(t) to q4(t) are uncorrelated. The Bessel filter may be 
implemented digitally, appendix A gives the design details of the filter, such that the 
q;(t) have a frequency spread of 0.5 Hz or 1 Hz. As the fading signals q;(t) have a 
Gaussian spectra, they contain all frequencies, but for practical purposes, a fading 
signal of (say) l Hz frequency spread could be represented adequately at a sampling 
rate of 10 samples/second without any significant aliasing occurring. For reasons · 
connected with the processing of the transmitted signal, the actual sampling rate used is 
4800 samples/second. Unfortunately at this rate the filter poles are very close the the 
unit circle in the complex z-plane, and to obtain the desired filter characteristics these 
poles must be specified to a very high degree of accuracy, otherwise instability of the 
filter can occur [67]. This problem can be overcome by sampling q;(t) at a much lower 
rate and then using interpolation to give the required sampling rate of 4800 
samples/second. A sampling rate of 50 Hz was chosen so that it satisfies Nyquists 
sampling theorem for the q;(t), but, is not so low as to introduce inaccuracies in the 
fading samples obtained using interpolation to increase the sampling rate. Linear 
interpolation has been used, this has been shown to be adequate [68]. 
5. 7 Testing the H.F. Channel Simulator 
Figure 5.12 shows an example of the probability density of one of the q;(t), which 
should ideally cut they-axis at 0.798 corresponding to a variance of 0.25. In figure 
5.13 a plot of IYI versus time for a two skywave link, that introduces a 0.5 Hz 
frequency spread and a 0.5 ms delay, is shown. 
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Figure 5.1 A Single Hop Propagation 
Figure 5.2 Example of Refractive Bending 
/ 
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Figure 5.3a Reflection from different layers 
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Figure 5.3b Different number of hops 
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Figure 5.4 Typical Response of a Multipath Channel 
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Figure 5.6 Rayleigh Distribution 
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Figure 5.8 Model of a Single Rayleigh Fading Path 
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Figure 5.10 Characteristics of the Signals q;(t) 
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Figure 5.11 Model of a Two Skywave H.F. Radio Link 
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Figure 5.12 Measured Probability Density Function of one of the Q;(t) 
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Chapter 6 
Transmission over an H.F. radio Link 
The main difference between a voice band H.F. radio link and a telephone channel is 
that the characteristics of the fonner vary rapidly with time compared with the latter. 
These rapid changes cause the received signal power to change with time with, 
sometimes, a complete loss of signal. 
Let the model of the QAM transmission system, that includes an H.F. radio link, be as 
shown in figure 6.1. The binary data stream is first encoded to produce two streams of 
bipolar impulses Is;.05(t-iT) and Is;.15(t-iT) which are fed into the two filters C1 and 
C2, both of which have the same real valued impulse response c(t). Filters C1 and C2 
shape the stream of impulses such that the spectrum of the QAM signal lies within the 
centre of the voice frequency band (200 to 3200Hz). The transfer function of filters C1 
and c2 is given by 
C(t)=O .. 6.1 
where fsp is the largest frequency spread expected to be introduced by the H.F. channel 
into the transmitted QAM signal, k is an integer, whose value will be discussed later, 
and f0 is the carrier frequency of the QAM signal which, in this work, is assumed to 
have a value of 1800 Hz. The two signals at the output of filters C 1 and C2 are 
multiplied (modulated) by two carrier signals that have the same frequency but are in 
phase quadrature. The outputs of the two modulators are summed to give a QAM 
signal. This signal is then fed into filter D, which has a real valued impulse response 
d(t) and prevents any out of band signals entering the transmission path, to give the 
transmitted QAM signal x(t). Filter D includes any extra filtering that may be carried 
out when the QAM signal is shifted up to the H.F. frequency range using a single 
side-band (SSB) modulator. The latter is not shown since it is assumed that the 
process of SSB modulation and demodulation is linear and therefore has no effect on 
the system perfonnance. The H.F. radio link introduces Rayleigh fading into the 
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transmitted signal. At the output of the channel, noise is added and the noisy Rayleigh 
fading signal is fed into the receiver filter E. It is assumed that white Gaussian noise 
with zero mean and a two sided power spectral density of nd2 is added to the signal at 
the output of the H.F. radio link. Filter E removes any the noise frequencies that lie 
outside the QAM signal band without excessively distorting it. The real valued impulse 
response of filter E is e(t). The output of filter E is now coherently demodulated by 
multiplying it by two reference carriers that have the same frequency fc'• but are in 
phase quadrature. It is assumed that the average value of fc' is equal to fc, thus 
eliminating any constant frequency offset which may be present in the QAM signal. 
The two demodulated signals are then lowpass filtered using filters F1 and F2, which 
remove any high frequency components present in the demodulated signal. Filters F1 
and F2 have the same impulse response f(t), which has a frequency response given by 
F(f)=O for If l>fc .. 6.2 
From figure 6.1, it can be seen that the transmitted QAM signal x(t) is given by 
where 1/f is the signal element rate in baud. If we let 
s.=s. 0+js. 1 1 I, 1, .. 6.4 
where s; may have any one of a finite number of complex values then 
[ r;;-"' j2m·'] x(t)=Re v 2 ""7'si c(t-iT)e *d(t) .. 6.5 
or equivalently 
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1 ("' j2nf,t * * ·j2nf,t) 
x(t)-.[2 ·"7·,s;c(t·iT)e +si c (t·iT)e *d(t) •. 6.6 
Letting 
·i2nf,t 
a(t)=c(t)*(d(t)e ) 
.. 6.8 
which represents the overall filtering carried out at the transmitter, we get 
•• 6.9 
Figure 6.2 shows a model of the H. F. link used in the channel simulator. The Hilbert 
transform of the transmitted signal x(t) is given by 
~(t)=x(t)*g(t) 
.. 6.10 
where ~(t) is the Hilbert transform of x(t) and the function g(t) is the impulse response 
of the Hilbert transformer whose Fourier transform is 
G(f)= { ~ 
-] 
f<O 
f=O 
f>O 
From equations 6.9 and 6.10, the Hilbert transform of x(t) is 
.. 6.11 
1 "' { j2nf,t} * { * ·j2nf,t} ~(t) =-LJS; a(t-iT)e *g(t)+s; a (t-iT)e *g(t) .. 6.12 
.fii 
which may be expressed alternatively as 
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1 " { ·i211f,t} j211f,t ~(t)=-L..JS; a(t-iT)*g(t)e e + 
.fii 
* { * j211f,t} ·i211f,t 
si a (t-iT)*g(t)e e .. 6.13 
Now, according to equation 6.8, A( f), the Fourier transform of a(t) is bandlimited to 
the frequency band occupied by C(f) (equation 6.1). But the Fourier transform of 
g(t)e-i211fcl(i.e. G(f+fc)) has the value -j over the frequency band -fc to fc, whereas the 
Fourier transform of g(t)ei:btfcl(i.e. G(f-fc)) has the value j over the same frequency 
band, as shown in figure 6.3. Consequently, by taking the Fourier transform of x(t), 
replacing G(f+fc) and G(f-fc) by their corresponding values over the frequency band of 
A(f) (-fc to fJ and taking the inven;e Fourier transfonn, equation 6.13 becomes 
.. 6.14 
Form figure 6.2, the output signal from the two skywave Rayleigh fading channel is 
given by 
z(t)=x(t)q1 (t)+~(t)q2 (t)+x(t-1:)q3 (t)+~(t-'t)'4 (t) .. 6.15 
where x(t) and Q(t) are given by equations 6.9 and 6.14 respectively. Thus, the signal 
at the input of filter E is 
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* * ·j2nf.(t·<) 
si a (t-'t-i1)(q3(t)+jC4(t))e . ..6.16 
Letting 
gives z(t) to be written as 
If the delay 't is assumed to be constant, and since ~(t) and q4(t) are statistically 
indepenent with zero mean, the factor e-i21tfc<, which has a magnitude of one, will have 
' no effect on the statistical propenies of (q3(t)-q4(t))e·i2xfc<nor will it affect the power 
spectrum of this signaL Consequently, hlt-iT) may be written as 
hi(t-iT)=a(t-iT)(q1 (q)-jq2(t))+a(H-iT)(q3(t)-C4 (t)) .. 6.19 
The signal at the output of the receiver filter F in figure 6.1 is 
r(t)={i { (z(t)*e(t))e- jzm-.' } *f(t)+/2 { (n(t)*e(t))e-jzm-.' } *f(t) .. 6.20 
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If we let 
-j2:rtfc t 
b(t)=(e(t)e )*f(t) 
.. 6.21 
and 
{ -j2nf,t} w(t)=/2 (n(t)*e(t))e *f(t) 
.. 6.22 
then r( t) can be written as 
,-;; -j2nf;,t 
r(t)=v .. (z(t)e )*b(t)+w(t) 
.. 6.23 
where b(t) represents the overall filtering carried out on the signal at the receiver 
considered operating on the demodulated baseband signal and w(t) represents the 
filtered noise signal reaching the detector and is a base band signal. Assuming that the 
reference carrier frequency f,' is equal to the transmitted signal carrier frequency f,, 
substituting 6.18 into 6.23 gives 
2:{ * * -j4nf,t} r(t)= s. h.(t-iT)+s. h. (t-iT)e *b(t)+w(t) 1 1 1 1 .. 6.24 
i 
Now, hi( t-iT) (equation 6.19) consists of the time-invariant impulse response a(t) and 
the random components q1 (t) to q4(t). Each of these random components has a 
Gaussian-shaped power spectral density which extends over all frequencies and has an 
r.m.s. frequency of only a few Hertz. But since this power density decreases very 
sharply as f increases, the frequency response of hi( t-iT) may be considered to be 
strictly bandlimited and given by the Fourier transform of a(t), dispersed both upwards 
and downwards by less than 10frms· From equation 6.8, the Fourier transform of a(t) 
is bandlimited to the frequency band of C(f), the transfer function of filter C, which is 
defmed by equation 6.1. Thus, ifthe constant kin equation 6.1 is equal to 5 (f,p=2frm,) 
then the frequency response of hj(t-iT) will be strictly bandlimited such that 
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IH(t)I=O for lfl>f 
c 
.. 6.25 
-Hence, the Fourier transform of (h;(t-iT))*e-i4nfct in equation 6.24 will be outside the 
passband of the lowpass filter whose impulse response is b(t) (the passband of the filter 
whose impulse response is b(t) is zero for lfl>fc according to equation 6.2 and 6.21) 
and is therefore blocked by this filter. Thus, equation 6.24 becomes 
where 
r(t)= ~ s.y.(t-iT)+w(t) 
""'" 
i 
Y;(t -iT)=h;(t-iT)*b(t) 
or (from equation 6.19) 
•. 6.26 
.. 6.27 
y;(t-iT)= { a(t-iT)(q1 (t)-jq2(t))+a(t-'t-iT)(q3(t)-j'4(t))} *b(t) .. 6.28 
which is the time varying impulse response of the linear base band channel. 
Using equation 6.28, the equivalent baseband model incorporating a 2-skywave time 
varying H.F. radio link, can be drawn, as shown in figure 6.4. The impulse responses 
a(t) and b(t) represent !he overall filtering carried out on the transmitted baseband signal 
at the transmitter and receiver respectively. The signal u(t) is a complex valued 
Gaussian random variable which, after being fed into filter B, gives the noise 
component w(t) in the received signal r(t). 
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The average transmitted energy per signal element at the input to the sampler is [6] 
2(_2_ -2- -2- -2-)J 2 2 
=s; q1(t)+q2(t)+q3(t)+'4(t) IA(t)l IB(t)l df .. 6.29 
·~ 
where Parseval's theorem has been used, E[ . I denotes expected value and 
.. 6.30 
The quantities q1(t), Q2(t), q3(t) and q4(t) are the variances of q1(t), q2(t), q3(t) and q4(t) 
respectively. In the H.F. model, these four variances are equal and have a value of 
0.25. This value was chosen to simplify the signal-to-noise ratio calculations 
(Appendix B), it also means that, on average, the two skywaves don't introduce any 
gain or attenuation into the transmitted signal. If the transmitter and receiver filters are 
chosen such that 
~ 
JIA(t)I21B(f)l2 df=l 
.. 6.31 
·~ 
then 
- 2 e =s. S I .. 6.32 
Thus for a 16-Ievel QAM signal, where the real and imaginary parts of s; take on the 
values ±I or ±3, the value of s;2 is 10, likewise for a 4-level QAM signal s;2=2. The 
value of£;1s used in the signal-to-noise ratio calculations in Appendix B. 
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6.1 Model of the H.F. Data Transmission System used in Tests 
'file data transmission system is a synchronous serial system, with a 4 or 16-level QAM 
signal and an adaptive detection process. Figure 6.5 shows the model used in the tests. 
The data that is to be transmitted is in the form of binary digits, that are statistically 
independent and equally likely to have either of their binary value. These binary digits 
are encoded, using differential encoding, to produce a stream of impulses Lsi8(t-iT), 
~hat are fed into the linear base band channel. The data symbols, { sj), are statistically 
independent and equally likely to have any one of their m possible values (where m=4 
or 16). The received signal at the output of filter B is 
r(t)=" s.y.(t-iT)+w(t) 
.£...11 •. 6.33 
where Y;(t-iT) is the time varying impulse response of the linear baseband channel, 
given by 
Y;(t-iT)= { a(t-iT)(q1(t)-jq2(t))+a(t-'t-iT)(q3(t)-jqit))} *b(t) .. 6.34 
and a(t) and b(t) are the combined impulse responses of the transmitter and receiver 
filters respectively, where 
·j2n~t 
a(t)=c(t)*(d(t)e ) 
.. 6.35 
and 
-j2n~t 
b(t)=(e(t)e )*f(t) 
.. 6.36 
The performance of the near maximum likelihood detector is improved by making the 
impulse response of the linear baseband channel minimum phase. This is achieved by 
placing the pre-filter ahead of the detector and the filter adjusted such that the combined 
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impulse response of the base band channel and the pre-filter is minimum phase. The 
pre-filter moves the roots of the z-transform of the channel, Y(z), that lie outside the 
unit circle to the reciprocal of their conjugate positions. To reduce the amount of 
processing time involved in calculating the taps weights of the pre-filter, filters A and B 
in figure 6.5 are made minimum phase by processing their roots outside the unit circle, 
as described above. Let the minimum phase versions of filters A and B have the 
impulse responses a'(t) and b'(t) and substituting these for a(t) and b(t) in equation 
6.34 gives 
Y;(t-iT)= { a'(t-iT)(q1(t)-jq2(t))+a'(t-t-iT)(qit)-j£4(t))} *b(t) .. 6.37 
At the receiver, the demodulated baseband signal, r(t), comprises the stream of signal 
elements {s;'Y;(t-iT)} to which is added the stationary zero mean complex valued 
Gaussian noise signal w(t), the filtered version of u(t). The waveform r(t) is sampled 
once per data symbol period T, at times t=iT. It is assumed, for convenience, that the 
delay in transmission is zero, such that the first potentially non-zero sample of a 
received signal element arrives with no delay. Thus, the received sample, at time t=iT, 
is 
.. 6.38 
where 
.. 6.39 
w.=w(iT) 
I 
.. 6.40 
and Y;,h=O for h<O and h>g, for practical purposes. The sequence of complex values 
given by the row vector 
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Y.=[Y·pY· 1 .•• y. I .. 6.41 I I 1, t,g 
is taken to be the sampled impulse response of the linear base band channel at time t=iT. 
The pre-filter in figure 6.5, moves the roots of the z-transform of the sequence Yi that 
lie outside the unit circle to the reciprocal of their conjugate positions without, however, 
introducing any amplitude distortion. The early detected data symbol st is obtained, 
with no delay in detection, from the last component in the expanded vector which has 
the smallest cost giving the value of the detected data symbol si'· The early detected 
data symbols (stJ are used along with the delayed samples {rd, to give an estimate of 
the time vaiying sampled impulse response Yi+t'• at time t=(i+l)T. 
The Clark-Hau algorithm (described in chapter 4) makes use of the estimate of the 
sampled impulse response Yi+t' to calculate the tap gains of the pre-filter and, also, 
provide an estimate of the minimum phase sampled impulse response for the detector. 
For time varying channels the Clark-Hau algorithm is modified. Firstly, the number of 
iterations that are allowed before a new starting position is tried is increased to 100, 
also the number of starting points tried is increased to nine, as shown in figure 6.6 
[16). Once the locations of the roots outside the unit circle are found, they are used as 
the starting positions the next time the Clark-Hau algorithm is run. Using the 
previously found roots in this way reduces the number of iterations the algorithm goes 
through to locate a root, i.e. it effectively tracks the roots outside the unit circle. 
Previous work has shown that the pre-filter taps can be updated only once every four 
sampling intervals without unduly affecting the system performance. 
Before any data is transmitted, the channel estimator is allowed to converge to an 
accurate estimate of the baseband channel by sending a known sequence of data 
symbols to the receiver. After this initial startup period, the actual transmission of data 
can start and the channel estimator uses the early detected data {s;"} to track any 
changes in the sampled impulse response. Usually, at high signal-to-noise ratios, 
sj"=si. However, if a deep fade occurs, particularly at lower signal-to-noise ratios, 
errors can occur in the early detected data { s;"J. These errors cause the channel 
estimator to loose track and hence the adaptive filter to be adjusted incorrectly and the 
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estimate of the minimum phase impulse response used by the detector to be erroneous. 
The detector will therefore fail to give the correctly detected data symbols (sn and 
( s;"), which will lead to the channel estimator to become even less accurate. 
Eventually this feedback process will lead to the whole system to collapse. 
To prevent this collapse from occurring a training sequence is periodically sent (16), 
approximately once every 0.5 seconds, as shown in figure 6.7. Sending this training 
sequence regularly allows the estimator to correct itself if it has lost track, the price to 
pay for this is around 10% of the symbol rate is used for retraining. At the end of the 
retraining period, the vectors of the near maximum likelihood detector are set to their 
correct values and the costs of one of these vectors set to zero, while the costs of the 
others is set to a high value so that they are discarded during the next detection process. 
In the computer simulation tests, the simple linear feedforward channel estimator is 
used. The reason for choosing this estimator is due to its simplicity and the ease with 
which it could be implemented in real time on a TMS320C25. More complex channel 
estimators have been described [16,68), that make use of some prior knowledge of the 
basic structure of the H.F. radio link in the estimation process. Unfortunately, these 
estimators involve a large number of computations, including division, for them to be 
updated once every sampling period 
In the tests it was found that when the H.F. channel characteristics were varying 
rapidly with time, that the accuracy of the linear feedforward estimator could be 
improved by adding degree 1 simple fading-memory prediction [57). The linear 
feedforward estimator with prediction operates as follows. At time t=iT the estimator 
holds in store the estimate of the sampled impulse response Y; denoted by Y;'· A 
prediction of the sampled impulse response of the channel at time t=(i+l)T, Yi+l• is 
now made using 
Y.' I .=Y.'+~,. 
I+ ,1 1 ,1 
..6.42 
where Y'i+l,i is the prediction of Yi+I based upon the previous estimate Y;' at time t=iT 
and ~l.i is a vector given by 
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61 .=61 . l+c(Y.'-y: ~-61 . I) .. 6.43 
11 ,1- I t- ,1-
where c is a small positive real constant. Initially, at the start of the estimation process 
and 
Y'-0 o- .. 6.44 
.. 6.45 
Thus, at time t=(i+l)T the prediction of Yi+l (i.e. Y'i+l) is used by the linear 
feedforward channel estimator instead of Yi' to give the new estimate of the sampled 
impulse response Y'i+ 1. 
The components of the vector Yi are obtained by sampling the {yi(t-iT)] at a rate of . 
2400 samples/second. Since the process is performed in the discrete time domain and 
to avoid aliasing likely to occur when any of the q1(t), q2(t), q3(t) or q4(t) are changing 
rapidly, the convolution in equation 6.37 is canied out in the discrete time domain at a 
sampling rate of 4800 samples/second which is well above the Nyquist rate of filters A 
and B. The functions q1(t), q2(t), q3(t) or q4(t) are generated as described in chapter 5. 
Let the three sequences A1, A2 and B represent the three impulse responses a'(t), a'(t-t) 
and b'(t) respectively, sampled at 4800 samples/second, i.e. 
A1 =(a; 0 a; 1 ... a' ] • • '""l.,p 
~=la;,o a;, I ... a;,p l .. 6.46 
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where 
, •(hT) 
at.h=a T 
.. 6.47 
and p is an integer, the value of which will become clear later and 1/f is the data 
symbol rate of 2400 samples/second. For practical purposes 
a'(t)= b'(t)=O for t<O and t> (p-r)T 
.. 6.48 
where p' is an integer such that the delay-ris 
T 
t=p'-+t' 2 .. 6.49 
and 
T 
t'<-2 .. 6.50 
This implies that 
a;,h = b~ =0 for h<O and h>p-p' .. 6.51 
a' =0 forh<p'andh>p 2,h .. 6.52 
It can be seen that the multi path propagation delay ~is expressed as a whole number of 
sampling periods p' plus a fraction of a sampling instant~·. The four functions q1(t), 
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q2(t), <iJ(t) or q4(t) are sampled at 4800 samples/second and the corresponding samples 
upto time t=iT are given by the components of the four row vectors 
.. 6.53 
where qj.h=qi(hT/2), k=l,2,3,4, for h=O,l, ... ,2i. From equation 6.37 and equations 
6.42 and 6.49, the components of the vector Y;, at time t=iT, are given by the discrete 
convolution 
for h=O,l, ... ,g, where from equations 6.47 and 6.48, it can be seen that [16] 
2p-p'+l 
g 2 .. 6.55 
Thus, for a delay of 0.5 ms, p'=l, p=l6 and g=l6. Notice, also, that the {Y;,b} are 
given at a sampling rate of 2400 samples/second. 
The frequency characteristics of the combined filters A and B, used in the tests, are 
shown in figure 6.8 where, for convenience, they have been shifted up in frequency to 
the pass band of the voice band channel. If the H.F. radio link introduces no fading, 
attenuation, or multi path propagation, then the impulse response of the linear base band 
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channel will be given by a'(t)*b'(t), where a'(t) and b'(t) are the minimum phase 
versions of the impulse responses a(t) and b(t). Also, for the signal-to-noise ratio at the 
output of the sampler to be maximum, the transfer functions of filters A and B are 
adjusted such that IA'(f)I=IB'(f)l [2,34) (i.e. the receiver filter is matched to the 
transmitter filter), where A'( f) and B'(f) are the Fourier transforms of a' (t) and b'(t) 
respectively. From the frequency characteristics of the combined filters, shown in 
figure 6.8, and the property just mentioned, the sequences A1, A2 and Bin equation 
6.42 are calculated using the inverse fast Fourier transform. The derivation of these 
sequences is given else-where [11,68). The resulting sequences are shown in tables 
6.1 to 6.5, where the delayed sequence A2, in equation 6.42, is given by tables 6.3, 
6.4 or 6.5, depending on whether a multi path propagation delay of 0.5, 1.1 or 3 ms is 
to be used in the computer simulations. 
6.2 Computer Simulation Tests 
Computer simulation tests were carried out to show the performance (in terms of the bit 
error rate) of the combined, channel estimator, Clark-Hau algorithm, and near 
maximum likelihood detector, operating at 9600 bits/s and 4800 bits/s over an H.F. 
channel. The simulations were set up such that at the receiver detector A was used 
(chapter 3), the pre-filter had 30 taps, the channel estimator was retrained 
approximately once every 0.5 seconds and the Clark-Hau algorithm was run once every 
four sampling intervals. 
To contain the time taken for the simulations to run, only 50000 data symbols were sent 
for every bit error rate measurement made [ 16]. Also, for each run, different sequences 
of data symbols and noise samples were generated by the random number generators. 
Figure 6.9 shows the performance of the complete system, operating at 9600 bits/s 
over a slowly varying 2-skywave H.F. radio link. It can be seen that the system 
performance using the linear feedforward channel estimator with integer arithmetic is 
very poor. Even with perfect channel estimation, the performance of the limited 
precision Clark-Hau algorithm and detector not good enough for reliable 
communications. These results are disappointing, but, perhaps expected since the 
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16-bit integers do not provide the necessary dynamic range needed to cope with the 
fading in the received signal. To cope with these variations in the received signal1evel 
it would be better to use floating point arithmetic. At the present time there are several 
high speed digital signal processors appearing that provide both integer and floating 
point arithmetic. For example, the Texas Instruments TMS320C30 has 32-bit floating 
point arithmetic and operates at almost twice the speed of the TMS320C25. 
Unfortunately, this processor doesn't have a hardware divider (needed in the 
Clark-Hau algorithm) and so division would still have to be carried out in software. 
The Intel i860 is one of the latest signal processors to appear, this has 64-bit floating 
point arithmetic (which can be configured as two 32-bit numbers for complex number 
manipulation), operates at twice the speed of the TMS320C25 and has a built in 
hardware divider which, when pipelining is used, will give the result of a division once 
every machine cycle. In figure 6.9 the performance of the system with perfect charmel 
estimation using either 32-bit or 64-bit floating point arithmetic is shown. 
Figures 6.11 to 6.14 show the performance of the complete system, including the 
channel estimator, operating at 4800 bits/s over various H.F. channels. In the case 
where the H.F. channel introduced a 2 Hz frequency spread it was found necessary to 
include the prediction algorithm mentioned in the previous section. Figure 6.10 shows 
that the accuracy of the linear feedforward estimator is improved when prediction is 
added. Figure 6.14 shows the overall performance of the system with prediction. 
The results of the system operating at 9600 bits/s are not very encouraging, even with 
such a mild channel as that used in the tests. They suggest that to obtain a reliable 
performance at this rate floating point arithmetic is needed. At 4800 bits/s, however, 
the results indicate it may be possible to achieve reliable communications using 16-bit 
integer arithmetic at the receiver, but only with mild channels. With H. F. channels 
introducing a frequency spread of 2 Hz or those with a multi path propagation delay of 3 
ms the reliability of the system is poor. 
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Table 6.1 Sampled Impulse Response of the Receiver Filter 
Real Imagimuy 
-1.9417691 1.3625952 
-15.9797864 11.5941040 
-35.1417733 27.3342937 
-34.4788717 28.0870086 
-11.2301982 7.2714615 
7.8155160 -9.2602472 
7.5124057 -5.0954462 
-0.5057505 3.2326498 
-3.3707125 1.8975352 
-0.6759166 -1.2813604 
1.0482656 -0.4830313 
0.3621876 0.7614804 
-0.3105902 0.1979014 
0.0438410 -0.1532672 
0.0738947 0.0940330 
-0.0646936 -0.0312132 
Table 6.2 Sampled Impulse Response of the Transmitter Filter 
with no Delay 
Real Imaginary 
-0.1795896 2.3539405 
-3.0773455 20.7590237 
-9.9409021 45.5584592 
-11.7869473 41.4909978 
-3.4618271 8.7045826 
4.4438154 -11.7869820 
3.0642536 
-5.5819054 
-1.3596576 3.1582131 
-1.4973528 1.7365460 
0.2925598 
-0.7776891 
0.5180829 
-0.1292556 
-0.1842786 0.2880296 
-0.3167778 -0.2324818 
0.0021899 -0.2107548 
-0.0443806 0.0392056 
0.0515533 0.0098505 
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Table 6.3 Sampled Impulse Response of Transmitter Filter 
with a Delay of 0.5 ms 
Real Imaginary 
0.0000000 0.0000000 
0.0000000 0.0000000 
0.0000000 0.0000000 
-0.7630237 7.3452371 
-5.6487240 31.9050405 
-11.921618 48.7718190 
-9.3588701 29.8079459 
0.5649945 -3.0207994 
4.9376234 -11.4979467 
1.0473111 -0.9822748 
-1.9765922 3.5053270 
-0.7164903 0.3116039 
0.5943870 
-0.7219063 
0.2543641 0.2044829 
-0.3636354 0.1084602 
-0.1543700 -0.3286970 
-0.0228239 -0.0636352 
0.0167220 0.0278816 
-0.0609485 0.0185930 
Table 6.4 Sampled Impulse Response of Transmitter Filter 
with a Delay of 1.1 ms 
Real Imaginary 
0.0000000 0.0000000 
0.0000000 0.0000000 
0.0000000 0.0000000 
0.0000000 0.0000000 
0.0000000 0.0000000 
-1.6694374 13.2372707 
-7.8492148 39.6493461 
-12.3887079 46.9272219 
-6.6023157 19.2346609 
2.9408554 -8.8804125 
4.3005084 
-9.0256163 
-0.3368383 1.6284281 
-1.9014342 2.8139013 
-0.1433592 -0.4311352 
0.6242601 
-0.4537174 
0.0278577 0.3081762 
-0.3820071 
-0.0772327 
-0.0416905 
-0.3043271 
-0.0439705 0.0085057 
0.0749333 0.0093809 
-0.0594132 0.0094992 
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Table 6.5 Sampled Impulse Response of the Transmitter Filter 
with a Delay of 3 ms 
Real Imaginary 
0.0000000 0.0000000 
0.0000000 0.0000000 
0.0000000 0.0000000 
0.0000000 0.0000000 
0.0000000 0.0000000 
0.0000000 0.0000000 
0.0000000 0.0000000 
0.0000000 0.0000000 
0.0000000 0.0000000 
0.0000000 0.0000000 
0.0000000 0.0000000 
0.0000000 0.0000000 
0.0000000 0.0000000 
0.0000000 0.0000000 
. -1.3136537 11.0688962 
-7.1104051 37.2136597 
-12.3469721 47.9575159 
-7.5848703 22.8262482 
2.2353854 
-7.2498590 
4.5938614 
-10.0026703 
0.0931639 0.8695437 
-1.9704176 3.1072800 
-0.3233694 
-0.2261096 
0.6313238 -0.5552906 
0.1035718 0.2882096 
-0.3865939 -0.0156703 
-0.0734526 -0.0321577 
-0.0386471 
-0.0107706 
0.0608046 0.0140909 
-0.0713496 0.0135711 
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Figure 6.1 Model of the Digital Data Transmission System 
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Figure 6.2 Model of a Two Skywave H.F. Radio Link 
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Figure 6.3 Frequency Characteristics of the Hi! ben Transfonn 
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Figure 6.4 Equivalent Baseband Model of the H.F. Radio Link 
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Figure 6.5 Model of the Digital Data Transmission System used in the Computer Simulations. 
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Figure 6.6 Starting Points used with an H.F. Channel 
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Figure 6.8 Attenuation and Group Delay Characteristics of 
the Combined Equipment Filters 
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Figure 6.9 Perfonnance of Detector A over a Two Skywave H.F. 
Channel at 9600 Bits/s (Multipath Propagation Delay=0.5 ms, 
Frequency Spread=0.5 Hz) 
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Figure 6.10 Error in the Estimate of the H. F. Channel Sampled Impulse Response 
(16 or 64-bit arithmetic) 
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Figure 6.11 Performance of Detector A over a Two Skywave H.F. 
Channel at 4800 Bits/s using 16-bit Integer Arithmetic (Multipath 
Propagation Delay=0.5 ms, Frequency Spread=0.5 Hz) 
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Figure 6.12 Performance of Detector A over a Two Skywave H.F. 
Channel at 4800 Bits/s using 16-bit Integer Arithmetic (Multipath 
Propagation Delay=l.l ms, Frequency Spread= I Hz) 
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Figure 6.13 Performance of Detector A over a Two Skywave H.F. 
Channel at 4800 Bits/s using 16-bit Integer Arithmetic (Multipath 
Propagation Delay=l.l ms, Frequency Spread=2 Hz) 
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Figure 6.14 Performance of Detector A over a Two Skywave H.F. 
Channel at 4800 Bits/s using 16-bit Integer Arithmetic (Multipath 
Propagation Delay=3 ms, Frequency Spread=0.5 Hz) 
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CHAPTER7 
COMMENTS ON RESEARCH PROJECT 
7.1 Discussion 
The aim of this research project has been to show the effects of using limited precision 
integer arithmetic whilst running three different algorithms that, when put together, 
form the basis of the detector in a digital modem. 
In chapter 4, the transmission of data over telephone channels was considered. 
Simulation results show that, at the typical values of signal-to-noise ratio found over 
telephone channels, the accuracy of the estimate of the sampled impulse response of the 
channel produced by the linear feedforward channel estimator is not seriously degraded 
when the numerical precision is reduced from 64-bit floating point arithmetic to 16-bit 
integer arithmetic. Also, the results show that increasing the number of levels in the 
· transmitted QAM signal from 16 to 64 has little effect upon the performance of the 
estimator whilst it was using integer arithmetic. 
The results in section 4.6 show that the accuracy of the Clark-Hau algorithm, which is 
basically a root finding algorithm for high order complex polynomials, is surprisingly 
good. It can be seen that, for channels sampled at 2400 samples/s, the differences 
between the minimum phase sampled impulse responses produced by the Clark-Hau 
algorithm (running with reduced precision arithmetic) and the ideal responses produced 
by the NAG library are small. At the higher sampling rate of 3200 samples/s the 
Clark-Hau algorithm performed satisfactorily with channels introducing mild phase 
distortion, but failed with charmels that introduced severe amplitude distortion. 
Results of the Clark-Hau algorithm actually running on the TMS320C25 show that it 
will run on a 16-bit digital signal processor and that it runs fast enough for the pre-filter 
to be adjusted in only a few sampling intervals. 
In the last section of chapter 4, the results showing the bit-error rates of various 
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systems suggest that a complete modem receiver, operating at 2400 baud, could be 
constructed using only I 6-bit integer arithmetic devices. The tests show that the 
complexity of the near maximum likelihood detector can be drastically reduced without 
seriously affecting the system performance. The complexity of this simplified detector 
is such that it should be possible to implement it in real time on the TMS320C25. In 
fact, for a system operating at 2400 baud over a time invariant channels, it may be 
possible to constmct a modem detector using only one TMS320C25. 
The results presented in chapter 6 show that I 6-bit integer arithmetic would not give the 
required accuracy for the adaptive system to perform reliably at 9600 bits/s. It is 
shown, however, that 32-bit floating point arithmetic, as used by the TMS320C30, 
should provide the necessary accuracy for data transmission at this rate. 
The results of the system operating at 4800 bits/s show that for mild H.F. channels and 
with regular retraining of the estimator to prevent collapse, it may be possible to build a 
modem using I6-bit integer arithmetic. 
7.2 SUGGESTIONS FOR FURTHER WORK 
Useful future work might include: 
I. In Chapter 4, it is shown that the Clark-Hau algorithm wiii work satisfactorily on 
the TMS320C25 with telephone channels sampled at 2400 samples/s. The next 
stage of development would be to write programs for the near maximum likelihood 
detector and linear feedforward channel estimator in assembly language, making 
use of the features of the TMS320C25 to maximise speed. A modem receiver could 
then be constructed using one, or probably two, TMS320C25 signal processors, 
one for carrier phase synchronisation and timing recovery and the other for 
channels estimation, the Clark-Hau algorithm and the near maximum likelihood 
detector. 
2. Chapter 6 shows that for mild H.F. channels, a modem receiver could operate with 
I 6-bit integer arithmetic, at a rate of 4800 bits/s with regular retraining of the 
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channel estimator. A 4800 bits/s modem receiver could be constructed using 
several TMS320C25 processors operating in parallel and tests carried out over a 
hardware channel simulator or a real H.F. radio link. 
3. A 9600 bits/s H.F. modem could be constructed using the TMS320C30 digital 
signal processor, or one of the other latest microprocessors to appear on the market 
that support 32-bit floating point arithmetic. 
------------------
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APPENDIX A 
RAYLEIGH FADING FILTER 
The model of a single Rayleigh fading path is shown in figure 5.8, where q1(t) and 
!h(t) are two Gaussian random processes with zero mean and the same variances. The 
shape of their power spectrum is Gaussian, having the same r.m.s. frequency, frms· 
The power spectra of q1(t) and q2(t) is given by 
.. Al 
As shown in figure 5.10, the random process qi(t) is generated by filtering a zero mean 
white Gaussian noise signal ni(t). Taking the square root of equation A.l gives the 
Gaussian shaped frequency response of the filter, r(t) 
.. A2 
Taking the inverse Fourier transform gives the impulse response -y{t), 
l'(t) 1 exp(-t
2
) 
..r;;; tl 2t~ .. A3 
where 
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•. A4 
The -3 dB cut-off frequency of the filter can be found from equation A2, and is given 
by 
f =1.17741f 
eo rms .. AS 
and the frequency spread fsp is related to frms by 
f =2f 
sp rms .. A6 
therefore 
f =0.588705f CO sp .. A7 
The filter characterised by equations A2 and A3 may be approximated by a fifth order 
Bessel filter [70]. Both the frequency response and the impulse response of a Bessel 
filter tends towards a Gaussian shape as the order of the filter increases. The transfer 
function, in the s-plane, of an nth order Bessel filter is 
where B.(s) is given by 
where 
do 
H(s)=B.(s) .. A8 
.. A9 
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d 
-
(2n-k)! 
.. AlO 
k 2"-kk! 
and do is a nonnalising constant of the form 
.. All 
When n=S (5th order filter) equation A8 becomes 
H(s) 945 
s
5 
+15s4 +105l +420s2+945s+945 
.. A12 
Factorising the denominator in equation A12 yields 
H(s) 945 
.. A13 
where {pd are the poles of H(s) and are given by [11] 
p2,p3=-3.35196±jl.74266 .. A14 
p4,p5 =-2.32467±j3 .57102 
Substituting s=jn , in equation A 13 gives the frequency response of the filterto be 
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945 H(j!l)- 5 .. A15 
llun-P;> 
i=l 
where n is the angular frequency in radians/second. The frequency 0 0 , at which the 
amplitude response of the fifth order Bessel filter drops by 3 dB from its peak is given 
by 
n =2.4274 radians/second 
c .. A16 
In order to be able to change thecut-offfrequency to any desired frequency, let robe a 
new angular frequency variable, such that 
.• A17 
where 
(J) 21tf 
c c 
c=-=--
0 n n 
c c 
•. A18 
and fc is the desired cut-off frequency. From equations A16 and A18 
.. A19 
Substituting the value of in equation Al7 into A15 gives 
H(jro)- 945 
5 .. A20 
ll(iro -p) 
i=l CO 
letting p;'=cop;. then A20 becomes 
H(jro) 945c~ 
5 
IJuro-p;> 
i=l 
and from equations Al9 and A21, 
and 
109805.05f5 
H(jro)- 5 c 
H(jro) 
rr (jro-p;) 
i=l 
5 
d' 0 
IJcs-p;) 
i=l 
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.. A21 
.. A22 
.. A23 
where in equation A23, s has been redefined such that s=jro, and, do'=l09805.05f
0
5, 
also 
Pi=2.58844f
0
pi for i=l,2, ... ,5 .. A24 
In the computer simulations three values of the frequency spread, fsp, are used, these 
values are 0.5, 1.0 and 2.0 Hz. From equation A 7 the corresponding cut-off 
frequencies are 0.2943, 0.5887 and 1.1774 Hz, respectively. The parameters of the 
Bessel filter for all three values of f0 are summarised in table Al. 
In the computer simulations the Bessel filter is implemented in a digital form. Using 
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the impulse invariant transformation method [70) the analogue transfer function in 
equation A24 becomes, in the z-plane 
G 
H(z)- 5 o 
II -1 (1-A; z ) 
i=l 
where G0 is the gain at zero Henz (D.C. gain) and A; is given by 
'T' 
A Pi =e I •• A26 
The impulse response of the resulting digital filter is a sampled version of the impulse 
response of the analogue filter. In this technique the poles (p;') in the s-plane, of 
equation A23, are transformed to poles at ePjT' in the z-plane. However, with a 
frequency spread of 2 Hz, the 3 dB bandwidth of the analogue filter is 2.35 Hz, as can 
be seen from equation AS. Therefore, if frequency components of, say 25 Hz, are fed 
into the filter, the output signal will be negligibly small. Thus according to Nyquists 
sampling theorem, a sampling rate of 50 Hz will be adequate enough for the accurate 
representation of q;(t). The values of G0 and the (A;) for the three frequency spreads 
are given in table A2, a sampling rate of 50 Hz is assumed, i.e. T=20 ms. 
Finally, the tap gains of the digital filter may be found by expanding equation A25, thus 
Equation A27 shows that the digital filter can be split up into three cascaded sections, 
two 2-pole sections and one single pole section, figure AI shows a block diagram of 
the filter. From equation A27 the filter coefficients, (C;), are given by 
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.. A28 
Table A3 gives the filter coefficients of the filter for the three values of frequency 
spread. The value of 0 0 have been chosen such that the variance of each of the Cj;(t) 
will have a value of 0.25,this ensures that the average length of the vector representing 
the sampled impulse response of the channel is unity. 
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Table A 1 Poles of the 5th Order Analogue Bessel Filter 
fsp (Hz) d' 0 p'l P'z·P3 P~·P's 
0.5 0.2943 -2.7785 -2.554±j1.3277 -1.7712±j2.7208 
1.0 0.5887 -5.557 -5.1078±j2.6555 -3.524±j5.44 
2.0 1.1774 -11.114 -10.2156±j5.311 -7.0848±j10.883 
Table A2 Poles of the 5th Order Digital Bessel Filter 
fsp (Hz) a· I 0 AI Az.~ A4•As 
0.5 325623.4 0.9460 0.9500±j0.0252 0.9638±j0.0524 
1.0 16121.6 0.8950 0.9018±0.0479 0.9262±j0.1010 
2.0 893.06 0.8010 0.8109±j0.0863 0.8477±0.1872 
Table A3 Coeeficients of the 5th Order Digital Bessel Filter 
fsp (Hz) a·l 0 cl cz c3 c4 CS 
0.5 325623.4 0.9460 1.9000 0.9031350 1.9276 0.9316562 
1.0 I 16121.6 0.8950 1.8036 0.8155376 1.8524 0.8680474 
2.0 893.06 0.8010 1.6218 0.6650064 1.6954 0.7536391 
Figure AI Block Diagram of the 5th Order Bessel Filter 
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APPENDIXB 
SIGNAL-TO-NOISE RATIO CALCULATIONS 
The signal-to-noise ratio in the received samples ( rd is defined as being [2] 
.. Bl 
where eb is the average energy per transmitted bit, and nr/2 is the two sided power 
spectral density of the additive white Gaussian noise in the bandpass model described 
in chapter 2. 
Let A. be the mean square value of the transmitted data symbols ( s;), 
.. B2 
where E[x] is the expected value of x and s;.o and s;.1 are the real and imaginary parts of 
the complex valued data symbol s;, respectively. From equation B2 the average 
transmitted energy per bit is given by 
.. B3 
where b is the number of bits used in the encoding process to produce each of the data 
symbols s;. 
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The variance of the real and imaginary parts of the noise samples ( wi) in the received 
samples {rj} is given by [2] 
.. B4 
From equations Bl to B4, the signal-to-noise ratio (measured in dB) is taken to be 
SNR=l0log10 ( ~2) .. B5 
For a 16-level QAM signal, the value of ).Jb is 2.5 and for a 64-level QAM signal ).Jb 
has a value of7. 
In the computer simulations the real and imaginary parts of the noise components ( wi) 
are generated separately using the Numerical Algorithms Group (NAG) Gaussian 
distributed random number generator. The random numbers generated have zero mean 
and a standard deviation a. The latter is determined by the particular value of the 
signal-to-noise ratio from the following 
.. B6 
To maintain accuracy whilst obtaining the bit error rate performances of the tested 
systems in chapter 4, the bit error rate is determined only after a sufficient number of 
independent error events (Ne) occur at a panicular signal-to-noise ratio. It has been 
shown (71], when this number is greater than 30, the 95% confidence limits in the 
value of the error probability can be approximated by 
.. B7 
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where Pe is the probability of error. In the computer simulations it was found that the 
value of N0 sometimes had to be set to a value greater than 30 (say 80), particularly 
when the tests were carried at I 4.4 kbits/s over channel 4 with integer arithmetic being 
used at the receiver. 
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PROGRAM LISTINGS 
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Page No. 
Program 1 226 
This program simulates the complete system with integer arithetic 
being used at the receiver. A 64-level QAM signal is used and, at 
the receiver, detector A is used to detect the transmitted data symbols. 
Program2 
This is similar to program 1, except detector B is used instead of 
detector A. 
Program3 · 
This is a 2-skywave H.F. channel simulator. It makes use of 
equation 6.54 to generate the sampled impulse responses. 
Propagation delays of 0.5, 1.1 and 3 ms can be introduced, along 
with frequency spreads of 0.5, 1 and 2 Hz. 
Program4 
Program 4 simulates the complete system operating at 4800 bits/s 
over a H. F. radio link, using 16-bit integer arithmetic at the receiver. 
Also, at the receiver, detector A and the linear feedforward channel 
estimator, are used. The pre-filter is adjusted once every four 
sampling intervals. 
248 
271 
277 
APPENDIX C 226 
/*Program to simulate the complete system*/ 
/*Transmission is over a telephone channel at a rate of 2400 baud*/ 
/*Simulates a system using a 64-level QAM signal with detector A *I 
/*Integer arithmetic has been used*/ 
/*3/3/90*/ 
#include <stdio.h> 
#include <math.h> 
#include <stdlib.h> 
#pragma linkage(g05cbf,OS); 
#pragma linkage(g05ddf,OS); 
void g05cbf(); 
double g05ddf(); 
main() 
{ 
FILE *channel; 
FILE *minphase; 
FILE *results; 
int g,h,ij,k,l,m,n,q 1 ,q2,count,sdr,sdi,err 1 ,tx[80] [ 6]; 
int pr[32] [32] ,pi[32] [32],qr[32] [3 2] ,qi[32] [32] ,tag[520] [2]; 
int levelr[65]={ 1,-7 ,-5,-3,-1 ,1,3,5, 7,-7 ,-5,-3,-1,1,3,5,7, 
-7,-5,-3,-1 ,1 ,3,5,7 ,-7 ,-5,-3,-1,1 ,3,5,7 ,-7 ,-5,-3,-1, 
1 ,3,5,7 ,-7 ,-5,-3,-1 ,1 ,3,5,7,-7 ,-5 ,-3,-1,1,3,5,7,-7 ,-5,-3, 
-1,1,3,5,7}; . 
int leveli[65]={ 1,-7,-7 ,-7 ,-7 ,-7,-7 ,-7 ,-7,-5,-5,-5,-5,-5,-5,-5, 
-5,-3,-3,-3,-3,-3,-3,-3,-3,-l ,-1 ,-1 ,-1 ,-1 ,-1 ,-1 ,-1 ,1 ,1 ,1' 
1,1,1,1,1,3,3,3,3,3,3,3,3,5,5,5,5,5,5,5,5,7,7,7,7,7,7,7,7}; 
int code1 [18]= { 0,0, 1,1 ,0,1,0,1 ,1,0,1,0,1,1 ,0,0}; 
int code2[ 18]= { 0,1 ,0,1,1 ,1,0,0,0,0,1,1 ,1 ,0,1 ,0}; 
int decode 1 [ 18]= { 0,0,1 ,1 ,1 ,0, 1 ,0,0,1 ,0,1 ,1 ,1 ,0,0}; 
int decode2[18]= { 0,1 ,0,1,0,0,1,1,1 ,1,0,0,1 ,0,1 ,0}; 
int s 1 [65]={ -3,-1 ,-3,-1,-5,-7 ,-5,-7 ,-3,-1,-3,-1,-5,-7 ,-5,-7' 
3,3,1,1,3,3,1,1,5,5,7,7,5,5,7,7, 
-3 -3 -1 -1 -3 -3 -1 -1 -5-5 -7-7-5 -5-7 -7 ,,,,,,,,,,,,,,,, 
3,1 ,3, I ,5,7 ,5,7 ,3, 1 ,3, 1 ,5,7 ,5,7}; 
int s2[65]= { -3,-3,-1,-1 ,-3,-3,-1 ,-1 ,-5,-5,-7 ,-7,-5,-5,-7 ,-7, 
-3 -1 -3 -1 -5-7-5-7 -3 -1 -3 -1 -5-7-5-7 ,,,,,,,,,,,.,,,, 
3,1 ,3,1 ,5,7 ,5,7 ,3, 1 ,3,1 ,5,7 ,5,7' 
3,3,1,1,3,3,1,1,5,5,7,7,5,5,7,7}; 
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int bits,bitl,bit2,bit3,bit4,bit5,bit6,row,col,start,lirnit,x; 
int bita,bitb,bitc,bitd,bite,bitf; 
int bite 1,bite2,bite21,bite22,length, vector, vector2,bits_sent; 
_ long max,opr ,opi,p 1,p2,p3,p4,cr,ci,zr,zi,ad,rdr,rdi, vr,vi; 
long mincost,smallest_ cost,dr,di,max1,c,lr,li,diff,e 1,e2; 
long yminr[30],ymini[30],flltr[50],fllti[50],or[30],oi[30]; 
long cost[32 ],coste[515],pcost[32 ],sigr[50],sigi[50]; 
long fr[50],fi[50],sr[50],si[50],o2r[30],o2i[30]; 
long w1,w2,d1r[50],dli[50],symbols; 
unsigned long tolerance,d,den,num,div ,mag,lambmax; 
double yr[30] ,yi[30],sp[ 6][2]; 
double noiser[50] ,noisei[ 50],error 1,a,b,d1,error2; 
double rr,ri,nr,ni,stddev,snr,pe,snrfm,ur,ui,sc; 
/*Rx filter impulse response*/ 
double rxr[]= { -0.4107,-0.205,0.2219,1.4222,11.5059, 
33.8749,46.7973,28.1107,-2.5666,-12.3912,-2.6308,4.3105, 
2.0033,-1.205,-0.7537,0.4731 }; 
double rxi[]= { -0.2882,-0.6548,-2.0303,-3.4222,-1.8432, 
5.1777,11.4399,5.1152,-7.5627 ,-8.128,0.8993,2.9923, 
-0.873,-1.1213,0.6766,0.3189}; 
/*Array used for decoding of received sysmbols*/ 
int detbit[][][]= { 
{ { 0,0,1,1,1, 1}. { 0,0,1,1,1,0}' { 0,0,1,0,1,0} ' { 0,0,1,0,1,1}, 
{ 0,1,0,1,1,1}. { 0,1,0,1,0,1}. { 0,1,1,1 ,0,1}. { 0,1,1,1,1,1}}. 
{ { 0,0,1,1,0,1}. { 0,0,1,1,0,0}. { 0,0,1,0,0,0}. { 0,0,1,0,0,1}. 
{ 0,1,0,1,1,0}, { 0,1,0,1,0,0}, { 0,1,1 ,l,O,Q}, { 0,1,1,1,1,0}}, 
{ { 0,0,0,1,0,1}, { 0,0,0,1 ,0,0}, { O,O,O,O,O,Q}, { 0,0,0,0,0,1}, 
{ 0,1,0,0,1,0}, { O,l,O,O,O,Q}, { 0,1,1,0,0,Q}, { 0,1,1,0,1,0}}, 
{ { 0,0,0,1,1,1}. { 0,0,0,1,1,0}. { 0,0,0,0,1,0} ' { 0,0,0,0,1,1}. 
{ 0,1,0,0,1,1}' { 0,1,0,0,0,1}. { 0,1,1,0,0,1}. {0,1,1,0,1,1}}. 
{ { 1,0,1,0,1,1}, { 1,0,1,0,0,1}, { 1,0,0,0,0,1}, { 1,0,0,0,1,1}, 
{ 1,1,0,0,1,1}. { 1,1,0,0,1,0}. { 1,1,0,1,1,0}. { 1,1,0,1,1,1}}. 
{ { 1,0,1,0,1,0}, { 1,0,1,0,0,Q}, { 1 ,O,O,O,O,Q}, { 1,0,0,0,1,0}, 
{ 1,1,0,0,0,1}, { 1 ,1,0,0,0,0}, { 1,1,0,1,0,Q}, { 1,1,0,1,0,1}}, 
{ { 1,0,1,1,1,0}, { 1,0,1,1,0,Q}, { 1,0,0, 1,0,Q}, { 1,0,0,1,1,0}, 
I 
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{ 1,1,1,0,0,1}, { 1,1,1 ,0,0,0} ,{ 1,1,1,1,0,D}, { 1,1,1,1,0,1}}, 
{ { 1 ,0,1 '1 ,1,1}, { 1 ,0,1 ,1 ,0,1}' {1 ,0,0,1 ,0,1}, { 1 ,0,0,1 ,1 '1}' 
{ 1,1,1,0,1,1}, ( 1,1 ,1 ,0,1,0}, { 1,1,1,1,1,0}, { 1,1,1 ,1,1,1}} }; 
/*Five starting positions for Clark-Hau Algorithm*/ 
sp[1][1]=0; 
sp[1][2]=0; 
sp[2][1 ]=0.5; 
sp[2][2]=0; 
sp[3](1]=0; 
. sp[3][2]=0.5; 
sp[4][1]=-0.5; 
sp[4](2]=0; 
sp[5](1]=0; 
sp[5][2]=-0.5; 
g=26; /*g is the length of the channel*/ 
1=64; /*1 is the number of levels*/ 
m=8 ; /*m is the number of stored vectors*/ 
n=20; /*n is the length of the impulse response used by*/ 
/*the detector*/ 
length=39; /*Length of the pre-filter*/ 
symbols=500000; /*numberofxmitted symbols*/ 
a=0.003; /*Controls the convergence of Estimator*/ 
b=0.5; /*Controls the convergence of Clark-Hau*/ 
d1=0.000001 ; /*Decision threshold*/ 
snr=25 ; /*Starting value*/ 
snrfin=45; 
/*Scale the rx filter* I 
sc=O; 
for(i=O;i<=15;i++) 
sc=sc+rxr[i] *rxr[i]+rxi[i] *rxi[i]; 
sc=sqrt(sc); 
/*Set up the random number generator*/ 
srand(23 ); /*Uniform pdf*/ 
g05cbf(341); /*Normal pdf*/ 
puts("Enter the number of bits"); 
scanf("%d" ,&bits); 
max=l; 
max=max«(bits-1 ); 
maxl=max-1; 
ad=a*max; 
c=b*max; 
d=dl *max*max; 
lambmax=max>>l; 
/*Read in the channel*/ 
channel=fopen(" channel4 data", "r"); 
for(i=O;i<=g;i++) 
{ 
fscarif( channel, "%If, %If' ,&yr[i] ,&yi[i]); 
} 
fclose(channel); 
/*Set up tags for NMLH detector*/ 
forO= 1 ;j<=m;j++) 
{ 
for(h=l;h<=l;h++) 
} 
{ 
tag[h+l *j-l][l]=j; 
tag[h+l*j-l](2]=h; 
} 
/*Store values of Pe in file called results data*/ 
results=fopen("results data" ,"w"); 
do 
{ 
/*Calculate std deviation of noise*/ 
stddev=pow(IO,(-snr/20)); 
stddev=stddev*2.645751311; 
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/*Set up arrays used to hold stored vectors and expanded vectors*/ 
forG=l;j<=m;j++) 
{ 
for(i=O;i<=n;i++) 
{ 
} 
qr[j][i]=l; 
qi[j][i]=l; 
pr[j][i]=O; 
pi[j][i]=O; 
} 
/*set up the cost array*/ 
forG=l;j<=m;j++) 
{ 
cost[j]=maxl; 
} 
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cost[l]=O; /*Let the cost of at least one array be zero*/ 
/*clear prefilter*/ 
for(i=O;i<=length;i++) 
{ 
filtr[i]=filti[i]=O; 
sigr[i]=sigi[i]=O; 
} 
filtr[length]=maxl; /*Set prefllter imp resp=delayed imp*/ 
forG=O;j<=5;j++) 
{ 
for(i=O;i<=(n+length);i++) 
tx[i][j]=O; 
} 
/*Reset estimator*/ 
for(i=O;i<=g;i++) 
{ 
fr[i]=fi[i]=O; 
sr[i]=si[i]=O; 
} 
bitel=bite2=0; /*Bits used for differential encoder*/ 
bite21 =bite22=0; 
errl=O; /*Set the number of bit errors to zero*/ 
bits_sent=O; 
pe=0.5; 
/*Start of Transmission*/ 
for(k=O;k<=symbols;k++) 
{ 
/*Generate random bits*/ 
bita=rand(); 
bitb=rand(); 
bitc=rand(); 
bitd=rand(); 
bite=rand(); 
bitf=rand(); 
if(bita<l6384) 
bitl=O; 
else 
bitl=l; 
if(bitb<l6384) 
bit2=0; 
else 
bit2=1; 
if(bitc<l6384) 
bit3=0; 
else 
bit3=1; 
if(bitd<16384) 
bit4=0; 
else 
bit4=1; 
if(bite<16384) 
bit5=0; 
else 
bit5=1; 
if(bitf<16384) 
bit6=0; 
else 
bit6=1; 
/*Differentially encode bits*/ 
x=bitl *8+bit2*4+bitel *2+bite2; 
bitel=codel [x]; 
bite2=code2[x]; 
tx[n+length][O]=bitl; 
tx[n+length][l]=bit2; 
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tx[n+length] [2]=bit3; 
tx[n+length][3]=bit4; 
tx[n+length][4]=bit5; 
tx[n+length][5]=bit6; 
/*Generate symbols for transmission*/ 
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x=bite1 *32+bite2*16+bit3*8+bit4*4+bit5*2+bit6; 
sr[O]=s1 [x]; 
si[O]=s2[x]; 
/*Pass si thru the channel*/ 
rr=ri=O; 
for(i=O;i<=g;i++) 
{ 
ri=rr+sr[ i] *yr[i] -si[i] *yi[ i]; 
ri=ri+sr[i] *yi[i]+si[i] *yr[i]; 
} 
noiser[O]=g05ddf(O,stddev); 
noisei[O]=g05ddf(O,stddev); 
for(i=15;i>=1 ;i--) 
{ 
noiser[i]=noiser[i-1]; 
noisei[i]=noisei[i-1]; 
} 
noiser[O]=g05ddf(O,stddev); 
noisei[O]=g05ddf(O,stddev); 
/*Pass noise through rx filter*/ 
nr=ni=O; 
for(i=O;i<=l5;i++) 
{ 
nr=nr+noiser[i]*rxr[i]-noisei[i]*rxi[i]; 
ni=ni+noiser[i] *rxi[i]+noisei[i] *rxr[i]; 
} 
/*Shift noise samples*/ 
for(i=l5;i>=1;i--) 
{ 
noiser[i]=noiser[i-1 ]; 
noisei[i]=noisei[i-1]; 
} 
nr=nr/sc; 
ni=ni/sc; 
/*Discretise received signal*/ 
rr=rr+nr; 
ri=ri+ni; 
APPENDIX C 233 
rr=rr/16; /*Scale received signal before being converted*/ 
ri=ri/16; 
rdr=rr*max; 
rdi=ri*max; 
if(rdr>maxl) /*Check for overflow*/ 
rdr=maxl; 
if(rdr<-max) 
rdr=-max; 
if(rdi>maxl) 
rdi=maxl; 
if(rdi<-max) 
rdi=-max; 
/*Feed discrete signal into pre-fllter*/ 
sigr[O]=rdr; 
sigi[O]=rdi; 
/*Allow estimator to converge at start up*/ 
/*i.e. during the first 2000 symbols*/ 
if(k<2000) 
{ 
vr=vi=O; 
for(i=O;i<=g;i++) 
{ 
p l=sr[i]*fr[i]; 
p2=si[i]*fi[i]; 
p3=sr[i] *fi[i]; 
p4=si[i]*fr[i]; 
vr=vr+p l-p2; 
vi=vi+p3+p4; 
/*Could perform the above additions in the ACCU*/ 
} 
vr=vr>>4; 
vi=vi>>4; 
/*Check for overflow*/ 
if(vr>max1) 
vr=max1; 
if(vr<-max) 
vr=-max; 
if(vi>max1) 
vi=maxl; 
if(vi<-max) 
vi=-max; 
rdr=rdr*ad; 
rdi=rdi*ad; 
vr=vr*ad; 
vi=vi*ad; 
dr=rdr-vr; 
di=rdi-vi; 
dr=dr>>(bits-1 ); 
di=di>>(bits-1 ); 
/*Check for overflow*/ 
if(dr>max1) 
dr=max1; 
if(dr<-max) 
dr=-max; 
if(di>maxl) 
di=max1; 
if(di<-max) 
di=-max; 
/*Update estimator*/ 
for(i=O;i<=g;i++) 
{ 
p 1 =dr*sr[i]; 
p2=di*si[i]; 
p3=dr*si[i]; 
p4=di*sr[i]; 
fr[i]=fr[i]+p1 +p2; 
fi[i]=fi[i]+p4-p3; 
/*Check for overflow*/ 
if(fr[i]>max1) 
fr[i]=maxl; 
if(fr[i]<-max) 
fr[i]=-max; 
if(fi[i]>maxl) 
fi[i]=max1; 
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if(fi[i]<-max) 
fi[i]=-max; 
} 
/*End of estimator routine* I 
} 
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/*Allow the estimator to settle down before switching* I 
/*in the detector and Clark-Hau algorithm*/ 
if(k<2000) 
goto shift; 
/*Run the Clark-Hau algorithm once to fmd prefllter*/ 
/*and minphase impulse responses*/ 
if(k=2000 ) 
{ 
start=O; 
do 
{ 
start++; 
lr=max*sp[start][1]; /*lr+jli is the estimate of*/ 
li=max*sp[start][2]; /*the reciprocal of a root pos*/ 
tolerance=max 1; 
count=O; 
/*Start of root fmding process*/ 
while( tolerance>=d) 
{ 
count++; 
/*Pass Y thru FIB filter*/ 
or(g]=fr[g]; 
oi[g]=fi[g]; 
o 2r[g] =fr[g]; 
o2i[g]=fi[g]; 
for(i=(g-1 );i>=O;i--) 
{ 
pl=lr*or[i+l]; 
p2=li*oi[i+ 1]; 
p3=1r*oi[i+ 1]; 
p4=li*or[i+ I]; 
pl=pl»(bits-1);/*Scale after multiply*/ 
p2=p2»(bits-1); 
p3=p3»(bits-1); 
p4=p4»(bits-1); 
or[i]=fr[i]-p1; 
oi[i]=fi[i]-p3; 
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if(or[i]>max1) /*Check for overflow*/ 
or[i]=max1; 
if(or[i]<-max) 
or[i]=-max; 
if(oi[i]>rnaxl) 
oi[i]=maxl; 
if(oi[i]<-max) 
oi[i]=-max; 
or[i]=or[i]+p2; 
oi[i]=oi[i]-p4; 
if(or[i]>max1) /*Check for overflow*/ 
or[i]=maxl; 
if(or[i]<-max) 
or[i]=-max; 
if(oi[i]>maxl) 
oi[i]=max1; 
if(oi[i]<-max) 
oi[i]=-max; 
p1=1r*o2r[i+1]; /*Pass o/p of first F.B.*/ 
p2=li*o2i[i+l]; /*into second F.B. filter*/ 
p3=1r*o2i[i+1]; /*to give epsilon*/ 
p4=li*o2r[i+ 1]; 
p1=p1»(bits-1); 
p2=p2»(bits-1); 
p3=p3»(bits-1); 
p4=p4»(bits-1); 
o2r[i]=or(i]-p1; 
o2i[i]=oi[i]-p3; 
if(o2r[i]>max1) 
o2r[i]=max1; 
if( o2r[i]<-max) 
o2r[i]=-max; 
if(o2i[i]>max1) 
o2i[i]=max1; 
if( o2i[i]<-max) 
o2i[i]=-max; 
o2r[i]=o2r[i]+p2; 
o2i[i]=o2i[i]-p4; 
I 
' 
if(o2r[i]>max1) 
o2r[i]=max1; 
if(o2r[i]<-max) 
o2r[i]=-max; 
if(o2i[i]>max1) 
o2i[i]=max1; 
if(o2i[i]<-max) 
o2i[i]=-max; 
} 
e1=o2r[1]; 
e2=o2i[l]; 
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den=e1 *e1+e2*e2; /*Calc. denominator of div. */ 
den=den>>(bits-1 ); 
if(den>max1) 
den=max1; 
den=den«(bits-1 ); 
/*Carry out real division to give real part*/ 
/*of complex division*/ 
p 1 =or[O]*e 1 +oi[O] *e2; 
p 1 =p 1»(bits-1 ); 
if(p1>max1) /*Check for overflow*/ 
p1=max1; 
if(pl<-max) 
p1=-max; 
/*Find absolute value of numerator and*/ 
/*check for div by zero and if num>den*/ 
num=abs(p 1 ); 
if(num>=den) 
{ 
if(pl<O) 
w1=-max; 
else if(p1>0) 
wl=max1; 
else 
w1=0; 
} 
else 
{ 
num=num<<bits; 
/*Carry out division*/ 
for(j= 1 ;j<=(bits-1 );j++) 
{ 
diff=(long)(num-den); 
if(diff<O) 
num=num<<1; 
else 
} 
{ 
diff=diff«1; 
diff++; 
num=(unsigned long)( dift); 
} 
w 1 =(long)(num&max1 ); 
if(p 1 <0) /*Change to negative* I 
w1=-w1· 
' } 
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/*Calc imaginary part of complex division*/ 
p2=oi[O]*e1-or[O]*e2; 
p2=p2»(bits-1); 
if(p2>maxl) 
p2=maxl; 
if(p2<-max) 
p2=-max; 
num=abs(p2); 
/*Check for div by zero*/ 
if(num>=den) 
{ 
if(p2<0) 
w2=-max; 
else if(p2>0) 
w2=max1; 
else 
w2=0; 
} 
else 
/*Perform division*/ 
{ 
num=num< <bits; 
for(j= 1 ;j<=(bits-1 );j++) 
{ 
diff=(long)(num-den); 
if(diff<O) 
num=num<<1; 
else 
{ 
diff=diff«l; 
diff++; 
num=(unsigned long)diff; 
} 
} 
w2=(long)(num&max1 ); 
if(p2<0) 
w2=-w2; 
} 
/*Check for convergence*/ 
tolerance=w1 *wl +w2*w2; 
if(tolerance>max1) 
tolerance=max1; 
if(tolerance<=d) 
break; 
w1=wl*c; 
w2=w2*c; 
w1=wl»(bits-1); 
w2=w2> >(bits-1 ); 
/*Update reciprocal root position*/ 
lr=lr+w1; 
li=Ii+w2; 
if(lr>maxl) 
lr=max1; 
if(lr<-max) 
lr=-max; 
if(li>maxl) 
Ii=maxl; 
if(li<-max) 
li=-max; 
pl=lr*lr; 
p2=li*li; 
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/*Check for magnitude of updated position* I 
/*to see if it is greater than unity*/ 
mag=(unsigned long)(p1+p2); 
mag=mag>>bits; 
if(mag>max1) 
mag=max1; 
/*Check to see if outside unit circle*/ 
if(mag>lambmax) 
break; 
/*Check number of iterations*/ 
if( count-=40) 
break; 
} 
. if(mag>lambmax) 
continue; 
if( count==40) 
continue; 
/*Pass output of FIB filter thru F/F filter*/ 
or[g+ 1]=oi[g+ 1]=0; 
for(i=1;i<=(g+l);i++) 
{ 
p1=lr*or[i-1]; 
p2=li*oi[i-1]; 
p3=lr*oi[i-1]; 
p4=li*or[i-1]; 
pl=pl»(bits-1); 
p2=p2>>(bits-1); 
p3=p3»(bits-1 ); 
p4=p4»(bits-1 ); 
fr[i-l]=or[i]+p1 +p2; 
fi[i-1]=oi[i]+p3-p4; 
} 
/*Calculate prefilter taps*/ 
dlr[length]=filtr[length];. 
d 1 i[length ]=filti[length]; 
for(i=(length-1);i>=O;i--) 
{ 
pl=lr*d1r[i+1]; 
p2=li*dli[i+l]; 
p3=lr*d li[i+ 1]; 
p4=li*d1r[i+1]; 
} 
p1=p1»(bits-1); 
p2=p2»(bits-1); 
p3=p3»(bits-1); 
p4=p4»(bits-1); 
d1r[i]=filtr[i]-p 1 +p2; 
d1i[i]=filti[i]-p3-p4; 
} 
d1r[length+ 1]=d1 i[length+ 1]=0; 
for(i= 1 ;i<=(length+ 1 );i++) 
{ 
p1=lr*d1r[i-1]; 
p2=li*dli[i-1]; 
p3=lr*d1i[i-1]; 
p4=li*d1r[i-1]; 
p1=p1»(bits-1); 
p2=p2>>(bits-1); 
p3=p3»(bits-1); 
p4=p4»(bits-1 ); 
filtr[i-1]=dlr[i]+p1 +p2; 
fllti[i-1 ]=dli[i]+p3-p4; 
} 
start=O; 
} 
while(start<5); 
/*Pass rx signal thru pre-filter*/ 
opr=opi=O; 
for(i=O;i<=length;i++) 
{ 
p 1 =sigr[i] *filtr[i]; 
p2=sigi[i] *filti[i]; 
p3=sigr[i] *filti[i]; 
p4=sigi[i] *filtr[i]; 
pl=pl»(bits-1); 
p2=p2»(bits-1 ); 
p3=p3»(bits-1 ); 
p4=p4»(bits-1); 
opr=opr+p 1-p2; 
opi=opi+p3+p4; 
if(opr>(max-1)) 
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opr=max-1; 
if(opr<-max) 
opr=-max; 
if(opi>(max-1)) 
opi=max-1; 
if(opi<-max) 
opi=-max; 
} 
/*Shift signal*/ 
for(i=length;i>= 1 ;i --) 
{ 
sigr[i]=sigr[i-1]; 
sigi[i]=sigi[i-1]; 
} 
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/*Calculate costs of vectors if they were expanded*/ 
mincost=max1; 
forU= 1 ;j<=m;j++) 
{ 
/*Evaluate the cost form vectors*/ 
cr=ci=O; 
for(i=O;i<=(n-1);i++) 
{ 
p 1=qr[j][i]*fr[n-i]; 
p2=qi[j][i]*fi[n-i]; 
p3=qr[j][i]*fi[n-i]; 
p4=qi[j][i]*fr[n-i]; 
cr=cr+((p1-p2)>>4); 
ci=ci+((p3+p4)»4); 
if(cr>(max-1)) 
cr=max-1; 
if(cr<-max) 
cr=-max; 
if( ci>(max -1)) 
ci=max-1· 
' . 
if(ci<-max) 
ci=-max· 
' } 
/*Evaluate the total cost for ml vectors*/ 
for(h=1;h<=l;h++) 
{ 
} 
vector2=h+l*j-I; 
p 1 =levelr[h]*fr[O]; 
p2=leveli[h]*fi[O]; 
p3=levelr[h]*fi[O]; 
p4=leveli[h]*fr[O]; 
zr=cr+((p1-p2)>>4); /*Scale cost*/ 
zi=ci+((p3+p4)>>4); 
if(zr>(max-1)) 
zr=max-1; 
if(zr<-max) 
zr=-max; 
if(zi>(max-1)) 
zi=max-1; 
if(zi<-max) 
zi=-max; 
zr=(zr-opr)>> 1; 
zi=(zi-opi)» 1; 
/*Calc. costs of expanded vectors*/ 
p1=zr*zr; 
p2=zi*zi; 
p1=p1»(bits-2); /*Scaling*/ 
p2=p2>>(bits-2); 
coste[ vector2]=cost[j]+p1 +p2; 
if(coste[vector2]>max1) 
coste[ vector2]=max1; 
/*Find the smallest cost*/ 
if(coste[ vector2]<mincost) 
} 
{ 
mincost=coste[ vector2]; 
q1=j; 
q2=h; 
vector=vector2; 
} 
smallest_cost=mincost; 
/*Output detected value*/ 
sdr=qr[ q 1] [0]; 
sdi=qi[q 1][0]; 
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col=(sdr+ 7)/2; 
row=(sdi+ 7)/2; 
/*Obtain corresponding bits from symbols*/ 
bitl=detbit[row ][col] [0]; 
bit2=detbit[row] [ col][l]; 
bit3=detbit[row] [col] [2]; 
bit4=detbit[row] [col] [3]; 
bit5=detbit[ row] [col] [ 4]; 
bit6=detbit[ row] [col] [5]; 
/*Differentially decode bits*/ 
x=bite21 *8+bite22*4+bitl *2+bit2; 
bite21 =bitl; 
bite22=bit2; 
bitl=decodel [x]; 
bit2=decode2[x); 
/*Count bit errors*/ 
if(k>2500) 
{ 
bits_sent=bits_sent+6; 
if(bitl !=tx[O] [0]) 
errl++; 
if(bit2!=tx[O][l]) 
errl++; 
if(bit3!=tx[0][2]) 
errl++; 
if(bit4!=tx[0][3]) 
errl++; 
if(bit5!=tx[O][ 4]) 
errl++; 
if(bit6!=tx[0][5]) 
errl++; 
} 
if((errl> IOOOO)&&(pe>=.Ol)) break; 
else if((errl>400)&&(pe<0.01)) break; 
/*Store vector with smallest cost in array p*/ 
for(i=O;i<=(n-l);i++) 
{ 
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pr[l ][i]=qr[ q 1 ][i]; 
pi[l ][i]=qi[ q l][i]; 
} 
pr[ l][n]=levelr[q2]; 
pi[l ][n]=leveli[q2]; 
pcost[l]=smallest_cost; 
coste[ vector ]=max 1; 
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/*Discard all costs where first component<>to detected*/ 
/*value*/ 
forU= 1 ;j<=m;j++) 
{ 
if( ( qr[j] [0] !=sdr)ll( qi[j] (0] !=sdi)) 
{ 
} 
· for(i= 1 ;i<=l;i++) 
coste[j*l-l+i]=maxl; 
} 
/*Select the next m-1 vectors and store in p*/ 
count=2; 
do 
{ 
mincost=coste[l]; 
vector=!; 
forU=2;j<=(m *l);j++) 
{ 
if(coste[j]<mincost) 
{ 
} 
mincost=coste[j]; 
vector=j; 
} 
pcost[ count ]=mincost; 
coste[ vector ]=max 1; 
/*Transfer vector to arrayp*/ 
q 1 =tag[ vector] [ 1]; 
q2=tag[ vector][2]; 
for(i=O;i<=(n-l);i++) 
{ 
pr[ count][i]=qr[q 1][i]; 
pi[ count][i]=qi[q 1][i]; 
} 
pr[ count] [ n ]=levelr[ q2]; 
pi[count][n]=leveli[q2]; 
count++; 
} 
while(count<=rn); 
/*Get new stored vectors*/ 
forG= 1 ;j<=m;j++) 
{ 
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for(i=l;i<=n;i++) /*Discard first component in q*/ 
{ 
· qr[j][i-l]=pr[j][i]; 
qi[j][i-l]=pi[j][i]; 
} 
cost[j]=pcost[j]-smallest_cost; /*Normalize*/ 
} 
/*Shift tx symbols*/ 
shift: for(i=g;i>=1;i--) 
{ 
sr[i]=sr[i-1]; 
si[i]=si[i-1]; 
} 
/*Shift tx data*/ 
for(i= 1 ;i<=(n+length);i++) 
{ 
} 
tx[i-l][O]=tx[i][O]; 
tx[i-l)[l]=tx[i][l ]; 
tx[i-1][2]=tx[i][2]; 
tx[i-1][3]=tx[i][3); 
tx[i-1][ 4]=tx[i][ 4 ]; 
tx[i-1][5]=tx[i][5]; 
} 
errorl =err I; 
pe=errorl/bits_sent; 
printf("snr=%1f pe=%lf\n" ,snr,pe ); 
fprintf(results, "%If, %lt\n" ,snr,pe ); 
snr=snr+ 1.0; 
if(pe<O.OOOl) break; 
} 
while(snr<=snrfm); 
fclose(results); } . 
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/*Simulation of complete system using detector B, 64-level QAM signals*/ 
/*Data is transmitted over telephone channels*/ 
/*Uses pseudo binary detection*/ 
/*Integer arithmetic used*/ 
/*21/3/90*/ 
#illclude <stdio.h> 
#include <math.h> 
#include <stdlib.h> 
#pragma linkage(g05cbf,OS); 
#pragma linkage(g05ddf,OS); 
void g05cbf(); 
double g05ddf(); 
main() 
{ 
FILE *channel; 
FILE *minphase; 
FILE *results; 
int g,h,i,j,k,l,m,n,q 1 ,q2,count,sdr,sdi,err 1 ,tx[80] [ 6]; 
int pr[32] [32] ,pi[32] [32] ,qr[32] [32] ,qi[32] [32] ,tag[520] [3 ]; 
int code1 [18]= { 0,0,1,1,0,1 ,0,1,1,0,1,0,1,1,0,0}; 
int code2[18]={ 0,1 ,0,1 ,1 ,1,0,0,0,0,1,1 ,1,0,1,0}; 
int decode1 [18]={ 0,0,1,1,1 ,0,1,0,0,1 ,0,1,1 ,1 ,0,0}; 
int decode2[18]= { 0,1,0,1 ,0,0,1 ,1,1 ,1,0,0,1 ,0,1,0}; 
int s1 [65]= { -3,-1 ,-3,-1,-5,-7 ,-5,-7 ,-3,-1,-3,-1 ,-5,-7 ,-5,-7, 
3,3,1,1,3,3,1,1,5,5,7,7,5,5,7,7, 
-3,-3,-1,-1 ,-3,-3,-1 ,-1 ,-5,-5,-7 ,-7 ,-5,-5,-7 ,-7' 
3,1 ,3,1 ,5,7 ,5,7 ,3, 1 ,3,1 ,5, 7 ,5, 7}; 
int s2[65]={ -3,-3,-1 ,-1,-3,-3,-1 ,-1 ,-5,-5,-7 ,-7 ,-5,-5,-7 ,-7, 
-3,-1,-3,-1 ,-5,-7 ,-5,-7 ,-3,-1,-3,-1,-5,-7 ,-5,-7' 
3,1,3,1,5,7,5,7,3,1,3,1,5,7,5,7, 
3,3,1,1,3,3,1,1,5,5,7,7,5,5,7,7}; 
int bits,bit1 ,bit2,bit3,bit4,bit5,bit6,row,col,start,limit,x; 
int bita,bitb,bitc,bitd,bite,bitf; 
int bite 1 ,bite2,bite21 ,bite22,length, vector,vector2,bits_sent; 
long max,opr ,opi,p 1 ,p2,p3,p4,cr,ci,zr,zi,ad,rdr,rdi,vr,vi; 
long mincost,smallest_cost,dr,di,max1 ,c,lr,li,diff,e 1 ,e2; 
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long yminr[30] ,ymini[30] ,filtr[ 50] ,fllti[ 50] ,or[30],oi[30]; 
long cost[32 ],coste[260],pcost[ 40 ],sigr[50],sigi[50]; 
long fr[50],fi[50],sr[50],si[50],o2r[30],o2i[30]; 
long w1,w2,d1r[50],dli[50],symbols,mod; 
int roots; 
_unsigned long tolerance,d,den,num,div,mag,lambmax; 
double yr[30],yi[30],sp[6][2]; 
double error 1 ,a,b,d1 ,error2; 
double rr,ri,nr ,ni,stddev ,snr,pe,snrfm,ur ,ui ,se; 
/*Bits used to decode received symbols*/ 
int detbit[][][]= { 
{ { 0,0,1 ,1,1,1} ' { 0,0,1,1,1,0}' { 0,0,1 ,0,1,0} ' { 0,0,1,0,1,1}' 
{0,1,0,1 ,1 ,1} ' { 0,1,0,1,0,1} ' { 0,1,1,1,0,1} ' { 0,1,1,1,1,1}}' 
{ { 0,0,1,1 ,0,1} ' { 0,0,1 ,1,0,0} ' { 0,0,1,0,0,0}' { 0,0,1,0,0,1}' 
{ 0,1 ,0,1 ,1,0}' { 0,1,0,1,0,0}' { 0,1 ,1 ,1,0,0}' { 0,1,1 ,1,1,0}}' 
{ { 0,0,0,1 ,0,1} ' { 0,0,0,1,0,0}' { 0,0,0,0,0,0} ' { 0,0,0,0,0,1}' 
{ 0,1,0,0,1 ,0} ' { 0,1,0,0,0,0} ' { 0,1 ,1 ,0,0,0} ' { 0,1,1 ,0,1 ,0}}' 
{ { 0,0,0,1 ,1 ,1} ' { 0,0,0,1,1,0}' { 0,0,0,0,1,0} ' { 0,0,0,0,1,1}' 
{ 0,1,0,0,1,1}, { 0,1,0,0,0,1}, { 0,1,1,0,0,1}, { 0,1,1 ,0,1 ,1}}, 
{ { 1,0,1,0,1 ,1} ' { 1,0,1,0,0,1} ' { 1,0,0,0,0,1} ' { 1,0,0,0,1 ,1}' 
{ 1 ,1,0,0,1,1}, { 1,1,0,0,1,0}, { 1 ,1,0,1 ,1 ,0}, { 1,1,0,1,1 ,1}}, 
{ { 1,0,1 ,0,1,0} ' { 1,0,1,0,0,0} ' { 1,0,0,0,0,0}, { 1,0,0,0,1 ,0}' 
{ 1 ,1,0,0,0,1}, { 1,1,0,0,0,0}, { 1 ,1,0,1 ,O,o}, { 1 ,1,0,1,0,1}}, 
{ { 1,0,1,1 ,1 ,0} ' { 1,0,1,1 ,0,0}' { 1,0,0,1 ,0,0} ' { 1,0,0,1 ,1 ,0}, 
{ 1 ,1,1 ,0,0,1} ' { 1 ,1,1 ,0,0,0} ' { 1 ,1,1, 1 ,0,0} ' { 1 ,1,1 ,1,0,1}}' 
{ { 1,0,1 ,1 ,1,1} ' { 1 ,0,1 ,1 ,0,1}' { 1,0,0,1 ,0,1} ' { 1,0,0,1,1 ,1}' 
{ 1,1,1,0,1,1}, { 1,1,1,0,1,0}, { 1,1,1,1,1,0}, { 1,1,1 ,1,1,1}} }; 
/*Starting positions for Clark-Hau algorithm*/ 
sp[1][1]=0; 
sp[1][2]=0; 
sp[2][1]=0.5; 
sp[2] [2]=0; 
sp[3][1]=0; 
sp[3][2]=0.5; 
sp[4][1]=-0.5; 
sp[4](2]=0; 
sp[5][1]=0; 
sp[5] [2]=-0.5; 
f=26; /* g is the length of the channel* I 
1=64; /*1 is the number oflevels*/ 
m=8 ; /*m is the number of stored vectors*/ 
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n=20; /*n is the length of the impulse response used by* I 
/*the detector*/ 
htgth=39; /*Length of the pre-filter*/ 
symbols=SOOOOO ; /*number of xmitted symbols*/ 
1=0.003; /*Controls the convergence of Estimator*/ 
11=0.5; /*Controls the convergence of Clark-Hau*/ 
41=0.000001 ; /*Decision threshold*/ 
mr-25 ; /*Starting value*/ 
smfin=45; 
I'Set up the random number generator*/ 
mnd(12 ); /*Unifonn pdf*/ 
&(l5cbf(111); /*Nonnal pdf*/ 
JllllS("Enter the number of bits"); 
sanf("%d" ,&bits); 
mx=1; 
max=max «(bits-1 ); 
max1=max-1; 
ld=a*max; 
c=b*max; 
i:d1 *max*max; 
lanbmax=max> > 1; 
!Read in the channel* I 
dlannel=fopen(" channel4 data", "r"); 
:h(i=O;i<=g;i++) 
{ 
fscanf( channel, "%lf, %If' ,&yr[i] ,&yi[i]); 
) 
i:Jose(channel); 
/'Store values of Pe in file called results data* I 
J:SUlts=fopen("results data"," w"); 
.. 
I 
/*Calculate std deviation for noise generation*/ 
stddev=pow( 1 0,( -snr/20) ); 
stddev=stddev*2.645751311; 
/*Set up dectector vectors*/ 
forG= 1 ;j<=m;j++) 
{ 
for(i=O;i<=n;i++) 
} 
( 
qr[j][i]=1; 
qi[j][i]=1; 
prUHiJ=O; 
pi[j] [i]=O; 
} 
/*set up the cost array*/ 
forG=1;j<=m;j++) 
{ 
costUJ=max1; 
} 
cost[7]=0; 
/*clear prefliter* I 
for(i=O;i<=length;i++) 
( 
filtr[i]=filti[i]=O; 
sigr[i]=sigi[i]=O; 
} 
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flitr[length]=max1; /*Set prefliter imp resp=delayed imp*/ 
forG=O;j<=5;j++) 
{ 
for(i=O;i<=(n+length);i++) 
tx[i][j]=O; 
} 
/*Reset estimator*/ 
for(i=O;i<=g;i++) 
{ 
fr[i]=fi[i]=O; 
sr[i]=si[i]=O; 
} 
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bitel=bite2=0; /*Bits used for differential encoding*/ 
bite21 =bite22=0; 
errl=O; 
bits_sent=O; 
/*Start of Transmission*/ 
for(k=O;k<=symbols;k++) 
{ 
/*Generate random bits*/ 
bita=rand(); 
bitb=rand(); 
bitc=rand(); · 
bitd,;rand(); 
bite=rand(); 
bitf=rand(); 
/*Encode the bits using grey coding*/ 
if(bita<16384) 
bitl=O; 
else 
bitl=l; 
if(bitb<16384) 
bit2=0; 
else 
bit2=1; 
if(bitc<l6384) 
bit3=0; 
else 
bit3=1; 
if(bitd<16384) 
bit4=0; 
else 
bit4=1; 
if(bite<16384) 
bit5=0; 
else 
bit5=1; 
if(bitf<16384) 
bit6=0; 
else 
bit6=1; 
/*Differentially encode bits*/ 
x=bit1 *8+bit2*4+bite1 *2+bite2; 
bitel=code1[x]; 
bite2=code2[x]; 
tx[n+ length] [O]=bitl; 
tx[n+length][l]=bit2; 
tx[n+ length] [2]=bit3; 
tx[n+length][3]=bit4; 
tx[n+length] [ 4]=bit5; 
tx[n+length][5]=bit6; 
/*Generate symbols to be xmitted*/ 
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x=bite 1 *32+bite2* 16+bit3*8+bit4 *4+bit5*2+bit6; 
sr[O]=sl[x]; 
si[O]=s2[x]; 
/*Pass si thru the channel*/ 
rr=ri=O; 
for(i=O;i<=g;i++) 
{ 
rr=rr+sr[i]*yr[i]-si[i]*yi[i); 
ri=ri+sr[i] *yi[i]+si[i]*yr[i]; 
} 
nr=g05ddf(O,stddev ); 
ni=g05ddf(O,stddev ); 
/*Now discretize everything*/ 
rr=rr+nr; 
ri=ri+ni; 
rr=rr/16; /*Scale signal before being fed into A-D converter*/ 
ri=ri/16; 
rdr=rr*max; 
rdi=ri*max; 
if(rdr>maxl) /*Check for overflow*/ 
rdr=maxl; 
if(rdr<-max) 
rdr=-max; 
if(rdi>maxl) 
rdi=maxl; 
if(rdi<-max) 
rdi=-max; 
sigr[O]=rdr; 
sigi[O]=rdi; 
/*Allow estimator to converge at start up*/ 
/*i.e. during the first 1000 symbols*/ 
if(k<lOOO) 
{ 
vr=vi=O; 
for(i=O;i<=g;i++) 
{ 
· pl=sr[i]*fr[i]; 
p2=si[i]*fi[i]; 
p3=sr[i] *fi[i]; 
p4=si[i]*fr[i]; 
vr=vr+p 1-p2; 
vi=vi+p3+p4; 
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/*Could perform the above additions in the ACCU*/ 
} 
vr=vr>>4; 
vi=vi>>4; 
/*Check for overflow*/ 
if( vr>max 1) 
vr=maxl; 
if(vr<-max) 
vr=-max; 
if(vi>maxl) 
vi=max1; 
if(vi<-max) 
vi=-max· 
' 
rdr=rdr*ad; 
rdi=rdi*ad; 
vr=vr*ad; 
vi=vi*ad; 
dr=rdr-vr; 
di=rdi-vi; 
dr=dr> >(bits-1 ); 
di=di> >(bits-1 ); 
/*Check for overflow*/ 
if(dr>maxl) 
dr=maxl; 
if(dr<-max) 
dr=-max; 
if(di>maxl) 
di=maxl; 
if(di<-max) 
di=-max; 
/*Update estimator*/ 
for(i=O;i<=g;i++) 
{ 
pl=dr*sr[i]; 
p2=di *si[ i]; 
p3=dr*si[i]; 
p4=di*sr[i]; 
fr[i]=fr[i]+pl +p2; 
fi[i]=fi[i]+p4-p3; 
/*Check for overflow*/ 
if(fr[i]>maxl) 
fr[i]=maxl; 
if(fr[i]<-max) 
fr[i]=-max; 
if(fi[i]>maxl) 
fi[i]=maxl; 
if(fi[i]<-max) 
fi[i]=-max; 
} 
/*End of estimator routine*/ 
} 
APPENDIX C 255 
/*Allow the estimator to settle down before switching*/ 
/*in the detector and Clark-Hau algorithm*/ 
if(k<IOOO) 
goto shift; 
/*Run the Clark-Hau algorithm once to fmd prefllter*/ 
/*and minphase impulse responses*/ 
if(k==lOOO ) 
{ 
start=O; 
roots=O; 
do 
{ 
start++; 
lr=max * sp [start][ 1]; 
li=max*sp[start][2]; 
tolerance=max 1; 
count=O; 
/*Start of root fmding process* I 
while(tolerance>=d) 
{ 
count++; 
/*Pass Y thru FIB filter*/ 
or[g]=fr[g]; 
oi[g]=fi[g]; 
o2r[g]=fr[g]; 
o2i[g]=fi[g]; 
for(i=(g-1);i>=O;i--) 
{ 
p1=lr*or[i+ 1]; 
p2=li*oi[i+ 1]; 
p3=lr*oi[i+ 1]; 
p4=li*or[i+ 1]; 
p 1 =p 1»(bits-1 ); 
p2=p2>>(bits-l); 
p3=p3»(bits-l ); 
p4=p4»(bits-1 ); 
or[i]=fr[i]-pl; 
oi[i]=fi[i]-p3; 
if(or[i]>maxl) 
or[i]=max1; 
if(or[i]<-max) 
or[i]=-max; 
if( oi[i]>max1) 
oi[i]=maxl; 
if(oi[i]<-max) 
oi[i]=-max; 
or[i]=or[i]+p2; 
oi[i]=oi[i]-p4; 
if( or[i]>max 1) 
or[i]=maxl; 
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if(or[i]<-max) 
or[i]=-max; 
if(oi[i]>max1) 
oi[i]=max1; 
if( oi[i]<-max) 
oi[i]=-max; 
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/*Pass sequence thru second F.B. filter*/ 
/*to give epsilon*/ 
p1=1r*o2r[i+1]; 
p2=li*o2i[i+ 1]; 
p3=1r*o2i[i+ 1]; 
p4=li*o2r[i+1]; 
p1=pl»(bits-l); 
p2=p2>>(bits-1 ); 
p3=p3»(bits-1 ); 
p4=p4»(bits-1 ); 
o2r[i]=or[i]-p1; 
o2i[i]=oi[i]-p3; 
if(o2r[i]>max1) 
o2r[i]=maxl; 
if(o2r[i]<-max) 
o2r[i]=-max; 
if( o2i[i]>max1) 
o2i[i]=maxl; 
if( o2i[i]<-max) 
o2i[i]=-max; 
o2r[i]=o2r[i]+p2; 
o2i[i]=o2i[i]-p4; 
if(o2r[i]>max1) 
o2r[i]=max1; 
if(o2r[i]<-max) 
o2r[i]=-max; 
if(o2i[i]>max1) 
o2i[i]=maxl; 
if(o2i[i]<-max) 
o2i[i]=-max; 
} 
el=o2r[l]; 
e2=o2i[1]; 
den=el *el+e2*e2; 
den=den> >(bits-1 ); 
if(den>max1) 
den=max1; 
den=den«(bits-1 ); 
/*Real part of complex division*/ 
pl=or[O]*el+oi[O]*e2; 
pl=pl»(bits-1); 
if(pl>maxl) 
pl=maxl; 
if(pl<-max) 
pl=-max; 
num=abs(p 1 ); 
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/*Check for div by zero and if num>den *I 
if(num>=den) 
{ 
if(p1<0) 
wl=-max; 
else if(pl>O) 
wl=max1; 
else 
wl=O; 
} 
else 
{ 
/*Carry out integer division*/ 
num=num<<bits; 
for(j= 1;j<=(bits-1 );j++) 
{ 
diff=(long)(num-den); 
if(diff<O) 
num=num<<l; 
else 
{ 
diff=diff«1; 
diff++; 
num=(unsigned long)(diff); 
} 
} 
wl=(long)(num&maxl); 
if(pl<O) 
wl=-wl; 
} 
/*Imaginary part of complex div*/ 
p2=oi[O]*e1-or[O]*e2; 
p2=p2>>(bits-1 ); 
if(p2>max1) 
p2=max1; 
if(p2<-max) 
p2=-max; 
num=abs(p2); 
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if(num>=den) /*Check for div by zero*/ 
{ 
if(p2<0) 
w2=-max; 
else if(p2>0) 
w2=max1; 
else 
w2=0; 
} 
else 
{ 
/*Carry out division*/ 
num=num<<bits; 
forG= 1 ;j<=(bits-1 );j++) 
{ 
diff=(long)(num-den); 
if(diff<O) 
num=num<<1; 
else 
{ 
diff=diff«1; 
diff++; 
num=(unsigned long)diff; 
} 
} 
w2=(long)(num&max 1 ); 
if(p2<0) 
w2=-w2; 
} 
roots++; 
/*Check for convergence*/ 
tolerance=w1 *w1+w2*w2; 
if(tolerance>max1) 
tolerance=max1; 
if(tolerance<=d) 
break; 
w1=w1*c; 
w2=w2*c; 
w 1 =w 1»(bits-1 ); 
w2=w2>>(bits-1 ); 
/*Update reciprocal root positions*/ 
lr=lr+w1; 
li=li+w2; 
if(lr>maxl) ·• 
lr=maxl; 
if(lr<-max) 
lr=-max; 
if(li>max1) 
li=maxl; 
if(li<-max) 
li=-max; 
p1=lr*lr; 
p2=li*li; 
mag=(unsigned long)(p 1 +p2); 
mag=mag>>bits; 
if(mag>maxl) 
mag=maxl; 
/*Check to see if outside unit circle*/ 
if(mag>lambmax) 
break; 
/*Check number of iterations*/ 
if( count==40) 
break; 
} 
if(mag>lambmax) 
continue; 
if( count==40) 
continue; 
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/*Pass output of FIB filter thru F/F filter*/ 
or[g+ 1]=oi[g+ 1]=0; 
for(i=l;i<=(g+ 1);i++) 
{ 
p1=1r*or[i-1]; 
p2=li*oi[i-1]; 
p3=1r*oi[i-1]; 
p4=li*or[i-1]; 
p1=p1»(bits-1); 
p2=p2>>(bits-1 ); 
p3=p3»(bits-1 ); 
p4=p4»{bits-1 ); 
fr[i-1]=or(i]+p1 +p2; 
fi[i-1]=oi[i]+p3-p4; 
} 
/*Calculate preflltertaps*/ 
d 1 r[length ]=flltr[length]; 
d1i[length]=fllti[length]; 
for(i=(length-1 );i>=O;i--) 
{ 
p1=1r*d1r[i+1]; 
p2=li*dli[i+ 1 ]; 
p3=1r*dli[i+ 1]; 
p4=li*d1r[i+ 1]; 
p1=p1»(bits-1); 
p2=p2>>(bits-1 ); 
p3=p3»(bits-1 ); 
p4=p4»(bits-1 ); 
d1r[i]=filtr[i]-p1 +p2; 
d1i[i]=filti[i]-p3-p4; 
} 
d1r[length+1]=d1i[length+1]=0; 
for(i= 1 ;i<=(length+ 1 );i++) 
{ 
p1=1r*dlr[i-1]; 
p2=li*dli[i-1]; 
p3=lr*d1i[i-l]; 
p4=li*d1r[i-1]; 
p 1=pl»(bits-1); 
p2=p2>>(bits-1); 
p3=p3»(bits-1 ); 
APPENDIX C 261 
} 
p4=p4»(bits-1); 
filtr[i-1]=d1r[i]+p1 +p2; 
filti[i-1 ]=d1 i[i]+p3-p4; 
} 
start=O; 
} 
while(start<5); 
/*Pass rx signal thru pre-filter*/ 
opr=opi=O; 
for(i=O;i<=length;i++) 
{ 
p 1 =sigr[i] *filtr[i]; 
p2=sigi[i]*filti[i]; 
p3=sigr[i]*fllti[i]; 
p4=sigi[i] *flltr[i]; 
p1=p1»(bits-1); 
p2=p2»(bits-1 ); 
p3=p3»(bits-1 ); 
p4=p4»(bits-1 ); 
opr=opr+p l-p2; 
opi=opi+p3+p4; 
if(opr>(max-1)) 
opr=max-1; 
if(opr<-max) 
opr=-max; 
if(opi>(max-1)) 
opi=max-1; 
if(opi<-max) 
opi=-max; 
} 
/*Shift signal*/ 
for(i=length;i>= 1 ;i--) 
{ 
sigr[i]=sigr[i-1]; 
sigi[i]=sigi[i-1]; 
} 
/*Expand the m Q vectors to give ml vectors*/ 
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mincost=max 1; 
for(j= 1 ;j<=m;j++) 
{ 
/*Evaluate the cost for m vectors*/ 
cr=ci=O; 
for(i=O;i<=(n-1 );i++) 
{ 
p 1=qr[j][i]*fr[n-i]; 
p2=qi[j][i]*fi[n-i]; 
p3=qr[j][i]*fi[n-i]; 
p4=qiU][i]*fr[n-i]; 
cr=cr+( (p 1-p2)»4 ); 
ci=ci+((p3+p4)»4); 
if(cr>(max-1)) 
cr=max-1; 
if(cr<-max) 
cr=-max; 
if(ci>(max-1)) 
ci=max-1; 
if(ci<-max) 
ci=-max; 
} 
zr=( opr-cr) ; 
zi=(opi-ci) ; 
if(zr>max1) 
zr=max1; 
if(zr<-max) 
zr=-max; 
if(zi>maxl) 
zi=maxl; 
if(zi<-max) 
zi=-max; 
p1=fr[O]*zr; 
p2=fi[O]*zi; 
p3=fr[O] *zi; 
p4=fi[O]*zr; 
zr=pl+p2; 
zi=p3-p4; 
zr=zr> >(bits-2); 
zi=zi»(bits-2); 
if(zr>maxl) 
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zr=maxl; 
if(zr<-max) 
zr=-max; 
if(zi>maxl) 
zi=maxl; 
if(zi<-max) 
zi=-max; 
APPENDIX C 264 
pl=fr[O]*fr[O];/*Calc modulus of first component*/ 
p2=fl[O]*fl[O];/*of sampled impulse response*/ 
pl=pl+p2; 
pl=pl»(bits-2); 
pl=p1»4; 
if(pl>maxl) pl=maxl; 
mod=pl; 
p1=6*mod; 
p2=4*mod; 
p3=2*mod; 
/*Threshold comparison* I 
if(zr<=-pl) 
ql=-7; 
else if((zr>-pl)&&(zr<=-p2)) 
ql=-5; 
else if((zr>-p2)&&(zr<=-p3)) 
ql=-3; 
else if((zr>-p3)&&(zr<=0)) 
ql=-1; 
else if((zr>O)&&(zr<=p3)) 
ql=l; 
else if((zr>p3)&&(zr<=p2)) 
ql=3; 
else if((zr>p2)&&(zr<=pl)) 
q1=5; 
else if(zr>p I) 
q1=7; 
if(zi<=-pl) 
q2=-7; 
else if((zi>-pl)&&(zi<=-p2)) 
q2=-5; 
else if((zi>-p2)&&(zi<=-p3)) 
q2=-3; 
else if((zi>-p3)&&(zi<=0)) 
q2=-1; 
else if((zi>O)&&(zi<=p3)) 
q2=1; 
else if((zi>p3)&&(zi<=p2)) 
q2=3; 
else if((zi>p2)&&(zi<=pl)) 
q2=5; 
else if(zi>p 1) 
q2=7; 
pl=zr-ql *mod; 
p2=zi-q2*mod; 
if(pl>maxl) 
pl=maxl; 
if(pl<-max) 
· pl=-max; 
if(p2>maxl) 
p2=maxl; 
if(p2<-max) 
p2=-max; 
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/*Calculate cost associated with selected vector*/ 
p3=pl*pl; 
p4=p2*p2; 
p3=p3»(bits-4 ); 
p4=p4»(bits-4 ); 
p3=p3+p4+cost[j]; 
if(p3>maxl) 
p3=maxl; 
coste[j*2-l]=p3; 
tag[j*2-l][O]=ql; 
tag[j*2-l][l]=q2; 
if(p3<=mincost) 
{ 
mincost=p3; 
vector=j; 
vector2=1; 
} 
/*Select next data symbol*/ 
if(abs(pl)>=abs(p2)) 
{ 
/*magnitude of real part >mag of imag part* I 
if((pl>=O)&&(q1!=7)) 
ql=q1+2; 
else if((pl<O)&&(ql!=-7)) 
ql=ql-2; 
/*Real part of xi=most -ve or +ve value*/ 
/*Change imag part instead*/ 
else if((p2>=0)&&(q2!=7)) 
q2=q2+2; 
else if((p2<0)&&(q2!=-7)) 
q2=q2-2; 
else if((p2>=0)&&( q2-7)) 
q2=q2-2; 
else if((p2<0)&&(q2==-7)) 
q2=q2+2; 
} 
else 
{ 
/*Magnitude of imag part is greater* I 
if( (p2>=0)&&( q2! = 7)) 
q2=q2+2; 
else if((p2<0)&&(q2!=-7)) 
q2=q2-2; 
/*Imag part ofxi=most -ve or +ve value*/ 
else if((pl>=O)&&(ql !=7)) 
ql=q1+2; 
else if((pl <O)&&(ql !=-7)) 
ql=ql-2; 
else if((pl>=O)&&(ql 7)) 
ql=ql-2; 
else if((pl<O)&&(ql==-7)) 
ql=q1+2; 
} 
pl=zr-ql *mod; 
p2=zi-q2*mod; 
if(pl>maxl) 
pl=maxl; 
if(pl<-max) 
pl=-max; 
if(p2>maxl) 
p2=maxl; 
if(p2<-max) 
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p2=-max; 
/*Calculate cost of vector* I 
p3=pl *pl; 
p4=p2*p2; 
p3=p3»(bits-4 ); 
p4=p4»(bits-4 ); 
p3=p3+p4+cost[j]; 
if(p3>maxl) 
p3=maxl; 
costefj*2]=p3; 
tag[j*2][0]=ql; 
tag[j*2][1]=q2; 
if(p3<=mincost) 
} 
{ 
mincost=p3; 
vector=j; 
vector2=2; 
} 
smallest_cost=mincost; 
/*Output detected value*/ 
sdr=qr[ vector][O]; 
sdi=qi[ vector][O]; 
/*Obtain bits associated with Rx symbol*/ 
col=(sdr+7)/2; 
row=(sdi+ 7)/2; 
bitl =detbit[row] [col] [0]; 
bit2=detbit[row] [col] [1]; 
bit3=detbit[row] [col] [2]; 
bit4=detbit[row] [col] [3]; 
bit5=detbit[row ][col][ 4]; 
bit6=detbit[ row] [col] [5]; 
/*Differentially decode bits*/ 
x=bite21 *8+bite22*4+bitl *2+bit2; 
bite21=bitl; 
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bite22=bit2; 
bitl=decode1[x]; 
bit2=decode2[x]; 
/*Count errors*/ 
if(k>2000) 
{ 
bits_sent=bits_sent+6; 
if(bit1 !=tx[O][O]) 
err1++; 
if(bit2!=tx[0](1]) 
err1++; 
if(bit3 !=tx[O] [2]) 
err1++; 
if(bit4!=tx[0][3]) 
err1++; 
if(bit5!=tx[O][ 4]) 
err1++; 
if(bit6!=tx[0][5]) 
err1++; 
} 
if( ( err1> 20000)&&(pe>=.Ol)) break; 
else if((err1>500)&&(pe<0.01)) break; 
/*Store vector with smallest cost in array p*/ 
for(i=O;i<=(n-1);i++) 
{ 
pr[ 1] [i]=qr[ vector] [i]; 
pi[1] [i]=qi[ vector] [i]; 
} 
pr[1][n]=tag[vector*2-2+vector2][0]; 
pi[ 1] [n]=tag[ vector*2-2+vector2] [1]; 
pcost[ 1 ]=smallest_cost; 
coste[ vector*2-2+vector2]=max1; 
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/*Discard all costs where first component<>to detected*/ 
/*value*/ 
forG= 1 ;j<=m;j++) 
{ 
if( ( qr[j] [0] !=sdr)ll( qi[j] [0] !=sdi)) 
{ 
} 
coste[j*2-l]=maxl; 
coste[j*2]=maxl; 
} 
/*Select the next m-1 vectors and store in p*/ 
count=2; 
do 
{ 
mincost=coste[l]; 
vector=!; 
vector2=1; 
for(j=l ;j<=m;j++) 
{ 
if(coste[j*2-1]< mincost) 
{ 
mincost=coste[j*2-1]; 
vector=j; 
vector2=1; 
} 
if(coste[j*2]< mincost) 
{ 
} 
mincost=coste[j*2]; 
vector=j; 
vector2=2; 
} 
pcost[ count]=mincost; 
coste[ vector*2-2+vector2] =maxi; 
/*Transfer vector to array p*/ 
for(i=O;i<=(n-1 );i++) 
{ 
pr[ count] [i]=qr[ vector] [i]; 
pi[ count][i]=qi[ vector] [i]; 
} 
pr[count][n]=tag[vector*2-2+vector2][0]; 
pi[ count][n]=tag[ vector*2-2+vector2][1]; 
count++; 
} 
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while( count<=m); 
/*Replace stored vectors by newly selected vectors*/ 
forO= 1 ;j<=m;j++) 
{ 
for(i=1;i<=n;i++) /*Discard first component in q*/ 
{ 
qr[j][i-1]=prU][i]; 
qiUHi-IJ=piUJ[iJ; 
} 
costUJ=pcost[j]-smallest_cost; /*Normalize*/ 
} 
/*Shift tx symbols*/ 
shift: for(i=g;i>=1;i--) 
{ 
sr[i]=sr[i-1]; 
si[i]=si[i-1]; 
} 
/*Shift tx data*/ 
for(i= 1 ;i<=(n+length);i++) 
{ 
} 
tx[i-1] [O]=tx[i][O]; 
tx[i-1] [1]=tx[i][1]; 
tx[i-1][2]=tx[i][2]; 
tx[i-1][3]=tx[i][3]; 
tx[i-1][ 4 ]=tx(i][ 4 ]; 
tx[i-1][5]=tx[i][5]; 
} 
error 1 =err 1; 
pe=error 1/bits_sent; 
printf("snr=%lf pe=%1f\n",snr,pe); 
fprintf(results, "%If, %11:\n" ,snr,pe ); 
snr=snr+ 1.0; 
if(pe<0.0001) break; 
} 
while(snr<=snrfrn); 
fclose(results); 
} 
/*2 sky wave H.F. channel simulator*/ 
/*26/9/89*/ 
#include <stdio.h> 
#include <math.h> 
#include <stdlib.h> 
#pragma linkage(g05cbf,OS); 
#pragma linkage(g05ddf,OS); 
void g05cbf(); 
double g05ddf(); 
main() 
{ 
FILE *qres; 
int i,j,g,n,row ,k,ll ,h,h2,k1 ,1; 
int step; 
double fsp,z1 ,z2,z3,c1 ,c2,c3,c4,c5 ,q 1 ,q2,q3,q4; 
double grad,br,bi,a1r,a1i,a2r,a2i,yr,yi,p1,p2,p3,p4; 
double fl,f2,f3,s1; 
double tap1 [ 4],tap2[ 4],tap3[ 4],tap4[4 ],tapS[ 4]; 
double qnew(4],qold[4],qi[4][150]; 
double mean,var; 
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/*Bessel filter coefficients for 1/2, 1 and 2Hz spread*/ 
double coefs[3][6]={ 
{ 0.946,1.9,0.903135,1.9276,0.9316562}, 
{ 0.895,1.8036,0.8155376,1.8524,0.8680474}, 
{0.801,1.6218,0.6650064,1.6954,0.7536391} }; 
double g0(3]= { 325623.4,16121.6,893.06}; 
/*Receiver filter impulse response*/ 
double rxr[]={ -1.9417691,-15.9797864,-35.1417733,-34.4788717, 
. -11.2301982,7.8155160,7.5124057,-0.5057505,-3.3707125, 
-0.6759166,1.0482656,0.3621876,-0.3105902,0.043841, 
0.073 894 7,-0. 0646936,0,0,0,0,0,0,0,0 ,0,0,0,0,0,0,0 ,0,0 ,0,0, 
O,O,O,O,O,O,O,O,O,O,O,O,O,O}; 
double rxi[] = { 1.3625952,11.5941040,27.3342937,28.0870086, 
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7.2714615,-9.26024 72,-5.0954462,3.2326498,1.897 5352, 
-1.2813604,-0.4830313,0.7614804,0.1979014,-0.1532672, 
0.094033,-0.0312132,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0, 
O,O,O,O,O,O,O,O,O,O,O,O,O,O}; 
./*Transmitter filter no delay*/ 
double tx.rO[] ={ -0.1795896,-3.0773455,-9.9409021,-11.7869473, 
-3.4618271,4.4438154,3.0642536,-1.3596576,-1.4973528, 
0.2925598,0.5180829,-0.1842786,-0.3167778,0.0021899' 
-0.0443806,0.0515533,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0, 
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0}; 
double tx.iO[] ={2.3539405,20.7590237,45.5584592,41.4909978, 
8. 7045826,-11.7869820,-5.5819054,3.1582131 ,1.7365460, 
-0.7776891,-0.1292556,0.2880296,-0.2324818,-0.2107 548, 
0.0392056,0.0098505,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0, 
0,0,0,0,0,0,0,0,0,0,0,0,0,0}; 
/*Xmitter filter 0.5 ms delay*/ 
/* double txr05[] ={0,0,0,-0.7630237,-5.648724,-11.921618, 
-9.3588701 ,0.5649945,4.9376234,1.0473111,-1.9765922, 
*I 
-0.7164903,0.594387,0.2543641,-0.3636354,-0.15437' 
-0.0228239,0.016722,-0.0609485,0,0,0,0,0,0,0,0,0,0,0,0,0, 
O,O,O,O,O,O,O,O,O,O,O,O,O,O,O,O,O,O,O,O,O}; 
double tx.i05[] ={0,0,0,7.3452371,31.9050405,48.771819, 
29.8079459,-3.0207994,-11.4979467,-0.98227 48,3.505327' 
0.3116039,-0.7219063,0.2044829,0.1084602,-0.328697, 
-0.06363 5 2,0. 027 8816,0.018593 ,0,0, 0,0 ,0, 0 '0 ,0 ,0,0 ,0 ,0 ,0, 0' 
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0}; 
/*Transmitter filter l.lms delay*/ 
double tx.rll []= { 0,0,0,0,0,-1.6694374,-7.8492148,-12.3887079, 
-6.6023157,2.9408554,4.3005084,-0.3368383,-1.9014342, 
-0.1433592,0.6242601,0.0278577,-0.3820071,-0.0416905, 
-0.0439705,0.0749333,-0.0594132,0,0,0,0,0,0,0,0,0,0,0,0,0,0, 
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0}; 
double tx.ill []= { 0,0,0,0,0,13.2372707,39.6493461,46.9272219, 
19.2346609,-8.8804125,-9.0256163,1.6284281,2.8139013, 
-0.4311352,-0.4537174,0.3081762,-0.0772327,-0.3043271' 
0.0085057,0.0093809 ,0.0094992,0,0,0,0,0,0,0,0,0,0,0,0,0,0, 
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0}; 
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/*Transmitter filter 3ms delay*/ 
/* double txr3[]= {0,0,0,0,0,0,0,0,0,0,0,0,0,0,-1.3136537, 
-7.1104051,-12.3469721,-7.5848703,2.2353854,4.5938614, 
0.0931639,-1.9704176,-0.3233694,0.6313238,0.1035718, 
-0.3865939,-0.0734526,-0.03864 71 ,0.0608046,-0.0713496}; 
double txi3[]= { 0,0,0,0,0,0,0,0,0,0,0,0,0,0,11.0688962, 
. 37.2136597,47.9575159,22.8262482,-7.249859,-10.0026703, 
0.8695437,3.10728,-0.2261096,-0.5552906,0.2882096, 
-0.0156703,-0.321577,-0.0107706,0.0140909,0.0135711}; 
*I 
/*Set up the random number generators*/ 
g05cbf(49 ); 
g=17; 
n=115o· ; /*No. ofYi generated=(n-100)*48*/ 
row=1; /*l/2Hzspread*/ 
/*Set up the coefficients of the Besse1 filter*/ 
c1=coefs[row][O]; 
c2=coefs[row][l]; 
c3=coefs[row][2]; 
c4=coefs[row][3]; 
c5=coefs[row][4]; 
/*Scale equipment filters*/ 
fl=f2=f3=0; 
for(i=O;i<=30;i++) 
{ 
f1 =fl +txrO[i] *txrO[i]+txiO[i] *txiO[i]; 
f2=f2+txr11[i]*txr11[i]+txill[i]*txil1[i]; 
/* f2=f2+txr3[i]*txr3[i]+txi3[i]*txi3[i];*/ 
/* f2=f2+txr05[i]*txr05[i]+txi05[i]*txi05[i]; */ 
f3=f3+rxr[i] *rxr[i]+rxi[i] *rxi[i]; 
} 
fl=sqrt(fl); 
f2=sqrt(f2); 
f3=sqrt(f3); 
/*Reset arrays*/ 
for(i=O;i<=3;i++) 
{ 
qnew[i]=qold[i]=O; 
tap 1 [ i]=tap2[i]=tap3 [i]=tap4[i]=tap5[i]=O; 
} 
for(i=O;i<=149;i++) 
qi[O][i]=qi[ 1 ][i]=qi[2] [i]=qi[3] [i]=O; 
/*begining ofloop to generate Yi*/ 
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qres=fopen("resultsl data","w"); /*Store results in results!*/ 
step=O; 
forG=O;j<=n;j++) 
{ 
/*Generation of the ql,q2,q3,q4*/ 
for(lt=0;11 <=3;11 ++) 
{ 
zl=g05ddf(O.O,l.O); /*Generate samples at 50Hz*/ 
z2=zl +c4 *tap4[11] -c5*tap5 [11 1; 
z3=z2+c2 *tap2[11 ]-c3 *tap3 [11 1; 
qold[11 1=qnew[ll ]; 
qnew[ll]=z3+cl *tapl[ll]; /*Output of filter=qnew*/ 
/*Shift samples in Bessel filter*/ 
tap5[11 ]=tap4[11]; 
tap4[ll]=z2; 
tap3[ll]=tap2[11 ]; 
tap2[ll]=z3; 
tap 1 [11 ]=qnew[ll]; 
/*Use linear interpolation to increase the sampling rate*/ 
/*to 4800 samples per second*/ 
grad=(qnew[ll]-qold[ll])/96; /*Calc grad in y=rnx+c*/ 
grad=grad/g0[row1; /*Scale output of filter*/ 
for(i=O;i<=95;i++) 
} 
{ 
qi[ll] [i+ 50]=grad *i+qold[ll ]/gO[ row]; 
} 
/*Perform convolution*/ 
for(i=O;i<=47;i++) /*Generate 48 impulse responses*/ 
{ 
sl=O; 
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for(h=O;h<=g;h++) /*Generate g+ 1 samples per impulse resp*/ 
{ 
h2=2*h; 
yr=yi=O; 
for(k=O;k<=h2;k++) /*generate one sample*/ 
{ 
alr=txrO{k]/fl; /*Scale Tx and Rx filter taps*/ 
ali=txiO[k]/fl; 
a2r=txr 11 {k]/f2; 
a2i=txill {k]/f2; 
br=rxr[h2-k]/f3; 
bi=rxi[h2-k]/f3; 
k1=50+2*(i-h)+k; /*Set up counter*/ 
q l=qi[O]{kl]; 
q2=qi[l]{kl]; 
q3=qi[2]{kl]; 
q4=qi[3]{kl]; 
pl=alr*ql+ali*q2; 
p2=ali*ql-alr*q2; 
p3=a2r*q3+a2i*q4; 
p4=a2i*q3-a2r*q4; 
pl=pl+p3; 
p2=p2+p4; 
p3=pl *br-p2*bi; 
p4=pl *bi+p2*br; 
yr=yr+p3; 
yi=yi+p4; 
} 
/*Allow Bessel filter to settle and output sample*/ 
ifU>100) 
fprintf(qres, "%1f, %lf\n" ,yr,yi); 
s 1 =s 1 +yr*yr+yi *yi; 
} 
/* step++; 
if( (j> lOO)&&( step>= 10)) 
{ 
sl=sqrt(s1); 
fprintf(qres,"%lf 'n",lO*loglO(sl)); 
step=O; 
}*/ 
} 
/*Shift samples ready for next 48 responses*/ 
for(i=49;i>=O;i--) 
{ 
qi[O][i]=qi[O][i+95]; 
qi[l][i]=qi[l][i+95]; 
qi[2][i]=qi[2][i+95]; 
qi[3][i]=qi[3][i+95]; 
} 
} 
fclose(qres); 
} 
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/*This program simulates the transmission of data over an H.F. *I 
/*radio link.It uses a 4-level QAM signal and data is transmitted*/ 
/*at 4800 bps.The linear feedforward channel estimator is used with*/ 
/*degree one predicton.futeger arithmetic is used. 
/*7/4/90*/ 
#include <stdio.h> 
#include <math.h> 
#include <stdlib.h> 
#pragma linkage(g05cbf,OS); 
#pragma linkage(g05ddf,OS); 
void g05cbf(); 
double g05ddf(); 
main() 
{ 
FILE *channel· , 
FILE *rxfilt; 
FILE *results; 
int i,j,k,g,m,l,num1 ,num2,n,h,vector,q 1 ,q2,count,sdr,sdi,err 1; 
int tag[260][3],tx1[80],tx2[80]; 
int pr[18] [33] ,pi[l8] [33 ],qr[ 18] [33],qi[ 18] [33]; 
int levelr[5 ]={ 1,-1,-1,1,1 }; 
int leveli[5 ]={ 1,-1,1,1,-1 }; 
int bits,bit1 ,bit2,start,limit,err2,row ,col; 
int length, update; 
int earlyr,earlyi,roots, vector2,retrain; 
long total_bits_sent; 
long max,opr,opi,p1,p2,p3,p4,cr,ci,zr,zi,ad,rdr,rdi,vr,vi; 
long mincost,smallest_cost,dr,di,max1 ,c,lr,li,diff,e 1 ,e2; 
long yminr[31],ymini[31],filtr[50],filti[50],or[30],oi[30]; 
long cost[260] ,coste[260] ,pcost[260] ,sigr[ 50] ,sigi[ 50]; 
long er[50],ei[50],fr[50],fi[50],sr[60],si[60],foldr[30]; 
long o2r[30] ,o2i[30], w I, w2,dl r[50] ;dl i[50] ,symbols,foldi[30]; 
long datr[ 60] ,dati[ 60] ,deltar2[30] ,deltai2[30]; 
long z 1 ,z2,cd,deltarl ,del tail; 
unsigned long tolerance,d,den,num,div ,mag,lambmax,bita,bitb; 
unsigned long bitc,bitd; 
double yr[50],yi[50],sp[9][2]; 
double noiser[50] ,noisei[50],error1,a,b,d1,error2; 
double rr,ri,nr,ni,stddev ,snr,pe,snrfrn,ur,ui,fl,cc; 
/*Reciever filter impulse response*/ 
/*Sampling rate =2400*/ 
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double rxr[]= { -1.9417691,-35.1417733,-11.2301982, 
7.5124057,-3.3707126,1.0482656,-0.3105902,0.0738947}; 
double rxi[]= { 1.3625952,27.3342937,7.2714615,-5.0954462, 
1.8975352,-0.4830313,0.1979014,0.094033}; 
/*Starting positions used in the Clark-Hau Algorithm*/ 
sp[1][1]=0; 
sp[1][2]=0; 
sp[2][1]=0.9; 
sp[2] [2]=0; 
sp[3][1]=0.6364; 
sp[3][2]=0.6364; 
sp[4][1)=0; 
sp[4][2]=0.9; 
sp[5][1]=-0.6364; 
sp[5][2]=0.6364; 
sp[6][1]=-0.9; 
sp[6][2]=0; 
sp[7][1]=-0.6364; 
sp[7] [2]=-0.6364; 
sp[8][1]=0; 
sp[8] [2]=-0.9; 
sp[9][1]=0.6364; 
sp[9][2]=-0.6364; 
g=22; /*g is the length of the channel*/ 
1=4; /*1 is the number of levels*/ 
m=16; /*m is the number of stored vectors*/ 
n=20; /*n is the delay in detection*/ 
length=29; /*Length of the pre-filter* I 
symbols=50000 ; /*number of xmitted symbols*/ 
a=0.03 ; /*Controls the convergence of Estimator*/ 
b=0.5; /*Controls the convergence of Clark-Hau*/ 
d1=0.000001 ; /*Decision threshold*/ 
bits=16; 
max=1; 
max=max <<(bits-1 ); 
_ max1=max-1; 
ad=a*max; 
c=b*max; 
if(c>=max) 
c=max1; 
d=d1 *max*max; 
cd=cc*max; 
lambmax=max>> 1; 
snr=25; 
snrfm=100; 
/*Initialise random number generators*/ 
srand(54 ); 
g05cbf(71 ); 
/*Scale receiver filter impulse response*/ 
fl=O; 
for(i=O;i<=7;i++) 
{ 
f1 =fl +rxr[i] *rxr[i]+rxi[i] *rxi[i]; 
} 
f1 =sqrt(fl ); 
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/*Set up the tags for the near max likelihood detector*/ 
forU= 1 ;j<=m;j++) 
{ 
for(h= 1 ;h<=l;h++) 
{ 
} 
tag[h+l *j-l][l]=j; 
tag[h+l*j-1][2]=h; 
} 
/*Store values of Pe in file called results data*/ 
results=fopen("results data" ,"w"); 
/*Start of main loop that varies SNR *I 
do 
{ 
/*Calculate standard deviation*/ 
stddev=pow(IO,(-snr/20)); 
/*Initialise stored vectors in the detector*/ 
forO= 1 ;j<=m;j++) 
{ 
for(i=O;i<=n;i++) 
} 
{ 
qrUJ[i]=l; 
qi[j][i]=l; 
pr[j][i]=O; 
pi[j][i]=O; 
} 
/*set up the cost array*/ 
forO= I ;j<=m;j++) 
{ 
costUJ=maxl; 
} 
cost[l]=O; 
cost(2]=10; 
cost[3]=20; 
cost[4]=40; 
cost[5]=50; 
cost[6]=60; 
cost[7l=70; 
cost[8]=80; 
/*Reset estimator*/ 
for(i=O;i<=31;i++) 
{ 
fr[i]=fi[i]=O; 
datr[i]=dati[i]=O; 
} 
for(i=O;i<=25;i++) 
ymini[i]=yminr[i]=O; 
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/*Set the reference bits for the differential decoder*/ 
update=O; 
retrain=O; 
total_bits_sent=O; 
err1=0; 
. channel=fopen("hfch1 data","r"); 
/*Start of Transmission*/ 
for(k=1;k<=symbols;k++) 
{ 
update++; 
if(k>2000) 
retrain++; 
/*Generate random bits*/ 
bita=randO; 
bitb=randO; 
/*Encode the bits using grey coding*/ 
if(bita>16383) 
bit1=1; 
else 
bitl=O; 
if(bitb> 16383) 
bit2=1; 
else 
bit2=0; 
tx1[n+length ]=bitl; 
tx2[n+length ]=bit2; 
/*Generate transmitted symbols*/ 
if( (bitl ==O)&&(bit2==0)) 
{ 
sr[0]=-1; 
si[0]=-1; 
} 
else if((bitl==O)&&(bit2==1)) 
{ 
sr[0]=1; 
si[0]=-1; 
} 
else if((bit1==1)&&(bit2=0)) 
{ 
sr[0]=-1; 
si[0]=1; 
} 
else 
{ 
sr[0]=1; 
si[0]=1; 
} 
/*Read in the channel impulse response*/ 
for(i=O;i<=g;i++) 
fscanf( channel, "%lf, %If' ,&yr[i],&yi[i]); 
/*Feed si into the channel*/ 
rr=ri=O; 
for(i=O;i<=g;i++) 
{ 
rr=rr+sr[ i] *yr[i] -si[i] *yi[ i]; 
ri=ri+sr[ i] *yi[ i]+si[ i] *yr[ i]; 
} 
noiser[O]=g05ddf(O,stddev); 
noisei[O]=g05ddf(O,stddev); 
/*Pass noise through rx filter*/ 
nr=ni=O; 
for(i=O;i<=7;i++) 
{ 
nr=nr+noiser[i]*rxr[i]-noisei[i]*rxi[i]; 
ni=ni+noiser[i]*rxi[i]+noisei[i]*rxr[i]; 
} 
/*Scale output of reciever*/ 
nr=nr/fl; 
ni=ni/fl; 
/*Shift noise samples*/ 
for(i=7;i>=1;i--) 
{ 
noiser[i]=noiser[i-1 ]; 
noisei[i]=noisei[i-1]; 
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} 
/*Add noise to the received signal*/ 
rr=rr+nr; 
ri=ri+ni; 
/*Convert received signal into a digital signal*/ 
rr=rr/4; 
ri=ri/4; 
rdr=rr*max; 
rdi=ri*max; 
if(rdr>max1) 
rdr=max1; 
if(rdr<-max) 
rdr=-max; 
if(rdi>maxl) 
rdi=max1; 
if(rdi<-max) 
rdi=-max; 
/*Feed received signal into the pre-filter*/ 
sigr[O]=rdr; 
sigi[O ]=rdi; 
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/*Feed in a known sequence into the estimator for startup*/ 
/*then change over to using the early detected data*/ 
if((k<2000)11((retrain>=l000)&&(retrain<1200))) 
{ 
datr[O]=sr[length+ 1 ]; 
dati[O]=si[length+ 1 ]; 
} 
else 
{ 
if(retrain==1200) retrain=O; 
datr[ 0] =earl yr; 
dati[O]=earlyi; 
} 
/*Degree 1 prediction*/ 
for(i=O;i<=g;i++) 
{ 
p 1 =((fr[i]-foldr[i])«4)-deltar2[i]; 
p2=((fi[i]-foldi[i])<<4)-deltai2[i]; 
/*Check for overflow*/ 
if(pl>maxl) 
p1=maxl; 
if(pl<-max) 
p1=-max; 
if(p2>max1) 
p2=maxl; 
if(p2<-max) 
z2=-max; 
pl=pl *(max*.04); 
p2=p2*(max*.04); 
p1=p1»(bits-1); 
p2=p2>>(bits-1 ); 
deltarl=deltar2[i]+p1; 
deltail =deltai2[i]+p2; 
if(deltar1>max1) 
deltar 1 =maxi; 
if( deltar1 <-max) 
deltar 1 =-max; 
if(deltail>max1) 
deltai1=maxl; 
if( deltail <-max) 
deltail=-max; 
foldr[i]=fr[i]; 
foldi[i]=fi[i]; 
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/*Update old estimate of the sampled impulse response*/ 
fr[i]=fr[i]+(deltar1>>4); 
fi[i]=fi[i]+(deltai1>>4);_ 
deltar2[i]=deltar 1; 
deltai2[i]=deltail; 
/*Check for overflow*/ 
if(fr[i]>maxl) 
fr[i]=maxl; 
if(fr[i]<-max) 
fi[i]=-max; 
if(fi[i]>maxl) 
fi[i]=maxl; 
if(fi[i]<:-lllaJ() 
fi[i]=-lllax; 
} 
/*Channel estilllator routine*/ 
vr=vi=O; 
/*Feed data into estimate of the channel*/ 
for(i=O;k=g;i++) 
{ 
p1=fr[i]*datr[i]; 
p2=fi[i]*dati[i]; 
p3=fi[i]*datr[i]; 
p4=fr[i]*dati[i]; 
. vr=vr+pl-p2; 
vi=vi+p3+p4; 
} 
vr=vr>>l; 
vi=vi>>1; 
/*Check for overflow*/ 
if(vr>lllax1) 
vr=lllaxl; 
if(vr<:-lllaJt) 
vr=-lllax; 
if(vi>lllaJtl) 
vi=lllax1; 
if(vi<-lllax) 
vi=-lllaJt; 
dr=sigr[length+ 1 ] ; 
di=sigi[length+ 1 ]; 
dr=dr*ad; 
di=di*ad; 
vr=vr*ad; 
vi=vi*ad; 
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/*Calculate difference between output of estilllator*/ 
/*and the actual received Salllple*/ 
dr=dr-vr; 
di=di-vi; 
dr=dr>>7 ; 
di=di>>7; 
/*Check for overflow*/ 
if(dr>maxl) 
dr=maxl; 
if(dr<-max) 
dr=-max; 
if(di>maxl) 
di=maxl; 
if(di<-max) 
di=-max; 
/*Update estimator*/ 
. for(i=O;i<=g;i++-) 
{ 
pl=dr*datr[i]; 
p2=di*dati[i]; 
p3=dr*dati[i]; 
p4=di*datr[i]; 
pl=pl+p2; 
pl=p1»8; 
p4=p4-p3; 
p4=p4»8; 
fr[i]=fr[i]+pl 
fi[i]=fi[i]+p4 ; . 
/*Check for overflow*/ 
if(fr[i]>maxl) 
fr[i]=maxl; 
if(fr[i]<-max) 
fr[i]=-max; 
if(fi[i]>maxl) 
fi[i]=maxl; 
if(fi[i]<-max) 
fi[i]=-max; 
} 
/*Shift the data that is stored in the shift*/ 
/*register of the estimator*/ 
for(i=22;i>=l;i--) 
{ 
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datr[i]=datr[i-1]; 
dati[i]=dati[i-1 ]; 
} 
/*End of the channel estimator routine*/ 
/*Estimate is stored in the vector fr+jfi*/ 
APPENDIX C 287 
/*Allow the estimator to settle down before switching*/ 
/*in the detector and Clark-Hau algorithm*/ 
if(k<IOOO) 
go to shift I; 
/*Run the Clark-Hau algorithm once every 4 symbols periods*/ 
if(update>=4) 
{ 
update=O; 
start=O; 
roots=O; 
/*Initialize minimum phase impulse response*/ 
for(i=O;i<=g;i++) 
{ 
yminr[i]=fr[i]; 
ymini[i]=fi[i]; 
} 
/*Initialize pre-filter* I 
for(i=O;i<=length;i++) 
filtr[i]=filti[i]=O; 
filtr[length]=maxl; 
do 
{ 
start++; 
/*Get a starting point from array*/ 
lr=max*sp[start][l]; 
li=max*sp[start] [2]; 
tolerance=max 1; 
count=O; 
/*Start of root fmding process*/ 
while(tolerance>=d) { . 
count++; 
/*Pass Y thru FIB filter*/ 
or[g]=yminr[g]; 
oi[g]=ymini[g]; 
o2r[g]=yminr[g]; 
o2i[g]=ymini[g]; 
for(i=(g-l);i>=O;i--) 
{ 
p1=lr*or[i+1]; 
p2=1i*oi[i+ 1]; 
p3=lr*oi[i+ 1]; 
p4=1i *or[i+ 1]; 
p1=p1»(bits-1); /*Scaling*/ 
p2=p2>>(bits-1 ); 
p3=p3»(bits,1); 
p4=p4»(bits-1 ); 
or[i]=yminr[i]-p 1; 
oi[i]=ymini[i]-p3; 
/*Check for overflow*/ 
if(or[i]>max1) 
or[i]=max1; 
if(or[i]<-max) 
or[i]=-max; 
if(oi[i]>max1) 
oi[i]=max1; 
if( oi[i]<-max) 
oi[i]=-max; 
or[i]=or[i]+p2; 
oi[i]=oi[i]-p4; 
/*Check for overflow*/ 
if( or[i]>maxl) 
or[i]=maxl; 
if( or[i]<-max) 
or[i]=-max; 
if(oi[i]>maxl) 
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oi[i]=max1; 
if(oi[i]<-max) 
oi[i]=-max; 
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/*Arrays or and oi hold output of FIB*/ 
/*filter. Now pass this into second*/ 
/*FIB filter to give epsilon*/ 
p 1 =lr*o2r[i+ 11; 
p2=li *o2i[i+ 1]; 
p3=lr*o2i[i+ 1]; 
p4=li*o2r[i+l]; 
p1=pl»(bits-1); 
p2=p2>>(bits-1); 
p3=p3»(bits-1 ); 
p4=p4»(bits-1 ); 
o2r[i]=or[i]-p 1; 
o2i[i]=oi[i]-p3; 
/*Check for overflow*/ 
if( o2r[i]>max1) 
o2r[i]=maxl; 
if(o2r[i]<-max) 
o2r[i]=-max; 
if(o2i[i]>maxD 
o2i[i]=maxl; 
if(o2i[i]<-max) 
o2i[i]=-max; 
o2r[i]=o2r[i]+p2; 
o2i[i]=o2i[i]-p4; 
/*Check for overflow*/ 
if(o2r[i]>max1) 
o2r[i]=maxl; 
if( o2r[i]<-max) 
o2r[i]=-max; 
if(o2i[i]>maxl) 
o2i[i]=maxl; 
if( o2i[i]<-max) 
o2i[i]=-max; 
) 
el=o2r[l]; /*Epsilon*/ 
e2=o2i[l]; 
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/*Calculate denominator for complex division*/ 
den=e1*el+e2*e2; 
den=den>>(bits-1 ); 
if(den>max1) 
den=maxl; 
den=den«(bits-1 ); 
/*Calculate numerator of real part of div* I 
pl=or[O]*e1+oi[O]*e2; 
p1=p1»(bits-1);. 
if(p1>max1) 
p1=max1; 
if(pl<-max) 
p1=-max; 
/*Check for special cases, i.e. div by zero*/ 
/*or if numerator is greater then den* I 
num=abs(p 1 ); 
if(num>=den) 
{ 
if(p1<0) 
w1=-max; 
else if(p1>0) 
wl=maxl; 
else 
w1=0; 
} 
else 
{ 
/*Perform long division*/ 
num=nurn<<bits; 
for(j= 1 ;j<=(bits-1 );j++) 
{ 
diff=(Iong)(nurn-den); 
if(diff<O) 
nurn=nurn<<1; 
else 
{ 
diff=diff«1; 
diff++;. 
num=(unsigned long)(diff); 
} 
} 
w1=(long)(num&max1); 
if(pl<O) 
w1=-w1; 
} 
APPENDIX C 291 
/*Calculate numerator of imaginary part of div*/ 
p2=oi[O]*e1-or[O]*e2; 
p2=p2>>(bits-1); 
if(p2>max1) 
p2=max1; 
if(p2<-max) 
p2=-max; 
/*Check for special cases*/ 
num=abs(p2); 
if(num>=den) 
{ 
if(p2<0) 
w2=-max; 
else if(p2>0) 
w2=max1; 
else 
w2=0; 
} 
else 
{ 
num=num<<bits; 
for(j= 1 ;j<=(bits-1 );j++) 
{ 
/*Perform long division*/ 
diff=(long)(num-den); 
if(diff<O) 
num=num<<l; 
else 
{ 
diff=diff«1; 
diff++; 
num=(unsigned long)diff; 
} 
} 
w2=(long)(num&maxl ); 
if(p2<0) 
w2=-w2; · 
} 
tolerance=wl *wl+w2*w2; 
if(tolerance>maxl) 
tolerance=maxl; 
/*Check for convergence*/ 
if(tolerance<=d) 
break; 
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/*Multiply complex division by constant c*/ 
wl=wl *c; 
w2=w2*c; 
wl=wl»(bits-1); 
w2=w2>>(bits-1); 
/*Update reciprocal root positions*/ 
lr=lr+wl; 
li=li+w2; 
/*Check for overflow*/ 
if(lr>maxl) 
lr=maxl; 
if(lr<-max) 
lr=-max; 
if(li>maxl) 
li=maxl· 
' if(li<-max) 
Ii=-max· 
' 
/*Check to see if magnitude of new reciprocal*/ 
/*is greater than unity*/ 
pl=lr*lr; 
p2=li*li; 
mag=(unsigned long)(p 1 +p2); 
mag=mag>>bits; 
if(mag>max1) 
mag=maxl; 
/*Check to see if outside unit circle*/ 
if(mag>=lambmax) 
break; 
/*Check number of iterations*/ 
if(count=100) 
break; 
} 
if(mag>lambmax) 
continue; 
/*Check number of iterations* I 
if(count=100) 
continue; 
/*Pass output of FIB filter thru F/F filter*/ 
or[g+ 1]=oi[g+ 1]=0; 
for(i= 1 ;i<=(g+ 1 );i++) 
{ 
p1=lr*or[i-1]; 
p2=Ii*oi[i-1]; 
p3=lr*oi[i-1]; 
p4=1i*or[i-1]; 
p1=pl»(bits-1); 
p2=p2»(bits-1);· 
p3=p3»(bits-1 ); 
p4=p4»(bits-1 ); 
/*Update minimum phase response*/ 
yminr[i-l]=or[i]+p1 +p2; 
ymini[i-1 ]=oi[i]+p3-p4; 
/*Check for overflow*/ 
if(yminr[i-1]>max1) 
yminr[i-1]=max1; 
if(yminr[i-1]<-max) 
yminr[i-1]=-max; 
if(ymini[i-l]>max1) 
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ymini[i-1]=max1; 
if(ymini[i-1]<-max) 
ymini[ i-1]=-max; 
} 
/*Calculate preftlter taps*/ 
d1r[length]=ftltr[length]; 
dli[length]=filti[length]; 
j=length-1; 
for(i=j ;i>=O;i--) 
{ 
p1=lr*d1r[i+1]; 
p2=1i*dli[i+ 1]; 
p3=lr*dli[i+ 1]; 
p4=li*d1r[i+ 1]; 
p1=p1»(bits-1); 
p2=p2>>(bits-1); 
p3=p3»(bits-1); 
p4=p4»(bits-1 ); 
/*Output of feedback ftlter*/ 
dlr[i]=filtr[i]-p1 +p2; 
d1i[i]=filti[i]-p3-p4; 
/*Check for overflow*/ 
if(dlr[i]>maxl) 
dlr[i]=max1; 
if(d1r[i]<-max) 
dlr[i]=-max; 
if(d1i[i]>max1) 
d1i[i]=max1; 
if(d1i[i]<-max) 
dli[i]=-max; 
} 
dlr[length+ 1 ]=d1i[length+ 1]=0; 
for(i= 1 ;i<=(length+ 1 );i++) 
{ 
p1=lr*d1r[i-1]; 
p2=li*dl i[i-1]; 
p3=lr*dli[i-1]; 
p4=li*dlr[i-1]; 
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} 
p1=p1»(bits-1); 
p2=p2>>(bits-1); 
p3=p3»(bits-1 ); 
p4=p4»(bits-1 ); 
/*Update pre-filter taps*/ 
filtr[i-1]=d1r[i]+p1 +p2; 
filti[i-1 ]=d1 i[i]+p3-p4; 
if(filtr[i-1]>max1) 
flltr[i-1]=max1; 
if(filtr[i-1 ]<-max) 
filtr[i-1]=-max; 
if(filti[i-1]>max1) 
filti[i-1]=max1; 
if(filti[i-1]<-max) 
filti[i-1]=-max; 
} 
start=O; 
} 
while(start<9); /*Nine satring points used*/ 
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/*End of the Clruk-Hau algorithm, minimum phase impulse*/ 
/*response of the channel is stored in the vector ymin*/ 
/*Pass rx signal into pre-fllter*/ 
opr=opi=O; 
for(i=O;i<=length;i++) 
{ 
p 1=sigr[i]*filtr[i]; 
p2=sigi[i]*fllti[i]; 
p3=sigr[i]*fllti[i]; 
p4=sigi[i]*flltr[i]; 
p1=p1»(bits-l); 
p2=p2>>(bits-1); 
p3=p3»(bits-1 ); 
p4=p4> >(bits-1 ); 
opr=opr+p 1-p2; 
opi=opi+p3+p4; 
/*Check for overflow*/ 
if(opr>(max-1)) 
opr=max-1; 
if(opr<-max) 
opr=-max; 
if(opi>(max-1)) 
opi=max-1; 
if(opi<-max) 
opi=-max; 
} 
/*Output of the preftlter is called opr+jopi*/ 
/*Shift signal*/ 
shiftl: j=length+1; 
for(i=j ;i>=1;i--) 
{ 
sigr[i]=sigr[i-1]; 
sigi[i]=sigi[i-1]; 
} 
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/*Allow estimator to settle before starting detection* I 
if(k<1000) 
goto shift2; 
/*At the end of the retraining period reset the stored*/ 
/*vectors to their correct values and set costs to large*/ 
/*value except one of them*/ 
if((k>3000)&&(retrain==1199)) 
{ 
cost[l]=O; 
for(j=2;j<=m;j++) 
cost[j]=max1; 
for(i=(n-1);i>=O;i--) 
{ 
} 
qr[ l][i]=datr[n-i]; 
qi[ 1 ][i]=dati[n-i]; 
} 
/*Near maximum likelihood dectector A *I 
mincost=max 1; 
for(j= 1 ;j<=m;j++) 
{ 
/*Evaluate the cost for m vectors*/ 
cr=ci=O; 
for(i=O;i<=(n-l);i++) 
{ 
p1=qrUJ[i]*yminr[n-i]; 
p2=qiUJ[i]*ymini[n-i]; 
p3=qrUJ[i]*ymini[n-i]; 
p4=qiUJ[i]*yminr[n-i]; 
cr=cr+((p 1-p2)» 1); 
ci=ci+((p3+p4 )» 1 ); 
/*Check for overflow*/ 
if(cr>(max-1)) 
cr=max-1; 
if(cr<-max) 
cr=-max; 
if(ci>(max-1)) 
ci=max-1; 
if(ci<-max) 
ci=-max; 
} 
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/*Evaluate the total cost for m1 vectors*/ 
/*by adding the extra cost due to expansion*/ 
for(h= 1 ;h<=l;h++) 
{ 
vector2=h+l*j-l; 
p1=levelr[h]*yminr[O]; 
p2=leveli[h]*ymini[O]; 
p3=levelr[h] *ymini[O]; 
p4=leveli[h] *yminr[O]; 
zr=cr+((p1-p2)» 1); 
zi=ci+((p3+p4)>>1); 
/*Check for overflow*/ 
if(zr>(max-1)) 
zr=max-1; 
if(zr<-max) 
zr=-max; 
if(zi>(max-1)) 
zi=max-1; 
} 
if(zi<-max) 
z1=-max; 
zr=(zr-opr)>> 1; 
zi=(zi-opi)» 1; 
/*Calc. costs of expanded vectors*/ 
p1=zr*zr; 
p2=zi*zi; 
/*Scaling*/ 
pl=p1»(bits-l); 
p2=p2>>(bits-l); 
caste[ vector2]=cost[j ]+p 1 +p2; 
if(coste[ vector2]>max1) 
caste[ vector2]=max1; 
/*Find smallest cost* I 
if( caste[ vector2]<mincost) 
} 
{ 
mincost=coste[ vector2]; 
ql=j; 
q2=h; 
vector=vector2; 
} 
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smallest_cost=mincost; /*Remember the smallest cost*/ 
/*Obtain detected symbol and decode it*/ 
sdr=qr[ q 1 ][0); 
sdi=qi[q1][0]; 
if((sdr==1)&&(sdi==1)) 
{ 
bit1=1· 
• 
bit2=1; 
} 
else if((sdr==-1)&&(sdi==l)) 
{ 
bit1=1; 
bit2=0; 
} 
else if((sdr==-1)&&(sdi==-1)) 
{ 
bitl=bit2=0; 
} 
else 
{ 
bitl=O; 
bit2=1; 
} 
/*Check for bit errors*/ 
if((k>3000)&&(retrain<l000)) { . 
total_bits_sent=total_bits_sent+ 2; 
if(bit1 !=tx1[0]) 
{ 
err1++; 
} 
if(bit2! =tx2[0]) 
{ 
err1++; 
} 
} 
/*Store vector with smallest cost in array p*/ 
/*store in the first row*/ 
for(i=O;i<=(n-1 );i++) 
{ 
pr[1][i]=qr[q 1][i]; 
pi[1][i]=qi[ q 1][i]; 
} 
pr[ 1][n]=levelr[q2]; 
pi[ 1] [ n ]=leveli[ q2]; 
/*Use early detected data in channel estimator*/ 
earlyr=levelr[ q2]; 
earlyi=leveli[q2]; 
pcost[l]=smallest_cost; /*Store cost*/ 
APPENDIX C 299 
coste[ vector ]=maxI; /*Discard vector by setting cost to a *I 
/*high value*/ 
/*Discard all costs where first component<>to detected*/ 
/*value*/ 
forG= 1 ;j<=m;j++) 
{ 
if((qrfj][O] !=sdr)ll(qifj][O]!=sdi)) 
{ 
} 
for(i= 1 ;i<=l;i++) 
costefj*l-l+i]=max1; 
} 
/*Select the next m-1 vectors and store in p*/ 
count=2; 
do 
{ 
mincost=coste[1]; 
vector=1; 
forG=2;j<=(m*l);j++) 
{ 
if(costefj]<mincost) 
{ 
} 
mincost=costefj]; 
vector=j; 
} 
pcost[ count ]=mincost; 
coste[vector]=max1; 
/*Transfer vector to array p*/ 
q1=tag[ vector][!]; 
q2=tag[vector][2]; 
for(i=O;i<=(n-1 );i++) 
{ . 
pr[ count] [i]=qr[ ql][i]; 
pi[ count][i]=qi[ q 1] [i]; 
} 
pr[ count] [n ]=levelr[ q2]; 
pi[ count] [n]=leveli[ q2]; 
count++; 
} 
while( count<=m); 
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/*Replace q by p*/ 
for(j= 1 ;j<=m;j++) 
{ 
APPENDIX C 301 
for(i=1;i<=n;i++) /*Discard first component in q*/ 
{ 
qr[j][i-1]=pr[j][i]; 
qi[j][i-1]=pi[j][i]; 
} 
cost[j]=pcost[j]-smallest_cost; /*Normalize*/ 
} 
/*Shift tx symbols*/ 
shift2: j=length+ 1 ; 
for(i9;i>=1;i--) 
{ 
sr[i]=sr[i-1]; 
si[i]=si[i-1]; 
} 
/*Shift tx data*/ 
j=length+n; 
for(i=1;i<=j ;i++) 
} 
{ 
tx1 [i-1]=tx1 [i]; 
tx2[i-1]=tx2[i]; 
} 
/*End of transmission*/ 
/*Close the channel file*/ 
fclose( channel); 
/*Calculate the probability of a bit error*/ 
error1=err1; 
pe=error1/total_bits_sent; 
printf("snr=%1f pe=%lf'n" ,snr,pe ); 
fprintf(results,"%lf, %lt\n" ,snr,pe ); 
snr=snr+1; 
} 
while(snr<=snrfin); /*Continue to give complete pe curve*/ 
fclose(results); 
} 
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