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In 2003 the author has associated with every coﬁnite inverse system of compact Hausdorff
spaces X with limit X and every simplicial complex K (possibly inﬁnite) with geometric
realization P = |K | a resolution R(X, K ) of X × P , which consists of paracompact spaces. If
X consists of compact polyhedra, then R(X, K ) consists of spaces having the homotopy
type of polyhedra. In a subsequent paper, published in 2007, the author proved that
R(X, K ) is a covariant functor in the ﬁrst variable. In the present paper it is proved that
R(X, K ) is a covariant functor also in the second variable.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Let X = (Xλ, pλλ′ ,Λ) be a coﬁnite inverse system of compact Hausdorff spaces with limit p = (pλ) : X → X and let K be
a simplicial complex with geometric realization P = |K |. In [2] the author has associated with X and K a speciﬁc resolution
of the Cartesian product X × P , here called the standard resolution (there it was called the basic construction). It is a speciﬁc
mapping q = (qμ) : X × P → Y of X × P to a speciﬁc inverse system Y = (Yμ,qμμ′ ,M) (also called the standard resolution
of X × P ), satisfying conditions (R1) and (R2), that make q a resolution of X × P in the sense of [1] or [4]. All members Yμ
of Y are paracompact spaces. If the members Xλ of X are compact polyhedra, then the members Yμ of Y belong to the
class HPol of spaces having the homotopy type of polyhedra. We recall the deﬁnition of the standard resolution in Section 2
of this paper.
When discussing functorial properties of the standard resolution of X × |K |, it is convenient to use, instead of Y , the
notation R (X, K ) or Y XK , that makes the variables X and K visible. In [3], Theorem 2, the author proved functoriality of
R (X, K ) with respect to the variable X . More precisely, for K ﬁxed, a coherent mapping f = ( f , fλ) : X → X ′ , between
coﬁnite inverse systems of compact Hausdorff spaces, induces a homotopy mapping g = R ( f , K ) : R (X, K ) → R (X ′, K ) be-
tween the corresponding standard resolutions. The function R (., K ) : CH(pro-Cpt) → pro-H(Top), which to the homotopy
class [ f ] : X → X ′ of f assigns the homotopy class [g] = R ([ f ], K ) : R (X, K ) → R (X ′, K ) of g is a (covariant) functor from
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pro-H(Top) of the homotopy category H(Top). An easy consequence of this result is [3], Theorem 3, which asserts that, for
a ﬁxed polyhedron P , there is a (covariant) functor R (., P ) : SSh(Cpt) → Sh(Top) from the strong shape category of compact
Hausdorff spaces to the shape category of topological spaces, having the property that R (X, P ) = X × P .
In this paper we consider functoriality of the standard resolution R (X, K ) with respect to the second variable. For X
ﬁxed, we ﬁrst associate with every simplicial mapping χ : K → K ′ a mapping h = R (X,χ) : R (X, K ) → R (X, K ′) between
the corresponding standard resolutions and prove that the function R (X, .) : Simpl → pro-Top, which to χ assigns the
mapping h, is a (covariant) functor from the simplicial category Simpl to the procategory pro-Top of the category Top of
topological spaces (see Theorem 1 in Section 3). Furthermore, using simplicial approximations χ of h, we show that a
mapping h : P → P ′ between polyhedra induces mappings h = R (X,h) : R (X, K ) → R (X, K ′), where P = |K | and P ′ = |K ′|.
While the mapping h depends on the choice of the approximations χ , its homotopy class [h] depends only on h (see
Theorem 4 in Section 5). Actually, in Section 6 we show that [h] depends only on the homotopy class [h] of the mapping h
(see Theorem 5). Moreover, the function R (X, .) :H(Pol) → pro-H(Top), which to [h] assigns the homotopy class [h], is a
(covariant) functor from the homotopy category of polyhedra H(Pol) to the procategory pro-H(Top) of the homotopy category
H(Top) of topological spaces (see Theorem 6 in Section 6). These results play an essential role in proving that the standard
resolutions R (X, K ) are not just functorial in both variables, but are also bifunctors (in preparation). The latter assertion
implies the result that the Cartesian product X × P of a compact Hausdorff space X and a polyhedron is a bifunctor.
Since shape (strong shape) morphisms between polyhedra coincide with homotopy classes of mappings, the functoriality
of X × P with respect to the second variable reduces to proving the functoriality of the Cartesian product in the homotopy
category H(Top). However, it is well known that in H(Top) the Cartesian product of two spaces is the direct product of these
spaces and the assertion immediately follows.
2. Preliminaries
The basic deﬁnitions and notions used in the present paper can be found, e.g., in [1,3] or [4]. In particular, this applies
to inverse systems, mappings of inverse systems, homotopy mappings of inverse systems, homotopy classes of homotopy
mappings, resolutions, category Top of topological spaces, category Pol of polyhedra, category Cpt of compact Hausdorff
spaces, homotopy categories H(Top) and H(Pol). The paper can be viewed as a continuation of [3]. Therefore, we try to use
the same or slightly modiﬁed notation as in that paper.
We now brieﬂy recall the deﬁnition of the standard resolution q = (qμ) : X × |K | → Y = (Yμ,qμμ′ ,M) of X × |K |, intro-
duced in [2]. The index set M consists of all increasing functions μ : K → Λ, i.e., functions such that, for ζ,σ ∈ K , ζ  σ
implies μ(ζ)μ(σ ). Here ζ  σ means that ζ is a face of σ . By deﬁnition, for μ,μ′ ∈ K , μμ′ means that μ(σ )μ′(σ ),
for every σ ∈ K . For μ ∈ M , Y˜μ is the coproduct
Y˜μ =
∐
σ∈K
(Xμ(σ) × σ) (1)
and Yμ is the quotient space
Yμ = Y˜μ/ ∼μ, (2)
where ∼μ denotes the equivalence relation generated by putting (x1,u1) ∼μ (x,u), for points (x1,u1) ∈ Xμ(ζ ) × ζ ⊆ Y˜μ and
(x,u) ∈ Xμ(σ) × σ ⊆ Y˜μ , whenever ζ  σ , x1 = pμ(ζ )μ(σ )(x) and t = t1. The corresponding quotient mapping is denoted by
φμ : Y˜μ → Yμ .
The bonding mappings qμμ′ : Yμ′ → Yμ , μμ′ , are the only mappings, for which
qμμ′φμ′ = φμq˜μμ′ , (3)
where q˜μμ′ : Y˜μ′ → Y˜μ is given by
q˜μμ′(x,u) =
(
pμ(σ)μ′(σ )(x),u
)
, (4)
for (x,u) ∈ Xμ′(σ ) × σ . Similarly, the mappings qμ : Y = X × |K | → Yμ , for μ ∈ M , are the only mappings, for which
φμq˜μ = qμφ, (5)
where Y˜ =∐σ∈K (X × σ), q˜μ : Y˜ → Y˜μ is given by
q˜μ(x,u) =
(
pμ(σ)(x),u
)
(6)
and φ : Y˜ → Y is given by φ(x,u) = (x,u) ∈ Y × |K |, for (x,u) ∈ X × σ . Since qμ = qμμ′qμ′ , for μ  μ′ , the mappings
qμ : X × P → Yμ , μ ∈ M , form a mapping q = (qμ,μ ∈ M) : X × P → Y , which is the desired resolution of X × |K |.
In discussing functoriality of the resolution R (X, K ) with respect to the second variable (keeping X ﬁxed), it is conve-
nient to use for R (X, K ) the simpliﬁed notation Y K . In a similar way we use the short notations qK : X × |K | → Y K and
qK
′
: X × |K ′| → Y K ′ , etc.
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Let X = (Xλ, pλλ′ ,Λ) be a coﬁnite inverse system of compact Hausdorff spaces with limit X . In this section we will show
how a simplicial mapping χ : K → K ′ between two simplicial complexes induces a functorial mapping h = (h,hμ) :Y K →
Y K
′
between the standard resolutions Y K = (Y Kμ,qKμμ′ ,MK ) and Y K
′ = (Y K ′μ ,qK ′μμ′ ,MK
′
) of X × P and X ′ × P , P = |K |,
respectively.
To deﬁne h :MK
′ = ΛK ′ → MK = ΛK , note that every μ ∈ ΛK ′ is an increasing function μ : K ′ → Λ. Moreover, ζ  σ ,
σ ∈ K , implies χ(ζ )  χ(σ ), which shows that χ : K → K ′ is also an increasing function. Consequently, the composition
μχ : K → Λ is an increasing function too. Putting h(μ) = μχ , one obtains a function h :ΛK ′ → ΛK . The function h is
increasing because μμ′ implies μχ μ′χ .
Note that χ induces a mapping |χ | : P = |K | → |K ′| = P ′ , whose restriction to every simplex σ ∈ K is aﬃne and on the
vertices of σ it coincides with χ . When there is no danger of misunderstanding, we may write χ in place of |χ |. To deﬁne
the mappings hμ : Y Kh(μ) → Y K
′
μ , i.e., hμ : Y
K
μχ → Y K ′μ , we ﬁrst deﬁne mappings h˜μ : Y˜ Kμχ → Y˜ K ′μ . In view of (1), it suﬃces to
deﬁne h˜μ on the sets Xμχ(σ ) × σ . If (x,u) ∈ Xμχ(σ ) × σ , we put
h˜μ(x,u) =
(
x,χ(u)
)
. (7)
Note that (x,χ(u)) ∈ Xμχ(σ ) × χ(σ ) = Xμ(χ(σ )) × χ(σ ) ⊆ Y˜ K ′μ , because χ(σ ) ∈ K ′ .
By deﬁnition, hμ : Y Kh(μ) → Y K
′
μ is the only mapping having the property that
hμφμχ = φμh˜μ. (8)
To see that hμ is well deﬁned, it suﬃces to verify that h˜μ maps (μχ)-equivalent points (x,u) ∈ Xμχ(σ ) × σ and (x1,u1) ∈
Xμχ(τ) × τ to μ-equivalent points. Indeed, if τ  σ , x1 = pμχ(τ)μχ(σ )(x) and u = u1, then χ(τ ) χ(σ ) and h˜μ(x1,u1) =
(x1,χ(u1)) = (pμχ(τ)μχ(σ )(x),χ(u)) ∼μ (x,χ(u)) = h˜μ(x,u).
To prove that h = (h,hμ) is a mapping from Y K to Y K ′ , it suﬃces to show that
hμq
K
μχμ′χ = qK
′
μμ′hμ′ , μμ′. (9)
We will ﬁrst show that
h˜μq˜
K
μχμ′χ = q˜K
′
μμ′ h˜μ′ , μμ′. (10)
Indeed, if (x,u) ∈ Xμ′χ(σ ) × σ , then
h˜μq˜
K
μχμ′χ (x,u) = h˜μ
(
pμχ(σ )μ′χ(σ )(x),u
)= (pμχ(σ )μ′χ(σ )(x),χ(u)
)
. (11)
Moreover, since (x,χ(u)) ∈ Xμ′χ(σ ) × χ(σ ), we see that
q˜K
′
μμ′ h˜μ′ (x,u) = q˜K
′
μμ′
(
x,χ(u)
)= (pμχ(σ )μ′χ(σ )(x),χ(u)
)
. (12)
A comparison of (11) and (12) yields (10).
Now note that the deﬁnition of qKμχμ′χ and q
K ′
μμ′ implies
φμχ q˜
K
μχμ′χ = qKμχμ′χφμ′χ , (13)
φμq˜
K ′
μμ′ = qK
′
μμ′φμ′ . (14)
Using (13), (8), (10), (14) and again (8) (with μ replaced by μ′), we readily see that
hμq
K
μχμ′χφμ′χ = qK
′
μμ′hμ′φμ′χ , μμ′. (15)
Since φμ′χ , is a surjection, (15) implies the desired formula (9).
Theorem 1. Let X be a coﬁnite inverse system of compact Hausdorff spaces with limit X . The function that to a simplicial complex K
with geometric realization P = |K | assigns the standard resolution R (X, K ) of X × P and to a simplicial mapping χ : K → K ′ assigns
the mapping h = R (X,χ) : R (X, K ) → R (X, K ′) is a (covariant) functor R (X, .) : Simpl → pro-Top from the simplicial category
Simpl to the procategory pro-Top of the category Top of topological spaces.
Proof. If χ : K → K is the identity function, then h :MK → MK is also the identity function, because h(μ) = μχ = μ.
Moreover, h˜μ : Y˜ Kμ → Y˜ Kμ is the identity mapping, because h˜μ(x,u) = (x,χ(u)) = (x,u). This implies that also hμ : Y Kμ → Y Kμ
is the identity mapping and thus, h = 1.
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induced mappings h = (h,hμ) :Y K → Y K ′ , h′ = (h′,h′μ) :Y K ′ → Y K ′′ and h′′ = (h′′,h′′μ) :Y K → Y K ′′ . We must prove that
χ ′χ = χ ′′ implies h′h = h′′ . Since h′h = (hh′,h′μhh′(μ)) = (hh′,h′μhμχ ′), we must show that hh′ = h′′ and for μ ∈ MK ′′ ,
h′μhμχ ′ = h′′μ. (16)
Indeed, hh′(μ) = h(μχ ′) = μχ ′χ = μχ ′′ = h′′(μ). To prove (16), ﬁrst note that
h˜′μh˜μχ ′ = h˜′′μ, (17)
because, by (7), h˜′μh˜μχ ′(x,u) = h˜′μ(x,χ(u)) = (x,χ ′χ(u)) = (x,χ ′′(u)) = h˜′′μ(x,u), for (x,u) ∈ Xμχ ′′(σ ) × σ .
Now note that (8) yields φμh˜′μ = h′μφμχ ′ and φμχ ′ h˜μχ ′ = hμχ ′φμχ ′χ . Consequently, (17) shows that
h′μhμχ ′φμχ ′′ = h′μhμχ ′φμχ ′χ = h′μφμχ ′ h˜μχ ′ = φμh˜′μh˜μχ ′ = φμh˜′′μ. (18)
By (17), one also has
h′′μφμχ ′′ = φμh˜′′μ. (19)
Now a comparison of (18) and (19) shows that h′μhμχ ′φμχ ′′ = h′′μφμχ ′′ . Since φμχ ′′ is a surjection, the desired relation (16)
follows. 
The next theorem shows that the mapping h : R (X, K ) → R (X, K ′), induced by a simplicial mapping χ : K → K ′ , is a
resolution of the mapping 1× χ : X × |K | → X × |K ′| (in the sense of [1], §6.1).
Theorem 2. Let X be a coﬁnite inverse system of compact polyhedra with limit X , let K , K ′ be simplicial complexes and let qK : X ×
|K | → R (X, K ), qK ′ : X × |K ′| → R (X ′, K ) be the corresponding standard resolutions. If χ : K → K ′ is a simplicial mapping, then the
mappings qK ,qK
′
and h = R (X,χ) : R (X, K ) → R (X, K ′) form a resolution of the mapping 1 × χ : X × |K | → X × |K ′|, i.e., the
following diagram in pro-Top is commutative:
R (X, K )
h=R (X,χ)
X × |K |qK
1×χ
R (X, K ′) X × |K ′|.
qK
′
(20)
Proof. The commutativity of (20) is equivalent to the equality
hμq
K
μχ = qK
′
μ (1× χ), μ ∈ MK
′
. (21)
To prove (21), consider the mapping χ˜ : Y˜ K → Y˜ K ′ , where χ˜ (x,u) = (x,χ(u)), for (x,u) ∈ X × σ , σ ∈ K . Note that u ∈ σ
implies χ(u) ∈ χ(σ ) ∈ K ′ and thus, (x,χ(u)) ∈ X × χ(σ ) ⊆ Y˜ K ′ . Moreover,
(1× χ)φK = φK ′ χ˜ , (22)
where φK : Y˜ K → X × |K | is the canonical quotient mapping, whose restriction to X × σ coincides with the inclusion X ×
σ → X ×|K |. Indeed, if (x,u) ∈ X ×σ , then (1×χ)φK (x,u) = (1×χ)(x,u) = (x,χ(u)) and also φK ′ χ˜ (x,u) = φK ′ (x,χ(u)) =
(x,χ(u)).
Let us now show that
h˜μq˜
K
μχ = q˜K
′
μ χ˜ . (23)
Indeed, if (x,u) ∈ X×σ ⊆ Y˜ K , then by (6) and (7) one has h˜μq˜Kμχ (x,u) = h˜μ(pμχ(σ )(x),u) = (pμχ(σ )(x),χ(u)). On the other
hand, one also has q˜K
′
μ χ˜(x,u) = q˜K ′μ (x,χ(u)) = (pμχ(σ )(x),χ(u)), because (x,χ(u)) ∈ χ(σ ) and thus, X × χ(u) ∈ X × χ(σ ).
Now note that hμφKμχ = φK ′μ h˜μ (see (8)) and also φK ′μ q˜K ′μ = qK ′μ φK ′ and φKμχ q˜Kμχ = qKμχφK (see (5)). Therefore, (23)
and (22) yield hμqKμχφ
K = hμφKμχ q˜Kμχ = φK ′μ h˜μq˜Kμχ = φK ′μ q˜K ′μ χ˜ = qK ′μ φK ′ χ˜ = qK ′μ (1 × χ)φK . Since φK : Y˜ K → X × |K | is a
surjection, we obtain the desired equality (21). 
Two simplicial mappings χ,χ1 : K → K ′ are said to be contiguous provided, for every point u ∈ |K |, there exists a
simplex σ ′ ∈ K ′ , which contains both points χ(u) and χ1(u). Note that, for any simplex σ ∈ K and u ∈ Int(σ ), the simplices
χ(σ ) and χ1(σ ) are faces of σ ′ . Indeed, u ∈ Int(σ ) implies χ(u) ∈ Int(χ(σ )) and χ1(u) ∈ Int(χ1(σ )). Clearly, χ(u) ∈
χ(σ )∩σ ′  χ(σ ) and χ1(u) ∈ χ1(σ )∩σ ′  χ1(σ ). Since χ(u) ∈ Int(χ(σ )), the simplex χ(σ )∩σ ′ cannot be a proper face
of χ(σ ) and thus, χ(σ ) ∩ σ ′ = χ(σ ), which implies that χ(σ ) σ ′ . Analogously, χ1(σ ) ∩ σ ′ = χ1(σ ) and χ1(σ ) σ ′ .
The following theorem will be used in Sections 4 and 5.
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ous, then h and h1 are homotopic.
Proof. Let h = (h,hμ) and h1 = (h1,h1μ). We need to show hat, for every μ ∈ ΛK ′ , there is a ν ∈ ΛK such that ν 
h(μ),h1(μ) and
hμqh(μ)ν  h1μqh1(μ)ν . (24)
Since the simplicial mappings χ and χ1 are contiguous, for every simplex σ ∈ K , there exists a simplex σ ′ ∈ K ′ such that
χ(σ ),χ1(σ )  σ ′ . Denote by χ(σ ) the minimal simplex σ ′ ∈ K ′ , having these properties. Then the function χ : K → K ′ ,
which to σ ∈ K assigns the simplex χ(σ ), is an increasing function and χ  χ,χ1. Now deﬁne the function ν : K → Λ,
by putting ν = μχ . Since μ is also an increasing function, so is ν and thus, ν ∈ ΛK . Moreover, ν  μχ = h(μ) and
μχ1 = h1(μ).
To prove (24), we consider the mappings h˜μ : Y˜ Kμχ → Y˜ K ′μχ and h˜1μ : Y˜ Kμχ1 → Y˜ K
′
μχ , deﬁned by
h˜μ(x,u) =
(
x,χ(u)
)
, h˜1μ(x,u) =
(
x,χ1(u)
)
, (25)
where (x,u) ∈ Xμχ(σ ) × σ . We will deﬁne a homotopy Ω˜μ : Y˜ Kν × I → Y˜ K ′μ , which connects the mappings φK ′μ h˜μq˜Kμχ,ν and
φK
′
μ h˜
1
μq˜
K
μχ1,ν
. Since Y˜ Kν × I is a coproduct of spaces Xν(σ ) × σ × I , it suﬃces to deﬁne Ω˜μ on such spaces.
We ﬁrst consider the linear homotopy ωμ : |K | × I → |K ′|, given by the formula
ωμ(u, v) = (1− v)χ(u) + vχ1(u), (26)
for (u, v) ∈ σ × I , where σ ∈ K . Since χ(u) ⊆ χ(σ ) ⊆ χ(σ ) and χ1(u) ⊆ χ1(σ ) ⊆ χ(σ ), the homotopy ωμ is well deﬁned
and
ωμ(u, v) ∈ χ(σ ), (27)
for u ∈ σ and v ∈ I . Moreover,
ωμ(u,0) = χ(u), ωμ(u,1) = χ1(u). (28)
We now deﬁne Ω˜μ , by putting
Ω˜μ(x,u, v) = φK ′μ
(
x,ωμ(u, v)
)
, (29)
for (x,u, v) ∈ Xμχ(σ ) × σ × I . Note that (x,ωμ(u, v)) ∈ Xμχ(σ ) × χ(σ ) ⊆ Y˜ K ′μ and thus, φK ′μ (x,ωμ(u, v)) ∈ Y K ′μ . Moreover,
Ω˜μ(x,u,0) = φK ′μ
(
x,ωμ(u,0)
)= φK ′μ
(
x,χ(u)
)
, (30)
Ω˜μ(x,u,1) = φK ′μ
(
x,ωμ(u,1)
)= φK ′μ
(
x,χ1(u)
)
. (31)
On the other hand, by (4) and (7),
φK
′
μ h˜μq˜
K
μχ,μχ (x,u) = φK
′
μ h˜μ
(
pμχ(σ ),μχ(σ )(x),u
)= φK ′μ
(
pμχ(σ ),μχ(σ )(x),χ(u)
)
. (32)
Since (pμχ(σ ),μχ(σ )(x),χ(u)) ∈ Xμχ(σ ) ×χ(σ ) ⊆ Y˜ K ′μ , (x,χ(u)) ∈ Xμχ(σ ) ×χ(σ ) ⊆ Xμχ(σ ) ×χ(σ ) ⊆ Y˜ K ′μ and χ(σ ) χ(σ ),
we see that (pμχ(σ ),μχ(σ )(x),χ(u)) ∼μ (x,χ(u)) and thus,
φK
′
μ
(
pμχ(σ ),μχ(σ )(x),χ(u)
)= φK ′μ
(
x,χ(u)
)
. (33)
Now (32) and (33) show that
φK
′
μ h˜μq˜
K
μχ,μχ (x,u) = φK
′
μ
(
x,χ(u)
)
. (34)
An analogous argument shows that
φK
′
μ h˜
1
μq˜
K
μχ1,μχ1
(x,u) = φK ′μ
(
x,χ1(u)
)
. (35)
Comparing (30), (31) with (34), (35), we conclude that
Ω˜μ(x,u,0) = φK ′μ h˜μq˜Kμχ,μχ (x,u), (36)
Ω˜μ(x,u,1) = φK ′μ h˜1μq˜Kμχ1,μχ1 (x,u). (37)
We now use (8) and (3) to conclude that
φK
′
μ h˜μq˜
K = hμφKμχ q˜K = hμqK φK . (38)μχ,μχ μχ,μχ μχ,μχ μχ
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φK
′
μ h˜
1
μq˜
K
μχ1,μχ1
= h1μqKμχ1,μχ1φKμχ1 . (39)
Using (36) and (37), we see that
Ω˜μ(x,u,0) = hμqKμχ,μχφKμχ (x,u), (40)
Ω˜μ(x,u,1) = h1μqKμχ1,μχ1φKμχ1 (x,u). (41)
We will now show that Ω˜μ induces a homotopy Ωμ : Y Kμ × I → Y K ′μ such that
Ωμ
(
φKμ × 1
)= Ω˜μ. (42)
We need to prove that Ω˜μ maps μ-equivalent points (x,u, v) ∈ Xμχ(σ ) × σ × I , (x1,u1, v) ∈ Xμχ(σ 1) × σ 1 × I to the same
point. It suﬃces to consider the case when σ  σ 1, x = pμχ(σ )μχ(σ 1)(x1) and u = u1. Under these assumptions ωμ(u, v) =
ωμ(u1, v) and thus, (x,ωμ(u, v)) = (pμχ(σ )μχ(σ 1)(x1),ωμ(u1, v)). We see that the points (x,ωμ(u, v)) and (x1,ωμ(u1, v))
are μ-equivalent and thus, φK
′
μ (x,ωμ(u, v)) = φK ′μ (x1,ωμ(u1, v)). Now (29) shows that, indeed, Ω˜μ(x,u, v) = Ω˜μ(x1,u1, v).
If (y, v) ∈ Y Kμχ × I , then it is of the form (y, v) = (φKμ ×1)(x,u, v) and thus, Ωμ(y, v) = Ωμ(φKμ ×1)(x,u, v) = Ω˜μ(x,u, v).
Therefore, by (36),
Ωμ(y,0) = Ω˜μ(x,u,0) = hμqKμχ,μχ
(
φKμχ (x,u)
)= hμqKμχ,μχ (y). (43)
Analogously,
Ωμ(y,1) = h1μqKμχ1,μχ (y).  (44)
4. The mappings h : R (X, K ) → R (X, K ′) induced by a mapping h : |K | → |K ′|
In Section 3 we have deﬁned a mapping h = (h,hμ) : R (X, K ) → R (X, K ′), induced by a simplicial mapping χ : K → K ′ .
This mapping will now be denoted by hχ . In the present section we will deﬁne mappings h : R (X, K ) → R (X, K ′), induced
by a (continuous) mapping h : P → P ′ between polyhedra P = |K | and P ′ = |K ′|. This will be done using the (general)
simplicial approximation theorem (see [5], Theorem 16.5). According to that theorem, for every mapping h : |K | → |K ′|, there
exists a simplicial subdivision K ∗ of K and a simplicial mapping χ : K ∗ → K ′ such that χ is a simplicial approximation of
h : |K ∗| → |K ′|, i.e., for every vertex w ∈ K ∗ ,
h
(
St(w, K ∗)
)⊆ St(χ(w), K ′). (45)
By Section 3, χ induces a mapping hχ : R (X, K ∗) → R (X, K ′). Moreover, in Section 7 of [2], with every subdivision K ∗
of K we have associated a mapping i = (i, iμ) : R (X, K ∗) → R (X, K ), deﬁned as follows. If μ ∈ ΛK , i.e., if μ : K → Λ is an
increasing function, then i(μ) = ν is the increasing function ν : K ∗ → Λ, which to every simplex τ ∈ K ∗ assigns the value
ν(τ ) = μ(σ (τ )), where σ(τ ) is the minimal simplex of K , which contains τ . To deﬁne iμ : Y K ∗i(μ) → Y Kμ , one ﬁrst deﬁnes a
mapping i˜μ : Y˜ K
∗
i(μ) → Y˜ Kμ , by putting
i˜μ(x, t) = (x, t), (46)
for (x, t) ∈ Xν(τ ) × τ = Xμ(σ(τ )) × τ . Then iμ : Y K ∗i(μ) → Y Kμ is the only mapping such that
iμφ
K ∗
i(μ) = φKμ i˜μ(x, t). (47)
It was proved in [2] (see Theorem 22) that i is an isomorphism in pro-Top. If j : R (X, K ) → R (X, K ∗) denotes the inverse
of i, we deﬁne the desired mapping h : R (X, K ) → R (X, K ′), by putting
h = hχ j. (48)
Clearly, the mapping h depends on h, on K ∗ and on the simplicial approximation χ : K ∗ → K ′ . Our next goal is to
prove that the homotopy class [h] of h depends only on h, i.e., it does not depend on the choice of K ∗ and the simplicial
approximation χ : K ∗ → K ′ . To achieve this, we ﬁrst characterize simplicial approximations of the identity mapping.
Lemma 1. Let K be a simplicial complex and let K ∗ be a subdivision of K . Then there exist simplicial approximations ψ : K ∗ → K of
the identity mapping 1 : |K ∗| → |K |. They are characterized as mappings ψ : K ∗ → K , that map any vertex w of K ∗ to some vertex of
the smallest simplex σ(w) in K , which contains w.
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simplicial mapping ψ : K ∗ → K . Indeed, if the vertices w0, . . . ,wk of K ∗ span a simplex τ ∈ K ∗ , consider the simplex
σ(τ ) ∈ K . Since wi ∈ τ implies σ(wi) ⊆ σ(τ ) and ψ(wi) is a vertex of σ(wi), it follows that ψ(wi) is also a vertex of
σ(τ ). Consequently, the vertices ψ(w0), . . . ,ψ(wk) span a face of σ(τ ) ∈ K . Moreover, w ∈ Int(σ (w)) and thus, St(w, K ∗) ⊆
Int(σ (w)) ⊆ St(ψ(w), K ′), which shows that ψ is a simplicial approximation of 1 : |K ∗| → |K |. Conversely, if ψ : K ∗ → K is
a simplicial approximations of 1 : |K ∗| → |K |, then w ∈ Int(σ (w)) implies ψ(w) ∈ σ(w), because ψ and 1 are contiguous
mappings with respect to K (see [5], Corollary 14.2). 
Lemma 2. Let K be a simplicial complex, let K ∗ be a subdivision of K and let ψ : K ∗ → K be a simplicial approximation of the identity
mapping 1 : |K ∗| → |K |. Then the mapping hψ : R (X, K ∗) → R (X, K ′), induced by ψ , is homotopic to the mapping i : R (X, K ∗) →
R (X, K ′).
Proof. Let hψ = (h,hμ) and let i = (i, iμ). Since ψ(τ ) is a face of σ(τ ), for τ ∈ K ∗ , we see that (h(μ))(τ ) = μψ(τ) 
μσ(τ ) = (i(μ))(τ ) and thus, h(μ) i(μ). Therefore, it suﬃces to prove that
hμq
K ∗
h(μ)i(μ)  iμ. (49)
First note that (x, t) ∈ Xi(μ)(τ ) × τ implies q˜K ∗h(μ)i(μ)(x, t) = (ph(μ)(τ )i(μ)(τ )(x), t) ∈ Xh(μ)(τ ) × τ and thus,
h˜μq˜
K ∗
h(μ)i(μ)(x, t) =
(
ph(μ)(τ )i(μ)(τ )(x),ψ(t)
)
. (50)
Since hμqK
∗
h(μ)i(μ)φ
K ∗
i(μ)(x, t) = hμφK
∗
h(μ)q˜
K ∗
h(μ)i(μ)(x, t) = φKμ h˜μq˜K
∗
h(μ)i(μ)(x, t), (50) and the deﬁnition of ∼μ imply that
hμq
K ∗
h(μ)i(μ)φ
K ∗
i(μ)(x, t) = φKμ
(
ph(μ)(τ )i(μ)(τ )(x),ψ(t)
)= φKμ
(
x,ψ(t)
)
. (51)
On the other hand, (47) and (46) show that
iμφ
K ∗
i(μ) = φKμ(x, t). (52)
Since t ∈ τ and τ ∈ K ∗ imply that {t,ψ(t)} ⊆ σ(τ ), there exists a homotopy ω : |K | × I → |K | such that ω(τ × I) ⊆ σ(τ ),
ω(t,0) = ψ(t) and ω(t,1) = t . We now deﬁne a homotopy Ω˜μ : Y˜ K ∗i(μ) × I → Y Kμ by putting
Ω˜μ(x, t, v) = φKμ
(
x,ω(t, v)
)
, (53)
where (x, t) ∈ Xi(μ)(τ ) × τ = Xμ(σ(τ )) × τ , τ ∈ K ∗ and v ∈ I . Note that (x,ω(t, v)) ∈ Xμ(σ(τ )) × σ(τ ) ⊆ Y˜ Kμ and thus,
φKμ(x,ω(t, v)) is well deﬁned. Clearly, by (51) and (52),
Ω˜μ(x, t,0) = φKμ
(
x,ψ(t)
)= hμqK ∗h(μ)i(μ)φK
∗
i(μ)(x, t), (54)
Ω˜μ(x, t,1) = φKμ(x, t) = iμφK
∗
i(μ)(x, t). (55)
Let us now show that Ω˜μ induces a homotopy Ωμ : Y K
∗
i(μ) × I → Y Kμ such that
Ω˜μ = Ωμ
(
φK
∗
i(μ) × 1
)
. (56)
We must show that Ω˜μ maps ∼μ-equivalent points (x, t, v) ∈ Xi(μ)(τ ) × τ × I and (x1, t1, v) ∈ Xi(μ)(τ1) × τ1 × I to the same
point. It suﬃces to consider the case when τ  τ1, x = pi(μ)(τ )i(μ)(τ1)(x1) and t = t1. Clearly, ω(t, v) = ω(t1, v) and we
noticed that (x,ω(t, v)) ∈ Xμ(σ(τ )) × σ(τ ) and (x1,ω(t1, v)) ∈ Xμ(σ(τ1)) × σ(τ1). Moreover, τ  τ1 implies σ(τ )  σ(τ1).
Since i(μ)(τ ) = μ(σ (τ )), we also know that x = pμ(σ(τ ))μ(σ (τ1))(x1). All this shows that (x,ω(t, v)) ∼μ (x1,ω(t1, v)) and
thus, Ω˜μ(x, t, v) = φKμ(x,ω(t, v)) = φKμ(x1,ω(t1, v)) = Ω˜μ(x1, t1, v).
We will now complete the proof by showing that the homotopy Ωμ realizes the relation (49). Indeed, every point
y ∈ Y K ∗i(μ) is of the form y = φK
∗
i(μ)(x, t), where (x, t) ∈ Y˜ K
∗
i(μ) . Therefore, by (54), Ω(y,0) = Ω(φK
∗
i(μ)(x, t),0) = Ω˜(x, t,0) =
hμqK
∗
h(μ)i(μ)φ
K ∗
i(μ)(x, t) = hμqK
∗
h(μ)i(μ)(y). Similarly, by (55), Ω(y,1) = Ω(φK
∗
i(μ)(x, t),1) = Ω˜(x, t,1) = iμφK
∗
i(μ)(x, t) = iμ(y). 
The next lemma shows that the homotopy class [h] of h depends only on h and on K ∗ , but does not depend on the
choice of the approximation χ : K ∗ → K ′ of h.
Lemma 3. Let K be a simplicial complex and let K ∗ be a subdivision of K . If χ,χ1 : K ∗ → K ′ are simplicial approximations of a
mapping h : |K | → |K ′|, then the induced mappings h = hχ j :Y K → Y K ′ and h1 = hχ1 j :Y K → Y K ′ are homotopic, h  h1 .
Proof. It suﬃces to prove that the induced mappings hχ and hχ
1
are homotopic. It is well known that any two simplicial
approximations φ,φ′ : K → L of a mapping f : |K | → |L| are contiguous (see [5], Lemma 14,1). Therefore, 4 is an immediate
consequence of Theorem 3. 
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approximation ψ : K ∗ → K of the identity 1 : |K ∗| → |K |. Therefore, hi = hχ implies
hhψ  hχ . (57)
The next lemma shows that the homotopy class [h] depends only on h.
Lemma 4. Let K , K ′ be simplicial complexes and let h : |K | → |K ′| be a mapping. Let K ∗, K ∗1 be subdivisions of K , let χ : K ∗ → K ′
and χ1 : K ∗1 → K ′ be simplicial approximations of h and let ψ : K ∗ → K and ψ1 : K ∗1 → K be simplicial approximations of the
identity mapping 1 : |K ∗| = |K ∗1| → |K |. Then the mappings h :Y K → Y K ′ , induced by h and K ∗ , and the mapping h1 :Y K → Y K ′ ,
induced by the same h and by K ∗1 , are homotopic.
Proof. Let us ﬁrst prove the assertion in the special case when K ∗1 is a subdivision of K ∗ . Let ψ∗ : K ∗1 → K ∗ be a sim-
plicial approximation of the identity mapping 1 : |K ∗1| → |K ∗|. Then χψ∗ : K ∗1 → K ′ is a simplicial approximation of the
mapping h = h ◦ 1 : |K ∗1| → |K ′|, because the composition of simplicial approximations of two mappings is a simplicial ap-
proximation of the composition of these two mappings (see [5], Theorem 14.3). Since χ1 : K ∗1 → K ′ is also a simplicial
approximation of h, Lemma 3 shows that hχψ
∗  hχ1 . Moreover, by Theorem 1, hχhψ∗ = hχψ∗ and thus, hχhψ∗  hχ1 .
Similarly, ψψ∗ : K ∗1 → K and ψ∗1 : K ∗1 → K are simplicial approximations of the identity mapping 1 : |K ∗1| → |K | and
by Lemma 3, hψψ
∗  hψ∗1 . By Theorem 1, hψhψ∗ = hψψ∗ and thus, hψhψ∗  hψ∗1 . By (57), the homotopy class [h] of
the mapping h satisﬁes the condition [h][hψ ] = [hχ ], which implies [h][hψ ][hψ∗ ] = [hχ ][hψ∗ ]. Since [hψ ][hψ∗ ] = [hψ1 ] and
[hχ ][hψ∗ ] = [hχ1 ], we conclude that [h][hψ1 ] = [hχ1 ]. On the other hand, by the analogue of (57), one has [h1][hψ1 ] = [hχ1 ]
and thus, [h][hψ1 ] = [h1][hψ1 ]. By Lemma 2, [hψ1 ] = [i1], where i1 :Y K ∗1 → Y K is the analogue of i. Since i1 has an inverse,
so does [i1] = [hψ1 ] and we obtain the desired equality [h] = [h1].
To obtain a proof in the general case, it suﬃces to note that the subdivisions K ∗ and K ∗1 of K admit a common
subdivision K ∗∗ . Let χ∗∗ : K ∗∗ → K ′ be a simplicial approximations of h and let ψ∗∗ : K ∗∗ → K be a simplicial approximation
of the identity mapping 1 : |K ∗∗| → |K |. By the special case, [h][hψ∗∗ ] = [hχ∗∗ ] and [h1][hψ∗∗ ] = [hχ∗∗ ] and thus, [h][hψ∗∗ ] =
[h1][hψ∗∗ ]. Since [hψ∗∗ ] has an inverse, one obtains the desired conclusion that [h] = [h1]. 
5. R (X, .) is a functor on the category Pol
Let Pol denote the category of polyhedra and continuous mappings. To every polyhedron P we assign a triangulation K .
Then we denote by R (X, P ) the resolution R (X, K ) of X × P . In the previous section we have assigned to every mapping
h : P → P ′ a homotopy class [h] : R (X, P ) → R (X, P ′). We will now show that we obtain in this way a (covariant) functor.
More precisely.
Theorem 4. Let X be an inverse system of compact Hausdorff spaces with limit X . The function that with every polyhedron P as-
sociates the resolution R (X, P ) of the Cartesian product X × P and with every mapping h : P → P ′ associates the homotopy class
[h] : R (X, P ) → R (X, P ′) is a (covariant) functor R from the category Pol of polyhedra and continuous mappings to the procategory
pro-H(Top) of the homotopy category of topological spaces.
Proof. Let P be a polyhedron and let h = 1 : P → P be the identity mapping. If K is the triangulation assigned to P ,
then R (X, P ) = R (X, K ). Clearly, the simplicial mapping χ = 1 : K → K is a simplicial approximation of h. Therefore, by
Theorem 1, hχ = 1. Similarly, ψ = 1 : K → K is a simplicial approximation of 1 : |K | → |K | and thus, hψ = 1 and [h][hψ ] =
[hχ ] becomes [h] = [1].
Now consider polyhedra P , P ′, P ′′ and mappings h : P → P ′ , h′ : P ′ → P ′′ , whose composition is h′′ = h′h : P → P ′′ . We
need to show that [h′′] = [h′][h]. Let K , K ′, K ′′ be the triangulations assigned to P , P ′, P ′′ , respectively. Let K ′∗ be a sim-
plicial subdivision of K ′ , which admits a simplicial approximation χ ′ : K ′∗ → K ′′ of h′ and let ψ ′ : K ′∗ → K ′ be a simplicial
approximation of the identity mapping 1 : P ′ → P ′ . Then the homotopy class [h′], induced by h′ satisﬁes the equality
[h′][hψ ′]= [hχ ′]. (58)
Now consider a subdivision K ∗ of K , which admits a simplicial approximation χ∗ : K ∗ → K ′∗ of h and let ψ : K ∗ → K
be a simplicial approximation of the identity mapping 1 : P → P . Note that ψ ′χ∗ : K ∗ → K ′ is a simplicial approximation
of h. Therefore, the homotopy class [h] :Y K → Y K ′ , induced by h, satisﬁes the condition [h][hψ ] = [hψ ′χ∗ ]. By Theorem 1,
hψ
′χ∗ = hψ ′hχ∗ and thus,
[h][hψ ]= [hψ ′hχ∗]= [hψ ′][hχ∗]. (59)
(59) and (58) show that
[h′][h][hψ ]= [h′][hψ ′][hχ∗]= [hχ ′][hχ∗]= [hχ ′hχ∗]= [hχ ′χ∗], (60)
because, by Theorem 1, hχ
′
hχ
∗ = hχ ′χ∗ .
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[h′′][hψ ]= [hχ ′χ∗]. (61)
Comparing (60) with (61), we conclude that [h′][h][hψ ] = [h′′][hψ ]. Since [hψ ] has an inverse, we obtain the desired relation
[h′][h] = [h′′]. 
6. The homotopy class [h] : R (X, P ) → R (X, P ′) depends only on the homotopy class [h] : P → P ′
We saw in Section 4 that a mapping of polyhedra h : P → P ′ induces a homotopy class of mappings [h] : R (X, K ) →
R (X, K ′). In the present section we will show that [h] depends only on the homotopy class [h] of h, i.e., we will prove the
following theorem.
Theorem 5. Let h0,h1 : P → P ′ be mappings between polyhedra P = |K |, P ′ = |K ′| and let h0,h1 : R(X, K ) → R (X, K ′) be induced
mappings between the corresponding standard resolutions of X × P and X × P ′ , respectively. Then h0  h1 implies h0  h1 .
The proof requires some preparation. We ﬁrst consider the cellular complex K × I , which consists of the simplices σ × 0,
σ × 1 and of the cells σ × I , where σ ∈ K . Clearly, the carrier |K × I| = P × I . Let N be a simplicial subdivision of K × I
such that K × 0 and K × 1 remain subcomplexes of N . For the resolutions R (X, K ) = Y K = (Y Kμ,qKμμ′ ,MK ) of X × P and
R (X,N) = Y N = (Y Nμ,qNμμ′ ,MN ) of X × P × I , we deﬁne two mappings m0 = (m0,m0ν), m1 = (m1,m1ν) :Y K → Y N as follows.
By deﬁnition, m0 :MN = ΛN → MK = ΛK is the increasing function, given by (m0(ν))(σ ) = ν(σ × 0), where ν ∈ ΛN ,
σ ∈ K . To deﬁne the mappings m0ν : Y Km0(ν) → Y Nν , we ﬁrst deﬁne mappings m˜0ν : Y˜ Km0(ν) → Y˜ Nν . Since Y˜ Km0(ν) is the coproduct
of the spaces X(m0(ν))(σ ) × σ = Xν(σ×0) × σ , σ ∈ K , it suﬃces to deﬁne m˜0ν(x,u), for (x,u) ∈ Xν(σ×0) × σ . We put
m˜0ν(x,u) = (x,u,0). (62)
Note that (x,u,0) ∈ Xν(σ×0) × (σ × 0) ⊆ Y˜ Nν . By deﬁnition, m0ν is the only mapping for which
m0νφ
K
m0(ν) = φNν m˜0ν . (63)
To prove that the mapping m0ν is well deﬁned, we need to show that m˜
0
ν maps ∼m0(ν)-equivalent points (x,u) ∈
Xν(σ×0) ×σ and (x1,u1) ∈ Xν(σ1×0) ×σ1 to ∼ν -equivalent points. It suﬃces to prove this assertion in the case when σ  σ1,
x = pν(σ×0)ν(σ1×0)(x1) and u = u1. Under these circumstances, m˜0ν(x,u) = (x,u,0) = (pν(σ×0)ν(σ1×0)(x1),u1,0)∼ν (x1,u1,0),
because (u,0) ∈ σ × 0 ∈ N , (u1,0) ∈ σ1 × 0 ∈ N and σ × 0 σ1 × 0. On the other hand, m˜0ν(x1,u1) = (x1,u1,0) and thus,
m˜0ν(x,u) ∼ν m˜0ν(x1,u1).
To prove that m0 = (m0,m0ν) :Y K → Y N is a mapping, we need to show that
m0νq
K
m0(ν)m0(ν ′) = qNνν ′m0ν ′ , ν  ν ′. (64)
Since φK
m0(ν ′) : Y˜
K
m0(ν ′) → Y Km0(ν ′) is a surjection, it suﬃces to see that
m0νq
K
m0(ν)m0(ν ′)φ
K
m0(ν ′) = qNνν ′m0ν ′φKm0(ν ′), ν  ν ′. (65)
Let us ﬁrst show that
m˜0ν q˜
K
m0(ν)m0(ν ′) = q˜Nνν ′m˜0ν ′ , ν  ν ′. (66)
Indeed, for (x,u) ∈ X(m0(ν ′))(σ ) × σ = Xν ′(σ×0) × σ , (4) and (62) show that
m˜0ν q˜
K
m0(ν)m0(ν ′)(x,u) = m˜0
(
p(m0(ν))(σ )(m0(ν ′))(σ )(x),u
)= (p(m0(ν))(σ )(m0(ν ′))(σ )(x),u,0
)
. (67)
On the other hand,
q˜Nνν ′m˜
0
ν ′(x,u) = q˜Nνν ′(x,u,0) =
(
p(m0(ν))(σ )(m0(ν ′))(σ )(x),u,0
)
(68)
and thus, (66) holds.
Using (3), (63) and (66), we see that indeed,
m0νq
K
m0(ν)m0(ν ′)φ
K
m0(ν ′) =m0νφKm0(ν)q˜Km0(ν)m0(ν ′) = φNν m˜0ν q˜Km0(ν)m0(ν ′) = φNν q˜Nνν ′m˜0ν ′ = qNνν ′φNν ′m˜0ν ′ = qNνν ′m0ν ′φKm0(ν ′) (69)
and thus, (65) holds.
The mapping m1 = (m1,m1ν) is deﬁned analogously, putting (m1(ν))(σ ) = ν(σ × 1), m˜1ν(x,u) = (x,u,1) and m1νφKm1(ν) =
φNν m˜
1
ν .
Lemma 5. The mappingsm0,m1 :Y K → Y N are homotopic.
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m0νq
K
m0(ν)μ m1νqKm1(ν)μ. (70)
To obtain (70), we need a homotopy mν : Y Kμ × I → Y Nν such that, for y ∈ Y Kμ ,
mν(y,0) =m0νqKm0(ν)μ(y), (71)
mν(y,1) =m1νqKm0(ν)μ(y). (72)
For every σ ∈ K , there is a ﬁnite number of simplices ζ ∈ N such that ζ ⊆ σ × I . Clearly, they form a subcomplex
Nσ ⊆ N . Since Λ is directed, it is possible to deﬁne μ(σ ) ∈ Λ in such a way that ν(ζ )  μ(σ ), for all ζ ∈ Nσ . Since K
is coﬁnite, one can achieve that the function σ → μ(σ ) be an increasing function and thus, μ ∈ ΛK . By our assumptions
on N , the simplices σ × 0 and σ × 1 belong to N , hence also to Nσ . It follows that (m0(ν))(σ ) = ν(σ × 0)  μ(σ ) and
(m1(ν))(σ ) = ν(σ × 1)μ(σ ).
To deﬁne the mapping mν : Y Kμ × I → Y Nν , ﬁrst deﬁne mappings mζν : Xμ(σ) × ζ → Xν(σ ) × ζ ⊆ Y˜ν , for ζ ∈ Nσ , by putting
mζν(x,u, v) =
(
pν(ζ )μ(σ )(x),u, v
)
, (73)
where x ∈ Xμ(σ) , (u, v) ∈ ζ ⊆ σ × I . Note that pν(ζ )μ(σ )(x) ∈ Xν(ζ ) and thus, mζν(x,u, v) ∈ Xν(ζ × ζ . If ζ, ζ1 ∈ Nσ , ζ  ζ1, x ∈
Xμ(σ) and (u, v) ∈ ζ ⊆ ζ1, then (pν(ζ )μ(σ )(x),u, v) ∈ Xν(ζ )×ζ, (pν(ζ1)μ(σ )(x),u, v) ∈ Xν(ζ1)×ζ1 and pν(ζ )ν(ζ1)(pν(ζ1)μ(σ )(x)) =
pν(ζ )μ(σ )(x). It follows that (pν(ζ )μ(σ )(x),u, v) ∼ν (pν(ζ1)μ(σ )(x),u, v). Generally, if ζ1, ζ2 ∈ Nσ , x ∈ Xμ(σ) and (u, v) ∈ ζ =
ζ1 ∩ ζ2, then ζ  ζ1, ζ2 and
(
pν(ζ1)μ(σ )(x),u, v
)∼ν
(
pν(ζ )μ(σ )(x),u, v
)∼ν
(
pν(ζ2)μ(σ )(x),u, v
)
(74)
and thus,
φNν m
ζ1
ν (x,u, v) = φNν mζ2ν (x,u, v). (75)
Consequently, putting
m˜σν (x,u, v) = φNν mζν(x,u, v), (76)
for x ∈ Xμ(σ) , (u, v) ∈ ζ , ζ ∈ Nσ , one obtains a well-deﬁned mapping m˜σν : Xμ(σ) × σ × I → Y Nν . Since Y˜ Kν × I is a coproduct
of spaces Xμ(σ) × σ × I , the mappings m˜σν , σ ∈ K , determine a mapping m˜ν : Y˜ Kν × I → Y Nν .
Let us now show that the mapping m˜ν induces a mapping mν : Y Kν × I → Y Nν , characterized by the equality
m˜ν =mν
(
φKμ × 1
)
. (77)
One needs to show that (x,u, v) ∈ Xμ(σ) × σ × I , (x1,u1, v) ∈ Xμ(σ1) × σ1 × I and (x,u, v) ∼μ (x1,u1, v) imply
m˜ν(x,u, v) = m˜ν(x1,u1, v). It suﬃces to consider the case, when σ  σ1, x = pμ(σ)μ(σ1)(x1) and u = u1. Since (u, v) ∈ σ × I ,
there exists a simplex ζ ∈ Nσ such that (u, v) ∈ ζ . Then
m˜ν(x,u, v) = m˜σν (x,u, v) = φNν mζν(x,u, v) = φNν
(
pν(ζ )μ(σ )(x),u, v
)= φNν
(
pν(ζ )μ(σ )pμ(σ)μ(σ1)(x1),u, v
)
= φNν
(
pν(ζ )μ(σ1)(x1),u, v
)
. (78)
On the other hand, since x1 ∈ Xμ(σ1) , (u1, v) = (u, v) ∈ ζ ∈ Nσ ⊆ Nσ1 , (73) implies
m˜ν(x1,u1, v) = m˜σ1ν (x1,u, v) = φNν mζν(x1,u, v) = φNν
(
pν(ζ )μ(σ1)(x1),u, v
)
. (79)
A comparison of (78) with (79) shows that, indeed, m˜ν(x,u, v) = m˜ν(x1,u1, v).
To complete the proof of Lemma 5, it remains to verify (71) and (72). Let us ﬁrst determine mν(y,0), for y ∈ Y Kμ .
Since y is of the form y = φKμ(x,u), where (x,u) ∈ Xμ(σ) × σ , we see that mν(y,0) = mν(φKμ × 1)(x,u,0) = m˜ν(x,u,0).
Note that (u,0) ∈ σ × 0 and σ × 0 ∈ Nσ . Therefore, m˜ν(x,u,0) = mσν (x,u,0) = φNν mσ×0ν (x,u,0) = φNν (pν(σ×0)μ(σ )(x),u,0).
Consequently,
mν(y,0) = φNν
(
pν(σ×0)μ(σ )(x),u,0
)
. (80)
On the other hand,
m0νq
K
m0(ν)μ(y) = φNν
(
p(m0(ν))(σ )μ(σ )(x),u,0
)
, (81)
because, (3), (63), (4) and (62) imply
m0νq
K
m0(ν)μ(y) =m0νqKm0(ν)μφKμ(x,u) =m0νφKm0(ν)q˜Km0(ν)μ(x,u) = φNν m˜0ν q˜Km0(ν)μ(x,u) = φNν m˜0ν
(
p(m0(ν))(σ )μ(σ )(x),u
)
= φNν
(
p(m0(ν))(σ )μ(σ )(x),u,0
)
. (82)
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Let χ :N → K ′ be a simplicial mapping and let χ0 : K → K ′ and χ1 : K → K ′ be the restrictions of χ to the subcomplexes
K × 0 and K × 1. More precisely, let χ0(σ ) = χ(σ × 0), χ1(σ ) = χ(σ × 1), for σ ∈ K .
Lemma 6. If hχ
0
,hχ
1
: R (X, K ) → R (X, K ′) and hχ : R (X,N) → R (X, K ′) are mappings induced by χ0,χ1 and χ , then
hχ
0 = hχm0, (83)
hχ
1 = hχm1. (84)
Proof. The mapping hχ = (h,hμ) is given by a function h :ΛK ′ → ΛN and by mappings hμ : Y Nh(μ) → Y K
′
μ , where μ ∈ ΛK ′ .
Recall that h(μ) = μχ and hμ is determined by the mapping h˜μ : Y˜ Nμχ → Y˜ K ′μ , where h˜μ(x,u) = (x,χ(u),0) ∈ Xμχ (σ ) ×
χ(σ ) ⊆ Y˜ K ′μ , for (x,u) ⊆ Xμχ(σ ) × σ ⊆ Y˜ K ′μ . Actually, h0μ is the only mapping such that
h0μφ
K
μχ0
= φK ′μ h˜0μ. (85)
Since m0 = (m0,m0ν), we see that hχm0 = (m0h,hμm0μχ ). On the other hand, hχ
0 = (h0,h0μ), where h0(μ) = μχ0,
h˜0μ : Y˜
N
μχ0
→ Y˜ K ′μ and h˜0μ(x,u) = (x,χ0(u),0) ∈ Xμχ0(σ ) × χ0(σ ) ⊆ Y˜ K ′μ , for (x,u) ∈ Xμχ0(σ ) × σ ⊆ Y˜ K ′μ . To prove (83), we
need to show that
m0h = h0, (86)
hμm
0
μχ = h0μ. (87)
The equality (86) holds because (m0h(μ))(σ ) = (m0(μχ))(σ ) = μχ(σ × 0) = μχ0(σ ) = (h0(μ))(σ ). To prove (87), ﬁrst
note that
h˜μm˜
0
μχ = h˜0μ, (88)
because (x,u) ∈ Xμχ0(σ×0) × σ implies m˜0μχ (x,u) = (x,u,0) ∈ Xμχ0(σ×0) × (σ × 0) and thus, h˜μm˜0μχ (x,u) = h˜μ(x,u,0) =
(x,χ(u,0)) = (x,χ0(u)) = h˜0μ(x,u). Now recall that φNμχm˜0μχ = m0μχφKm0(μχ) = m0μχφKμχ0 (see (63)) and φK
′
μ h˜μ = hμφNμχ .
Therefore, φK
′
μ h˜μm˜
0
μχ = hμφNμχm˜0μχ = hμm0μχφKμχ0 . Now (88) shows that
φK
′
μ h˜
0
μ =
(
hμm
0
μχ
)
φK
μχ0
. (89)
A comparison of (85) with (89) shows that (87) holds. This completes the proof of the equality (83). An analogous argument
proves the equality (84). 
Proof of Theorem 5. It was shown in Section 4 that the homotopy class [h0] of h0 is the only homotopy class such that
[h0][hψ0 ] = [hχ0 ], where K 0 is a suitable subdivision of K , χ0 : K 0 → K ′ is a simplicial approximation of h0 : P → P ′ and
ψ0 : K 0 → K is a simplicial approximation of the identity mapping 1P : P → P . Moreover, [h0] does not change if one
replaces K 0 by any of its subdivisions. The same applies to h1. Since any two triangulations of a polyhedron admit a
common subdivision, there is no loss of generality in assuming that [h0] and [h1] are determined using the same subdivision
K ∗ of K and simplicial approximations χ0 : K ∗ → K ′ , ψ0 : K ∗ → K of h0 and 1|K | and χ1 : K ∗ → K ′ , ψ1 : K ∗ → K of h1 and
1|K | . Consequently,
[
h0
][
hψ
0]= [hχ0], (90)
[
h1
][
hψ
1]= [hχ1]. (91)
It is well known that every simplicial approximation of a mapping is homotopic to that mapping. Therefore, χ0  h0 and
χ1  h1. Since h0  h1, it follows that χ0  χ1. Let h : P × I → P ′ be a homotopy, which connects the mappings χ0 and χ1.
Choose a triangulation L of P × I , which subdivides the cellular complex K ∗ × I and has the property that K ∗ × 0 and
K ∗ × 1 are subcomplexes of L. E.g., such a complex L is obtained if one orders the vertices of K ∗ and one subdivides each
cell σ × I , where σ = [v0, . . . , vn] ∈ K ∗ , into simplices [(v0,0), . . . , (vi,0), (vi,1), . . . , (vn,1)], 0 i  n, and their faces. By
the simplicial approximation theorem, there exists a simplicial subdivision N of L, which admits a simplicial approximation
χ :N → K ′ of h : P × I → P ′ . We require of N to have the additional property that K ∗ × 0 and K ∗ × 1 be subcomplexes
of N . The detailed proof of the general approximation theorem, given in [5], §16, can readily be adapted to yield this
additional property, because the main idea of that proof is the construction of arbitrarily ﬁne subdivisions, which keep a
given subcomplex L0 ⊆ L unchanged. In our case this is the subcomplex L0 = (K ∗ ×0)∪ (K ∗ ×1). Moreover, if h|L0 is already
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mapping χ :N → K ′ such that χ(σ × 0) = χ0(σ ) and χ(σ × 1) = χ1(σ ), for σ ∈ K ∗ .
Applying Lemmas 5 and 6 to the simplicial mappings χ :N → K ′ , χ0 : K ∗ → K ′ and χ1 : K ∗ → K ′ , we obtain mappings
m0,m1 :Y K
∗ → Y N such that [m0] = [m1] and the induced mappings hχ0 ,hχ1 :Y K → Y K ′ and hχ :Y N → Y K ′ satisfy condi-
tions (83) and (84). Consequently, [hχ0 ] = [hχ ][m0] = [hχ ][m1] = [hχ1 ]. Now (90) and (91) show that [h0][hψ0 ] = [h1][hψ1 ].
Finally, ψ0,ψ1 : K ∗ → K are simplicial approximations of the identity mapping 1 : |K | → |K | and therefore, they are contigu-
ous simplicial mappings and thus, by Theorem 3, [hψ0 ] = [hψ1 ]. Consequently, we obtain the equality [h0][hψ0 ] = [h1][hψ0 ].
However, [hψ0 ] has an inverse and we obtain the desired conclusion that [h0] = [h1]. 
An immediate consequence of Theorems 4 and 5 is the following theorem, which states functoriality of the standard
resolution R (X, P ) with respect to the second variable P .
Theorem6. Let X be an inverse system of compact Hausdorff spaces with limit X . The function which to every polyhedron P assigns the
resolution R (X, P ) of the Cartesian product X × P and to every homotopy class of mappings [h] : P → P ′ assigns the homotopy class
[h] : R (X, P ) → R (X, P ′) is a (covariant) functor from the homotopy category of polyhedra H(Pol) to the procategory pro-H(Top) of
the homotopy category of topological spaces H(Top).
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