entire compressed large media files cannot be reconstructed if the compressed source bitstreams are corrupted by any channel errors, no matter how small or far between those errors are. In conjunction with proper source code design, packetization can confine errors to local segments of a long message, and a decoder can still reconstruct parts of the original source in the event of packet erasure or contamination. The key is to allow successful decoding from the beginning of a packet, independently of the reception and correct decoding of other packets. Indeed, using resynchronization marks to prevent contamination of an entire message by isolated transmission errors has influenced the design of popular multimedia compression standards such as JPEG-2000 [5] , MPEG [12] , [13] , and H.263 [14] . In these compression standards, the decoder's ability to resynchronize itself and continue correct decoding even when parts of message are lost or corrupted is called error resilience. Error resilience offers a graceful degradation in reconstruction quality in adverse transmission conditions without using extra bits for error detection and correction.
To achieve error resilience in multimedia communications, a coder typically partitions a large data file into blocks of samples in time that represent small cohesive segments of the input source, be it image, video, or audio. Each block of samples is then compressed independently of others. However, since compression is typically achieved by variable length codes such as Huffman and arithmetic codes, the resulting bitstreams of the blocks, the smallest semantic unit of the coded message, will in general have different lengths. Thus a problem immediately arises as how to pack variable length bitstreams into packets of a fixed size (e.g., 53 bytes for ATM and 1000 bytes for the Internet).
A naive solution of packetization of variable length bitstreams is to fill the packets with the bitstreams sequentially. But this will misalign the beginnings of the bitstreams with the beginnings of the packets, defeating the purpose of resynchronization via packetization. If a bitstream starts in the middle of a packet, the coder needs to know the first bit location of the bitstream in order to resynchronize in case the previous packet is lost. This is clearly not desirable because additional bits are required to identify the start of the bitstream, where is the packet payload (e.g., 48 bytes for ATM). Another solution is to enforce the alignment of the bitstreams and the packets by not allowing any bitstream to start in the middle of a packet. But this method also incurs packetization inefficiency because of possible unused bits at the end of a packet, if the bitstream cannot completely fill the packet.
Recently, a few interesting techniques [10] , [11] are proposed for packetizing the embedded bitstreams of the well-known embedded zerotree wavelet (EZW) methods [2] , [3] for robust image compression. In [10] , Creusere grouped a fixed number of blocks for independent EZW coding to achieve robustness to transmission errors. In a packetizable zerotree wavelet (PZW) compression scheme [11] , Rogers and Cosman were able to group a variable number of blocks in one packets, but the number of blocks in a packet was determined in an ad hoc way.
The main theme of this paper is algorithms to minimize packetization inefficiency due to bitstream alignment. If input sources are embedded bitstreams of digital media, then the problem can be formulated as one of constrained discrete optimization. We study various packetization schemes against packet erasure at both low and high bit rates. The key result is a general dynamic programming paradigm to design globally optimal packetization (OP) schemes for minimum distortion under different settings. One of our OP schemes can be regarded as an optimized version of the PZW method in [11] .
The complexity of our OP schemes could be too high for certain real-time applications. Because of this, we also propose low-complexity but suboptimal packetization schemes that are similar to those in [10] , [11] . In order to assess their effectiveness, our proposed optimal and suboptimal packetization schemes were used to packetize embedded image and video bitstreams from SPIHT [3] and three-dimensional (3-D) SPIHT [6] with simulated packet loss. Experimental results show that our OP algorithms slightly outperforms suboptimal ones. The contribution of this paper is thus twofold: in addition to providing the theoretically OP solution, our work also lends support to heuristic methods used in [10] , [11] .
The rest of this paper is organized as follows. The problem of OP within the framework of embedded compression codes is formulated in Section II. Section III is devoted to optimal OP solutions for the high bit rate case and the low bit rate case. Packetization overhead and error concealment issues involved in describing OP are also addressed. Suboptimal solutions are covered in Section IV. Section V presents experimental results and Section VI concludes the paper.
II. PROBLEM FORMULATION
We study packetization in the framework of embedded coding of digital media, for the increasing popularity of embedded compression methodology [1] [2] [3] [4] [5] [6] [7] and its support of scalable streaming media [8] , [9] over IP or/and mobile IP. Another reason is that one can packetize embedded bitstreams efficiently without wasting any packet's payload. The idea of embedded coding is simple. Instead of coding all samples in one pass, and coding each sample once, we scan the samples in multiple passes, one bit plane per pass (assuming that samples are digitized to integers), from the most to the least significant bit. Within a bit plane the order of traversing samples can be arbitrary as long as both the encoder and decoder agree on the chosen order. We will address the issue of traversal order later when discussing error concealment. Given a traversal, the resulting binary sequence is a so-called embedded bitstream. An important property of the embedded bitstream is its scalability in reconstruction quality. Truncating an embedded bit stream at any point means approximating all samples at a certain precision, and hence the truncated bitstream can reconstruct the digital media source file at a corresponding fidelity. The longer the bit stream being used in the reconstruction, the higher the fidelity.
Since an embedded bitstream can be truncated at any location, an embedded bitstream can always fill a packet of any size to the benefit of reconstruction quality, because any additional bits can somewhat refine the decoded signal. An important observation from past works on embedded bitstream packetization [10] , [11] is that a subtree corresponds to a block of samples in time or spatial domain. Different subtrees generate multiple embedded bitstreams that can be decoded independently of each other. Now we are ready to present a general formulation of our problem. A digital media file is partitioned into sample blocks in time domain:
. Physically, a block corresponds to a block of pixels in an image or a video frame, or to a duration of audio samples. Each block of signal samples is compressed independently of the other blocks. The resulting compression bitstream of sample block is scalable in rate-distortion (R-D), and self-contained in the sense that it can be decoded without any knowledge of the other blocks. This block-based coding scheme aims at confining transmission errors to a limited physical boundary. In the event of transmission errors the decoded file may contain mistakes in isolated patches, but is still usable. For instance, the final reconstruction could be an image of few bad blocks, or an audio playback with some glitches. In this case, the decoder can further alleviate the negative impact of transmission errors using techniques of error concealment [15] .
Although the size of all sample blocks is typically the same in practice, the bitstreams are of different lengths depending on the entropy of samples in . We define packetization of embedded bitstreams slightly differently from conventional packetization. In packing a set of embedded bitstreams of length , , into packets of payload , we allow and even desire (1) We do not intend to pack all of the bits of the bitstreams. Instead, we want to select bits to be packed into packets while satisfying certain alignment constraints that are imposed by error resilience designs and, at the same time, minimizing the distortion.
When we formulate the optimal packetization problems in the following, we do not include packet loss rate in the objective function. Instead, we take a two-step approach toward distortion minimization in the presence of packet loss. First, we minimize the damage of packet loss by imposing packet alignment constraints, because packet dependency in decoding can cause very large burst errors. Then, we minimize the distortion subject to packet alignment constraints when there is no packet erasure. In fact, the OP solution in the second step is the same for all packet loss rates under packet alignment constraint. Just as source and channel coding have conflicting objectives of removing and adding redundancy, error resilience via packetization will somewhat reduce the R-D performance of the compression code when the transmission is error free. The goal of OP is to minimize such losses of coding efficiency, or minimize the packetization inefficiency. Note that optimal packetization is independent of FEC measures, if any, taken to protect packet contents against channel errors. This independence is due to the fact that we only consider, in the objective function of optimal packetization, effective packet payload that is the net capacity for data by subtracting the number of redundancy bits of FEC and packet header from the packet size. Therefore, the proposed packetization algorithms are optimal for any error probability models, and can be used in conjunction of any FEC schemes.
III. OPTIMAL PACKETIZATION

A. High Bit Rate Case
The strongest constraint in favor of error resilience against packet loss is that all bitstreams have to occupy an integer number of packets. This is a reasonable constraint if the signal compression is at high bit rate (high quality). Under the constraint of integer packet allocation, a lost packet affects only one block-the smallest possible locality in the reconstructed signal. This strong constraint on packetization also makes the task of minimizing distortion given the number of packets (i.e, given a bit budget of bits) quite simple as presented as follows.
Denote by the distortion of the reconstruction signal decompressed from the first bits of the embedded bitstream . In other words, is a R-D function of embedded bitstream . Denote by (2) the reduction in distortion by decoding additional bits on top of the first bits. Now let us consider the following greedy approach of packing bitstreams , , into packets for minimum distortion. We evaluate all code subsequences of bits in terms of their contributions to distortion reduction: (3) where is the length of bitstream , and sort all values in descending order. Then we simply pick the code segments that yield the largest distortion reductions and pack them into packets. But there is a minor problem with this approach. It may happen that subsequences of length of a bitstream selected by the greedy algorithm are not all a subsequence of . In this case some subsequences will not be decodable because decoding of subsequence requires the knowledge of all the proceeding bits of . Although embedded bitstream can be decoded to any precision independently of the other bitstreams, the bits of have to be decoded sequentially due to bit plane coding from high to low significance and to context-based conditional entropy coding. Therefore, we need to add a constraint that only a contiguous subsequence starting from the first bit of a bitstream be packed.
This constraint can be satisfied by the following algorithm: This simple greedy algorithm solves the OP problem exactly if all bitstreams have a convex R-D function . Unfortunately, many embedded bitstreams encountered in practice such as those in [1] , [3] , [6] have nonconvex operational R-D functions. In this case, the globally OP problem becomes slightly harder, but can still be solved quite efficiently by dynamic programming. In our setting, OP problem is one of resource allocation. Let be the minimum distortion by allocating packets to bitstreams , then we have the following recursion:
We can solve for in a bottom-up dynamic programming process in which subproblems are computed by incrementing from 1 to , and for each fixed incrementing from 1 to . Since computing (4) requires operations, OP associated with can be obtained in time. Note that the solution of is independent of the ordering of bitstreams in dynamic programming. As long as each bitstream gets allocated an integer number of packets, the recursion of (4) defines the global minimum of the distortion function regardless how bitstreams are ordered.
B. Low Bit Rate Case
In low bit rate multimedia communication, an important application of internet and wireless networks, we often have , i.e., not enough packets to go around for all bitstreams. In this case we have to relax the constraint of the previous subsection, and allow more than one embedded bitstreams to be packed into one packet. In this subsection, we investigate OP for minimum distortion of the more relaxed constraint.
Even when the allocation of a fraction of a packet's payload to a bitstream is inevitable in low bit rate communications, we can still impose the following alignment constraint between bitstreams and packets to achieve error resilience. If bitstreams are to share a packet, they have to be completely contained in that packet. In other words, we do not allow any bitstream to begin in the middle of packet but end in another packet. Otherwise, this relatively short bitstream unfairly creates inter-packet dependency. If the packet containing the first portion of the bitstream is lost, the next packet becomes useless, wasting its entire payload. Note that this alignment constraint still allows a bitstream to be allocated more than one packet. We provide this flexibility in consideration that some sample blocks may have a high importance disproportional to their population in low rate communications, such as region-of-interests coding in image and video compression. But if a bitstream gets more than one packets, the packet allocation has to be an integer, i.e., an allocation of 1.5 packets is not permitted.
By allowing multiple bitstreams in one packet, OP problem becomes much harder. We conjecture that the problem is NP-complete. However, the problem becomes solvable if we impose an order on the set of bitstreams , , and allow a packet to contain only consecutive bitstreams in that order. With a fixed order of bitstreams, OP can be computed by the dynamic programming algorithm to be described below. The ordering seems to be just an expediency of algorithm design. However, as we will see later, a fixed order of bitstreams is necessary for packet overhead reduction. Furthermore, a cleverly chosen ordering can greatly facilitate error concealment.
Denote by the minimum distortion achieved by optimally packing bitstreams , , into one packet. We adopt the same notations as in the previous section, and let be the minimum distortion of optimal allocation of packets to the first bitstreams under the constraints given in this subsection. Then, the problem can be broken into smaller subproblems as below (5) Note the difference between (5) and (4). The second minimization subproblem is added in (5) because multiple bitstreams are allowed to be packed into one packet for low bit rate coding. We can compute and hence construct the underlying OP by the following dynamic programming algorithm:
for to do for to do save as the intermediate results. output the final solution .
The primitive building blocks of the bottom-up dynamic programming algorithm are , , and , . Typically the operational R-D function is known given a compression algorithm and sample block . The minimum distortion of OP of into one packet is another optimization problem by itself. In essence, the problem of is one of optimal bit allocation. That is, we allocate bits to sources: in a way to minimize distortion. This problem can be solved again by dynamic programming based on the R-D functions [16] . In support of the computation of , we have to compute and store for all , creating optimization problems. It is important that we can solve these problems efficiently. If the R-D functions , , are all convex, then can be computed in time by the same greedy packet allocation approach of the previous subsection (with packets being replaced by bits.) Also, the problem can be posed as one of finding a constant slope on all involved R-D curves. Namely, determine the rates such that and . In practice, many compression codes have exponential R-D functions. In this case, the problem of constant slope even has a closed form solution. If has a simple solution, then the time complexity of the dynamic programming algorithm for OP is . 1) Discussion: 1) Computational complexity: Because of the polynomial time needed in computing OP, our proposed algorithms are meant for off-line optimization. They should be used to compute signal-dependent optimal packetization schemes in design stage, and then used in transmission to improve error resilience. For instance, one can compute optimal packetization ahead of time, and once for all for digital media streaming applications. 2) Packetization overhead: An optimized packet allocation, because it is input-dependent, has to be specified to the decoder for correct decoding and resynchronization in case of packet erasure. But without care this could add significant amount of side information to the packet header. Under the constraint that an embedded bitstream fills an integer number of packets in our high rate solution, the header needs to say which bitstream it contains. This adds log bits to the packet header for coding the packet index. Such an overhead could be heavy if the number of bitstreams is large. One way to alleviate this problem is to pre-determine a transmission order of the input embedded bitstreams. Both the encoder and decoder agree on the order. Then the packetization can be specified by the number of packets taken by each bitstream . In this way describing packet allocation requires much less side information. In the low bit rate case, packet overhead can be even heavier since multiple bitstreams are allowed to be packed into one packet. A packet header needs to tell which bitstreams are contained in the packet and where each of them starts in the packet. Again, as in the high bit rate case, to avoid coding explicitly the indices of the bitstreams in a packet, both encoder and decoder should agree on a pre-fixed transmission order of input bitstreams. Thus one can replace packet index coding by packet allocation coding.
But the problem still remains with the specification of the starting positions of multiple bitstreams in a packet. This extra packetization overhead can be eliminated if multiple embedded bitstreams can be automatically combined into a single embedded bitstream. Fortunately, the technique of embedded bit plane coding facilitates the seamless merging of multiple embedded bitstreams. Suppose that bitstreams are packed into one packet. Instead of sequentially coding , the embedded bit plane coding will code the samples of the corresponding blocks from the most significant to least significant bits. This in effect mingles the bitstreams of into a single embedded bitstream that can be truncated at any point to fill the packet that contains . Therefore, the decoder only needs to know which sample blocks generate the combined embedded bitstream. It does not need to know how the bitstreams of multiple sample blocks are interleaved since the interleaving is implied by embedded bit plane coding. The described benefit of embedded bit plane coding to packetization was observed and exploited in PZW coding [11] . 3) Error concealment: A pre-fixed transmission order of embedded bitstreams of different sample blocks have many operational advantages. It reduces the complexity of computing OP for minimum distortion; it also reduces the overhead of encoding the optimized packetization scheme. We now consider the role of transmission order in error concealment. In multimedia communication, one can conceal or alleviate the transmission errors by filling in a missing/corrupted sample block based on statistical coherence of its neighboring blocks. In order for this error concealment technique to be effective, we want to confine channel errors to as few sample blocks as possible. This consideration should be incorporated into packetization design. In case of bitstreams of different sample blocks being packed into one packet, error concealment dictates that the sample blocks in a packet be as distant from each other as possible in the time domain. Given a channel error probability, it is preferable that the channel errors are distributed to small sample blocks that are far apart than distributed to adjacent sample blocks in the time domain. It is far easier for the decoder to conceal the transmission errors based on sample correlations in the former case than in the latter. Therefore, instead of packing and transmitting individual bitstreams sequentially in time such as raster scan of an image, we can pre-determine a "randomized" order of sample blocks (e.g., the dispersed-dot dithering order used in [11] ) to avoid packing consecutive sample blocks into a same packet. This randomized block ordering can be construed as an implicit means of facilitating error concealment under pack loss, although we do not explicitly take into account the effect of pack loss in our OP solution.
4) Rate-distortion optimality of packetized bitstream:
An important issue in designing embedded compression codes is the R-D optimality of the bitstream. The goal is to achieve the minimum distortion at any bit rate, i.e., obtain the best possible reconstruction quality allowed by the bit budget no matter where the bitstream is truncated. Clearly, the R-D optimality of the bitstream is equivalent to the convexity of the R-D function . The same optimization problem retains its significance after the packetization of embedded bitstreams. The only difference is in the level of granularity, from bits to packets. Ideally, we want to have the sequence of R-D operation points associated with successive packets to form a convex path. This means that the sequence of packets can be transmitted progressively. The decoder can obtain a good reconstruction quality even if the packet sequence is truncated in the middle.
Once a packetization is determined, scheduling the packets by the rates of distortion reduction will generate a sequence of packets that has a convex R-D path, and hence is optimal. But specifying the convex packet sequence incurs a large amount of side information. However, the overhead can be made much smaller if the R-D functions , , have a parametric model. For instances, exponential decay model [17] for high bit rates and decay model [18] for low bit rate are commonly used in practice. In this case the encoder can first send the model parameters of all embedded bitstreams , . Then both encoder and decoder can compute and agree upon the OP and the convex packet sequence using the same model. No bits are required to code the packetization and optimal packet sequence.
In general, though, without a model of R-D curves of , we have to estimate the R-D function on the fly in order not to use excessive side information to achieve the R-D optimality of packetized bitstreams. This is one of our future research topics.
IV. SUBOPTIMAL SOLUTION
The complexity of the OP algorithm might be too high for some real-time applications. In this Section, we seek for suboptimal but low-complexity alternatives. We again consider the high bit rate case and the low bit case separately.
A. High Bit Rate Case
In this case, most original bitstreams are longer than one packet, we will round each bitstream to its nearest packet boundary, by either pruning the extra fractional packet or growing it out to fill the remaining fractional packet. This simple packetization scheme will achieve near-optimal performance if the operational R-D curves corresponding to all bitstreams have approximately equal slope on the operation points (i.e., bitstream end points) after rounding.
B. Low Bit Rate Case
In this case, almost all original bitstreams are shorter than one packet, we propose two suboptimal packetization schemes: one is to group or interleave a fixed number of bitstreams together before packetization, this is equivalent to having longer but fewer bitstreams. Most of the interleaved bitstreams should now be longer than one packet, and the packetization solution follows the high rate case. The difference is that, when packet loss occurs, the number of corrupted samples will be larger than in the high bit rate case. The idea of grouping a fixed number of tree blocks for EZW coding was used in [10] , bitstreams corresponding to different groups of tree blocks are constrained to be equal so that they can be multiplexed into a final bitstream for the purpose of robustness against transmission error. We do not have such a constraint in our scheme.
The other scheme is to allows the number of interleaved bitstreams to vary. It works as follows: we will interleave just enough bitstreams (say bitstreams) so that bitstreams fit within one packet but bitstreams do not. A rounding decision will be made to either prune the bitstreams back to one packet or grow them out to fill two packets. Interleaving and packetization of the remaining bitstreams follow the some rule. This scheme is slightly different from PZW coding [11] . In PZW, if interleaved bitstreams fit within one packet but do not, a choice is made between growing the bitstreams out and pruning the bitstreams back to fill one packet.
V. RESULTS
The packetization schemes proposed in this paper equally applies to any type of embedded multimedia bitstream, e.g., one-dimensional (1-D) SPIHT [1] coded audio bitstreams, SPIHT [3] or JPEG-2000 [4] , [5] coded image bitstreams, or 3-D SPIHT [6] or 3-D ESCOT [7] coded video bitstreams. In our experiments, we evaluate the proposed packetization techniques for the cases of SPIHT image coding and 3-D SPIHT video coding, because of the popularity of the SPIHT coder and the fact that 3-D SPIHT provides competitive performance to H.263 while being embedded. Another reason is that SPIHT coding is also the basis of PZW coding [11] , whose results provide references for comparison. In our simulation, 10 000 runs are carried out and the average PSNR is reported for each packet loss rate. Note that, because our OP solution assumes zero packet loss, no optimality is claimed for the average PSNR results under packet loss.
A. Experiments with SPIHT Coded Image Bitstreams
We test our proposed algorithms against packet erasure in ATM networks using 53-byte packets (48-byte payload) for image transmission. The original SPIHT coder is modified in the low bit rate case, as was done in [11] , so that each coefficient corresponds to one node in the zerotree structure (the original SPIHT coder used in the high bit rate case treats each block as a node.) The purpose of doing this is to quadruple the number of tree blocks in the image, thus reducing the size of each tree block to the benefit of error concealment when packet loss occurs. Four levels of wavelet transform is applied on test images to give tree blocks for the high bit rate case and tree blocks for the low bit rate case. The SPIHT coder (without arithmetic coding) is used to generate an embedded bitstream for each tree block, any group of tree blocks, or the entire ensemble of blocks. The last case simply corresponds to SPIHT coding of the entire image. Using the same Lena and Peppers images as in [11] , we get 32.46 dB for Lena and 31.93 dB for Peppers at 0.2 b/p with the modified SPIHT coder (the original SPIHT coder gives 39.88 dB for Lena and 37.90 dB for Peppers at one b/p with four levels of wavelet decomposition.)
For fair comparison, we use the same side information for packet description as in [11] for the low bit rate case. In order to specify which tree blocks are packed in it, each packet uses ten bits for identifying the starting tree block (out of blocks), followed by four bits to inform the number of blocks (1 to 15) in it. When one packet has more than 15 tree blocks, an additional four bits are used to code the number. When packet loss occurs, we estimate the missing lowpass subband coefficient from its neighbors in error concealment. For highpass bands, we use orientation-based averaging. That is: for subbands with predominantly horizontal edges, we estimate a missing coefficient as the average of its left and right neighbors; for subbands with mostly vertical edges, the averaging is taken along the vertical direction.
Two different traversal orders of tree blocks are tested in our experiments for the image case. One of them is an interleaved scan order, in which we traverse every other block from left to right and top to bottom before moving to another downsampled polyphase component. The other one is the dispersed-dot dithering order [11] borrowed from digital halftoning. The idea is to avoid packing neighboring sample blocks into a same packet so that error concealment becomes more effective in the event of packet loss. We find that using the dispersed-dot dithering order gains an average of 0.01 dB over the interleaved scan order under packet loss. In the following, we only present results using the dispersed-dot dithering order for image transmission.
1) High Bit Rate Case: Our target bit rate is one b/p in this case. Then , , and , i.e., 256 tree blocks are packetized into 683 packets (each with a payload of 48 bytes). In the OP algorithm, due to the fact that the operational R-D function for each tree block is in general nonconvex after SPIHT coding, we use dynamic programming to find the optimal in (4). In the suboptimal solution, original SPIHT bitstreams corresponding to different tree blocks are rounded to the nearest packet boundaries. Table I gives PSNR results (in dB) under various packet loss rates after OP and suboptimal packetization (via rounding) for the Lena and Peppers images at 1.0005 b/p. Interestingly, the OP algorithm only displays a small edge in performance over the rounding method. Both packetization schemes provide graceful quality degradation against packet erasure. Complexity-wise, the suboptimal algorithm takes almost no time (0.0004 s) to run on a Pentium 700 PC while the OP algorithm takes 297.87 s on the same machine.
2) Low Bit Rate Case: Our target bit rate is 0.2 b/p in this case. We implement the dynamic programming based algorithm for finding the OP in term of minimizing the total distortion (assuming zero packet loss rate.) After packetization, we have 143 packets for Lena and 142 packets for Peppers, resulting in a bit rate of 0.2095 b/p and 0.208 b/p for Lena and Peppers, respectively. In other words, we pack tree blocks into packets for Lena and packets for Peppers. We interleave SPIHT bitstreams of every 16 or 32 consecutive (dither ordered) tree blocks before packetization in a suboptimal scheme. This effectively brings the number of blocks to be packetized down to 64 or 32 while the number of packets is still 143 for Lena and 142 for Peppers. Actual packetization is done by rounding each interleaved bitstream to the nearest packet boundary. Table II compares average PSNR results under various packet loss rates after OP and suboptimal packetization for the Lena image at 0.2095 b/p and for the Peppers image at 0.208 b/p. Fig. 2 gives sample Lena images after OP at various packet loss rates. We do not implement a suboptimal packetization scheme with variable number of tree blocks in a packet. Instead, we quote results from the similar PZW scheme in Table II . We see that, although OP outperforms our suboptimal scheme by a small margin, it achieves an average gain of up to 1.24 dB in PSNR over the PZW method. Aside from the difference in packetization, another factor that contributes to this performance gain is the difference between the error concealment method used in our work and the one in [11] . In our suboptimal packetization scheme, interleaving 32 bitstreams before packetization is better than interleaving 16 bitstreams when there is no packet loss because the packetization inefficiency is smaller with fewer bitstreams to packetize. However, with packet loss, the reverse is true because it is harder for error concealment to make up 32 blocks than 16 blocks under packet loss. On a Pentium 700 PC, our suboptimal algorithm again takes only 0.0004 s to run, but the OP algorithm takes 665.53 s, most of which is spent on computing for all .
B. Experiments with 3-D SPIHT Coded Video Bitstreams
We test our proposed algorithms against packet loss using 1000-byte payload to simulate low bit rate video transmission over the Internet. Three-dimensional SPIHT [6] is an extension of the two-dimensional (2-D) SPIHT algorithm to embedded video coding. Besides motion estimation, the 3-D SPIHT algorithm is in principle the same as 2-D SPIHT, except that 3-D wavelet coefficients are treated as a collection of 3-D spatio- temporal orientation trees and that context modeling in arithmetic coding is more involved. Every 16 frames form a group of picture (GOP) for 3-D wavelet transformation. Spatio-temporal orientation trees coupled with powerful SPIHT sorting and refinement turns out to be very efficient. Even without motion compensation, the new video coder provides comparable performance to H.263 objectively and subjectively when operating at bitrates of 30 to 60 Kb/s with minimal system complexity. We use 3-D SPIHT to code 32 frames (two GOP's) of the QCIF ( ) Foreman sequence at 150 kb/s with a frame rate of 30 f/s. The bitstream for both GOP's has a total size of 20 000 bytes, which translate to 20 packets. There are 198 3-D trees (or tree blocks), each of which corresponds to a cube in a GOP.
Before packetization, 3-D SPIHT gives an average of 31.73 dB at 150 kb/s for Foreman. A 3-D interleaved scan order of the tree blocks is used in packetization, in which we traverse every other block from left to right, top to bottom, and front to back before moving to another downsampled polyphase component.
In addition to the OP scheme, we implemented a PZW scheme for video and another suboptimal scheme that interleaves 11 bitstreams before packetization by rounding each interleaved bitstream to its nearest packet boundary. Table III shows the average PSNR given by different packetization schemes under different packet loss rates. With or without packet loss, OP slightly outperforms suboptimal schemes. Fig. 1 depicts the frame number versus PSNR results for OP under different packet loss rates for the Foreman sequence. Note that 10 000 runs are carried out and the average frame number versus PSNR results are plotted for each nonzero pack loss rate. Fig. 3 shows the first, eighth, sixteenth, and twenty-fourth frames of different versions of the Foreman sequences. On the same Pentium 700 PC, the CPU running time is 0.0003 s for the suboptimal rounding algorithm, 0.01 s for PZW, and 557.99 s for OP, respectively.
VI. CONCLUSION
In this paper, the problem of packetizing embedded multimedia bitstreams is addressed under both low bit rate and high bit rate scenarios. Both dynamic programming based optimal and low-complexity suboptimal schemes are proposed, assuming zero packet loss rate. Error concealment is employed as the only means of alleviating the negative impact of pack loss. Although optimal schemes perform only marginally better than suboptimal ones, we see the significance of the optimal schemes as providing performance benchmarks against practical suboptimal ones. Our results lend support to the good performance of PZW in [11] . They also show that a simple rounding scheme (after interleaving of a fixed number of bitstreams in the low bit rate case) can achieve near-optimal packetization performance. This implies that packetization can be streamlined in the design of multimedia transmission systems over IP or/and mobile IP.
