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 RÉSUMÉ 
DaJls  ce  mémoire,  nons  nOlls  int.éressons  al  des  algorithmes  de  sélection  de  modèles 
clans  un  contexte de  ré~  "ion  linéaire  ~1  IOglt>t ique.  ~  OlIS  expli<Juont>  prem ièrement 
les  notion.s  de  régreR'-:Îon  linéair,  et logistique  (~t  deux critères  le  sélection,  le et 
BIC.  EnslJi te,  nous faisons  une  revue des aspects  théoriques des algorithnw• .,  les  plus 
connus en détaillan  deux d'entre eux,  Len.[)s  a KI  Bouuds et.  Occam'1'  \Vindow.  Pou r 
ces deux dernier.. , nous présentons all.·si  Jes détails pratiques cl  .' lO,!idels qui font leur 
implantation. 
La pa,rtie  fjuaJe  est con. è.l(.~rét.~  Ù l'étude  d~s  trois  llIéL}u)(]t:  dl:'  sél€  ~t ion  tles  modèles 
basées sm les algorithmes LE'-aps and Bounds, Occ(l,m's \Vindow  .  oS  lI' Hue combiu<tison 
entre les deux, en  utilisa.nt la.  tedulÏqu€ du !lloyenuagt> de modèles. Nous présentons les 
performances de prédiction caleulées à l'a.ide de la tC-'i:hnique  de validél,tioll croisée et les 
temps d'exécution de ces trois rnôthodes ponl' plusieurs je1.lx  de données. 
Mots clés: sélection de modèles, llloyenIla,ge  de modèles, régressioll linéajrf', régression 
logistique, AIC, BIC, algorithme Leaps and BOlUld.-, algorithme Occam's \iV indow, va­
liclü(;ion  croisée. INTRODUCTION
 
Étant donné un en..semble d'observations sur plusieurs variables, la sélection de modèles 
consiste  à  choisir,  ptumi  l'ensemble des  modèles  po:  'ibles,  un ou  plusieurs  modèle. 
statistiques qui dkrivent le mieux les observations. DépendammenL du type de modèles 
et du nombre de varia,bles,  la sélection peut ètre longue €t  difficile.  Pour automatiser 
cette tâche,  plusieurs algorithmes ont été développés.  Mèrnp si lem uLilbation SkLnS  le 
conS€il  d'experts dan..s le domaine d'intérèt n'est pas re{:ommandéc, ces algorithmes sont 
de plus en plus employés. 
Da.ns  ce  mémoire,  nous  présentons  les  algorithmes les  plus  importa,nts en  détaillant 
deux d'entre eux, "Leaps a,nd Bounds" et "Occam's YVindow", et éVl'IJllollS leur' perfor­
mances de prédiction. LèS deux premières sections du Chapitre 1 expliquent le."  notions 
de régression linéaire et logistique. À la Sedion 1.3, nous inl.r<Klllisons d(>\IX critères de 
sélect.ion bien connus, AIC et BIC.  À la. lin de ce cha.pitre, la.  Sed,ion 1.4 pré:sentc trois 
algorithmes que Il  HIS app ,Ions approxi laüls, car ils l 'expl  rent  p~' d  façon exhaustive 
l'ezL'3emble  des modèles possibles. 
Le Cha.pitre Il décrit 1algorithme  "L€aps  and BOllnds"',  C(ll  algorithmE' considère que 
l'ensemble des  modèles est  orga.nisé dans  une structure logi  litt'  d'a.rbre,  Pour mieux 
cornprendrc sor  fonctionnement, nous  léerivoll.. 'i aussi les  not.ion.<.; d'arbre, arbre inverse 
et arbre pairé et la façon de parcourir J'arbre pairé. 
Au Chapitre III,  nous  introduisons l'algorith.me  0  'cam"s Wind w".  La Section  ~U 
expli  ue la méthodologie de sélt'ctioll des Illod(~les. PhI'  la slüte, la, SfftioIl 1.4 fi.lit  l'in­
troduction du ('onl;ext.  bayé. j  Il et de la. t  :hnique de Illoyelllll).ge de modi>k., ba.yé. ien. 
Le reste du chapitre explique 1  ..  <:Pl;. ils d  cet etlgorithlll ., son efficacité et ses difficultés 
d'implantétLion. 2 
Le  ChCLpitre  IV fait  Ulle  présentation  d~~s  lop;icieb que nOlis  ut.ilisons  d~ns  ce  mémoire 
pour lü, sélection des modèles. Il s'agit de la liste des fondiollS contribuées pour J'algo­
rithrrH:'  "Occam's \Vindow"  écrites dans le  la.ngage  C et HOILssi  de  la  liste des kmctions 
dans le  paquetage BMA du  langage R.  Nous considérons qu'il est important de com­
prendre le  fonctionnenlent de ces fonctions et df.'- leurs paramètreB avant de commencer 
l'étude comparat.ive du Chapitre V, 
Le  Ch,l,pitre V  présente les résultats obtenus en utilisant trois méthodes de sélection de 
modèles. La première méthode utilise J'algorithme  "l.~'a.ps and BOllllds"  seulement, la 
deuxième est une cornhinai.'on entre "Leaps and  Boullds" et "Occam 's Window" et .la 
troisième emploie seulement l'algorithme  "Occarn's Window)).  La Section 5.1  décrit la 
technique de validation croÎ..'iée utilisée pour évaluer les performances des trois méthodes. 
Les sections 5.2 et 5':'-\  présentent respectivement les résult.ats obtenus pour la régression 
linéaire et logistique,  p01l1"  un jeu réel et un jeu généré dans chaque cas. La Section 5.4 
concerne la discussion de ces résultats. CHAPITRE l 
ALGORITHlVIES ET MÉTHODES U  ILl. É.. ~'  POUR LA  -'É  EeTIO.  DE
 
MODÈLES
 
La sélectioll de moJè]~'  't un probJèulC'  très "l'tue} Jans le Jomainl"  .~t.atistiqlle.  [J  .Y  a 
beaucoup de docllmt>ntil.tion sur Cf' sujE't. et plusieurs }).pprochf's ont été développées p.n 
fonction du but envisagé. 
Nous cherchons à modéliser Llne  variable d'intérèt Y, appelée 1Jariable  réponse,  en fonc­
tion d'autres variables X = (/l,...  , Xp ), P? 1 (~ntier,  a.ppelées Cf)'varùlblo,.  Différents 
modèles peuvent êtf(~ considérés et CP  choix dépeJl<1m f'ntH' a.utres de la relation, li néaire 
ou non, entre Y  et X. 
En pratique, nous avons un échantillon aléatoire de  taille  n  de la.  population, n  >  p, 
comprenant les  va.leurs  1~  et (Xi\,Xi:l,""X;p), i  =  1,2, ... ,n. En nolL';  ha.sallt  sur 
['échantillon, il y a plusiems Inéthodes pour es1imer les paramèt.res du rnodèk considéré. 
Deux méthodes  trè~'  commes sont la  lTlPthode  des  moindres carrés et  la méthode du 
m;u:jJ1lulIl dt> vrai. em bhlJle«~.  La première esLi Ille:' les paramètres d Il Ulodde «'n  III inim  isant. 
la. somme des carrés des résidus, ces derniers n'présenta.nt les différences ent.re les valeurs 
cIe la vaJ'iable Y  de 1édlantilJon et les  v-ilf.'urs calculées à l'~lide  du modi'le. La. deuxième 
méthode est.  basée sur la distribution des donnf't\s p(Y!{;i, X), considérée comme  une 
fonct,'on des paramètres (),  (;"1  app  lée foTtcUon  de  umisemblance, L(O).  L'estimation de 
()  est obtenue en maximi&tut la vraisemblanœ, c'est-à-dire, Ô= IlU1XO{ L '(I)}, où  (1  peut 
être un  vecteur de pa rarnètl'e~'>. 4 
1.1 
Dan.s le contexte de la, sélection de modèles, il est perünent de distinguer deux objectifs. 
Premièrement, HOU  pouVOliS être intére.'s'  :  prédire Ja,  va.riabl  Y à j'aide de variaJ les 
X  obtenues ou  mesurées ultélielll'ernent. Les covilriables considérées sont souvent plus 
faôlernent  mesurables qoe  la variable  réponse,  Deux modèles trf>,s  diftërents peuvent 
être également acceptables  lorsqu(~  la cava,cité de prédiction est ce qui nous  intért'~'>se. 
Si  nous devons choisir entre deux modèles,  le  choix peut se  baser sur des critères de 
simplicité, ou sur Il). fncilité à mesurer les va.rin,bles  impol'talltt\'5, tJne deuxièJlw situation 
consiste  à  déterminer  l'effet  d'une ou  pll.l,.sieurs  va,l'ia.bles  sur  b.  wl.riable  réponse,  en 
conditionna.nt (ajl1'"tallt)  possiblement pour des va.riables de lluisa.nce dont l'effet n'est 
pas principalement d'intérêt. 
Dans ce  qui suit, nous  supposons qu'i! est possible d'indure ou  d'exclure du  modèle 
toutE"~"  les  v,uiables con::;idérées,  ce qui n'est pas t.ouj011l'S  le  ca.'>  en pratiqHe,  Même si 
nous sommes teIlt6s d'utiJi.~)r  le modèlE' complet, avec toutes les vll.J'iables disponibles, ce 
modèle n'est pas nécessairement optimal au point de vue de la. ca.pncit,(>- dE'  prédiction. En 
eff(~t,  il  est bien connu qlle la va,rianCE' des valeurs prédit.es a.ugmente avec Jo.  dimension 
du  modèle,  Ce phénomène est à  la,  ba8e  ducomprornis ent.re  le  biais et la  variance 
que  nous  devons effectuer lors  du  choix d'un  modèle.  En général,  nous cherchons un 
sous-modèle avec nn petit  nombre de variables, qui donne une bonne prédiction et qui 
explique bieu les dOlluées.  Comme JlOUS le verrOJlS,  plusiE'ul's critères statistiques Ollt été 
introduits pour nous iÙder  dans cette tâche, 
Régression linéaire multiple 
Le  mod~)le  de  régressioJl  linéaire  multiple est  utilisé lorsqu'il ya UJW  relatioJl  linéaire 
entre la variable réponse et les eovaria.bles.  Pour la population  ntière, un tel modèle 
e::->\,I ~c  it Jd.' l'équ'  ion l'ui\a te : 
où les coefficients /Ji, i =  0, 1, ' . , ,p sont appelés les  poxamètTf:s du modèle, 5 
Nous a.VOIlS  un  échantillon aléatoire de taille n  cie la pop1ùation, 'fi,  > p,  comprennnt  le.'> 
valeurs Yi et.  (1, X;l,Xi2 , ... ,Xip ,i  =  1,2, ... ,n. Si nous notons le vedeur réponse par 
y  ~  (  :  ), le vedenr de' eneurs par ,  ~  (  ~::  )  et J..  vect"",, d", pUJ',mèt,'", par 
!JO) Pl
i3 =  , alors nous ponVOl1t  é(;riH~ le  rn(lèle sons une fotrll<' mat.ricielle  : 
( ;p 
Y=X/3+r:, 
1  tp
 
1  X X 2p  )  . ,
 
:  est l(1,  rnatnce des donnees. où X  =  ~ 
( 
Xnp 
La méthode la plus utilisée pOlir estimer les ]>[l,[arnètres 13 du modèle est la méthode des 
moindres carrés dont la solution minimise la.  somme des carrés des résidus (RSS). En 
supposant que E[td =  0, 11œr[f.;]  =  0"2 et que les fi sont indépendants, i =  1,2, ... ,'II., la 
méthode des Inoindœs carrés nous donne IlJl estiJm\tcf'llr  non  )iai~  pour le  vecteur des 
paramètres f3  : 
Cet estimateur est a.ussi <:elu i obt nu par maxirnisa.t.i.on de la vralscmlhlanc .en présumant 
les erreurs normalement distribuées. 
Une  fois  que  l'estimation  j  est  obtenue,  J10US  !l(lUVOIlS  prédire  la  VI  eur de  la.  var· 
riable  réponse  en  calcula.nt  fj  =  :[;/3  pour n'impmte quel  ensemble de données  :r.  = 
(:Z:l, :rz, ... ,:z;p)  provenant  de  la même population. Évidemment,  nous  pOUVOltS  ~uHsi 
calculer les  valeurs prédites pour chaque Yi,  notée.:  par Yi,  i = 1,2.....  n. Nous supp(}­
sons que le.  Jrreurs t'i ne SOI  f;  pa.s observables. TouLe/'  is,  nous pOUVOll.  les  estimer en 
ut.ilisa.nt  la  différence suivante  ,'i = Yi  - Yi,  appelée résidu. 6 
1.2  Régression logistique multiple 
Dam le cas d(~  la.  régression  logi'itiqu' rnulLiple,  nou~  voulons modéliser le  résultat d'un 
évènement, repré~enté par une variable binaire Y  =  0,1, en fonction d'une collection de 
covariables (lesqlleJks peuvent être continues ou catègoriques) notée par le  vecteur X' = 
(XL, X 2, ... , X p). Désignons la probabilit.é conditionl1ellt~d  .' la réalisat.ion de l'événement 
par IT(X)  =  P(Y = liX). lk modèle de  régH~:~iüll  logistique IlluJtiplt-'  (D.  W.  Hosmer 
et S.  Lerneshow, 2000)  (-'~'it.  alors donné par: 
e9(X) 
(1.1 ) rr(X) =  1 +  (~q(.'()  , 
où g(X) =  /30 +fhX1 +... + f-3pXp . 
En appliqmmt à  ce  modèle  la transformation  logit,  nous voyons  que  nous  retrouvons 
une  fonction linéaire des covariables : 
Étant. donné un échanl.illon aléatoire de taiUe n  de la poptùaLiou,-n > p, comprenant les 
valelu's Y; et (Xi],Xi2,··· ,Xi]», i =  1,2, ... ,n, aJors 7fi  =  PlY;  =  II(Xit , Xi2 , ... ,Xip),S]. 
NOlis définissons  13,  fonctioll de  vrai~emhlance du  modèle de la façon suivarlt.e  : 
'fi. 
L( 'J:!  (:J')-IIll,Yi('  ~)l--;j pO:· f-'r, ... ". Tl  -- i  ~  - "i  '.  (1.2) 
i  1 
L'expression (1.2) découle (hl fait que les Yi sont considérés comme des variables aléa oires 
indépendantes distribuées selon uue loi Bernolllli('Tii)' 
Le ma.ximum de la fonction de vraisemblallce est la solution du syst.èmp d  s  équn.tioJls 
obtenu en  calculant les dôrivées  pa]"tielJ(,~s  d'ordre  un  et.  deux ell  (1  du logê)rithme de 
L(fJo,lh,···,  pl,  Nous obt.enons 1'.8 1,+1  équati< T1S  .:njvnJlt<~s  : 
et 
(1.3)
pOUf  k=l,2, ... ,p. 7 
La l'fBoJution du système (1.:3)  n'est PëJS  facHe.  En effet, nous ne  pouvons trouver qu'une 
solution app ·(l.,'ümatiw, il. l'aid, d'un 11. orilhme itératif (IRT S - IteraUvdy Rew'ighted 
Least Squares) de type  e\V1,on-Raphson: 
1.	 L'algorithme eOllllllence a  ee l'flstimatioll d'une wlutiolt initiale, 
Nous pouvons trouver cette solutioninitia.le par la méthode des moind.res cu.rrés, 
en  ajustant a,ux  données  un  modèJp  df~  régression  ljJll~~lire  non  pondéré,  Un  tel 
modèle suppose qlle lt· prob<lbilités initiales ir?  solll:  ég().I(.~,  pour i = 1,2, ... ,n. 
2.	  À pa.rtir de go,  il est facile  de calculer les  proba.bilités frit  eL  d'a,juster un modèle 
de régression linéaire pondéré aVN: ces poids alin  le I.wllver nne nwill  ~ure solution 
,81 . 
3.	  L'étape 2 se répète t,ant qu'une meilleuff' solution Jl'esr,  pa,' trouvée. Pour évaluer 
llne solubon, nOlis  calculon.s  la valeur du logarithme de la fonction  de vnüsern­
blane€  pour  voir  si eUe  f~,;t  croÎ.i'Sallte  ou  HOU.  L'algori.thme  s'arrête quand  la 
différence entre deux valeurs successives est suffisamment, petite (proche de zéro). 
Notons que ralgorithmc n'  '1,  pas t.oujours convergent. Si  ]/l solution iillt.irue n'est pas 
suffisamment proche du po.int de maximum global, il  est possible que J'algorithme ne 
converge pas. Sj elle est plu.  proche d'lIn point de maximum loeaJ, l'algorithme trouve 
celui-ci avant de s'arrêLr.  'l'me si la solut.ion initiale est bien ehoi.sie,  il  est pos.sible 
que la  dernif.:rc solution dépasse le  POiIll  df: maximum global.  Dans ce eas, l'algorithme 
fait quelques étapes snpplérnentaires en prenant comme solution  le  point milieu  entre 
la demière solutioH  trouvée et la sol utiOll  précédente, en fs.:·).yaJlt,  de se l"approcll(>r  d<>, 
nouveau du point de maximum global. 
1.:3  .!VIesures d'ajustement 
Après I"stimat.ion des  par  mètres d'un mod'l , n ms  voulons  voir si  c.:elui-cl  est bien 
ajusté aux données observées. De fa.çon généra.le, nous pouvons répondre à. cette question 8 
en compn.rallt  les  valeurs observées avec  les  valeurs  prédit€8  par le  modèle,  il.  l'aide 
d'une fonction  rnathélJw.tique  que  /lOUS  cakulons. Selon  je  type de  Illodèie  cOllsidéré, 
des fonctions différentes sont utilisées. 
Pour de.s  modèles de  régression  liné,üre,  nne  fonction  très  utili..sé(~  est la somme des 
ca.rrés des résidus notée et définie pa,r  RSS =  L:;~l t}. Parmi l'ensemble des modèles 
considél"és  pour  les  données,  le  modèle possédant  le  plus peti  R.SS  offl"e  le  meilleur 
ajustement aux dOllnées.  ToutefùÎs, il  Ile  possède pus /lécessairernent. le meiJJeur pouvoir 
prédictif. 
En pratique, nous utilisons souvent des critères d'information pour le choix d'un modèle. 
Premièrement,  le  critère d'informatioll d'Akaike (AIC)  (H.  Akaike,  1974)  effectue  un 
compromis entre l'ajustement du  modèle allX données et la complexité de  celui-ci de 
la  faJ;on  suivante:  AIC =  2(p + 1)  - 21n(L),  où  p est  le  nomb\"()  de  paramètres du 
modèle  (sans  illclUT'"  l'ordollnée  à  l'origine /30)  et  LIa, vraisernbhnce.  Le  deuxième 
critère est le critère d'jnformatio/l bayésien (BIC) (G. Schwartz, 1~)78), cléfini par BIC = 
CP + 1) ln(n) - 2Jn(L), où n est Je  nombre d'observations. 1.R BIC effect.ue similairement 
un compromis entre l'ajustement iU1X données et la complexité: dll m.odèle,  m,,1.Îs  pénalise 
davantage cette dernière que  le crithe AIC (tklctcur 2 versus ln(n)).  Jous favorisons Je,,; 
rnodèles a.vec de petites valeurs de AIC ou dt' BIC. 
Dans Je cas de la régression linéaire, nous pou  VOlIS exprimer ces deux critères de sélection 
en  fonction de la somlne des  ('(\J'H\~  dt:\'>  résidus si  chaque terme d'erreur est distribué 
indépenda.mment selon  une loi  llormaJ~  N(O,a'2).  En cm't, nous obtenons: 
A.IC = 2(p + 1) + n In(  R~S )  el; 
BIC =  (p+ l)lll(n) +nln(R;~S). 
. r 0 (\)II:,  1  . le. .,. nit'  l  ,..,  Ale \( Ble.  JJJl.  Jt'::>  .~)jj('1  joliS cr )i:,: alll  '.  Il P  ~l  RSS.  ConlllJe 
nous le  venons au Chapitre Ill, le niLère BfC es ' lltili'é comme quantité fondamentale 
dans le moyennage de modèlf:s bay{>sien. ('e1te t.edmique  ·('ra. mili..séf> pour la qllantiti  (-l­
tion du pouvoir de prédiction det> ensembles de modèles sélectionnés par les techniques 
"Leaps and Bound" et "Occi:lm's \iVindow"  qui  feront.  l'objet. d'études approfondies. 9 
1.4  Algorithmes approximatifs 
Dans  ce qui sllit,  nous  allons  faite  un résumé d. quelques  alg  rithmes utilisés cou­
ramrnent  pour parcourir l'espace des  modèles et effectuer une sélection des variables. 
Les aJgorithme.s que lloUS  présentons daIls ceUe SOl.lS-S(,'ctiOll  Ollt la particularité d'être 
approxima.tifs,  dans Je  sens qu'ils  n'offrent  pas  une garantie d<'  trouver les  meillellrs 
modèles.  Nous repottons la df'~ctiption df's algorithmes d'intérét "'Leap' and Boun.ds" 
et "Occam's \Vindow"  aux chapitres 2 et 3 puisqu'il<; feront l' )b.i(~, d'études plus appro­
fondies. 
1.4.1  Sélection prognssive ( orward selection) 
Dans la. procédure de sélection progressive, lIOUS èwons  un  modèle complet a,wc p COV:1­
A  2 
riable.':>  (Xl, X2 .... ,Xp )  avec une somme résiduelle, RSSp  =  L~=l  (Yi - I:j=l /Jp;i j ) 
correspondante et  nOl1S  voulon."  trouver un  sous-ensemble de  (XJ , X2 , ... ,Xp )  dont la 
somme des ca.rrés résiduelle est suffisamment petite.  011S  considérons dans ce cas le 
vecteur XI  comme étant Je  vecteur unitaiœ correspondant à l'ordoIlnée il J'origine clu 
modèle. 
NOliS  commençons par l'ensemble vide et nous ajoutons premièrement la va.riable  Xj 
'2 
qw  minimise la somme R8S1=  I::)~I  (Yi - ,,9jXij)  , .j  fixé.  Cette variable, not<'O€  X(l) 
fera partie de Lous  les  sous-ensembles àe covariables  consi.dérés.  Sl1pposons  que nous 
ayons déjà ajouté.,. varütbLes li not.re ITlO<.ièle,  X(J), X(2)"'"  X(,.),  1 ::;  T  ::; P -1. . Jous 
ajoutons aux va,riables déjà &'J<.:'ctjoIlnées  la.  va,fiable  X(r+l}'  qui  minimise la somme 
des carrés résiduelle partielle RSSr +1  =  I::~J  (Yi - Lj~~ Ô(J):r:i(j ) 2, calculée avec Jes 
variables X(1),X{2)l'"  ,X(r) et X(rtl)· Les somBleS smlt ca.kulées iL l\tide de rotations 
planaires ct de réductions orthogonitles (A.  Miller, 2(02). Supposant. que le nombre de 
covariables cherchées est connu  nous  POllVOn..<; vérifier à chaque t'tape :'i toutes ont He; 
rajout.ées. Sinon, l'algorithme né('eS5ite lin  rit,i>re  <!'(l,fTêt  .n {<)Dcüon  le  RSS,. 
Les varishles X(l)  l  X(2) , ... , X(p) sont donc choisies successivement, chacune ét.ant choi­10 
sie parce qu'elle minimise la SOUlme des cn,rrés partielle quand elle est ajoutée aux autres 
va.ria,bles déjà s-)ectionné(~. Comme, t'Il généra.I,  J . sous- llS(>mble de  1- + 1 covariahles 
qui  minimise RSSr+t ne contient pas le sous-ensembJe  de  1"  covariables  qui minimise 
RSSr , cette méthode ne nons donne aucune garantie de  trouver les  modèles les  mieux 
ajustés aux données. 
1.4.2  Sélection pas-à-pas (Stepwi5e selection) 
La sélection pas-à-pas, Hn  algorithme proposé par Efroyrnson en 1960, est une variante 
de le), sélection progressive. Après l'addition de chaque cO\dTial le il J'eJl,*)Jl)bJe des cova­
riables sélectionnées, l'a.lgorithme fait un test pour détermiller s'il est possible d'écarter 
une  des  variabJes  déjà séledionnées sans  trop  augmeJlter  la,  somme  d(~s  carréeR  des 
résidus.  L'algorithme de sélection utilise les t.rois critères sHivants : 
a)  Critère d'ajout: 
Si RSSr  est la somme des carrés cr.lcl1lée a,vec  T  variables et R8S,-+t  est la somme
 
.  d{,~s  carrés qui cormspond à .12ajont de la Cr + l)C  covariahIe, l'al.goritlmw calcule le
 
ratio R =  RS~~.-:;''1~::r+l  et le compare avec une valem prédéterminée Fa.  Si R >  F:1 :
 
~ 
la variable est RèlectioJlllèe. 
b)  Critère de suppression : 
Notons RSS,. la. plus petit(~ valeur de RSS que HOUS pOllvons obtenir en ècarta.nt Ulll' 
vaJ'J' ·'ble le J"  JI 'l'I11bl<· sélP(,tl' )J]]J' (X.x r  X") Le 1"':1.1'0 R  RSS,.-RSS,.+ 1 CI,  ~(~  es..  ,  (  . e  (1),  (2),···,I(r+l)·  Ü =  JlSS"+1 
("-"-2) 
est ca.lculé et compa.r~ f),vec  une Cl.utre vaJeur prédétennillée Fr].  Si R < Fd  la variable 
est écartée de l'enselnble. 
c)  Critère d'arrt't : 
L  cr't;'')  c\',.jm t  ;'St,  ,.t tisfrli(.  land R,SS'+L  ::;  USS;,  Je  "~Itèr(' 
de  St!  w&;.<;ion  est.  satisfait lorsq le  " 'S,.  ::;  RS'Sr+l[1  + F..d(lI  - ,.  - 2)],  ors, 
quand une  additi  Il est suivie d'une suppression, l  llfH1V€.au  BES  ohtenu,  R88,~, 
. f' l"  - J' - RSS*  <'"  R"-'5  J+1'4./,.,-,--2  L"1  . ]  'At  cl "[  . sat,Js  aLt  . megcl.1te  :  .'  ,.  ..:::  .,J" I+F;/n-r-2'  a gant une sarre e quan  l  n'est 
plus possible de faire  des ajouts ou supprf'Ssions en s'assurant à chaquE'  éta,pe de 11 
minimiser RSS,.. La. convergence de J'algorithme est assurée si F;l < F',l,.  car clans ce 
C"'<S  !+F,tln·-,.-2  l  '"  RO  b'  ,., .  1  MI  .  ('RSe:;) =  J+F. 1  2  <:  ,e"  ...}  r  a eomUlP  orne !IbenelUe  a  \'(U  ur Il1II1  ... r, .  a  11-r-
Le calcul des valeurs Fa  et F:i  nécessite l'utilisation de l'intégmtion numériqu~ multidi­
mellsiollnelle. lJ Ile estima.t,ioll grossière peut êlr ' ()' tenue en regard; nt le 11),  io Ii comme 
étant Je  maximum d'une suite de p - T  variables Fisher (A.  Miller, 2002). 
En pratique, l'algor,ithme d'EfroYIJUH!  performe mieux que la  'élection progressive si 
quelques covariables sont,  fort.ement  corrélées entre eUes.  De  plus, COlllme  ta sétection 
progressive, il  n'otfre pa.,;  la garantie d~  tr<Jllver  les meiHems li odèLes. 
1.4..3  SéLection régTessive  (BaC'kward se.lediou) 
La sélection  régressive est la.  méthode inverse de la.  sélection  progr/:"ssive  da.ns  Je  sens 
qu'elle débute avec  J'eln~rnbl<'  cOJllplet de p cowuiable.<;  et coll::idère  J'élimination des 
va,iables une à la. fois.  Si  RSSp  est ]a, somme des carrés dt'S résidus du modèh, complet, 
la c:ovariable à  écarter est choisie telle que le  RSSp-1.  qui résult.e est minimal. Par la 
suite, en minimisant RSSp - z, une autre variable e.st cho1"ie parmi les p -1 variahles qui 
restent. Le processus continue jusqu'à ce qu'il ne re:te qu'une se Ile variable ou jusqu'à 
Ct' que le  critère d'a.rrêt :oit satisfait. 
Dépendamment du  nombre de  vaJ·ia.bles  initiales et dl:'  la.  dinwnsioll  du  modèle  re-­
cherché, en  pratique:  ]'élimill/.i.tion  régressive  nécessite  plus d'opérations petree  qu'elle 
doit géuéra.lement écarlR.r plus de variables (lm' la  séle  Lion prulITe sive t'11  ajoute. Fina­
lernent, les deux rn ',thodes ne  pa.rvi(~rlHellt  pas aux meilleurs lIlodèk.>.<;,  même dans II':  cas 
où elles trouvent les mêmes ensembles à chaque niveau. CHAPITRE II 
L'ALGORITHME "LEAPS AND  BüUNDS" 
L'algorithme  "Leaps and  Bounds"  (G.  M.  F'urniv  1 et.  R.  W.  Wilson,  .Ir.,  1974)  est 
très ut.ilisé  pour la sélection d'ull  sous-e.llspmble  <.le  dimf"llsiou  connue  sat.isfa.is;lJlt  un 
critère  d'optim8,1it~.  LssentieJJement,  FaJgorithme  "ua.ps and Bounds"  est une tech­
nique  "brandI and bound"  (A.  H.  Land et A.  G.  Doig,  19GO),  cette dernière étant un 
algorithme général pour des problèmes d'optimisation dans nn cas discret. L'objectif de 
"brandI and bound" est de trouver les  limites supérieures et inférieures de la quantité 
qui doit ètre optimisée, pour écarter, en Ill<.l&S€,  de  ~raJl(k  : )ll.'H'lIsembJes de (()Jldidats 
qui ne  respectent pus le  cr.itère d'optimalité.  L'optimum est une valeur connue ou in­
connue que nous cherchons et  . 't défini comnit' ét·  It.  le  lIl<:\.ximlllll  ou le  minimUIfl  de 
la fonction  considér&~, cette dernière pouvant être évaluée pom chaque candidat. Étant 
donné un ensemble di.ser  t  d'éléruents,  "vraudl  and  bound  trouve  l'optimum d'une 
façon plus rapide que l'énmnératioll de chaque C<Lndidat. 
L'algo!'ithulP  "Lea,ps  and  BOUJl<i,,"  résout sirni!airemenL  un  pmhlème d'optimisa,tioJl. 
Considérons  !<>  modèle  généra!  de  régression  Iinéaüe  multiple  présenté  à  la Section 
1.1. Pour sélectionner UJl modèle, nous désirons trouver le :ous-ensemble de J'ensemble 
{X1 ,X2 , ... ,Xp}  de dimension k,  k =  0, ... ,p, tel que le  modèle de ré~tession basé sur 
celui-ci possède la "meilleure  capacité de prédicl.ion telle que mesurée a.vec  le critère de 
séledion choisi.  PLus particulièrement, dans une exécution de "LeaJ.>s and Bounds", ce 
algorithme identifie lf'  modèle de climnsion k rninimis,)Jlt la somme des carrés résidue]]e 
(R '  ), pour 1.:  =  1,2, ....p. épa,rémenl,. À partir des solutions de "'Lea.ps and Bounds", 14 
nous POUVOllS  aus--'>i  trouver facilement le  modèle minimisant certains critères de sék'Ction 
(comme Ale ou nIC), car cet optimum global est parmi le: vaJems cl 'jà I.rouvC>es  pour 
l'ensemble des k. 
2.1  La notion d'arbre 
Nous défi,lÙSSOIlS  mainl.t'1ll111t  les concepts Liés  à la.  th~o.rie  des graphes  ll~ce.ssaÜ'es à la 
description de J'algorithme. 
Un  arbn: (fig.  2.1)  est  une structure d  ~  données définie  récur.:ivem  nt  D.  E.  Klluth, 
1997) à partir d'un f:'nsemble  fini T  possédant un ou plusieurs éléments appelés nœ'U,ds. 
Plus spécifiquement, 
1.	 il'y a un nœud spécial appelé la racine de l'arbre; 
2.	  les autres nœuds (en exdua,nt la. radne) sont partitionnés en m  ?: 0 sOIL')-ensembles 
disjoints  Tl,'"  ,Tm  de  T  qui  sont  chacun  à  lem  tOllr  des  a,rbres.  Les  a,rbres 
Tl, ... ,Tm. sont a.ppelés 1 s  sons-nrbres de la racine. 
A-- raCIne Niveau a 
/'SI \C_PèredeDEF Niveau 1 
(/)~
 
Niveau 2  \H/!DEF\ 
y  l  . \ \  )
sous-arbre  l,  e,-,,'ant de C  \  l 
A \	  / 
Niveau 3  de,,",  \  G/ 
',,- //  "'--. feUille 
-----~ 
1 
descendants de C 
Figure 2.1: Représentâtion graphiqUE> d'un arbre 15 
Chaque lIœud de l'arbre est à son  tour la,  racine d'un sous-arbre. Le nombre de sous-
arbres d'ull nœud  ::st apI>  lé  le  degn! du nœud.  Lt.  nœuds de degré  ,éro  'out appelés 
des nœuds terminaux ou feuilles.  Les nœuds du sous-arbre (en exc1UCI,nt  Si). f(:1(;jne)  sont 
appelés les  df'~5cendants  du nœud racine. Le.s descendants directs d'un nœud sont appelés 
ses enfant.s et, en retour pour chaque enfant, ce nœud est. appelé nœud 11ère ou paTent. 
Nous pouvons regarder la structure d'un arbre par nive~tux de façon récursive: 1(1, racine 
se situe au niveau 0, ses enfants RU niveau 1, les enfants cl  s enfa.nt.s  a.11  nivea,u 2, et ainsi 
de suite. 
2.2  L'algorithme "Leaps and BounM' 
L'idée de l'algorithme  "uaps and  BOl.lnds"  original est  bô.'>ée  sur la construction de 
deux arbres, J'arbre inverse et ]'axbre  pain~, et le  parcours de ce dernier en ignorant les 
sous-ensembles de nceu<l'3  qui  ]H' respecten! pas le critère d'optimalité. 
Même si l'a.lgorithme "Leaps and Bounds" utilise l'a.rbre pairé, nous introduisons ma.in­
tenant l'arbre inverse pour la  comprébensio[l de la structure de l'arbre p1üré. 
2.2.1  L'a.rbre inverse 
!  2345 
___ - -----_-..~:-.-:--::--:..~~~/?  ""-::Z-~-----------_ 
L2J.4  l2J5  l245  1345  2...~-
/ \.  /1 '\  ./JI' ',. 1  \ /  . ." /  \  "" 
l"  114  [25  lJ4  135  145  234  2J5  245  345 
1\  1 /\  I\~ 
1 1  1\,  .1  \,  1\\ 
12  [} [4 l5  :!}  14  25  34  JJ 45 
1 1  1 t\ 
2  J  4- 5 
Figur  2.2:  rhre inverse aVe<' p =  ;,  covariaule' 16 
L'arbre inverse (fig.  2.2) est cOllstruit récursivement: 
1.	 la ra,cine  est l'eIlliemble  complet  {1,2, ... ,p}, Olt  les  éléroellts  de cet ensemble 
représentent les indices des covariables correspondantes; 
2.	  le premier niveau. cOllti!;llt les [J  enfants de la  raci.ne en énut.mt un élément à la 
fois de l'ensemble complet, en ordre décroissa.nt, p,p - 1, ... ,2,1 ; 
:3.	  consi.dérons  un  nœud  associé  avec  l'ensemble rll, ·l'l, .. .,'lm}, m  ::::  1, 'il  ~  'i2  ::; 
, ..  ~  i m ,  qui est  le f  enfant de son parent.  An niveliu  suivant ce  nœud  aura 
,j  -- 1  enfants qui sünt g{;nérés  (~n  écartant  nn élément  à  la,  fois  de  l'<,nsemble 
{il,i2, , .. ,i m  }  da.ns J'ordre im , i'm.-l, . .. , im +2-j ; 
4.	  l'arbre s'arrête de croît.re quand il reste seulement des sous-ensembles avec un seul 
élément. 
L'arbre inverse possède les propriétés suivlintes (N.  Xuelei, 2(06) 
a)  l'arbre contient tous les 2P- i sous-ensembles de (1, 2, ... ,pl, différent.s de l'ensemble 
-
vide rD; 
b)  chaque sous-ensemble est pri'sent sel.llernent  lIne fois dam; l'arbre; 
c)  tous les sous-ensembles du rüve<1U  k ont p - k  éléments; 
d)  dlô,(jUe  sons-ensemble  a.<;socié  "wec  nn  nœud de  l'arbre e.st·  obtenu en écartant un 
élément du sous-ensemble associé avec  lE-'  nœud parent. 
2.2.2  L'arbre pairé 
Nous constmisons l'a.rbre  pairé (fig.  2.3)  par induction, à  P'  l'tir de l'a.rbrE'  in  (~r.'e,  en 
Puur p = 2,  l'arbre pairé  not,~  AP(2) (fig.  2,4  C'oniif'llt  la  racine (0. {12}) et !li seul 
enfant, ({1},{2}): 
Poux p = 3, nOllS obtenons AP(:3)  (fig,  2,ô) en  trois étapes à paJtir de AP(2), 17 
Ill.  12345) 
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Figure 2.3: Al'br<;  pairé avec p =' G cov<lria"bles 
(i.\	  {liH)
(.  ~J  AP(2)
l / 
({l}, {2}) 
Figure 2.4:  Ar1.>r<'  p,tiré AP(2) 
En généra.l, éta.nt donné AP(p), nous pouvons générer AP(p + L)  de la f.<l,çon  suivante: 
1.	  uous additioullOilli 1 (i ---l- 'i + 1, i  = 1,2"  .. ,1))  il. chlUJl1e élém<.ut de eha.qne sons­
ensemhle dans AP(p), et nOl.L.S  Ilotons Al  l'arbre obtenu; 
2.	  nous ins '.ron . FéJémenl 1 d<.lUS chaque sous-en&'Jl\ble de  l  différeut dt' l'eusemble 
vicie et nous obtenoIls A2 ; 
3.	  dan,,>  Al, nons remplac';ow,;  0 par {l} (>t  n  lLS  additioIlll.oUS J'arhre obtenu comme 
sons-arbre de la rac.in> de .42.  Les cleu.  arbres combi'lés forment AP(p + 1). 
us propriétés de Jarbre pairé (  . Xueki, 200fl) som 
a)	 l'arbre contient chaque S  liS-en.'>  mbIe de l' nsem.l le  {I, 2, ... ,pl  une seule fois,  et 
cha.que nœud a· deux sous-ensembles associés; 18 
(0. {123}) 
'",	 A1  modif .'
/ 
({ 12}. {13} )  ({l}, {23}) 
A2  1 
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AP(3) 
Figure 2.5: Arbre T'diré  A P(~~) 
b)	 pour un nœud (n1,n2), tous les  sous-ensembles des llü::uds  enÜwts sont des sous­
ensembles de D2 ; 
c)	 pour un ensemble E, nous notons lEI  le  nombre d'élénwnts de l'ensemble R, appelé 
les cardinaux df:'S  sOlls-ensembJes associés il,  n'importe qlwl  rlu'ud  enfant sont plus 
grands 0\1 égaux ft  min {CI, C2}  ; 
d)	 un nœud  (n~,r~~)  quie~t  l'enfant de (nI, ih) peut être obtenu de deux façons.  Si 
nous cOI1..<;idérons  l'ordre de gauche i't droite parmi les enfants de (il], n2), et si  dans 
cet ordre (O;J' O~)  est le premier enfant de (Dl, 02), a.lors le .:olls-ensemble D;J  (resp. 
D~)  est obtenu en éCi.U"tant  Je  dernier (rcs[>.  l'awwtrdernier) élément de O2 ). Sinon, 
si (!(s, n:l )  est.  le f'  enfi.wt de son pa.rent et s'il ya.  lUI nœud  (n~, n;)  directement à 
la.  gauche de (n;, n:1), a.lors  Q~)  est obtenu en é<.:arta.nt  le  dernjer élément de  n~,  et 
D~  est obtenu en écartant. le (j + lY dNnier élt>nlénl  d(' !h.  ('~Lte  . latioll assure 
une façon  efficace  d~~  parcourir l'arbre de haut, en bas et de gauehe à droite. 
2.2.:1  L'algoritb ne et les test.s d'opti ni lité 
T~ tests d'opt..imaJté sont essentiel.'  fans )(>  but. d(>  réduire l(~  nombr  de sous-ensembl(~s 
à considérer, et  douc délerrninent  ln  ('omplexi é et 1 (J,  v'tesse de l'ô.!gorit..hme.  Ils sont 
basés sur  le  fait  que, pour n'importe quel ncel.ld  (SlI,Çh)  de l'arbre pa.in:'  nOlis  avons 
Inii  :::;  In21.  En étudiant les propriétés et la const.ruction de  l'a.l'bre pain\ BOUS  voyons 19 
que tous les  modèles de dimension  c + 1 saut situés au niwau p - (; + 2 ou p - c + 1, 
c entier- Aus.si,  tous  les  modèl~~'1  de dimen.:·oll  c  sont :itué.  au  nivE'au  p  - c + 1 ou 
p - c et ils sont des enfa.nts des modèles de dimension (; + 1.  Ainsi pour cha{jue modèle 
de dimension c,  il  existe un  modèlt~ de dimension c + 1 avec un RSS  pllL'i  petit. Pour 
lm entier c,  si nous uoton.<;  par RSS(c)  la S()lnme  des ('a.rrfB  des ridc!u.'  minimale de 
tous les sOlls-ensembles de dimension c considérés en parcourant. l'arbre pairé jusqu'au 
nœud (O}, O2), alors nous obtenolls 1'inéga,lit.é : R8S(c + 1)  :s;  RSS(c). Comme chaque 
sous-ensemble 0' dans J'arbre représente  un  sous-modèJe  de  régres.-,ioll,  nous  notons 
par RSS(fl) la somme des  carrés obtenue du sous-modèle correspon. ttnt. Parce que 
l'algorithme trouve min(RSS(c)) pour c = 1,2, ... ,p, nous  lécidons d~  considérer, ou 
non, un enfant du nœud (O}, ~2z)  en fonction des valeUl".'  RSS(c)  eL  RSS(f22). 
Les tests d'optimalité sont les suivants: 
a)	  nOWi  commençons avec  ta  1'fl,cine  de  l'arbre pairé et nous calcUlons  lA,  somme des 
carrés de chaque sous-ensemble de la racine et des nœuds du premier niw3.u; 
b)	 supposons qu'en j)élrcourant l'axbre de haut en bCts et de gauche à droite nous avons 
atteint  le  nŒud (n1. n2). Troi' ,'ituations peuvent survenir : 
1.	 si  RSS(ln}l)  ::;  R88(Oz), alors nOlis  pouvons ig-norer  tons les  descendants du 
nœud (n}, O2), cu leurs sous--€usembles  associé: ont une  somme de (:a.rrés  plus 
grande que RSS'(c),  c entier, Inti s; c:S; In21 ; 
2.	  si Rss(ln21- c)  ::;  RSS(~h)  < RSS(ln21- r;  - 1)  pour certains c,  ()ll l  ::;  c  ::; 
In21-1 011-1, alors nOlL"i pouvons ignorer les premier::; c enfants du nceud (n1,{lz) ; 
3.	  si R8S(nz) < RBS(I021  - 1.),  nous devons ('onsidilrer tous les enlants du nœud 
(O}, n2)' 
D'autres tests d'optimô.lité qui n'étaient pas dans l'édgoriLlllll€  original ont ôt ' introduits 
par la suit. Ces Lests  l'optimalité ont l'ô, antage de réduire les calculs et d'améliOl'er 
la vitesse de ralgorithme (par exemple, N.  XueJei, 2006). 20 
2.2.4  Com.ment paH:ourir l'arbre pairé 
Nous avons présenté les arbres UIVel1k et p'·tiré pOUl pernl  ~·tt.Te uue meiJJeure compréhen­
sion de la structure des données et des t.est.s d 'op(,imalité. En pratique, pour programmer 
l'algorithme  "Leaps a.nd  Boullds",  nous  utilisons ]'<:lJgoritllllle  SUjWl.Jlt  qui  possède  la 
particularité qUE'  chaque nŒud de  l'a.rbre  pa.in'  AP(p) est atteint seu.lement llne fois. 
Pour un  ensemble ordonné n et pour j  entier, 1  S;  j  S;  Inj,  now' notons pltr 1'(0, j) 
le  sous-ensemble obtenu de n en écartant  I.e  jL  dernier élément de  n.  Nous  pouvons 
maintenant généraliser l'opération T,  7'8(0,j)  =  T(1'(... 'l'(n,]) ... ,]),)). Pa.r  exemple, 
'--v--' 
sfoifi 
T({12345}, 1) =  {1234} et r2({12345}, 1)  =  {123}. 
Al'aide de l'opération T, nous (:onstrui..c.;ol1..c.; une liste dont chaque élétnent contient trois 
informa.tions, c'est-à-dire les deux ensembles nJ  et O2  de chaque nœud et un  entier" 
représenta,nt l'ordre du nœud pa.rmi  les  ~;nfants  de son pareJlt. 
L'a.lgorithme de parcours se décrit ù.insi  en trois éta..lwS  : 
NOLIS commençons a.vec  lIne liste vi.de.  À pàxtir de la. racine (0, {1, 2, ... ,p}) nous ajou­
tons les éléments suivi'tnt.s  : 
r( {1,2, ... ,p}, 1),  r({1,2,  ,p},2),  1, 
'2 T  ({1,2,  } ,p ,1),  r({1,2,  ,p},3),  2, 
r:3( {l, 2,  ,p}, 1),  r({I, 2,  , p}, 4),  3, 
r P- 1({1,2, ... ,p}, 1),  T( {I, 2, ... ,pl, 3),  p - 1. 
Par exemple, pour obtenir J'arbre de la fig.  2.3, nOllS  cornmPrlçons en ajouta.nt. à la liste 
les éléments suivi1.nts  : 
(1,2.:J,4),  (1,2, ;>, 5),  1, 
(1,2,3).  (1  2.4,5),  2, 
(1,2).  (1,3,4,5),  3, 
(1) ,  (2,3,4,5),  4. 21 
La deuxième étape se décrit comme suit. Si la Liste des nŒuds n'est. pas vide et que son
 
premier élément est (01, O2 , 11), OÙ  O., f22  C {1, 2, ... ,p} el oS  ~  1,  aloTS  :
 
.- si s = l, nous écartons le premier élément dans la.  liste;
 
- si s > 1,  nous écartoYLS  le pœmier é!érnent et nous ajoutons les éléments suivants à la
 
fin  de la liste :
 
r(02,1),  T(02,2),  1,
 
r Z( ) )  2,
 !'2,1,  r(n~,3), 
s - 1. 
Notez que, dans cette étape, si un élément ne ;;,),tisfait,  pas aux tests d'opti\l1n.Jité, alors 
il n'e""t  pa"  inséré à la.  fin  de l<:L  liste. 
Finalement, la.  troisième étape constitue à répét.er l'ét.a.pe 2 jusqu'à ce que la liste soit. 
vide. 
En conclusion, cet algorithme fait une recherche exhaustive parmi tous les modèles avec 
k  paramètres, k  =  1,2, ... ,p, et il  est garalltl qu'il trouve le modèle twec la somme de 
carrés des résidus minimale R8S(k) pour chaque k.  Cette recherdw nécessite un grane! 
effort cornputa.tiOIllH:'1  et implique que l'aJgorithme n'est pas e.fficaœ  pOUl' des modèles 
considérant plus de ;10  covariables (A. Mil!er, 2(02). 
Notez qn'il e~qt  possible de modifier les 1est~~  d'optinwJité et de  (~omparer RSS'(Oz), pour 
un nŒud (Dl, O2 )  donné, avec  la f  plus petite somme de carrés. De cette façon, il est 
possible de d'ter niner les premiers .i modèks optirnaux de dimension k,  1.: = l, ... ,p saIlS 
affecter sensiblement la  vitesse et lu. complexit(: de l'algorithme (A. Miller, 2002). Cette 
approche peut ètre intéressante lorsque  IlOU,~  nous intéressons, BOU  pa' wJÎquemellt au 
mejJJeur modèle, ma.is  à,  un  ensemble éla.rgi df'  bOlJS modèles. 3.1 
CHAPITRE III 
SELECTION DE MOD ' LES DANS LE CONTE/TE BAYÉSIEN 
En pratique, les chercheurs font l'analyse des donnée",; d'une expérience et trouvent plu­
sieurs modèles, chacun bien ajusté, qui donnent des estimations de l'effet des covariables 
ou des valeurs prédites complètement diflërentes. Conl1Hen1  r.rocéder et s'arrèter sm un 
modèle dans cette situû.tion? Le  rnoyennage de modèles bllyésien  (BMA)  offre  UIle  so­
lution à ce problème. En considérant une moyenne des quantités d'intérêt sur tous l<'s 
modèles  probables, nous éliminons l'incertitude liée  au  c1lOix  <:ln  modèle et, du coup, 
améliorons nos capacités de prédiction (J. A.  Hoeting, D.  l\1a<!igan,  A.  E.  Raftery et C. 
T. VolillSky,  1999). 
Nous commençons  le  chapitre avec  la  m{~thodologie  de sélection du meilleur des deux 
modèles considérés, suivie par la. (kscriptjon df:~  la. tedllliqul' BMA. Les detLX font partie 
intégra.nte du principe de ]';).Jgorithme "OcCil.m's VVindow"  présenté dans la Section 3.3. 
Compa.raison de deux  modèles 
Avant d'aborder le  moyennage de modèles bayésien, nous introduisons la.  méthodologie 
nous pennettant de sélectionner un des deux modèles considérés. Supposons que nous 
voulons  mmp<.lrer  les  deux  modèle~s,  /1110  et 111).  À cett.('  fin,  nous  voulons é  aluer  le 
rapport  ~L~'~~l~i, 011 pr(MolY) et pr(M11Y) sont respectivement les j)roba.bilités a.  pos­
teriori cie  Mo et Ml l.msées sur les données obs<.>rvées Y. En appliquant; la. règle de Bayes 
à ces deux probélbilités, nous obtenons: 24 
pr(MoJY)  pr(Y!Mo)pT(iVfo) 
pr(MtlY)  pr(YIAft}pr(Md' 
Si  nons  SUPPOSOlLS  qu'avant d'observer  les  données  nous  n'[wons aucune i.nforrnôtion 
concernant  lf'.':>  rnodèlf'B,  et dom' que leurs probabilités a  priori sont égale.':>  (pr( Mo)  = 
pr(MoJY)  _  pr(YIA1{))  not!!...tion  B 
pr(krLIY)  - pT(YIMt}  - 01, 
où pr(Yj1Vlo) et pr(Y/iVh) sont les vraisemblances ma,rginaIes, définies comme: 
pr(YIMo) = .fpr(YI,6o, AIoJJy,.(13011Ho)d,6o,  et 
(3.1 )
pr(YIMd =  jpr(YI(J1,iV!})pr({JlI 1 \;1dd;31. 
Les variables ,60  et ~11  da.ns les  intégra.Jes :3.1  sont les  vecteurs de  pa.ramètres des deux 
modèles considérés et p"(.8oIMo) respectivement w((hliVh) leurs probabilités a priori. 
La qnantlt-é 1301  est itppelé(~ facte1J:r  de  Bayes et représente-le degré d'évideHce poul' AI(J 
par rapport. ft  kIl, Si.  nous notons par BICr )1  = BICo - BIC1 ,  où  BIC; est le  critère 
BIC pour le  modèle i i = 0, 1,  alors nous pouvons montrer que (A. E,  Raftery, 1991)  : 
_lB'('(1 ~ e  ')  .t.  ·'1 B01  ~  . - . 
1'expre),sion  à droite du  si!!;ne  d'équivalence  ~st  souvent  utilisée ell  pratique comme 
appro.ximation au facteur de Bayes. 
3.2  .iVIoyennage de modèles bayé'üen - BMA 
n"'n~  tOllt  'k~ f>  l 'ripl ('e~,  il,'  WH' qu  tiLè ('il térd,  ,  'lUe 1 ous  'oulo IS  ;sL'! le  il, l 
partir des donné ,'0 servées  Y. Notons H;,""., Ml\" l'en.semble de,'n odèles con~jdér's_ 
Alors, ja distribution a  pas eriori de ~  éta.nt donné Y  est: 
K 
p'r(6.IY) = Llyr(6.INh, Y)pr(A'hIY).  (3.2) 
k=] 25 
L'expression  (3.2)  représeute la moyenne de  la distribution a  posteriori de la quantité 
d'intérêt en  cOllsidérant chacun  d(·~s  modèles  <.l& ociés allX poids pr(  hejY). Rappelons 
que la. probabilité a posteriori d'un modèle i\1k  est donnée par : 
est l'intégrale de la fonction de vraisemblance du modèle Ivh  (p-r(Yll3b Nh», (3k  est le 
vecteur de p(l,rarnètres du modèle Mk  pT(!3k l.i\iI,.)  est la densit(~  ft priori de fh.  et Iyr(Nh) 
est la probabilité a priori dn modèle ivh. 
Si  pour le  modèle Mio,  nous estimons la quantité d'intérêt par A"  =  El.6.IY, Nh],  alors 
le  moyennage de modèles bayésien nous indique de calculer l'espérance et la varia.nce a 
posteriori de .6.  de la façon suivante: 
K 
E[.6.\Yl  =  I:>il.;]J1·(A'hl.6.)  et 
k~] 
K 
Va-r[.6.IYj  =  2:(Vm·[.6.IY, Ah] + Ai)pT(MkIY) - E[.6.ly]2. 
k=l 
L'utilisation du J))oyenn;)g(~ de modèles nétessite j'obtentioll de tous les  modèles impor­
ti1nts.  L'algorithme Occam's Window que nous décrivons dans ce  qui suit a été suggéré 
pour J'obtention  d(~  ceux-ci, bien qu'ulle variante hybride soit;  utilisœ pa.!'  le  paquel' ge 
R.  BMA qui  fait  l'implantation du  m(~yennage de modèles  b[~y6siell  pour les  modèles 
stati.stiqlle~c; les  plus courants (da;va,ntage de détail'> seront dOllnés au Chapit 'e 4). 
3.3  L'Algorithme "Occam's Window" 
L'algorithme "Occam's Window"  utitise le prilldpe énoncé  ar V/iHiam  of Occam, un 
logicien anglais du X Ive sièd , qui affirmait qu  "les entit '5 ne doivent pa.s être multi­
pliées au-dessus de la. nécessité". La conclusion de ce  principe est que les explica.tions et 26 
les stral;él1;ies les  plus simples ont tendance à  eLre  les  meilleures.  Ce prlnc.ipe  peut être 
appliqué à la sélection de modèles de la façon SUiVl.'IJlte.  Supposoll.r que nous avons  /{ 
modèles.  Alors si pr'(NftiY) = pr(AhlY) =  ... =  pr(Nh'IY), nous préférons le modèle 
le  plus simple, avec le  plus petit nombre de paramètres. 
L'aJgorithme  "Occam's  Window"  se .sert  d'un intervii.lle  (une fenêtre)  pour  comp,w~r 
deux modèles il,  la fois  dans  l'e~c;pace deB  modèles afin de sélt"{·l.ionner  un efLc;ernbl€  de 
bous modèles. Pour une expérience avec p  covariables illitiales, dmque lIlod<':le  est une 
combinaison d'une ou plusieurs de ces covariables, ainsi l'espa,ce des modèles correspon­
dant contient. 21'  éléments. Cet a,lgorithrr\(> utilise le fu(·.teur de B,).yes Bal  ou la. différence 
de BIC, BICOl, dans le  bu t.  de déterminer lequel des deux modèles est le  meilleur. Les 
bornes de  l'intervalle  proposées péU  Raftery  (1991)  sont (h =  0 et OR  =  9.2  pour 
BIC01 , respectivement Ch =  10-2 et OR  =  1 pour Bal. La règle de base pour parcourir 
l'espace des modèles est. que, si  un  modèle a été rejeté, alors tOu.s  ses sous-modèles sont 
aussi rejetés. De plus, nous avons les trois situô,tiol1s suivantes: 
1)  si B!Col  < fh. alors 110US  accept,Ol~<;  Mo  etyow; rej(~to11s ll:h; 
2)  si  DL  :::;  B1COl  < OR,  alors nous Ilcceptons j\l10 et Nf] ; 
:3)  si  B1C01  2: OR,  alors nons acceptons Ml et nous rejetons jVlo· 
Dans la, première sitlMtioll, il  y  (l. une forte évidence favoris,)J\t Afa,  mais pas d'évidence 
pour J'III1. La deuxième situation regroupe deux possibilités: il y  a  une rai hie évidence 
pour !Vit  clone  nous ne pouvons  p<lS  rejeter  Afa  ou il  .Y  a  ulle  fa.ible  évidence  pour 
Afa  et nous  nE:'  POUVOILC;  pas rejeter  lviJ.  Dans ce cas,  les  deux modèles sont acceptés. 
Finalement, dans la tl"Oisièrne situation, les données favori..seflt.  Ml &ulemeut. 
Si  lWl1~  1lt.i1i."om: If' f(\<"ft> Ir rit>  Il)'(',, au lif>  1 de  dilër<:lIcc de BIC, ks troÜi sitllatio  ~ 
:ont illVl:'r.' -'es  dl:  la f,l(;Oll  SuiV'Mlte  : 
1)  si  Bal  < 0 L, alors nOlis acceptons J\,[,  et nous rejetons lvlo ; 
2)  si OL  :::;  BOl  < OR,  alors nou,c;  acceptons Mo  et  \Il; 27 
3)  si  BOl  ~ On; alors nous acceptons !VIo et nous rejetoIlB Ml, 
3.3.1  Description d  l'a.lgorithme "Occam's vVindow" 
Noton),;  Eld  lJen..<;eluble  des modèles,  A  l'en~;emble  les  modèles  "a(:t:~ptésJJ  et F  l'en­
semble des modèles "en cow:;idéra.tion". Nous utilisons dans la description de l'algorjthme 
la notation formelle El <- E2, pour dem:: eLlsembles quelconques El et E2,  pour décrire 
le fait que l'ensemble El devient l'ensemble E2. Il ya trois façons de parcourir l'espace 
des modèles, chacune commençant avec A =  0 et F =  j'ensemble des modèles initiaux. 
Ces variations de l'algorithme "Occâ.m's \Vi ndow" sont appelées: "f)own", "lJ p"  et "U p 
- Down", respectivement. Nous décrivons dans un premier temps la varia.tion  "Down"  : 
1.  On sélectionne un modèle NI  E F; 
2.  F  <- F  - M  et A +- A + Ai ; 
3.	  On sélectionne un sous-modèle l'vio de  111; 
..,1  l B  - p'·(.MidY)  , .  BI(-' - BI(·'·  BIC') . 4.  On	 c([Jcu e  - pr(MWl  \Ol.l  - 'Alo - 'Al, 1 
5.  Si B	 > OR (respectivement BIC < OL), alors A <- A-1vf et si Afo  ri:  F, F  <- F+Jdo; 
6.  Si OL  ::::.  B  ::; OR  (re,<;pectivem.ent OL  ::;  BIC::::' OR),  alors si Mo  If- F, F <- F + Mo; 
ï.  S'il Y a encore des sous-modèles de  M, on  répète à pa.rt,ir de l'étape ;~; 
8.  Si F	 #- 0,  on répèt.e à pa.rtir de l'étapel. 
La va.riation  "Up"  de l'algorithme "Occam's Window" s. décrit.  'ornme suit: 
1.  On sélectionne un  modèle Id E F; 
2.  F  <- F  - 1\1 et A  +- A +  i 
3.	 On sélectionne U!l super-modèle kh de lVf; 
".. 1,  1 B  - pr{AfIy)  (  BIC - BIC'  BI(')' 4.  0n	 Cèllcn e - pr(Mlln  ou  , - J  1 - 'MI' 
5.  Si B	 < OL (respectivement. BrC > OR),  ~Jors  A +- A-Nf  t si M]  ri:  F, F +- F+lvh ; 
6.  Si OL  ::::.  B  ::::.  OR  (respectivement OL  ::::.  BIC::::' OR),  alors si 1\11  1.  F, F +- F +1\11 ; 28 
7,  S'il y  H,  encore des super-modèles de 1'v1,  on répète à.  partiJ' de l'étB,pe 3 ; 
8.  Si F =J 0,  on répète à partir de l'étape 1. 
La variation  "Up - Dtwvnn est.  une combimüson des variat.ions  "Upn  et  "Downn et in­
tervient dans la situation suivante. Si l'ensemble de départ F est constitué du modèle 
complet, qui est le  sllper-mod<:Je  de tous les  autres mexlèles,  nous pOllvons  utiliser  la 
variation  "1]p"  et si F contient tous les  modèles minimiHlx,  aJoŒ  nous employons la 
variation "Down", Si  les bornes de la fenêtre de l'algorithme sont choisies de t,elle fa.çon 
que celui-ci ne manque aucun modèle acceptable, et si l'ensemble de départ est constitué 
du modèle complet pour la variation  "Up", respectivement de tous les  modèles de  di­
mension  un  pour la vaJ-iatioll  "DovrIl",  alors les deux variations sont équiva.1elltes en 
terme d'ensemble A finaL  Quand F  e.st  un ensemble quelconque de départ, nous em­
ployons  la variation  "Up - Down"  (ou  "Down - Up") en deux étapes, en ex{,-'cutant 
premièrement l'a.lgorithme  "Up"  et a.près  l'algorithme "Down", afin  de~  sélectionner les 
meilleurs modèles.  L'ordre dans lequel nous décidons d'exécut.er  les deux variations a 
-pe-ü- (!'îrlftUellü'.-:mrle réslllt· r-finaj-,---- - .- -- ---- -- ------ -.- ----- - --­
:3.:3.2  L'elncacité de l'algorithme et diflkultés d'implantation 
Ii est.  intére$sant de s'at.tarder sm l'algorithme  "Occam's V, indow"  tel  qlle décrit, ci­
dessus.  Les  problérnittiquès  relevées sont résolues dans l'irnpla.ntation de l'algorithme 
présenté dans  le  Chapitre 4.  Premièrement,  l'algorithme n'est  pas efl'icace  en  ce  qui 
concerne .le temps d'exécution, cm' il fait des calculs inntiles. En  efi'et, si nons générons 
tous les  sous-modèJes de  chacun des  modèles  initiaux, il  est possible  de  cOJlsid(~rer  Je 
même sous-modèle plus d'une fois.  Pal' ex(~mpJe, si en appliquant Je critère de sélectJon, 
l'a.lgorïthme décide d'explorer les sous-modèles des nœuds {1,2,3,-!,5} el.  {1,2,3,4:ti}, 
il  génèrt'  le  sou.'i-rllo(lèle  [1,2, :lA} deux fois.  R(>cursivement.)  iJ  g{">uère  aussi  les  sous­
modèles de ce dernier et,  il  fait les ealculs pour décider également  le l'accepter ou non 
deux fois.  Deuxièmement, s'il y a des répétitions, il est nécessaire de vérifier chaque fois 
lorsque nous acceptons un modèle (aux étapes 5 et 6) s'il est. déjà inclus dans l'ensemble 29 
F.  Cette opération peut prendre beaucoup de temps,  particulièrement si l'ensemble F 
contient 1111  gru,nd  nombre d"  léments. 
Pour  résoudre  ces  deux  problèmes simultanément,  nous  regroupons  logiquement  les 
modèles dans  tlne stnJdure <l'arbre inverse (voir la Secti.on  2.2.1).  Ce regroupement 
cause un nouveau problème d'impla.ntation. En effet,  l'arbre inverse contient alors des 
"vrais"  nœuds tenninaux associés aux rnodèh" rnininÜlXlX  et  (h'~"  "faux"  nœuds tenni­
Daux qui cOHtienllent des modèles associés à des sous-modèles que IIOUS Ile voulons pas 
considérer,  car  ils  se  répètent dans d'autres  parties  de  J'arbre.  Par exemple, dans  la 
figure de J'arbre inverse (fig. 2.2), Jes nœuds p, 2, 3} et {J) 2, 4} sont de faux nŒuds ter­
minaux et les nœuds {I}, {2}, p}, {4},  {5}  sont vrais,  Quand l'algorithme atteint un 
[aux nœud terminal, il doit générer se::;  sous-modèles seulement dans le  but de décider 
s'il va accepter ou  non le  modèle a..c;socié,  même s'il  ne va pas continuer la recherche 
dans cette direction.  Nous  nous souvenons que  SI-~lllellleIlt  les IIl()(Jèles  qui  n'ont  pas 
de meilleurs sous-modèle$ sont accf'ptés; a.insi,  il est  nécessaire de calculer le  BIC de 
chaque sous-rnodèle pour déterIIliner si  J'un d'entre eux (:,st  meilleur ou non. 
Pour obtenir une meilleure vitesse d'exécution, l'algorithme ne compa,re pas un modèle 
avec tous ses sous--modèles.  S  comparaLc;ol1.."i  sont failRs sellletuenl  (~ntre  un modèle et 
ses enfants direct.s présents dans l'arbre inverse. Parce qu'ils n'ont jamais été comparés, il 
est possible de sélectionner simultanément un modèle et un ou plusieurs de ses meilleurs 
sous-Illodèles.  Après  la sélection,  il  est ainsi  néu:'Ssaire  de  p<l!'courir  encore  une  fois 
l'ensemble des modèles sélectionnés pour éC;),rter les modèles en questioll. 
3.J.;j  Validation des sous··modèles 
En  pratique,  les  modèles  peuvent  aussi  contenir des  covariabks catégoriques ct  des 
interactions de tovari' hIes. À une covnriable twec c ca.tégori '!s con s1'ond c- J colonnes 
dans la matric  des données.  (lUS  ne  pou  ons pas tecrarder ces colonnes comme étant 
associées à  C - 1 co  ariable:,;  "simple.,·. Au contri1ire, n  w; devons le.'  traiter c  cmble, 
et les éliminer simultanément de la.  matrice quand flOUS  générons un sou._-rnodèlt! q  i 30 
n'iJjclut pa.s  la covariê1ble catégorique  associ~e. 
Dans le  processus de sélection, il  est importaJlt de considérer des moddes valides.  On 
modèle esL dit valide s'Hue contient pas d'interaction sans aussi contenir les covariables 
composantes. Comme il ..~t  po ... <;..<;ible pour un modèle non valide d'avoir des sous-modèles 
valides, en éliminant l'interaction qui cause ce problème, nol1.<:>  devons valider cha.cun des 
sOlls-rnodèle~'i à la fois. Ce mécanbme soulève mlt' nouvelle qUt~S  ion. C'ommem COnlj)!Uer 
un modèle valjde (l.vec  Ul! autre qui ne l'est pas? Nous avons deux situatioIls : 
a)  si le  modèle  considéré est valide  alors  pour décider s'il est  accepté ou  non,  nous 
comparons son BIC seulement avec les  BIC de ses ,:,'Ous-mo<ièles  valides; 
b)	 si le  modèle n'est pas yalide,  nous comparons les  BIC de ses sous-modèles avec le 
BIC de son plus proche super-modèle valide; nous supposons que ln, racine de l'a,rbre 
est toujOlU"S  valide. CHAPITRE IV 
DESCRIPTION DES LOGICIELS 
Nous avons  présent~ da.ns  les Chi\.pitres  2 et ;{  les déta.ils  théoriques des a.lgorithmes 
"Leaps and BOlmels"  et "Occa.m's vVindow".  D~U1S  ce chapitre, nous exphquons,  clans 
des termr~') informatiques, comment utiliser de façon  pratÎtjue les ensembles de fonctions 
qui implémentent ces deux algorithmes, soient le paquetage B 1A de R (R Development 
Core Tea.rn,  2010) et l'implanta,üoll contribuée de "Occa.m's \Vindow". Nous présentons 
clans ce qui suit la liste des principales fonctions et nous expliquons leur structm€ interne. 
Nous discutolls aussi des paHl.1nètres les plus importllJlts, à savoir ceux qui déterminent 
leur résultat final,  c'est-à-dire  l'ensemble des  modèles sélectionnés.  Ces  informations 
nous aident. à effectuer l'étude cornpa.mtive entrr les deux méthodes, daJ1S  le  ellâ.pitre 
5. 
4.1  Ensemble de fonctions contribuées pour l'algorithme «Occam 's Window" 
4.1.1  Liste de fonctions 
L'implantation  maison de l'algorit  me  "Oeea.m's Window"  conLicnl,  les  fonction.'>  SlÙ­
vantes écritrs dans le  langage "C" 
checkFile - vérifie si le  ficbier de dormé€s exist,  t qu il contient toutes les in1ormations 
qui décrivent le  jeu de donné.s; un tel Hdüu contient quatre se('  ions:  TA, eTE, 
COLN et. r JTE; 1  . ectlon DATA est  un tableau  ui  contient la fié t,ri 'e de donné s 
la VéUlèl.bJe  réponse et les poids des observa ions ; les aulTes sections spécifient les noms 32 
de covariables (COLN), les covariables catégoriques (CATE) et s'i.1  .Y a des interactions 
entre les covariables (INTE) ; 
checkData - vérifie si le fichier de données  <.1. suffisamment de lignes et que ces dernières 
ont la même longueur; 
createData - lit  le  fichier  (\('  données et fait  l'initialisation des  ~1.ructmes  vectorielles 
utilisées pour emmagasiner les données dans la mémoire interne. Ces vecteurs sont uti­
lisés  plus tard pour ca.1<:uler  les coefficients des  modèl~'s  et diverses statistiques comme 
le  BTC  ou l'erreur quadratique moyenne; 
fiLlinreg - ca.lcule  les  coefficiellts  d'un  modèl<'  de  régrEssion  linéaire  ~w  utilisant  la 
fonction gsLmultifit....linear de la librairie eSL (GNU Sà~ntifk Library); eSL est une 
librairie scientifique développée pour le  langage C,  qui contient fonctions pour des cal­
cules numériques et statistiques; 
linreg - initialise la rrJ<:l.trice  de  données,  appelle  la fonction  fitJinreg et <:l.ffiche  les 
coefficients du modèle de régression liné<.tire; 
fiLlïnreg_sweep - calcule les coefficients d'un modèle de régression linéaire en utiJjsant 
l'opérateur de rotation (sweep) : pour plus d'information sur. l'opérateur  "sweeJ/'  voir 
l'Annexe B; 
linreg_sweep - initialise  la,  matrice de données, appelle la fonct.ion  fiLJinreg-.Sweep 
et affiche  les  coefficients du modèle de régression  linél:'l.ire; 
fiLlogreg - cu.lcule  les  coefficients d'un modèle de  régression  logistique en utilisa.llt  la 
fonct.ion  fit_linreg~"'Neep  dans un algorithme  d~~  type IRLS  (Itemtively Reweighted 
Lea.<;t  Square); 
logreg - initiaLise  la matrice de  données, appelle  la fonction  fiLlogreg et affiche  les 
coefficients du modèle de régression Logistique; 
occamswin_linreg_wit  _validation - sélectionne JeR  meillE'11rS  modèles de  régression 
lilléaire valitl  s de j'espaç( (k: modèles el  ulïJsallt 1;Igol'ithme "(kean '8 V\Jndow"  ; 
occamswin-linreg....no_validation - séled iOllue  les  mt'illeur,'  1H(..'(jèle.:  de  r~gression 
linéaire sans validation en  utilisant l'al,e:orithme  "Occ<''tm's  Wiudow"  : 
occamswin_logreg_with_validation - sélectionne les  meilleurs lllodôles de régression 
logistique valides de ['espace des rno(lèlcs en  utili..c;ant.  l'algorithme "Occarn's \Vindow" ; 33 
occamswin...logreg_no_validation - sélectionne les meilleurs modèles de régression lo­

gistique sans validation en utilisant l'algorithme "Oecam'8 Window" ;
 
printGsINlatrix - affiche les modèles trouvés sur j'écran;
 
printGsIMatrixToFile - écrit les modèles trouvés dans nn fichier texte;
 
4.1. 2  DétajJs d 'hnpl<:Ultation 
Pour mieux comprendre leur tonctionnement, les ])a,ramètres qui déterminent leur résul­
tat et même le  résultat qu'eUes trouvent, nous pl'€sentons  maintenant quelques détails 
pour les fonctions les plus compliquées. 
La fonction  fiLlogreg est.  lme implantation de [',11gorithrne  IRIJS  (voir  section  1.2). 
Elle utilise la, fonction  interne evaLf pour reca.Jculer  les  probabilités des observat.ions 
et pour évaJuer à chaque éta.pe la vaJeur du logarithme d~' la fonction de vraisemblance. 
Notolls qu'il est possible, si la. solution initia.le  Il'(~st  pas bien choisie, que l'algorithme 
ne converge pas. Si l'algorithme est convergent, 13  v;,lleur  du logarithme de la fonction 
de vraisemblance est croissantf:' à chaque étape. Si lIons obtenons une va,leur plus petite 
que dans  l'éta.pe  précédente,  iJ  est  possible que] 'algoril illne  ait  dépClssé  Je  point de 
maximum. Dans ce cas, il  exécute quelques étapes de  plus en prenant comme point de 
départ le  point milieu  entrf~  le point courant et le  point t.rouvé à  1étape précédente, 
jusqu'à, ce qu'il t.rouve une meiHenre solution ou qUl\ décide de s'arrêter ~'i(1.ns convepeT. 
Notons qu'il est, aussi possible que c ..rtain .s des probahilités des  ~'ervatioTis rec11kulées 
à chaque étape soient  0 ou 1  à  caus~~  des arrondiss€rnellts  de l'ordinateur et que, dans 
ce  cas aussi,  Palgorithme ne soit.  pas convergent. Si  l'algorit.hme ne converge pas, la 
fonction  affiche  UIl  messag(~  d'erreur. 
Les d  lIX fondions qui trait.e li  de la sélection des mo<lèl~' logi.tiques,occamswill.Jog­
reg_with.-validation et occamswin_logr g....no_validation appellent la fonction fit­
...logreg qui,  pour cerLains jeux de don  écs et pour certaills modèles  peut obtenir des 
probabilités pour les observations égales à 0 ou 1.  Dans ce C'l};, les valem.' de BIC  OUT 34 
cèlt",ins n.lüdèles  peuvent être ég",1es  il plthS  infitù. Si  un  modèle  CL  tIn  BIC Ï!lfini,  il  va 
être automatiquement rejeté, et l'algorithme va. afficher un  me~ssa.ge  d'erreur. 
Toutes les fonctions qui implémentent l'algorithme  "Occam'8  \Vindow"  ont deux pa,­
ramètres qui déterminent la,  largeur de la tendre d'Ckcam. Les valeurs prop()Sées pour 
ces bornes sont D pour la borne inférieure et 9.2 pour la borne supérieure. Si nous utili­
sons une pins gtallde vaJem pom la borne inférieure, l'algorithme trouve des modèles de 
plus petite dimension. Par eontre, si nous employons une va.leur plus pet.ite pom la borne 
supérieure, l'ôJgoritbme troUVE'  des modèles avec  un  plus grand nombre de paramètres. 
4.2  Le paquetage Leaps de R 
Ce paquetage a  été développé par T.  Lumley (ba...,é  sur le  code F()ltran de  A.  Miller, 
2009) et contipnt des fonctions qui implémentent plusieurs a.lgorithmes pour la. sélection 
de modèles, comme Leaps émd  Bounds et les algorithmes de sélection progressive, pas-
à-pas, et régressive.  D,UlS  ce qui suit, nous décrivons la seule fonction de ce  paqueta.ge 
que nous (;l,yons  utilisée, regsubsets. 
4.2.1  La fonction regsubsets 
La. fonction regsubsets implélTlnte plusieurs aJgorithme' pour la, séled.ioJl de modèles 
et a trois formes qui. diffèrent seulement daus leur façon de spécifier le jeu de dOlwées : 
regsubsets	  (x=, data=, weights=NVLL, nhest=l, nvmax=8, force-in=NULL,
 
force.out=Nl. 1.L, intercept=TRUE, method=c( "exhaustive" ,
 
"backward",  "forwèud",  "seqrep"), re,ùly.big=EL\LSE,...)
 
regsubsets	  (x=, y=, weig;J" =  (J,l: g1.h  .'), .b,ql=l  max=R. 
forœ.in=Nl,LL, force.out=NULL, inLercept.=TRUE, me hod-c( 
"exhausLi\<>",  "hackward",  "1"  rward', "seqr p"}, realJy.big=FALSE,...) 
regsuhsets	  (x, nbest=1,  nvmitX=8, forœ. in=~'1)  , method=<;(" exh'lll')Live'  ,
 
"backward", "forwarcl",  "seqrep"), rea,lIy.big= 'AL8E,...).
 
Les  arguments de ces trois faillIeS sont: x - la matrice de dounées, un objet R de type formule ou  un objet R  de type higlm ; 
data - un objet de t 'pe data..frame conte.n<'\l\t  les  variables du modèle; 
y  - le vecteur de réponses; 
weights - le vecteur de poids; 
nbest - llne valeur numérique entière positive spéei.fiant le nombH~  de modèles de chaque 
dimension retomné par la fondion regsubsets ; 
nvmax - la. dimension maximale des mod€les sélediol\l)és ; 
force.in - index df' variables (colonnes da.ns  la. nmtrice de données) forcées <i"'apparaître 
da.ns  tous les modèles sélectionnés; 
force.out - index de variables (colonnes dans la matrice de données) fOfCf€S de ne pas 
apparaître dans les modèles sélectionnés; 
intercept - si TRUE, rajoute l'intercept au  modèle: 
method - spé,cifje la méthode utilisé.e, leaps and bOllllds, sélection progressive,  pas-à~ 
pas ou régressive; 
really.big - doit être TRUE pour la recherche exhaustive si  le nombre de variables du 
modèle complet est plus grand que :)0 ; 
object - un objet R  de type regsubsets ; 
all.best - si TR.UE, affiche  tous les lueiJleufs modèles; sinon senlement tin  modèle de 
chaque dimension; 
matrix - si TRUE, ~dfiche la. matrice des V<.u.ia.bles  pOUl' clW,CUIl des lllodèles sélectionnés; 
si.Don,  affiche autres sta:t;istiques ; 
matrix.Iogical - qua.nd matrix = TRUE, si  matrix.1ogic<':l.l = TRCE les  variables dans 
la matrice réponse sont spécifiées en utili..<{i'l,ll  les  mots "TRUE" et "FAL8E"  ; si ma­
trix.logical = FAL8E,  les caractères utilisés sont  "*,,  et l'espace; 
df - spécifie le degré de liberté pour les sta.ti:tique.  affiché.'; la valeur par défa.ut est 
n - 1,  où n est le  nombre d'observations; 
id - l'index de  modèl  '  pour lesquel' la fun ,tion  doit retourner les  coefficien  '  et  la 
matrice de  va,riallce-covariance; 
vcov - si  TRUE, rel.OlllU'  la matrice de  arianc(-'--covariance. 36 
4.3  Le paquetage Bi\1A  de R. 
Le  paqll~t.age  BMA est une implantation de Ja  technique  MA  dans le::;  langages R 
et Fortran (A.  Raftery,  J.  Hoeting, C.  VolillSky,  1.  Painter et K.  Y. Yeung,  2009).  11 
contient des procéduœs qui l<HlI.  le woyenna.ge de modèles pour des modèles de régression 
linéô.ire  et géJlôralisôe  \-'t  aussi  pour des Jllodèles  de survie.  Cl>  paquetage dépend de 
deux autres IJlodules, R-leaps et H.-survivill.  La sélection des modèles est Üüte à pan.ir 
de  Lt  probabilité a  posteriori  relative de chaque  modèle,  cuJculée  ù  l'a.id\-,  du  crit~re 
BIC.  Notons par ailleurs que ce paquetage  t'~<;t  couramment u il"sé  pour effectuer du 
mO:J;ennage  de  modèles dans un cadre d'inférence purement fréquentiste.  Dans ce qui 
suit, nous allons énumérer la liste des fonctions en détaillant deux d'entre elles qui nous 
intéressent plus, bicreg et bic.glm. Lu.  lisl~  complète des fonctiolls du paquetage BMA 
est présentée dans l'Annexe A. 
4.3.1  Les fonctions bicreg et bic.glm 
La fonction  bicreg implémente  la.  technique  BMA  pour  des  modèles  de  régression 
linéaire et Il la. fornH'  : 
bicreg  (x, y,  wt = replI, Iength(y)), st.rict = FALSE, OR = 20, 
rmxxCol  = 31, c1ropJactor.levels = TRUE, nbes!. = JO) 
Ses arguments sont : 
x  - la matrice de données;
 
y  - le  vecteur de rép0l1..<;e.<; ;
 
wt - le vectem de poids;
 
strict - varia.ble logiqlle ; si FIS  3, la. [ouctio!  retourne tous If'  lII<X  èles ayant 1111(>  pro­
babilité c·  posL.riori qui n'est,  pa,  plu.. <;  I>(.>tilf'  qu  :I/OR.  foi~  ln  probe bilit{,  dl!  111  iJ!ellr
 
modèle: ,'Î TRUE, la [onction éümine les mo<lèles qui ont des sous--ITIo<lMe.s av('c de p!u~'
 
grandes probabilités (t posteriori;
 
OR -- le  ratio maximal pour exclure un modèle dans l'algorithme "-Occam's Window" ;
 
maxCol -- le  nombre rrmxima.l de ('o!orllles  (va.riablf's) da.Jls  la. matrice des données; les
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varia.ble~  supplémentaires sont éliminées avec  ut!  algorithme de régre:>sion  pas-à-pas;
 
drop.factor.levels - \  riable  logiqu,  qui .ind.ique  si  l  S  ci.l.tégoric - li'une  covaria.ble
 
ca.tégorique sont traitées ensemble ou séparément  pendant l'élimination des colonnes
 
supplémentaires;
 
nbest - une valeur numérique po,.;;itive entière spécifiant 1, nombre de modèles de chaque
 
dimension et retourné à la fonction bicreg par le  module leaps;
 
La fonetion bic.glm est similaire à bicreg, mais pour le trait;emeJlt des modèles générali­
sés. En p<:l..rticlllier,  nous POUVOIlS l'utiliser pour dts modèles logist.iques.  Cettt-' fonction 
a deux formes : 
bic.glm	  (x, y,  glm.family, wt =  rep(l, nrow(x)), strict =  FALSE, 
prior.param = c(rep(O.5,  ncol(x))), OR = 20,  rnaxCo] = ::lO,  ORfix = 2, 
nbest = 150, dispersion = , factor.1.ype  =  TRUE, 
fitctor.prior.itdjusl. = FALSE, ocGlJ1l.window = TRUE, ...) 
bic.glm	  (f,  data, glm.family, wt = l'ep(l, nrow(data)), strict = FALSE, 
prior.pamm = c(rep(0.5, ncol(x)), OR. = 20,  nwxCol =  ::\0,  OR..fix  -.=  2, 
nbest =  150, dispersion = , factor.type =  TRUE, 
factor.prior.ad.just = FAL8E, occam.windml.- = TRlJE, ...). 
Les deux  tonnes diffèrent  .selllement par  l~llr  l~"(m  de sp[-'<.:ifler  le jeu de données. La 
première torme prend comme paramètres directement la matrice de données et le vecteur 
de répcllLses.  La deuxième est appelée avec un ob'et R. de 1.  'p€  l<mnule.  Les arguments 
de ces deux formes sont : 
x - la maMiec de donllé(-).s;
 
y - le  vecteur de réponses;
 
f - un objet R  de type formule;
 
data - un objet. de type da.ta.frame contenant les va.riable.: du modèle;
 
glm.fa.m.ily - description de  la distributioll  des  erreurs  t  de  la fonction de  lien  du
 
moc1i'le;  cela.  pe  è re  11Jlf'  dll).:int'  dl'  caraJ'tère.',  un  objet R  de  type  "fandy"  ou le
 
résulta.t dune fonctioll  qui  retoul'll, un  objet  de type  "fami)y" ; par exemple, nous
 
pouvons utiliser glm-family =  "bin<>!1  ia.J"  pour des 1110dèles de régre;sÎon Iogistiq le;
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wt - le vecteur de poids; 
strict - variable logique;  si  .F'AL8E,  la fonction  retolullC  tous les  modèles ayan· une 
probabi]]té a posterioli plus grande qUE'  1JOR fois la probahilité du meilleur modèle; si 
TRUE, la fonction élimin("  les modèles qui. ont des sous-nlodèles avec une probabilité a 
posteriori pll1s grande; 
prior.param - nn vectem spécifiant les  poids a priori de chaque covariable; 
OR - le ratio ll\n,ximal  pOlll'  exclure UJl  modèle <bus ral~ol'ithme"  ccn,(ll's  Willdow" ; 
maxCol - le  nombre 11l<.i,xill1a]  de  colonnes da.ns  la matrice des données; les  colonnes 
supplémenta.ires sont éliminées avec nu algorithme de sélection pas-à-pa.s; 
ûR.fix - la  lar~eur  de la fenêtre de l'a'!gorit.hme  "OcGun's \Viudow"  après l'appron­
rnation du BIC etlectnée par "Leaps and Bounds" ; puisqne leaps donne seulement une 
a,pproxirnation du  BIC, il est nécessaire d'augmenter la htrgelll'  de cette fenêtre  pour 
s'assmer qu'aucun des bons modèles Il'est rejeté; le  nive<t.U  de ce ra.tio est  ()R}f1.}'L  et 
la  valeur par défaut pour ORfix est 2 ; 
nbest - UCle va.leul"  numérique entière positi ve spécifia.nt le nombre de JIlodèles de cha.que 
diTnension  retourné à la  fonction bic.glm par l'n.lgorithme leaps; 
dispersion - une valeur logique spécifiant si la dispersion est calculée ou non; la valeur 
de défaut est TRUE lorsque glmJanüly est "poisson" ou "binomial" ; 
factor.type - variable logique qui indique si les catégories d'unE' covariable catégorique 
sont tnütées ensemble ou sépa.rément ; si FAL8E, les cat.égories sont trn.itées séparément; 
factor.prior.adjust - variable logique  (J.lÙ  indique dans le  C<lS  factor.type = F  si  les 
distribntiolL'-;  il, priori correspondantes à chaque catégorie sont ajustées ou  non; si  fac­
tor.type -= F, toutes les proba.bilités a priori des catégories de la covariable i sont éga1es 
à prior.param[i] ; si factor. type =  T, les  probabilités a  priori des catégories de  la cüva­
riable i sont ajustées t Jles que leur somme est égal· à prior.param[i1 ; 
occam.window - Wle val. ur logiqut'  [>eeî.fil.lnt  SI  l'algOrithme  "Oeeam's  '!I1(ow'; est 
utilisé ou  !lOIt;  si  FA LSE,  tous le' mooèl 
3  sélectionné'  pa,!'  l'<tlgorithlllf'  "Lt'ii.ps and ' 
Bounds" sont retoumés; 39 
4.~i.2  Détails d'implantation 
L'étude du code des ll:>JldiollS bicreg et bic.glm nous aide it mieux (.'Qurpr('ndre lem uti­
lisation, leur structure interne et les autres algorithmes et fonctions qll'elles emploient. 
TI  est intéressant d'observer que, mème si  elle."  traitent de  typ s de  modèles différents, 
les deux fonctions ont JA.  même structure. Premièrement, s'il y  (1.  plus de ma:rCols  ccr­
variables,  cellf>..$-ci  SOllt  éliminée.'>  à  J'a.ide  de  la  fOllction  illLern  ciropCI.Jl8,  qui est une 
implantation de  la technique de sélection régressive  (voir  I.a.  section UUI pour plu.s  de 
détails).  La valeur de défaut pour  le  paramètH'  maxCols est :a.  Deuxièmement,  une 
des fonctions R leaps ou regsubsets est app  \'  pour élimin r la plupart. de.  modèles. 
Ces  deux fonctions  appellent  des l'outines FORTH.AN  qui  implémentent J'a.Jgorithme 
"leaps and  bounds". Seulement nbesl.  modèles  de chaque dimension sont rütenus.  Fi­
nalement, à partir des modèles retenus, l'<llgorithme  "Occam's \iVindow"  réduit e/lcore 
plus le  nombre de modèles.  Cette dernière réduction est toujours f8,ite  à  l'intérieur de 
la fonction bicreg. Dans le cas de la fonction bic.glm, la réducLion est faite seulement 
si  le  paramètre OrfAJ,'I1l.windo'W  a la valem TRUE. 
En conclusion, les  fonctio/ls bicreg et bic.glm implémentent un  algorithme hybride qui 
est en  fait  une combinaison  entre  les  n.lgorithmes  "Leap8  and  Bounels"  et  "Occam'8 
\Vindow".  Le  résulta.t  est  un  objet R.  de type  bicreg (respecbvement bic.glm) qui 
contient un  vecteur des modèles sélectionnés et dE'S  information' supplém(mtairt':'s sur 
ceux-ci. CHAPITRE V 
ETUDE CO!vIPARATIVE DES  fÉTHÜDES 
Le  but de ce  mémoire est de faire nne ',tl.ld. comparative entre tes  d(~llX  algorithmes de 
sélection de modèles présentés dans les chapitres antérieurs, "Leaps and Bounds"  (LB) 
et  "Occaln's  Window"  (O\t\T).  En effet,  nous  allou..'i  comparer trois façons  d'appliquer 
ces deux algorithmes da.lls la sélection des modèles de régression linéaire et logistique: 
1)  Leaps and Bound seulement (LB) ;
 
2)  Occam's Willdow seulement (OW);
 
3)  Corn])' mison entre Leaps and Bounel et Occa.m's Window  (LB-OW).
 
L'objectif  de ces comparaisons est d'évaluer le pouvoir prédictif des ensembles de modèles 
sélectionnés dans chaque Cél•. ')  et de  déterminer s'il y  a  uue  méthode qui se  dérnr-trque. 
Pour ce  faire,  nous  utilisons  le  moyennage de  rnodèle~')  bayésien  (BMA)  et une autre 
technique nommée  "validation croisée" que nous expliquons dans la. Sedion !>.l. 
Même s'jj n'est.  pas  pertinent. dt' compar .1'  les  t;emps  '  écutiol\ des algorithmes, parce 
qu'ils sont implémentés dans des langages de progmmmatioll diWreuts, nous a.llons  Jes 
mentionner uniCJuement dans un but inf()rmatif. 
Validation croisée 
La vcl.lidatioIl croisée est une tüdwique très simple utilisée pour l'évaluation du pOU\foir 
de prédiction d'un modèle ou  du  rnoyennFlge des  plusiellfs nodèle., Celte technique Cl 
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plusieurs variantes. Dans sa forme  la plus simple, nous partitionnons aléatoirement les 
obser ations en deux ù1,tégories, les données de con:truction, y C , à.l a.ide de quelJes nous 
ajustons un modèle 1'1, et les données test., yT, pour éva.luer son pouvojr de prédiction. 
Une  l"açon  simpl.e de meSllr€r  le  pouvoir prédictif d'uu modèle e,':{t.  de  ca.lculer  l'erreur 
quadratique moyenne (EQM) des données test yT. Si pom UIle observation quelconque, 
i,  nOliS  notons Yi.  I.a  vl:\.k~m  observre et.  !Ii.  sa. valent prédite obtenlle iL  l'aide dn modèle 
M, I.l.lors  J'EQM est définie comBle: 
.BQ/vI =  1)'1'1  L  (Yi.  - Yi.)2,  (5.1 ) 
1 i.EyT 
où Ir'TI est le canbnal de l'ensemble yT Li), formule (5.1) s'applique éga.Jement da,ns le 
cas où nous voulons évaluer le  pouvoir prédictif d'un ensemble de K  modèles.  Dans ce 
CilS,  I.a va.leur  prédite Yi  est calculée en faisant la moyenne pondérée des valeurs prédites 
par chacun des modèles, en prenant conune poids leurs probabilités a  posteriori: 
l( 
g'i  = L Y'i.(k)PT(JYh\Y
C
) , 
/;-=1 
oÎi Yi(A:)  E'.st  la y,üeur prédite de l'observa ion  ·i  par le  Ul( dèle Jl,h.  ­
Une autre varit),ntf' de la technique dl'  valida.tion croi&5e est de divis!"r  J<c>s  dOllnées en m 
parties et.  cl 'appliquer Je miàne principe en m étape,.,. Achoque éta.pe, la partie considérée 
constitue  l'ensemblf'  de  données de  test,  à  l',üde duquel  nous  testons  le  pouvoir de 
prédiction.  Nous ajustons le  modèle d'intérêt avec  les  données qui  restent après avoir 
écarté de l'ensemble de données complet les observations appartenant à l'ensemble de 
données de test. Finalement, nous pouvons üüre une moyenne des résultats obtenus à 
chaquE' étape pOUf un  modèle donné. 
La technique de valide. tion croispr fOllcri<  THH'  <l.II:,si  pOUl'  les mod'..1I'S de régression logis­
tique, :>8uf qll'il n'e t  plus adéqlwt d'uLilisN l'erreur (}lladmtiqllf' moyenne pour m  snrN 
le  pouvoiT de prédiction de chat]uc  méthode.  Dans ce  ca~',  la répoTlEe  est.  une variable 
dichotomique et la valeur prédit.e corre~'ipondante il une obselvati(!I1 i ne  représente plus 
l'est.imation de [a. réponse, mais l'estimation de la probabilit.é que la réponse prenne la. 
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Une  façon simple de prédire les  réponses est de considérer llne probabilité de contrôle 
(par exemple pr = O .•SO)  et de cakllier : 
A  Ki  :2:  lYl'  ; {1,
Yi  =  0,  SiJlOII. 
Pour mesurer Je  pouvoir de prédictioll d'un modèle de régression logistique, nous pou­
vons calculer le taux de mallvaL';(' da.. ~ifi('ation  (TMC), 
TMC =  Nb. d! obscrvati.on.s pour le.sqnclle.s Yi  ::J  y; .  (G.2)
Nb. total d'obscr1Jo,t'ions 
Toutes proportions ga,rdées,  une petite  al(~n.r  dE'  l'BQM ou de TM: indique un grand 
pouvoir prédictif. 
5.2  Cornpmalson des méthodes dans Je eas de la réore.'slon linéaire 
5.2.1  Données LOJlgley 
Nous commençons les comparaisons avec le jeu de données Longley, pr.{>.senLé  à,  l'Annexe 
C.l. Nous voulons modéliser la variable Employés (~n  fonction des covariables El, PNB, 
SE, AP, Populatioll et Année. En ajusta,nt un  modèle de régression linéairc' aux donllées 
complètes, nous obte lOllS les résultats présentés au Tableau S.1. 
CovarjabJe  Estimatjon  En type  VaJeur-p 
(InLerc _pl,)  -3.482e+03  8.904e+02  0.004 
El  1.506e-02  8.492e-02  0.863 
PNB  -3.582e-02  3.34ge-02  0.313 
SE  -2.020e--02  4.884e-03  0.003 
AF  -l.033e-02  2.143e-03  0.0  1 
p( pulatioll  -5.110e-02  2.261e-Ol  0.826 
Année  1.82ge  00  4..555e-O 1  0.003 
Tableau 5.1: R  .:ult."ts d~  la  r,lgression  linéaire pOlll'  le jeu de donné-<>s  Longle, 44 
Le Ta.bleau 5.1 indique que les vartables El, PNB et Population ne sont pas signi6ca.tives 
à un  seuil de  ~)5%.  Eu ce qui concerne l'ajustement du ni  lèle,  1l0U~  oyons dans la 
Fig,lJre 5.1  que les supposjtions de la régression linéaire ne sont pas en tota.lité wSj)f'ctées. 
Dans le  premier graphique, les couples des valeurs prédites et oosel'vées sont alignés sur 
une droite,  HHÜS  les  résidus obtenus ne .semhlent pas suivre une  loi  nonnale.  Dans le 
graphique quantiles-quantiles  (Q-Q), nous pouvons cornpa,rer la distribution des résidus 
standa,rdisés arra,ngés ell ordre crois,a It a.vec b  di:tributiOIl tl éOj'ique de la loi llonw),le 
N(O,l). Comme les  points ne sont pas a.lignés sur une droite, les  résidus ne suivent pas 
une loi Ilormale, Les deu,x demien graphiques 8Jfi<;h~nt les couples des Videurs  prédites 
(n'spectivement des va.leurs  observées) et les  résidus  Nous constatons que  les  points 
dans les deux derniers graphiques sont. aléat.oirement distribués, ce qui suggère que les 
résidus S(mt  indépenda.nts et homoseédastiques, 
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Pour un  modèle  avec  6+1  pa.ramètres comme  Je  modèle  complet du jeu de  données 45 
Longley,  le  nombre de sous-modèles  possibles de chaque dimension est présenté dans 
le  Tableau 5.2.  Les algorithmes LB et OW ne font  pas dl;'  S '.lection de V'tl.riables  sur 
hntercept, qui est toujours considéré présent. 
Nb covariables  1  2  3  4  5 6 Total
 
Nb modèles  G  L5  20 15  (j  L  G3
 
Tableau 5.2: Nombre d" Jl)odèl<'~ pp8sihles de chaquf'  djJll<'Il~jon pour 1<- jéll de dOll.ll","S L,mgl,,)' 
La technique  BMA  est  utile quand  nOlis  analysons des jeux de données  avec llll  pe­
tit nombre d'observations. En effet, da,ns ceUe situation, l'incertitude liée an choix du 
modèle est grande et BVfA nous permet de prendre en compte dire<tement cette incer­
titude dans Ilotre infërence. Nous sé!edioIlnons aléatoirement deux observa.tions pour 
former l'ensemble des donné€s  te::;t et considéJ-ons les 14 <.wtres obsel"Vations comme l'en­
semble des données de construction. Nous ;JppJiquons pa.)"  ](1. suite les  trois méthodes de 
sélection sm l'ensemble des donné!:)s test. Nous ra.ppelons que Le  pa.uunètre nb('~5t spécifie 
le nombre de meiUeurs modèles de cha.que dimen..'Jion à sélectionner dans la méthode LB 
et que les  paramètres in! et,  sup sont tes  bornes inférieure el., upérieure de la fenêtre 
d'Occam. Rappelons également que ln.  combinaison LB-OW pst la méthode qui  utilise 
l'algorithme  "Lea.ps  and Bounds"  pour f(lcin'  une  ~Lection  ini-jtl.1e  des modèles suivie 
pa.r  un  tri supplérnenta.ire eftectut'  par  l'algorithme  Occa.m'::;  \Vindows.  Les  résultats 
sont présentés dans le Tableau 5.:~. 
Méthode  Pa.ramètres  •Q 11  Nb modèles  1emps 
LB  llbest = 05  0.215  26  0.02013 
LB  nbest = 10  0.215  43  0.0308 
LB  nbest = 15  0.215  58  0.020s 
LB-O\V  nbest = 05 ; in!' = 0; SUp = 6  0.210  1  O.OGOs 
LB-OW  nbest = la; inf = 0; sup =  6  0.2]0  1  O.OG  )8 
LB-OW  nbest = 15; iuf = 0; snp = 6  0.210  l  0.0708 
OW  iuf = 2; BUP =  6  0.202  2  0.0088 
0  inf = O·  sup =  6  0.188  3  0.0083 
0  1  inf = a;sup = 10  0.188  3  0.008s 
Tableau 5.3:  RÉ'SllltM~ de la sélectioll de nlodèlèS  p<>ur  le;  ,-lc"'II~"'S Lon ~lev  pOlir nbe t =  5,  10, 
15 et JE'_'  bornes (2; 6), (0: 6)  et (0; 10) 46 
En annJysa,nt.  le  Tableau 5.3,  nous constat.ons,  pour ce jeu de données et la  part.ition 
aléatoire des dOJUlées considérée, que les deux premières rnétbodes ont. obtenu des EQM 
égales (à J'intérieur de chacune d'entre elles), indépendamment des pa.ramètres utilisés. 
Par contre, la méthode OW est plus sensible au changement des  bornes de la fenêtre 
d'Occam. Nous voyons aussi que le.. '>  pouvoirs prédictifs des trois méth()d(~s sont proches. 
Nous  présenton..s da:rLS  [es  TitbleallX 5A - 5.7 les  H1odèl('s  .séle<~tionrlf?~<;  par cha<' me  des 
trois méthodes.  Les  modèles sont spécifiés  à  hüd(~  de  variables  illdku,trices  binaires 
indiquant la présence (1)  ou l'absencp (0) des cova.ria.bJes. 
Int  El  PNB  SE  AF  Pop  Année  BIC  Taille  Pl'. Rel. 
1  0  1  l  l  0  l  -66.05  5  0.549 
1  0  1  1  1  1  1  -6:3.97  6  0.194 
1  l  1  1  1  0  1  -63.41  6  0.147 
1  1  1  1  1  1  1  -61.64  7  0.061 
1  0  0  1  1  1  1  -59.80  5  0.024 
1  0  0  1  l  0  l  -58.21  4  0.011 
1  1  0  1  1  1  1  -58.03  6  0.010 
1  l  0  l  1  0  1  -55.67  5  0.003 
l  0  l  0  l  l  0  -49.55  4  < 0.001 
1  0  l  l  1  l  0  -49.20  5  < 0.001 
Tableau 5.4:  eiU"lll'" lIIod"l~ ~I"djol\n,;'; pal' la méthod" LB P'-"II nb,,,,l- = f\,  lO "t 15. PI. Rel. 
e~t  la probabilitof l'elati\'<' du 1I1mlèl.,.  Une v,~Jeur  j  indique 'lu" la <'o""riable a  >lié  ~éleçtionnéè. 
lnt  El  PNB  SE  AF  Pop  AllIl<'e  HIC  Taille  Pl'. Rel. 
l  o  111  o  1  -68.69  ))  1 
Tableau 5.5: M"ilJ"UI'l'1  1lI,,,J,,I~'Ol  "';J"ct'ic)J.lllé~  p~r  la méth,'d., !,B-OW Il,,ur lib ,,·t = fi,  10,  15 el,  l~ 
bon""s (0; 6), Pl'.  Rd. est lu.  pr,jb~.bilil.é  relaLiv. ,lu ra.-....lèl".  Un..  akur l  indique qUA la  <;Gv~.riiJ.bl. 
a été sdectionnée. 
lm  SE  AF  PO[)  Atwét:'  1 r.  ReL 
1  1  0  l  5  0.980 
l  1  0  1  -2Vi;)  4  0.020 
Tableau .5.6:  'VleiJl.'urs modèles sùledionnfs pcœ  1,. m(·t.!JOd.,  O'N  T  1<'3  born~  ('2; 6). Il 1. Re!. 
est la probabilité rt'la.tiw du 111od"]".  Un" valeur l  indique 'lu" la c(wMiab!.- a été sélectiollnée. 47 
lm  El  PNB  SE  AF  Pop  Année  BIC  Ta.ille  Pr. Rel. 
l  0 1  l l  0  l  -:30.:36  5  0.940 
1 0 0  1 1  l  1  -24.12  5  0.041 
1 0  0  1  1  0  1  -22.53  4  0.019 
Tableau 5.7:  M.,jllellr~  JJl()d",I,,~  "èi,ect.jOlJJl8,  pM la IlIé1.Jlüde  OW l'our  k,~  1)('I'I1E'"  (0; C)  c'l.  (0; 
10). PL BkL PSt  la prob"bijit..i.  t'E'latiw ,iu  modèle. UI!" vM"ur  l  indhjll" 'lU"  la  <'ovariable a  été 
s~tectionnée~ 
Pour ce jeu de dOlJnées, la méthode 0  avee fl~llètres de 0 Ù, 6 e  011 )0 pos.sède Je lJlei]Jeur 
pouvoir prédictif, en faisant la moyenne de ~\  modèles. La méthode OW perfonne mieux 
que la méthode LB-OW paree que cette demi(~re a manqué deux. modèles importants, 
(1001111)  et (1001101).  L('~<;  deux. modèles ont été trouvés par la mét.hode LB  mais ils 
ont.  ét~  écartés dans l'étape 0  de la.  méthode LB-OW. L'explication du fait que les 
deux modèles ont été retenus pa.!'  OyV et écart~s par LB-OW est la  f~on  différente des 
deux méthodes de fcl.ire  la sélection dans l'étape OW. Contrairement il la.  méthode OW, 
qui compare les modèles deux par deux, la méthode LB-OW les compa.re toujours avec 
le  modèle qlli a  le  BrC rnininnnn parmi les modèle$ sélectionnés dans l'étape LB. 
Nous voyons que choisir un nombre trop grand ou trop petit de modèles a un faible im­
pact néga.tif  sur Je  pOlll/oir  de  prédiction  dans  ce cas-ci.  C'est  plutôt  la.  qua.lité  des 
modèles  choisis  (leur  BIC  et  leur  probabilité  reIa.tive)  qui  comptt'  pour obt.enir  un 
bon  pouvoir  prédictif.  Pour exelnplifier,  la  méthode  LB  a  trouvé  un  grand  nombre 
de modèles, mais son pouvoir de prédiction Il 'ebt pas Ineilleur que la lnéthode OW. La 
raison de ce comportement est expli.quée en dét.ail dans la démaxche qui suit. 
Un grand nombre  1  modèks s ',le<:tionnés n'implique pa..<;  nécessairement que tons les 
modèles soient importants, particulièrement pour LB qui retourne les  ITwilh~urs  modèles 
pour chacune des ilimensions sépa,réme/lt.  POl.lf  ce faire,  nous  n>.teIlOJ}.:  les  meilleurs 
modèles afin de représenter environ 95% des probabilités totales attrjb\ll~es aux différents 
modèles.  Après ,woil' sélectionn(3  le,'  meilleurs modèles, nOliS  rel'a,1 ·uton.. ">  leurs probe bi­
lit.é-s relil,Llves et l 'ur pouvoir cl ,prédiction. Les ré ultats son  présenté, dans les Tableaux 
5.8,5.9,5.10 et 5.11. 48 
In.t  El  PNB  SE  AF  Pop  Année  BIC  Taille  Pl'. Rel.  Pr. Rd. Ree. 
1  [)  1  1  l  0  l  -66.05  5  0.549  0.578 
l  0  1  l  1  1  1  -63.97  6  0.194  0.204 
1  1  1  1  1  0  1  -63.41  6  0.147  O.lfJ4 
1  1  1  1  1  1  1  -61.64  7  0.061  0.064 
Tableau 5.8: M.-i!letll'$ n1<)<I"le$  $é)"'ctionllé~  (ç<)rn,spon<!aJIt.  à 95% d..",  prohahiJité,. r",l,üives ini· 
tiale:;)  par  la méthode LB  pOUf  nbest =  5,  10  et.  15.  Pr.  Rel.  et Pr.  Rel.  Rec.  ;\Ont  r<:'Sp,'ctive­
mcnt 1", probabilités relatives initi",l",,, Ilt  r·'~<:alcut",~~. Un'.'  V"'''''lH  1 indiqLl"  qu" lit "ovari"bl" a  ét<é 
sélectionn"e. 
Int  El  PNB  SE  AF  Pop  Pro  P:?;.  PT.  Rel.  Rec. 
1  o  1  1 1  o  -68.69  5  1 
Tableau  5.9:  Meilleurs  l'Itodi.,[es  ,élcctionnés  (c,orresponclant  iJ.  95%  cl""  proba.bilités  rel".tives 
initial"s) par la métho<!.- L8-0\'\' pour nb""'t =  5, lU,  J5 et ]"" hornes (0; ü). Pl'. Hel. et Pr. Rel. 
Rec. sont r<'SpE'ct.ivE'me-nt  k3 probabilit.és reluj,ives initi,,]e:> et recalcul' .~.  Un' valeur 1 indique que 
la covariE,ble a été sélectionnée. 
Int  El  PNB  SE  AF  Pop  AIUlée  BIC  Ta.ille  Pl'.  Rel.  Pr.  Rel.  Rec. 
1 o 1  l 1 o  1  <~0.36  5  0.980  1 
initial,·'~)  pa.,.  la méthode OW pour les  borne, (2; 6).  Pr.  Rel.  et Pr.  Rd.  Rec,_  sont  r.,.~p",çtive­
ment.  les probabilités f<-'!ati,-e>'  iJJjti",k·o et.  recalculées. Une vall2l1r  1 jndiqu(' qut' la (")Variable a ét,é 
sélect.iollJlée. 
Int  El  PNB  SE  AF  Pop  Année  BlC  Taille  PL Rel.  Pl'. Rej.  Rt'c. 
1 0 1 1 1 0  1  -30.36  5  0.940  0.958 
1  0  0  1  1  1  1  -24.12  5  0.041  0.042 
Tableau 5.11:  Mélleurs  modèl,,_~ s(,\"dionnés (corr"spondant.  i,  %')'<:  ,J"s  pr"\,abilités  r"lat..ives 
initiales)  pM la  mét.hode OW pour I"s  bornes (U: 6) ct (0: 10). Pro  Rd. et  ~r.  Rel.  Rec sont res­
pect.iv"'lllellt  leB  probabilit.és relat.ives initiales et l'.-calcu\';(>s. Une valeur  (.  indique qu<' la covariable 
Les rnéthodes LB et LB-OW ont retenu les mêmes 4, respectivement. l  rnodêle(s), indé­
pendamment de  la valeur dll  pat<tmèt.re nbest.  Dans  le'  l',' S de LB,  même si le  nombn' 
initial  de  modèles  trouvés était grand, seulement  4  d'entre eux avaient des  grandes 
probabilités,  les  autres étant peu  probables.  La méthoc1<>  OW  a.  retenu  1  modèle  (le 49 
mème que LB-OW)  pour les  bornes (2; (i) et 2 modèles pour les bornes (0; G)  et (0; 10). 
Après avoir  retenu Jes  llleiJJeUIs  modèlt:'s,  nous r€1:;aku.lolls  les  pouvoirs  prédictifs des 
trois méthodes, et nous obtenons les  résultats du Tableau 5.12. 
Méthode  EQM  Nb modèles
 
LB  nbest = 05  OX15  4
 
LB  nbest = 10  0.235  4
 
LB  nbest = 15  ,235  4
 
LB-OW  nbest = 05; inf =  0; sup = 6  0.210  l
 
LB-OW  nbest =  10; inf =  0; Slip =  6  0.210  1
 
LB-OW  nbest = 15' inf =  0; sup = 6  0.210  1
 
OW  inf =  2; sup =  6  0.210  1
 
OW  inf =  0; sup =  6  0.195  2
 
OW  jnf = [); sup = 10  0.195  2
 
Tableau 5.12: EQM  bll&.~' sur  1~  mejll...urs m<KI"I'-"S  'E'ulelno?nl.  rOUf  1<,.  d(onn~e$  Longley pOllf 
nbest ..•.  5, 10,  15 et les borne:' (2: 6), (0: 6) et (0: 10) 
Retenir  les  meilleurs  modèles  correspondant à 93%  des probabilités relatives  n'a pas 
aidé  au  pouvoir de prédiction  des  trois  méthodes,  En  effet.,  les  EQM  obtenues son.t 
plus grandes, mais elles ne sont pas très différentes de celles ootenut>.-S  précédemment. 
Toutefois, il est nécessaire de s<mligner  l'effet de l' :Lape  OW dans LB, qui élimine les 
modèles que nous pouvons considérer comme peu importa.nts pour l'estimation. 
Jusqu'à maintenan[:,  nous avons fait l'a.nalyse des dOllllél"  Longley pour UIle  S\~lI Jl"  par­
tition des données en jeu te5t et C()l'lstr 1.1 ction.  Pour assurer qUI:'  les  résult.ats  ne sont 
pas  attribua.bles à  une paJ'tition  part.iC'ulière,  il  est.  né 't'SS<tln' d  'on 'i<lérer  plusieurs 
partitions et de voir en moyenne qllelle rnét!lode perfonne le  mienx. NOliS  générons des 
partitions de données en  divisant de  façon  aléatoire cinq  foL,;  le  jeu de départ en 15 
observations de construction et 1 ob.serVèltion de test. Nous contïnuons l'analyse de ces 
partitions de données obtenues avec uue va.Ieur du pa.ramètre nbl-'sl..  ='  15 l"t les  bornes 
de la fenêtre d'Occam de (0; 10). Le>  rÉ'SuJtnt.'3 sont prétenté,  da.II.'  le  Ta.ble~u  5.13. GO
 
Partition  Méthode  EQM  b Modèles  Temps 
1  LB  0.4:36  58  0.010s 
LB-OW  0.381  3  0.060s 
OW  0.381 
') 
,)  0.0083 
2  LB  < 0.001  58  0.030s 
LB-OW  < 0.001  :3  O.OGOs 
OW  < 0.001 
'J v  0.0033 
3  LB  0.178  58  0.0303 
LB-OW  0.180  3  0.050s 
OW  0.180  3  0.0078 
4  LB  0.252  58  0.030s 
LB-OW  0.232  :3  0.060s 
OW  0.232  3  0.0078 
5  LB  0.054  58  0.0208 
LB-OW  0.050  :3  0.060s 
OW  0.050  :3  0.008s 
Moyellne  LB  0.184  58  0.0248 
LB-OW  0.169  :3  0.0588 
OW  0.169  3  0.0073 
Tableau 5.13: Résull,ab pout les  dOTln'leS  Longley pour <:inq  parUtions différentes du jeu origillal 
(15 observat.jo.l)~ pOlir la. cOJ)strlldjo.lJ et.  l  ol·~<erva.tio.n  pour 1,-,  t.est.)  polir nllel't. :=  ) 5 et.  Jes  bomes 
(0: 10) 
En moyenne, le.'; méthodes LB-OW ,t  Wont le même pouvoir prédictif, suivies  te près 
par la méthode LB, bien qu'il n'y ait pas de grandes ditMrences entre le3 trois méthodes 
pour œ jeu de données.  En ce qui concerne la vitesse d'exécution, la méthode OW est 
la.  plus  rapide,  suivie  par les  méthodes LB et LB-OW.  Nous voyons  dans le  tableau 
5.14 que, après la rétentioll des meiJleurs  modèles, les  pouvoirs de prédiction des trois 
métllOdes sont plus petits, mais qlw l'ordre de perfOfJJlllJlCe  Il 'e.'t pas ClHUlgé. 
norIèJp~ 
4 
1 
l 
2	  7 
3 
3 51 
3  LB  0.174  7 
LB-OW  0.180  3 
OW  0.180  ., 
.:> 
4  LB  0.259  6 
LB-OW  0.241  2 
OW  0.241  2 
5  LB  0.054  6 
LB-OW  0.050  3 
OW  0.050  ;1 
rvIoyenne  LB  0.191  6 
LB-OW  0.177  2.4 
OW  0.177  2.4 
Tableau 5.14:  Résuit".ts P')ur  les  donn;;"s  Lor,gley  ,basécs sm les  meilleur;; modèle;; slmkment) 
pour cinq partition;; diffé"'nt~;; dn j(<n origina.l (15  observation;; pour l"  const<ur:tkm et 1 ()bs<',r:va­
tion pOlIr Je  test.) pour nbest. =  lf, et les bornes (0: 10) 
5.2.2  Données générées 
Nous  voulons  lTlè'I.Î.nte.na.nt  ét.udier  le  comportement. des  t.rois  méthodes il l'aide d'un 
jeu de données de taille modérée avec plusieurs paramètres. À cette fin,  nOllS  simulons 
avec  le  générateur de  nornbre.s  aléatoires du  langage  R un vecteur de  15  coefllôent,s, 
;3 = ({31Jh, ... ,(315),  une matrice X  = (:ri;) de dimelL'iioll 200 x  1.5  (i = 1, ... ,200,) = 
1, ... ,15) et un vecteur d'erreurs normales c =  (el, e2, ... ,e2oo),  La varia.ble  réponse Y 
est calculée uvee  l'équation dll modèle,  Y  = (lX + e (voir l'Annexe C.2  pOllr plus cie 
détails sur la générntion du jeu de données). 
Les rp..sultats de la régression linéaire pour le jeu de donnée...:; gén{'ré sont présentés dans 
le  Tableau 5.15. 
Cova.riltble  Estimation  Err t.ype  Valeur-p 
(lntercepl;)  -0.032  0.067  0.6:36 
Xl  -0.4  1  0.012  < 0.001 
X2  0.568  0.012  < 0.001 
X3  -0.183  0.012  < 0.001 
Xl  O.77Ü  0.012  < 0.001 
X5  0.883  0.012  < 0.001 52 
X6  -0.061  0.012  < O.OO} 
X7  0.005  0.012  0.657 
X8  0.03:3  0.012  0.006 
X9  -0.026  0.012  0.024 
X10  -0.007  0.012  0.572 
XIl  0.068  0.012  < 0.001 
X12  -0.011  0.012  0.358 
X l:l  0.028  0.01:3  0.032 
X14  0.012  0.012  0.307 
X u•  -0.030  0.012  0.012 
Tableau 5.15:  RésllI1.i.l.ts  de  lu  régressivn linéa.ire pour  lc-:  jeu <l" données  ~."rLéré 
Nous observons dans le  ta.hleau  :').15  que les  coefficients  f30"(h, (ho, /3t2  et /314  ne sont 
pas significatifu à uu seuil (),'  = 0.0:>.  La.  condusioTl est que k  modèle est suprasat.uré, 
donc nons pouvons réduire la dirnensionnalité du modèle sans perte significative. 
Mème si le  modèle a ét.é con.qtruit en respectant toutes les suppositions de la. régression 
linéa.ire, nous pouvons vérifier que ces suppositions sont respectées (voir Figure 5.2). 
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Figure 5.2:  Év~Juat.ion deg supposit.ions du modèle de r8gre'Ssion  lin8air& pour le jeu de données génért'es 53 
Le nombre de modèles possibles de chaque dimensioll pour ce jeu de dOlluées généré ('st 
préseuté dans le Tableau 5.JG. 
Nb covariables  1  2  3  4  5  G  7  8 
Nb modèles  !5  105  455  1~i65  :JOO3  5005  6435  G435 
Nb covariables  9  10  11  12  13  14  15  Tot.al 
Nb modèles  .5005  3003  1365  455  105  15  l  32767 
Tableau 5.16:  NombrE' de modèles de rogr"",ioll  iinéaire p,-,-;.siblœ  d",  chaquE' dimension  pour h, 
jeu de donnée;  "~n~ré 
Nous sélectionnons <déatoirernent 20  observations pour [ormel' l'enselnhle des données 
test et considérons les 180 autres observation.'> comme l'ensemble des données de constru<:­
tion. Nous appliquons les trois métllOde.. <; de  .]edionsur l'ensemble des donnœs comtruc­
tion et examinons le  pouvoir prédictif des ensembles de modèles sélectionnés a.vec  les 
données test. Les résulta.ts sont présentés dans le Tn.bleau 5.17. 
Méthode  Paramètres  EQM  Nb modèles  Temps 
LB  nbest = 05  1.147  71  0.030s 
LB  nbest = 15  1.146  211  0.090s 
LB  nbest = 30  1.146  391  0.220" 
LB-OV/  nbest = 05; înf = 0; sup = 6  1.227  2  0.070s 
LB-m,V  nbest = 15 ; im = 0; sup = 6  1.227  2  0.160s 
LB-OW  nbest = 30 ; î11f = 0; sup =  6  1.227  2  0.260s 
OW  inf = 2 ; sup = 6  1.227  2  0.829s 
OW  inf = 0; sup = 6  1.221  4  0.8088 
OW  înf = 0; su.p = 10  1.221  4  0.775s 
Tableau 5.17: Résultats de la sék'ction de modèles d" ,:gc',,;si.on  iinéa.ire pour I~~ rlonnk's générées 
pour nbest =  r.,  15, :10 et l  s hOITlio'S  (2: H),  (0; (i) et (0: 10) 
En ana.lysant le  Tablea.u .d7, nous consta.tons ausd  pmu  ~ jeu de données qu  il  n'y 
a  pas de gra.ndes  différences entre les EQNl  des trois  méthodes.  ous observons par 
ailleurs que faire  I.a  moyenne sur 200 ou 400 mod'.lt''s donne une EQM proche de celle 
obtenue  n fai..'iant  la moyenne Sllr 2 011  4 modèles. L'ordre des trois méthodes en ce qui 
concerne leur pouvoir de prédict.ion est LB suivie par OW et  fin<tlemcnt  par LB-OW. 
La méthode aw pst da.ns ce cas la plus lente et Ja.  mHhode LB la plus rapide. 54 
L€s  modèles sélectionnés  par  la,  méthode LB sout trop  nombreux pour les  énumérer 
ici.  Nous présent,on.. ..,  Jes  modèles sélectionnés par J  méthodes LB-OW et OW dans les 
Taulea.ux 5.18, 5.19 cl. 5.20. Nous rema.rquons que les variabll"s norl significatives n'ont 
pas été sélectionnées et que  le  même  nwUlem  m()d(~le  0,  été trouvé par les  méthodes 
LB-OW et OW indépendamment d('s paramètres utilisés. 
Int Xl  X2 X3  X. j  X5  Xt;  X7  .\:8  Xg  XjO  -'  Il  Xl:!  Xl;)  X14  X15  BIC  Taille Pr. Rel. 
1 1 1 1 1 J 1 0 1 0  0  1  0  0 -724.65  9  0.940 °  0 
J 1 1 1 1 1 1 0 0 0  0  1  0  1  0  0 -719.15  9  0.060 
Tableau 5.18:  M",ill""rs lllod;),]e:;  rel~çtiQTIll.h;  p>tr  l>t  tll~t!l<ld"  LB-OW pl1tlr  llb"",t  =  G,  Hl,  15 
et.  les  bornes (0; 6).  Pr. Rd.  SI.  lu.  prof,u.IJiiit.é  lcl"tive du  n1od"I·.  ne wtleur  !  indique (jue  la. 
covariable a été sél<"nionnée. 
Int Xl X 2  X 3  X,l  Xfj  X6 X 7  X 8 X 9  X lO X 11  Xl2  Xl3  X 14 XV;  Ble Taille Pr. R.el. 
1 1 1 1 1 1 1 0 1 0  0  1  0  0  0  0 18.04  9  0.970 
l  1 1 1 1 1 1 0 0 0  0  l  0  0  0  0  24.72  8  0.030 
Tableau 5.19: Meilleurs mocJèJ  ;g sélectionnés paT la mét.hode oW pou!" I"s bornes (2; G).  Pl. Hel. 
est la probabilité r"lat.i .....  ..Ill  Illod"]". U"" valell!"  .1  l11djqlll:~  qut' la coval'jahlp a "té sôlpçtjoflJlÉ'e. 
Int Xl X 2  --\:3  X4  X5 X6 X 7  Xs X g  X IO  X 11  X 12  Xl:)  X 14.  Xl5  BIC Taille Pro  Rel. 
l  1  l  1 1 l  1  0  1  0  0 1  0 0 0  0  18.04  9  0.880 
1 1  1  1 1 1 1 0 0  0  0 1 0 1 0  0  23.60  9  0.050 
1 1 1 1 1 1 1 0 0 0  0  1  0  0  0  1 24.41  9  0.040 
1  1  1 1  l l 1  0 0 0  0  l 0  0  0 0  24.72  8  OJJ30 
Tableau 5.20:  lvleill"'Hs  nwd~:Ie~  ~ledionnés  par la méthode OW pour j,·s  hr,rnes (0; G)  et (0; 
10).  Pro  R,,1.  "st  1",  probabilité  rc>lat.ive  du  modèle. 1.Jm,  v".leur  l  jl\diql"~  que li,.  cewa.ria..ble  a  été 
sélectj()nn~. 
Dans ce  CRS  également,  nOliS  retenons les  meilleurs modèles (correspondant à !Fi%  des 
prol)' l  ilii~·'  relli ,iv 4')  el  [iùll~ ÙJwt: tons  lue les  ('dor naTIces des  l'. odf'8 n'ont  a..<; 
beaucoup changé (voir Tableèl,ll 5.21). 55 
Méthode  Paramètres  EqM  Nb modèks 
LB  nhest = 05  1.152  15 
LB  nbest = 15  1.149  38 
LB  nbest =  30  1.146  47 
LB-OW  nbest = 05; inf = 0; sup = 6  1.227  2 
LB-OW  llbest = 15; iuf = 0; sup =  Cl  1.227  2 
LB-OW  nbest =  :30; inf =  0; sup = 6  1.227  2 
OW  inf =  2 ; sup =  6  1.228  1 
OViT  inI= 0; sup = 6  1.221  3 
OW  inf= 0; sup =  10  1.221  3 
Tableau 5.21: EQM recalculées (bas,o.>s sur les meilleurs modèles d,· ri.;gr',ssÎoJ'l  linéuire seulement) 
pour  le~  données généré","~ pour nb",,,t :: 5,  L5,  .30  et les  born<:s (2 i 6), (0; 6) et, (0;  LÜ) 
Après  la rétention  des  Illeilleurs  modèles,  le  nombre  de  JIlodèJes  spledionnés  pa.r  Jo., 
méthode LB est toujours grand, ce 'Wi  est une indication qu'il ya bea.ucoup de modèles 
avec des probabilités relatives proches, donc les différences entre leurs BICs sont petites. 
C'est la raison pour laquelle la métbode LB a un meilleur pouvoir prédictif que les deux 
aut.res méthodes. Pour la même raison,  la méthode OvV est la plus lente, car elle a dù 
efieçt.uer un grand nombre de cornpa.raLsOllS.  Pour ce jeu de données, le  rnodèle complet 
a.  16 covariables et le meilleur modèle, avec le  plus petit BIC, H, seulement 9 covariables, 
incluant J'intercept. 
Finalement, nous divisons les données générPes aléatoirement en  .s  parties et nous ap­
pliquons de nOl,lveau  les trob méthodèS, pour une valem de patamèl.re nbest =  ~iO  et les 
bornes de la fenêtre d'Occam de (Cl;  Hl).  Les  résult.ats sont. présentés <IaJtS  le  Tableau 
5.22. 
Partition  ifétbode  EQM  b modèles  Temps 
1	  LB  0.973  391  0.1908 
LB-O\V  1.006  6  O.34Ds 
OW  1.006  6  0.817s 
2	  LB  1.329  391  O.I80s 
LB-OW  1.371  3  0.2808 
OW  1.371  3  0.7658 56 
J	  LB  1.170  391  0.1908 
LB-OW  1.173  8  0.320s 
OW  1.173  8  0.7488 
4	  LB  0.836  391  0.190s 
LB-OW  0.844  6  0.3208 
OW  0.855  7,  0.8368 
5	  LB  0.656  391  0.20010 
LB-OW  0.662  10  0.3608 
OW  0.662  9  0.811s 
Moyenne	  LB  0.993  391  0.1908 
LB-OW  1.011  6.6  0.32410 
0\\1  1.013  G.G  0.7958 
Tableau 5.22:  RÀ~sul~aLs pour le;;  donné"s généré8s diins le  ça<;  de la régr<~ssion llnéa'Lr<;  pour cinq 
rar~itions diff<\œnte; du jeu origin,t\ (lfiO ohS8rvations pour la construction d  40 observations pour 
le test) pour nbpst = 15 et les  bornes (0: 10) 
Quand nous divisons les données en cinq parties, les résulta.ts obtenus sont compa.rables à 
ceux obtenus pour illle seule partition. Nous voyons dans lE:'  TahlE:'<-U!  5.22 qu'en. moyenne 
les méthodes ont des résultats similaires. La méthode O\V est toujours la plus lente et son 
pouvoir prédictif est le  lTloins grand, mais Îes différences entre les pouvoirs prédictifs des 
trois mét.hodes sont presque inexistantes. Après la rétention des 95% meilleurs modèles, 
la situation ne change pas. 
féLhode  EQM  Err type  Nb modèles 
LB  0.994  0.266  58.8 
LB-OW  1.014  0.278  4.6 
Ov\'  1.016  0.278  4.8 
Tableau 5.23: EQM moyennes (basées sur II':!  meilleun modi:-Jes ch- r('gre-$/I;on lint-aire.  ulemc-nt) 
pour les  données générées  pour cinq  parti~jons  diffél"'nte<;  du j"u original (100 obs8rvaLions pour 
la construction M.  0 observation.  IXJJJr  l~  test) pour nbesl, -=  15 el  lei ),O~ (0; 10) 57 
5.;)  Comparaison des méthodes dans le cas de la régression logist.ique 
5. ;.3.1  Données Mélanome 
Le jeu de données  félanome  modifi~  (voir  l'Annexe C.3) contient (j variable' et 191 
observa.tions.  Nous voulons modéliser la réponse Statut, une vayjable dichotomique, en 
fonction des covaria.bles S€xe,  Age, Année, Grandeur et Ulcère  ~  l'aid€  d'Lm  modèle de 
régression  logistique.  Les résultats de  la.  n',gression  logist.ique  pour le  jeu de données 
Méla.nome sont présentés da.ns le Tableau 5.24. 
Covariable  Estimation  Err type  Valeur-p 
(Intercept)  -460.624  150.469  0.002 
Sexe  -0.503  0.369  0.11.1 
Age  -0.022  0.012  0.063 
Année  0.2:36  o.on  0.002 
Grandeur  -0.114  0.067  0.088 
Ulcère  -l.44(j  0.394  < 0.001 
Tableau 5.24: R.ésultats de IR  régresgion  logistjqu~ pour I~  je'u de données  M<~I,u)ollle 
Nons ponvons visualiser graphiquement le  modèle de régression logistique complet pOli!" 
les données Mélanome dans la Figure 5.;~  qui  représente graphiquement les probabilités 
de chaque observation  (valeurs prédites)  par  rapport aux valeurs de  la  fànction  logit 
arrangées en ordre crois."  r (prédicteurs linéaires).  Lt:~s  poillts représentent le.. '>  va.leurs 
de la variable répollSe. Nous observoJls qu'il y a pJœ de points correspondant à-l(\. valeur 
oil la. gauche de la courbe, Ol.l  les  probabilités sont entre 0 et 0.5. 
Pour ce jeu de données, les modèles possi bles de cha.que dimension  ~ont.  présentés dans 
le Tablea.u 5.25. 
Nb covariables  1  2  3  4  5  Total
 
Nb  modèle.s  .5  JO  10 5 l  ::n
 
Tableau  5.25:  Nomhre  de  11l,,<!è!e:l  pœsibles dt- {"!tlt-llue  dimen"ion  pOlir  1 ..  j,··u  .1".  données 
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Figure 5.3: fu.,pré"fontation graphiqll" du mod<:l"  d" régression logistique pOlir les  donn{",s Mélanom€ 
Comme dans le cas de la r'gTession linéaire, nous COmmeIl(;OIlS l'analyse avec les données 
divLsées  en  deux  ensembles,  176  observa.tiolls  pour la cOllstructioIl  du  modi,le  et  15 
observations pour l'évaluation de son pouvoir prédictif.  Le  Ta,bleall  5.2G  pré.sente  les 
performances des trois méthodes pour la régression logi.stiq lle. 
Méthode  Parcnnètres  TMC  [  b modèles  Temps 
LB  nbest = 05  0.2  22  0.360s 
LB  1l1l':~::;t  = 10  0.2  ;~2  0.4805 
LB  nbest = 15  0.2  32  Q.50as 
LB-OW  nbest = 05 ; inf = 0 ; sup = 10  U.2  4  0.2805 
LB-OW  nbest. = 10; inf = 0; sup = 10  0.2  4  O.310s 
LB-O\V  1  '-\, =  15; jnf - 0; oS  =  Cl  0.2  4  0.31013 
OW  in[= l  ; sup = 6  0.2  .2  nIOOs 
OW  inf= 0; sup =  6  0.2  4  0.1605 
OV  inf =  0; :mp = 10  0.2  4  0.140s 
Tableau 5.26:  Ré>;lJlt.at~ d" la  sélt'ction de'  m"d  l'è~  pOllr  l,,~  donllt'-..,~  Tv.l01allc)llle  pour llbest = 5, 
[0, J5 er.  les borlJt's (1; (), (a; [j) et (0; 10) 59 
Les taux de mauvaise c1assificatiou sont égaux pour toutes les méthodes, indépendam­
ment des  paramètres utilisés.  a  méthode  O\V est dans ce  cas la.  I)lus  rapide.  Il  est 
surprem\llt que la.  méthode LB-O\ l  soit plus rapide que LB.  L'explkation de ce com­
portement est une particularité d'implantation de la t<>lIction  bic.glm qui utilise un al­
gorithme Leaps and Bounds mo<liHé.  Avant l'étape OW, cet algorithme modifié écarte 
lui-même les pires modèles en fonction du paramètre OH.  Nous avoTL')  utilisé une valeur 
différente  <18  ce paramèt.re poIll'  les deux méthodes. PoU!'  la.  méthode LB,  la.  vu,]eur  du 
pa.ramètre OR choisie est gra,nde (OR = 10°)  pour s'assurer que tous les nbest modèles 
sont sélectionnés. Dans le cas de la.  méthoDe LB-O\V les valeurs des paramètres OH = 
20 et 0 R.fix =  J. 7 ont ét.é choisies pom obt.enir la valem 10  pour la borne sllpérieure 
de l'étape OvV.  Donc, après l'ét.ape LB, la méthode LB sélectionne pins de modèles que 
la mét.hode LB-OW et a, par conséquent, un temps d'exécution phlS grand. Notons de 
plus que la fonction  bic.glm  trouve aus..si  le  modèle nul, incluant l'intercepL seulement, 
ainsi elle il. trouvé :~2  modèles pour les valeurs du paramèt.re nbest =  1()  et.  nbest =  lS, 
même si le  nombre t.otal  de modèles présenté dans le Tableau 5.25 est :31. 
Dans  le  cas de  la,  régre..ssion  lo~istique,  il est également int.éressant.  de voir si  Je  fa.it 
de  prendre seulement  les  meilleurs modèles  avec  la sorurr.H:  des  probabilités relatives 
totalisant 95% donne des résultats diHérents en ce qui concerue les pouvoirs de prédiction 
des  tl'Ois  méthodes.  En  regardant  le  Tableau 5.27,  nOW3  consta.tolls  que  les  taux de 
mauvaise classification nE' changent pas. En effet, le  nombre de modèles sélectionnés par 
chaque méthode en utilisa.nt. différents para.mètres esl!  le  n'ml~,  sauf pour  la.  méthode 
OW. 
Métbode  ]  ù.ramètre.'  T  1e  Nb modèle. 
LB  nbest =  05  0.2  11 
LB  nbest = 10  0.2  11 
LB  llbest =  15  0.2  1 
LB-OV­ nbest =  05 ; inJ =  0; sup =  la  0.2  4 
LB-OW  nbest = 10 ; inf = 0 ; sup =  10  0.2  4 
LB-OW  Ilhest =  15; inf =  0; Sllp = 10  0.2  4 60 
ow  inf = 1 ; sup = 6  0.2  2 
ow  inf = 0; sup = 6  ü.2  4 
ow  in!' = 0; sup = 10  0.2  4 
Tableau  ".Z7:  TMC  rec,)jculé5  (b,)sés  ~IH  \es  1\1,~iJlellrs  1l\<),j~b,  seulement)  pour  les  dOl\1lées 
Mél'.l.llOme  pour nbp.s1.  =:5,  Lü,  15 et 1""  born(~  ([ ; fi).  (0; 6)  ~:1.  (0; 10) 
Dans les Tableaux ::>.28,  5.29, 5.30 et.  5.31, nous  présentoflB les rnodèles ~électionnés  par 
chaque méthode. 
InL  Sexe  Age  Année  Gra.ndeur  Ulcère  BIC  Taille  Pro  ReJ. 
l  0  0  l  l  1  -713.78  4  0.228 
1  0  0  0  1  1  -713.54  3  0.202 
1  0  0  1  0  1  -713.12  3  0.164 
1  0  0  0  0  1  -712.24  2  0.10G 
1  0  1  1  0  1  -712.00  4  0.093 
l  0  1  1  1  1  -710.93  5  0.055 
1  1  0  1  0  1  -709.48  4  0.027 
1  1  0  1  1  1  -709.4:3  .')  0.026 
1  0  1  0  1  1 
<  -709.07  4  0.022 
1  1  0  0  1  1  -70 ..90  21.  0.020 
1  0  l  0  0  l  -708.88  3  0.020 
TabLeau 5.28: Meill"urs II modèles sélectionnéH petr 1" rnéthod" ['B pour Ilf",~t = [',  10 el [5. PL 
Rel. egt la probahilit,~ r,'!atiV<' du modèle. Ull" valeur 1 ÎmHque 'lu" la <'<wariable a été  ~l"ct.iolinée. 
Int  Sexe  Age  Ann~  Gran leur  Ulcère  BIC  Taille  PL Rel. 
l  0 0  1  1  1  -713.78  4  0.326 
l  0 0  0  l l  -713.54  3  0.288 
1 0  0  1  0  1  -71:3.12  :3  0.2:34 
1 0 0 0  0  l  -712.24  2  0.151 
TabJHau 5.29:  Meilleurs  ITlodl..I,c;;  Hc'.Jccl ionnés  par la.  roétb"di'  [,B-OW PUill  obeHt.  =  5,  JO,  15 
dl..,,, b. ru'-s  (0; lOlo  Pr. Tt,·],  e"t.  la  prohabilit~ T<:latin'  du  ln'.)  èle.  1.  "" ",JE'tlr 1 indic!"" que  J~ 61 
lut  Sexe  Age  AWlée  Grandeur  l1leère  BlC  Taille  Pl'.  Rej. 
1  0  0  0  l  1  196.47  :)  0.660 
1  0  0  0  0  1  197.76  2  0.340 
Tableau 5.30: Meilleurs modèles sél  ët.ionnés par la méthode OW pour les born...'  (1; 6). PL Rel. 
est h  probabilité r"litt.iv,,' du modèle.  Une valeur l  indique qlle 1"  "eN"-,·;,.!.>l,,  a.  é~  séledjo.llnée. 
Int  Sexe  Age  Année  Grandeur  Ulcère  BIC  Taille  Pl'.  Rel. 
1 0 0  1  1  1  196.22  4  0.:326 
1 0 0  0  1  1  196.47  3  0.288 
1 0 0  1  0  1 19G.88  .j
'C)  0.2:34 
1  0  0  0  0  1  ]97.70  2  0.151 
Tableau 5.31:  l'v1eilleurs  modèle:>  soflectionn'::'S  pM la  rnéLflod"  OW pOll["  [f!S  bornes (0; 6)  (,t  (0; 
10).  Pro  R.el.  est  la probabilit.é œlab,'e du  modèl".  Un" vü.lf!ur  1 indiqù" que la covariabl" a  été 
sélect.iollllée. 
En conclusion,  pour ce jeu de données et cette p(J,rt.ition,  les  méthodes ont  le  même 
pouvoir de prédiction. Nous rema.rqllons que les méthodes LB avec  I~_  pammètres nbest 
= 5,  10  et  15  t>t  OW avec  les  bornes  (0;  G)  et (0;  10)  ont sélectionné les  mêmes 4 
modèles. 
Les  résultats de  l'analyse pour  le  jeu  de données  :\lél<tYlome  divi..<;é  en  5  parties sont. 
présentés <JaR';  le~  Tableaux 5.;)2  et 5.;:1::\.  NOliS voyons que les  pouvoirs de prédiction 
des trois méthodes sont proches, avant et apr(.>$  la rétention de 95% des rnodèles.  Les 
taux de ma.uvaise das..,ifica.tion sont d'environ  :~O%,  ee qui est HIle indication que nous 
omettons des cov-ariuhlffi  importances pour la capacitE'- de prédù:tion. La méthode  , 
est tOl1jonrs la plus rapide, suivie par LB-O N  t LB. 
Partitiol	  Méthode  TMC  ,  b Modèles  Temps 
1	  LB  0.179  32  0.480 
LB-OW  0.179  5  Q.3GO 
OW  0.179  , c:c  0.188 
2	  LB  0.2 9  32  0.480 
LB-OW  0.289  3  0.340 
O\i  0.289  4  0.188 62 
:3	  LB  0.368  32  0.480 
LB-O\V  0.395  1  0.280 
OW  0.395  f.l  0.171 
4	  LB  0.211  32  0.470 
LB-OW  0.211  3  0.310 
OW  0.2]]  4  0.177 
5	  LB  0.263  :32  0.480 
LB-OW  0.289  2  0.390 
OW  0.289  4  0.177 
Moyenne	  LB  0.262  32  0.478 
LB-OW  0.283  2.8  0.:)~i6 
OW  0.278  4.6  0.180 
Tableau  5.32:  Rk~ultal~  pour  les  donn&.s  Mélanome  )Jour  cinq  panüion~  différentes  du  jeu 
original ([f>2 obsen'ations pour la construction et a9 observations pour le test) pOllr nbest =  15 et 
Jes  bomes (0; 10) 
Pa.rtition	  Méthode  TMC  •  b modèks 
1	  LB  0.179  13 
LB-O\i\1  0.179  [) 
OW  0.179  5 
2	  LB  0.263  12 
LB-OW  0.342  3 
'J OW  0.342  <.1 
3	  LB  t1.;i68  8 
LB-OW  0.395  1 
O\iV  0.395  2 
4	  LB  0.211  11 
LB-OW  0.2]]  :3 
0\\1  0.211  3 
5	  LB  0.289  1:3 
LB-OW  0.289  2 
OW  0.289  2 
Moyenne	  LB  0.2 '2  11.4 
LH-OW  (J.~8:i  2.1:1 
OW  0.283  3 
l.>leau 5.33:  ~'-'''ult",l.~ pc"'" liée Il,  1111~ 1\1,;I!\Jlollle  (h,,~  SUI'  1"",  rnléjlJl:'ll'1'l llIodt-J"", :'k'Ul".lllt'nt.) 
pour cinq  partiti<m~ dill':ren  e~  du jeu "rigina.[ (152 t.. bs~rv"t.ions  pour la  c  nstrlJcti"n  ~1  '19  "bser­
vations pour le test)  pOUT  nbelt =  15 et les bornes (O;  JO) 63 
5.3.2  Données générées 
Ce jeu de données ('Ontient 15 covariabJe.s et ::mo obser ations générées avec le générateur 
de nombres aléatoires du  langage  R.  (voir l'Annexe C.4).  Nous employons un modèle 
logistique pour modéliser la. variable dichotomique, Y, en foncl,ion de co ·~triable.s X j  , ...  , 
X 15 .  Les détails de la. régression logistique pour ce jeu de donnéf's sont présentés dans 
le  Tableau 5.:H et la représentat.ion graphique du modèle dans la figure 5.4. 
Covariable  Estimation  Err type  Valem-p 
(Interœpt)  -0.4.38  l.B28  0.741 
Xl  -1.847  0.284  < 0.001 
X2  0.691  0.162  < 0.001 
X3  0.651  0.16G  < 0.001 
X4  0.736  0.154  < 0.001 
X 5  2.104  0.312  < 0.0ü1 
XG  -0.035  0.575  0.952 
X7  -2.862  0.681  < 0.001 
Xs  -0.975  0.592  0.099 
X9  0.818  0.541  0.131 
XlO  0.493  0.556  0.376 
X u  1.618  0.595  0.007 
X12  0.235  0.591  0.691 
X 1: 3  -0.563  0.556  0.;311 
X 14  2.627  0.694  0.000 
X 15  -1.718  0.591  0.004 
Nous voyons dans le Tableau 5<~4 que l'int.ercept et If'S codticîents /}ô,j'JI;;,/kl ) (ho  rh.2, (}13 
ne sont pas significatitS à un seuil a  =  0.05. 
Le  Table<:lU  5.:3.5  présente  Je  nombre Je modèles  de régression  logis~ique  possible de 
cha.que dimension. 
Nb covariables  1  2  3  4  !'  6
 
Nb modèles  15  105  455  1365  300:3  5005
 64 
Nb covariabJes  9  11  12  13  14  15  Total 
Nb modèles  5005  1:3tJ.5  455  105  15  1  :32767 
Tableau 5.35:  NOHlbr~  d~~  nlod~~k~~  dl.~  rügressioll  logistiql.).4;)  pO~$ihk\s  de dla.quP  dil1lt:>ll~,:;ion  pour 
le  jeu Je Jon  n~'€s généré 
Valeurs prédites vs Prédicteurs linéaires 
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Figure 5.4: Représentation graphique du modèle de  régre~sjc>n  logistiqllf>  pour les  don.IJf.'(,~  générées 
L€s  résultats de  I)analys~  pour  k~s  données divisées aléatoirement en  280  observat.ions 
de  construction et 20  observations de  test sont présentés dans  le  Tableau  5.;-Hi.  t'ous 
voyons que les  taux de  IJJI.uvaise c1assifica,tion  pour les  trois méthodes sont égaux_  La 
méthode LB-OW est la  plus  H\.pick, suivie  pa.r  LB  et par OW  qui  est beaucoup plus 
lente que les deux premièn-;s Jj)étlJodes. 
Méthode  Pftn:l.mèt.res  TIC  Nb modèl  ,  Temps 
LB  nbest = 05  0.1  7'2  2.1708 
LB  nbest = 15  0.1  212  6.010s 
LB  nbest = 30  0.1  392  Il.080s 65 
LB-OW  nbest = 05; inf = 0; sup = 10  0.1  3  0.8705 
C) LB-OYV  nbes"/'  = 15; inf = 0; sup = 10  ru  ,)  1.81Os 
LB-OW  nhest = :30;  inf = 0; sup = 10  0.1  3  2.410s 
OW  inf = 1; sup = 6  0.1  1  43.7998 
OW  jnf = 0 ; :mp = 6  0.1  3  42.5788 
OW  inf= 0 ; sup = 10  0.1  6  50.1458 
Tableau  ,'l.36:  Résult.at.s  de  1 •.  seledi0tl  de  modèles  de  regr",ssioll  logjst.ique  pOlir  les  dotlI\ees 
générées pOlir nbe:ü = 5,  15,  30 et 1  bornes (1  ; 6). (0; 6) et (0; 1ll) 
Nous présentons dan,,;  ce qui suit les modèles sélectionnés par les  méthodes LB-OW et 
OW pour diverses valeurs de leurs pi:1nLmètœs.  La méthode LB-O"\!  (J,  sélectionné les 
mêmes 3 modèles indépendarnment de la valeur du paramètre nbest (voir Tableau 5.37). 
Int XI 
1 1 1 1 1 1 0 1 0 0  0  0  0  0  1  1 -1404.06  9  0.450 
1 1  1 1 1 1 0 1 0 0  0  1  0  0  1  () -1403.16  9  0.280 
1 1 1 1 1 1 0 1 0 0  0  0  0  0  l  0 -140a.Ofl  8  0.270 
Tableau 5.37:  M.'iJieurs  mod"ies sé1ectiolin 's pM  1&.  méthüJ," LB·O\'V  pour nbest  =  5,  15,  30 
et les  bomes (0; 10). Pro  fuI. <'>'t.  la probabilité relative '.Ill  mO<.kl".  Un,- vaj.-ur  1 illdiqu.- 'lU'"  1,1. 
covariahle a été sélectionnée. 
Par contre,  la.  méthode OW  a  sélpctionné  un  nombre  différent  de modi;les  pour des 
bornes différentes (voir Ta,bleaux 5.38,5.39 et 5.40). 
[nt Xl X 2  X:3  x,~  X 5  X 6  X 7  X~  Xn  X lO X l1  Xl'.::  X u  X 14  Xjfi  BIC Taille Pl'.  ReJ. 
1 l 1 1 1 1 0 1 0 0 0  0  0  0  1 0 174.66  8  1 
Tableau 5.38: jI,·feilieurg  llIod~lc'S  ""'1<'<·,(.iollllé par la 1lI'·th,··de OVI/  p<.;ur  J.. .,.  bOni"'" (1  ; G).  Pl'. Bd. 
est la probabilité relative du modèle.  Une valeur l  indique que la wva.riable a.  ét~  sélectionnée. 
Int Xl K2 X 3  Xl K  5  KG  X 7  X 8  Kg  Kw X l1 Ku X 13  X I4 X 15  BIC Taille PL Rel. 
1 1 1 1 1 1 0 1 0 0  0  0  0  0  l  1 1n.68  9  0.450 
l l 1 1 1 1 0 l 0 0 0  1  0  0  1 0 174.59  9  0.280 
1 1 1 1 1  0 1 0 0  0  0  0  0  1  0 174.66  8  0.270 
Tableau 5.39: Meilleurs modèles st:lccl;ionné;; par li)  m,,1 r,,,de OW pOlir  le~  home., (0; 6).  PL Apl. 
est  le.  !Jr  babilité "elative du Il'' dèl~.  Une valeur 1 illdique 'Ille la  covariable a été sélectionnée. 66 
Xl5  BIC  Taille Pr. Rel. 
111111010000  o  0  1  1  17:3.GS  9  0.440 
111111010001 001  o 174.59  9  0.280 
111111010000  o  0  1  o 174.66  8  0.270 
1111110110 Il 000  1  191.16  11  < 0.001 
111111011110 000  1  194.:34  1.1  < 0.001 
111111010111  1  0  a  1  19624  12 < 0.001 
Thhleau 5.40:  Meilleurs modi,les st+,ctionnt,s [Jar  la  m~thode OW pour lBS  f,e.'Tnes  (0;  10).  Pr. 
Rel. est la ptol.~bilit;;. rdativ" du Iw..d"1".  Un" vd"llt 1 indiqlH' 'Pl" la. <;(NMi"bl" i  4t,; s(,!<:r;tÎonn4e. 
Nous constat.ons qu'ell général les Jl)odèlf>s sélectionnés sont cOllsistcwt.s avec le modèle 
pOUT  les  données  générées,  en  ce  sens  qu'ils  ne  contiennent  pas  les  covariabJes  non 
significatives pour le  mod(~le  complet. Ceci est.  spécia.Jernent  vrai pour les  modèles qui 
ont une grande probabilité relative. 
Darh'i  le  Tabte(l,u  5.41,  nous  voyons que retenir  tes  meilleurs modèles correspondant à 
95% des probabilités relatives initiales n'a pas changé les pouvoirs de prédiction, mais a 
diminué k  nOlllbn:' de modèles sélectionnés par les méthodes LB et OW  avec les bomes 
(0; 10). 
Méthode  Paramètres  T  le  Nb modèles 
LB  Ilhest = 05  0.1  15 
LB  nbest = 15  0.1  36 
LB  nbest =  ~10  0.1  54 
LB-OW  nhest = 05; inf =  0 ; sup = 10  0.1  3 
LB-OW  nbest = 15; inf = 0; sup =  10  0.1  8 
LB-OvV  nhest = 30; inE = 0 ; sup =  10  0.1  :.~ 
OW  inf= 1; sup = 6  0.1  1 
0\<\1  inf = 0; sup = 6  0.1  3 
OW  inf = 0; sup = 10  0,1  3 
Ta  Ica  ... .4): '1'MC !'.'<calculés  (basl~S  sur I<'s meilleurs moJ"les Je f(>gr<-':lSiOlllngistique seulement) 
pmlr les  dOTln('t'-"  :~?l\éré<!"  pOlit nh",st = li,  1.\ 30  i!~  les  l,C;;'fJe'i (1.; 6), (0; G)  ,,( (0;  10) 
Nous continuons ht.n,L1y:e en di risant les donJl~>s  t'Il 5 pa.rtép:, de f<lçon a!Pàtoire. Cornille 
da.ns le cas de [<).  régression linéa.ire, chaque pel,rtif' (GO observa.tions) ('onstitue les données 
de test. Les  240 observations qui restent sont utilisées comme données de construction 67 
pour les modèle.s de régression logistique. Le Tableau 5.42 résume les résultats obtenus 
pour les 5 jeux de données. 
Pa.rtition	  ~!Jéthode  TMC  Nb  Modèles  Temps 
1	  LB  0.067  392  10.1708 
LB-OW  0.1:33  3  1.150s 
OW  0.133  2  51.761s 
2	  LB  0.117  392  10.3608 
LB-OW  0.183  3  1.060s 
OW  0.083  5  55.2858 
3	  LB  0.083  392  10.2208 
LB-OvV  0.083  3  1.4808 
OW  0.083  7  59.5588 
4	  LB  0.167  392  10.4705 
LB-OW  0.267  l  0.9008 
OW  0.133  5  Imin 143  672m3 
5	  LB  0.150  392  10.4008 
LB-OW  0.100  2  1.290s 
OW  0.150  21  Imin 325  533m3 
Moyenne	  LB  0.117  :392  10.3248 
LB-OW  0.153  2.4  1.1768 
OW  0.117  8  Imia Oôs  7ô2ms 
Tableau 5.42:  Résultat, pour  les  dom":",, générée, dl"'"  le  Cil~  de  l"  r(,gres,ion  logi,tique pour 
cinq pa.rtit.ions diffél''-'lItes du jt'll original (240 obs"l'vat.joJls pour la constructioJl et GU  ob:x'l'va.tions 
pour le test) pour nbest ";"  :lO et les bomes (0: "JO) 
Les trois méthodes ont des taux dE'  mauvaise da..'.;sitieation  procbes, a.vant  d  a.près  la 
rétention de 95% des meilleurs modèl _ (voir Tableaux 5.4.2  et 5.113).  La.  méthode OW 
est beaucoup plus lente que les deu;( autres. Dau' ce CilB,  la. mHhode la plus rèl.pide est 
LB-OW suivie par LB. 
Méthode  MC  Err type  ib modèles 
LB  0.117  0.043  55 
LB-OW  0.157  0.076  2.2 
OW  0.113  0.030  2.6 
Tableau 5.43: TMC moyens (ba.~ sur 1"" m"il.ieuTs llJod.,je:s dl-'  régn.'t'I.>'ioll  logistique seu]-ement) 
pour le:;  données générées pour cinq pa.rtitions dilIérE-1  tl"S  dll .i~ll  riginal  (240 "1>,,,,r  ati.)l\s pour 
la construction et 60 observations pour ln  test) pour nbes! =  ao et les bornes (0; tOi 68 
5.4  Discussion 
NOlis  avons présenté d,-lJls  Je  Cha.pitre 5  les  mi-t.hodes d'(>valuatioT.l el l'ana! 'se des per­
formances  d(~s  t.ro'ts  méthodes  LB,  LB-OW  et aw dans  la sélection des  modèles de 
régression linéaire et lo,e;istique. Pour faÜ'e  cette analyse, nous avons employé des fonc­
tions R (qui incluent des routines Fortran) et df's fonctions écrites spécialement dam ce 
but en la.ngage C.  Ces fonctions ont des paramètres diff(-r  Ilts. Il y a. aussi des différellces 
significatives dans leurs approches. Il n'est pas possibl.e de tirer une conclusion définitive 
sur les perfonnance,,; des trois méthodes avant de parler de ces différences.  Le  'l'ableall 
5.44 récapitule les différentes fonction.. '>  appeléf'-s pour l'analyse de chaque méthode. 
lv[éthode RégH'.'h."iion  Fonction 
LB  linéaire  regsubsets 
LB-OW  lilléaire  bicreg 
OW  linéaire  occamswinJinreg 
LB  .logisti(jllé  hic.glm  .  BMA 
. BlVTA 
BMA 
BMA 
LB-OW  logistique  hic.glm  BMA 
BlVIA 
BMA 
BMA 
0\\1 
Tab!eau 5.44: Fonctiülls ut.ili>«.>t"$  pou  ..  I>~_)laly""  des méthod.-,; 
Dans le ca.,; de la  régre~,;sion linéaire, nous ne pouvons pas spécifier directement les valeurs 
des paramètres Inf .( Sup \)O\lf la, fOfl('tion  bicreg.  .iliser bic'reg <Vff le p' ramètre st.rict 
= Tl LIE  est  ~qlljv-<1lent ù spécifier  UJW  alcm 0 pour la honlt' inf('riel  -e  df.>  hl  ft'ni'tre 
d'Occam. La borne supéril'IJ.H' dépend du pnrlllllètre OR et  ù  ~n ('ffet la V',t1leur 2log(0 R). 
La rnème règle .s'applique pour hl fOIlCtioll  bic.glm dans le cas de la régression logistique, 
sauf qu'ici la valeur de la borne supérieHre de la fenêt.re d'Occam est. 20RIi:r; log(OR). 
Par exemple, pour obtenir la valeur 10,  nOl.lS utUisons les valeurs OR..fi.x =  1.7 et OR = 69 
20. 
Les fonctions bicreg et bic.gllll implémentent !llle vaJ"iante modifjœ de l'algorithme ua.ps 
and Bounds et ne retournenL pas tous les nbest modèles de chaque dimensioIl, mérne si  la 
valeur du paramètre strict est FALSE.  1ême dans ce C<k'i  elles ret,ournent :eulement les 
modèles qui ont une probabilité a  posteriori plus grande que IjOR f()is  la probabilité 
a posteriori. du  meilleur modèle.  Pom n<nls  <k';.';Hl·er  qu'elles retomnent tons les  nbest 
modèles, nous devons choisir une grande valeur pour le  pan.lInètre OR pour la. méthode 
LB.  Pour la méthode LB-O\i\l  nous aVOllS  employé la fonction  bic.glm  <wec OR =0:  20, 
pour obtenir la.  valeur 10  pour la borne supérieure de la. fenôtre d'Occ,).JIl.  La méthode 
LB  a  donc davantage exploré  l'e"space  de rnodèLes  que la méthode LB-OW.  C'est la 
raison pour laquelle La  méthode LB  est phlS  lente que la méthode LB-OvV dans le  cas 
de la régression logL"ltique.  Normalement, nous nous attendions qu'elle soit plus rapide, 
parce que LB-O'\i\  contient une é '.pe supplémentaire. 
Les  trois  méthodes sélectionnent souvent le  même  modèle,  mais  le  BIC  calculé  par 
chacune d'entre elles est différent. La.  ra.ison  est que les fondions regsub. ets, bicreg et 
bic.glrn  trouvent des valeurs approximatives pour  les  BIC  des modèles.  L~..  tondions 
C utilisées par la rnéthode OW calculent Ip.s  valeurs exai:tes dt"s  BIC  avec  la,  formule 
présentée  à  [a  Section  L3..Mérne  si  le  BIC  d'un  modèle  a  une  valeur  diftérente  en 
fonction  de  Ja,  méthode qui  l'a,  ca.Jcl.l]<',  ]a  va]plll'  df>  sa  probabilité relative C:'st  la.  même 
si  les méthodes sélectioIlnent exactement les  mt'mes modèlps. 
La.  dernière difl'érence  eJltH~  les  fonctions  ~  l  que, dans  11'  cas  d(~  la.  lIléthodt>  LB-OW, 
les  fonctions bicreg;  et bic.glrn comparent tOlljOllt'S  les BIC des modèles avec  le  BIC du 
meilleur modèle, qui est directement  lTouvè après l'Ma,pe LB.  Les fonctions C employées 
pour la méthode OVV comparent un modde avec tons ses sous-modples, deux par deux. 
Nous rappelons que le plus petit BIC est celui du meilleur modèle. Par conséquent, pour 
un  nœud qui a  une valeur de BIC sl.tffisamment  pro  e d  celle de ses sOl1s-modèles, la 
méthode OW sélectiollne  les  sous-modèlf>s,  cOlltn)jr(~lJlellt  o},  LB-OW  ([Hi  les  compare 
avec le  meilleur modèle. Il peut donc exist.er des sitw tions  )ù  0'" t.rouve des modèles 70 
de plus petites dimensions que LB-OW. 
En  regô,rda.nt  les  résulta.ts  présentés daJls  le  Chapitre 5,  nous constatoIls que  l'ordre 
des  méthodes, en  ce  qui  concerne lem pouvoir de  prédiction,  change en  fonction  du 
jeu de données analysé.  Les  diftërences entre  le~'i  erreurs qUi1(!raü(ples  moyennes  (res­
pectivement entre les  taux de mauvaise classification) sont tellement petites que nous 
pouvons conclure  que  les  twis méthodes sont  équivalenT.e~'i.  En ce  qui concerne  leur 
vitesse d'exécutioIJ, l'ordre est aussi  influencé par le jeu analysé. En général,  pour des 
modèles de grande dimension avec beaucoup des coefficiellts nOIl significatifs, la méth()(le 
OVv est visiblement plus lente ((ue les  d(~ux  autres. CONCLUSION
 
L'objectif de ce projet était de comparer les performances des trois méthodes de sélection 
de modèles de régression  linéa.ire  et  logistique basées sur les  algorithmes  "Lea.ps  alld 
Bounds",  "Occam's \Vindow"  et llne  combinaison des  deux.  A cette fin,  nous avons 
employé les fonctions du p&juetage BMA et Leaps du progicit>l et nous a,vons développé 
de nouvelles fonctions en langage C. 
Pour être en mesure de comp<uer les trois méthodes, nons avons exploré premièrement 
les 3..':1pects  th(~oriques  des algorithmes employés par les trois méthodes, particulièrernent 
"u~aps and Bounds" et "Occn.m's \~Iindow". DeuxièmemeJlt, il étn..it né<:essaire d'étudier 
le  code des fonctions R qui  implémentenL ces algorithmes et de bien comprendre leur 
fonctionnement. Voir l'effet d'ut.i1is€r  dif[érentes valeurs dl".8  paramètres dans l'étppe! de 
ces fonctions sur les résultat.s retournés était également important. 
Afin d'évaluer les performances de j)fé(lictiou et les temps d'exécution de chaque lnéthode, 
nous avons développé des programmes R qui font la moyenne de,',  modèles sélect.iollnés 
pa.r  ces fOJlctions et qui cakulent leur temps d'exécutioJl. 
L'étape suivante était de rouler ces programmes Km différents jelL"X  de données, réds et 
générés, et. d'analysf;f les résultats. Ensuite, nous avons présemé les modèles sélec:tiounés 
par chacune des trois méthodes et leurs  pouvoirs de  prédiction calculés à  l'aide de  la. 
technique de validation croisée. 
Finalement, nous  avons  conclu qu'en général  IAmtes  les  mé  hodes ont sélectionné  les 
meilleurs rnodèl  s et que les pe ites di.ffi>rences observées ( ails leurs pouvoirs de prédiction 
souL  aW'ibuables aux modèles possé<lant des petites probabiLités relati 'es.  En regardant 
leur temps d'exéclltion, nous avons observé qu '  les  méthodes basées sur l'algorithme 
"Leaps and Bounds" sonl; le: pl  . mpid  s. APPENDICE A 
LISTE DE FONCTIONS DU PAQUETAGE BMA 
Le paquetage BMA contient les fonctions su iwmtes : 
bicreg - fait le moyennage de modèles bayésien pour des modèles de régression linf.a.ire ;
 
bic.glm - fai t le moyennage d<, modèles bayésien  pour des modèles de régression linéaire
 
généralisée;
 
bic.sw·v - faiL  le moycnnage de  modèles bayésien pour des Inodèles de survie (modèles
 
de Cox);
 
For.MC3.REG - utilisée par la, fonction MC3.REG pOllf  j'implantation de  cha.qlle
 
éta.pe  d('~  J'algorithme de :rvletropolis-Hastings;
 
glib - calcule les facteurs dl' Bayes et les probabilités i)  posteriori dl'8 modèles;
 
iBMA - implémente ht méthode du moyenll(l,ge de modèles bayésien en appehnt d'une
 
façon  itérative une des procédures qui fait  le  B'MA; seul.ement les variables ayant une
 
probabilité plus grande qu'une valeur préspécifiée sont retemws après chaque appel;
 
imageplot.bma - ê.,Jfidl  ..  }(,  gra.phique  de.'>  modèles sél  ctiolHlés  peU'  bicreg, bic.glm
 
ou bic.8urv ;
 
MC3.REG - effectue  UIle sélection siJmùtanée des Vl.tria,hles  Cil  utilisant la  méthode
 
Monte-Carlo par chaînes de Markov;
 
MC3.REG.choose - fonction utilisée par MC3.REG pour choisir le  modèle proposé
 
pour une 'tape <1('  l'algorithme de Metropolis-Hasting..<;;
 
MC3.REG.logpost - utilisél' pal' MC3.REG pour coku1cr les pl'obabilitl:'s a po 'Leriol'i
 
rela.tives de chaque  modèle;
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orderplot - affiche  Je  g;raphique des  variablt'$  acceptées ou rejetées,  COllsidérées  da,ns
 
une procédure iBMA ;
 
out.ltsreg - identifie les valeurs extr(~mes pour un certain modèle;
 
plot.bicreg - affiche les probabilités a posteriori pour le,,'; covariables génér(~es par BMA;
 
summary.bic - procédure pour l'affichage d'un objet généré  p<Lr  l'une  de~<;  [onctions
 
bicreg, bic.glm ou  bic.surv ;
 
summary.iB~1A - procédure pOllr l'affidHtge d'IlJl objet généré paJ' l'line des fonctions
 
iBMA : iBMA.bicreg, iBMA.glm ou iBMA.surv.
 APPENDICE B 
L'OPÉRATEUR DE ROTATION (SWEEP) 
Une méthode très efti.cace pour i.nverser une lHatri.ce et résoudrE' des sysl.èrue$ d'équations 
linéaires,  et donc de calculer les  coefficients d'un modèle de  régression  linéaire,  utilise 
l'opérateur de rotation (sweep)  (R.  Hocking, 2(03). 
Nous appliquons l'opérateur sweep(k) à  ulle matrice .reetan?;uJaire  A  et nous obtenons 
une autre matrice rectangulaire B, en effectuant les opération.s  'uiv(tntes : 
lb  __ J_. 
.  kk - ahk  ' 
2.  bk = - atk  Vi  -J.  k' 
t  ak;k)  r  J 
4.  =  ai,,' - o,ik·akj , Vi =J  k ct j  =J  k. biJ, 
,  akk 
Nous disons que la matrice A a été "rôtie"  dans le  k
C  élément, de sa, diagonale et nous 
écrivons B  =  sweep(k)A.. 
J2 Par exemple, si la mat.rice A est pa.l'titj(mnéf> de lu.  fÛ~;OIl  SUiVlUl e : A = (An  A ) 
A21  .422  ' 
OÙ  Au est de dimension r  x T, et nous appliquons l'opératRur swe(~p à tous le  éléments 
de la diagonale de Au, nous obtenoIL.s la matrice B Slüwmte: 
Il .,.  .  (Bu  B ) B =  ,~weep(~)A  =  B B
l2 
' 
i=l  21  - 22 76 
où 
Bu =  A~/ 
Bl2 =  A;:-l Al2 
B  -- - A21 A-1 
21 - 11 
L'O[)(>r<Heul'  sweep a  deux propriétés.  TI  est jndépeIld<:ult de l'ordre et, en l'c\'ppliquant 
deux [<)l';  ft  la rnème matrke, nous obtenons la motrice initiale: 
sweep(A:)sweep(r)A =  8weep(r)8weep(k)A, 'th- ::f=.  k: 
et 
8weep(k)8wcep(k)A =  A. 
La matrice inverse A-1 s'obtient en appliqwUlt l'opérateur SWf'ep  à tous les éléments de 
la diagonale de la mal.r.ice  A.­
B.I  Le ca.lcuJ  des coefficients de régression Jinéaüe avec J:opérateur sweep 
Supposons que nous voulons trouver les coefficients pOUl' un modèle de régression linéa.ire, 
comme vu dans J8,  Section 1.1.  Nous  pouvons  utiliser  l'()P~ra.t(~1l1' sweep pour calculer 
simultauémeJlt les coeHicieJlts fi  du modèle et la somme des carrés des résidus (HSS) en 
deux étapes : 
XIX  XIY)
1.	  Nous construisoIls la matrice A =  y'X  Y'Y  , qui a la dimeIlsion (p + 1)  x ( 
(p + 1) : 
2.	  La matrice X'  X  e:;t de dimension p x p eL  a  Ull rang p.  Nous  PQUVOII..'; appliqu  r 
l'opérateur sweep a.ux prenliers p élément.s de la. diagonale cl  la matrke A pour 
obtenir une autre matrice: 
(X'X)-J  ,) f:' B= (  -/3'  RSS 77 
où 
fi =  (X'X)-J X'Y, 
et 
L'opérateur sweep calcule d'une faq)ll très rapide lf>s  coefficients d'un modèle de régres­
sion  linéaire et sa.  SOlJlme  des cl:l.rrés  des  résidus.  De plus,  il  évite les  (',),\wls  inutijes 
quand nous ajoutons ou écartoIlS des covariables. À partir d'un modèle quelconque, pour 
ajouter des covariables, nous appl.iqnons I.'opérateur sweep aux. éléments correspondants 
de la diagonale de la matrice A.  De  la même fa,çon,  pour écarter des covariables, nous 
l'appliquons aux élémenu· correspoudant.<; de la diagonale de  la matrice B. APPENDICE C 
JEUX DE DONNÉES 
C.l  Langley 
Le  premier jeu de données s'intitul.e "Longley" et peut être visualisé dans R  iL  l'aide de
 
la conunande longley (voir Tableau C.1). Il contient 16 ohservatioll..s sur 7 indicateurs
 
macroéconomiques annuels, observés de 1947 à 1962 :
 
PNB: produit national bmt;
 
El : l'effet de l'inflation, un indicateur économique calculé avec ]a fOJ'IllUlp  :
 
El =  PNB NO'll~inal x 100: 
PNB Reel  ' 
SE : nombre de personnes sans emploi;
 
AF : nombre de  personnes dans les forces armées ;
 
Popula ion: popula.tion non illstituLiollmtli';' àgée de 14 ails ou plus;
 
Année: année courante;
 
Employé~'i :  'ombre de personnes emplo,yées.
 
.Obs  El  P_B  SE  AF  Population  Année  Employés 
1  83.0  234.289  235.6  159.0  107.608  1947  60.323 
2  88.5  259.42G  232.5  145.6  108.632  1948  61.122 
3  88.2  258.054  368.2  161.6  109.773  1949  60.171 
4  89.5  284.599  335.1  165.0  110.929  1950  Gl.187 
5  96.2  328.975  209.9  309.9  112.075  1951  63.221 
6  98.1  346.999  193.2  359.4  113.270  1952  63.639 
7  99.0  365.3  5  187.0  ' :-:4.7  115.094  195;3  64.989 80 
8  100.0  363.112  3578  335.0  116.219  1954  63.761 
9  101.2  397.469  290.4  304.8  117.:188  1955  66.019 
10  104.6  419.180  282.2  285.7  118.734  1956  f.)7 .857 
11  108.4  442.769  293.6  279.8  120.445  1957  68.169 
12  110.8  444.546  468.1  263.7  121.050  1958  66.513 
13  112.6  482.704  381.3  255.2  12~n66  1959  68.655 
14  114.2  502.601  393.1  251.4  125.368  1960  69.564 
15  115.7  518.17:3  480.6  257.2  127.852  1961  09.331 
16  116.9  554.894  400.7  282.7  130.081  1962  70.551 
Tableau C.l:  Le jeu de données Longley 
Pour mieux com prendre  li)  stnlcture de ce jeu de données,  110111,  présentoJl.s  dans le 
Tableau C.2 la matrice de corrélation deB  covariables.  Nous remarquons une très lorte 
corrélation entre les covariables suivcmtes  : El et PNB, El et Population, El et Année, 
El et Employés, PNB et Population, PNB et Année, PNB et.  Employés, Population et 
Année, Population et Employés, Année et Employés. 
Corrél"üion  El  PNB  SE  AF  Population  Année  Employés (Y) 
El  1.00  0.99'  0.62  0.46  0.98  0.9-9  0.-97 
PNB  0.99  1.00  0.60  0.45  0.99  1.00  0.98 
SE  0.62  0.60  1.00  -0.18  0.69  0.67  0.50 
AF  0.46  0.45  -0.18  1.00  0.~)6  0.42  0.46 
PopuJatjon  0.98  0.99  0.69  0.:36  1.00  0.99  0.96 
Année  0.99  1.00  0.G7  0.42  0.99  1.00  0.97 
Employés  1 0.97  0.98  0.50  0.46  0.96  0.97  1.00 
C.2  Régression linéaire - Données générées 
1€ jeu d(~  dOlI  H~t':-,  g'lléj'(~  ItiJisé dan.'  cerI-'. tp if' la.  règf()~  iOl1  linéaire e:t simulé à 
J'a.ide du généra,t,éur  cl  n  nbres a.léatoiLS de R, av ..('  l'optiou setsc .d(n!fi). Il  pos,<;èd<> 
un nomhre de 200 observatiollS e1  l5 coeffident.s rh, ... ,/3t5 et;  un ilLlercept !Jo = O.  Les 
5 premiers coefficients sont générés selon une loi  uniforme dans l'intervalle [-1; 1]  et 
les  10  demiers selou nne loi  uniforme avec des valeurs comprises entre -O.G  et 0.5.  Les 
valeurs d,ms la.  matrice X  suivent indépendamment une loi  uniJol'me  él,VeC  des va,leul's 81 
dans l'intervalle [-10; 1OJ.  Correspondant à cha.que observation (ligue ditns la ma,Criee 
X), nous avons généré une er 'el  r S ]011  une loi N(O, 1) e  nol1', paVOllS ajouté  au résult~\.t 
final,  Y. L'équation réelle du modèle obtenu est: 
y  =0  0.424844960XI  + 0.576610271X2 - O.18204615(iX=3 +  .7(i6  34 08X4 + 
+  0.880934569X5 - 0.04544435ÜX6 + 0.00281  0~149X7 + 0.039241904X8 + 
+  (H)05143501X9  - 0.004338526XlO + (J.045683335Xll - O.004666584Xl2 + 
+  0.017757064X  1:3 + O.00726334üx14.  - O.ü39707532X 15 + f. 
Les corrélations observées entre tes  variables du jeu de données généré sont présentées 
dans le  Tableaux C.~:l  et CA.  La plus grande corrélation se trouve entre X5 et Y  avec 
une valeur de  0.61. 
Corrélation  Xl  X2  X:~  Xl.  X 5  X6  X 7  Xs 
Xl  1.00  -0.06  0.00  0,00  0.04  -0.05  0.06  0.00 
X2  -0.06  1.00  -0.10  -0.02  0.00  0.00  0.01  0.07 
X:l  0.00  -0.10  1.00  0.04  0.05  0.02  0.06  -0.08 
X  4.  0.00  -0.02  0.04  1.00  0.00  -0.01  -0.01  0.08 
X5  0.04  o.no  0.05  0.00  1.00  O.OS  0.01  -O.DG 
Xr,  -0.05  0.00  0.02  -0.01  0.08  1.00  -0.07  0.01 
X7  0.06  0.01  (\.06  -0-01  0.01  -0.07  1.00  0.06 
Xs  0.00  Cl.07  -0.08  0.08  -O.OÔ  0.01  0.06  1.00 
Xo  0.01  0.01  -0.04  -0.16  0.02  -0.01  -0.13  -0.01 
XlO  -O.ln  -0.03  0.06  0.14  -0.02  -0.02  0.09  -0.05 
XlI  0.02  0.02  -om  0.10  -0.06  -0.01  0.10  -0.08 
X12  -0.07  -0.01  -0.02  -0,01  0.10  0.01  0.05  -0.09 
XI:1  -O.Og  O.fn  0.25  -0.07  0.11  0.05  0.01  0.13 
X 14  0.14  -0.05  0.01  0.08  0.12  -0.09  0.07  0.10 
Xl5  0.01  0.03  -0.1.5  -0.01  0.03  -0.07  0.09  -0.0:3 
y  -0.28  0.44  -0.12  0.56  0.61  0.02  0.00  0.07 
Tableau C.3: Corrélation entre [es  covariables du jeu de données "énér 82 
y Corrélation  X9  XlO  XlI  X 12  X)3  X)4  Xli; 
Xl  0.01  -0.01  0.02  -0.07  -ll09  0.14  001  -0.28 
Xl  (j.lH  -0.0:-3  0.02  -0.01  0.01  -0.05  003  0.44 
X3  -0.04  0.06  -0.01  -0.02  0.25  0.01  -015  -0.12 
X 4  -0.16  0.14  0.10  -am  -0.07  0.08  -001  0.56 
x- 0.02  -0.02  -0.06  0.10  0.11.  0.12  0.0:3  0,(i1
"  X(j  -0.01  -0.02  -0.01  0.01  0.05  -0.09  -0.07  0.02 
X 7  -0.13  0.09  0.10  0.05  0.01  0.07  0,09  0.00 
X8  -0.01  -0.05  -0.08  -0.09  O.l;-~  0.10  -0.0;)  0.07 
X9  1.00  0.00  0.00  0.06  o.œ  0.01  -0.02  -0.10 
XI0  0.00  1.00  0.11  0.03  0.06  0.05  0.05  0.05 
Xu  0.00  0.11  l.00  0.09  0.00  -0.0:1  0.04  0.07 
X12  0.06  0.03  0.09  1.00  0.13  0.08  -0.01  0.07 
X 13  0.08  0.06  0.00  0.13  1.00  -0.07  -0.13  0.05 
X14  0.01  0.05  -0.03  0.08  -0.07  1.00  0.07  0.07 
X 15  -0.02  a.OG  0.04  -0.01  -0.13  0.07  1.00  0.03 
Y  -0.10  0.05  OJJ7  0.07  0.05  0.07  O.O:i  1.00 
Tableau C.4: CorréJa.t.ion E'llt.re  les  covariabl"s dt!  j,·u  d" donIl~s généré 
C.3  Mélanome 
Pour l'an(),lyse  de .la  sélection des  lllOdèles  de  régre.c;sion  logistiqlle,  nous employons 
connue  premier jeu de  donn()es  le  jeu  "Mélô.norne"  qui se  trouve dans  le  pô.quetage 
"MASS'"  du logiciel R et qui peut être initialisé avec la commande R library(MASS). 
Le jeu peut être visualisé aVec la commande R Melanoma. Il contient 205 observations 
et les  7 covariables sllivrmtes : 
Tem ps : le temps de survie d'un patient (en jours) ; 
Sta  : l - ( ?('è~  fi  (';'lI Sf' <111  rnèhnome: 2 = en vie: :3  =  décès d'une <lutrl' cause; 
Sex'  : 1 = homme; 0 =  femme; 
Age: J'âge du pa.tien~; 
Année: L'année de t'opération; 
Grandeur: la grandeur de la tumeur (en mm); 
Ulcère: l  = présence; 0 =  a.bsence. 83 
Nous modifions le jeu de dOIluées or(o;inal eu écart1Ult la variable Temps, qui ne  présente 
pas d'intérêt  pour le  problème. Du nombre  total de 205 obsern:ttions,  nous retenons 
seulement les  191  qui correspondent à une valeur de la variable Statut éga.Je  à.  0 ou à. 
1.  Nous modifions les valeurs de la variable Statut comme suit: ()  =  décès à cause du 
mélanome et 1 = en vie.  Nous employons la  nouvelle vaTiable statut comme variable 
réponse pour notre jeu de régression logistique qui contient mainLemmL les.') covariables 
qui restent: Sexe, Age, Année, Gra.llJem et Ulcère. 
C.4  Régression logistique - Données générées 
Pour générer ce jeu de données, nous employons aussi le générateur de nombres aléatoires 
de  R  avec;  l'option set.seed(1234).  Nous gén.érons  le  vecteur  (3  =  ((30,(31""  ,PIS)  de 
coefficients, où Po = 0 et f311'"  ,PIf> sont desvariahles uniformes da.ns l'intervalle [-2; 2]. 
La fonction logit réelle obtenue est : 
g(X) = U  1.54518635X1 +O.48919762X2 + 0.43709893X:3 +0.49351777X4 +
 
+  1.44366153Xs + ü.56124242X(; - 1.96201G97X7 - 1.06979798Xs +
 
+	  O.664335ü3Xg + O.057ü0457Xw + O.77436517X11  + O.179899:34X12 ­
O.86906567X13 + 1.69373394X'4 - O.83073664Xl5  · 
Pour la. matr.ice des observations, X, nous générons indépendamment 1500 valeurs selon 
une loi  N(O, 2)  é\.l'l'1:1.ngée..s  dans 5 colonnes et;  :300  lignes et ;)000  valeurs  Bernou)]j(O.7) 
arrangées dans 10 cotonnes et ::WO  lignes. 
Pour obtenir la valeur de la variable réponse Y,  nous calculons les probabilités de succès 
avec la formule (Li) et nous générons ::\00 valeurs selon une loi uniforme dans l'intervalle 
[0; 1]. La variable Y prend la valeur 1 si la valeur générée est plus pftiteque la probabilité 
calculée ou la va.leur 0,  silloJ). BIBLIOGRAPHIE
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