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PARABOLIC SYSTEMS WITH COUPLED BOUNDARY CONDITIONS
STEFANO CARDANOBILE AND DELIO MUGNOLO
Abstract. We consider elliptic operators with operator-valued coefficients and discuss the asso-
ciated parabolic problems. The unknowns are functions with values in a Hilbert space W . The
system is equipped with a general class of coupled boundary conditions of the form f|∂Ω ∈ Y and
∂f
∂ν
∈ Y⊥, where Y is a closed subspace of L2(∂Ω;W ). We discuss well-posedness and further qual-
itative properties, systematically reducing features of the parabolic system to operator-theoretical
properties of the orthogonal projection onto Y .
1. Introduction
In this paper we investigate diffusive equations in a vector valued setting. More precisely, we
discuss a problem of the form
∂u
∂t
(t, x) = Lu(t, x), t ≥ 0, x ∈ Ω ⊂ Rn,
where the unknown u takes values in a separable Hilbert space W and L is an elliptic operator with
operator-valued symbol.
Operators on vector-valued spaces have been often considered in recent years. We mention the
important investigations performed in this field by Amann in [4, 7] and by Denk–Hieber–Pru¨ss
in [20, 21], cf. also references therein. They consider general differential (or pseudo-differential)
operators of order 2m on vector-valued spaces, whereas for the sake of simplicity we restrict ourselves
to the elliptic case with m = 1 only in the present article.
Operators with operator-valued symbol also appear in theoretical physics, in particular in quantum
mechanics and molecular dynamics. There, the relevant state space is often of the form
L2(R3l)⊗ L2(R3k) ≡ L2(R3l, L2(R3k)),
where L2(R3l) and L2(R3k) are the configurations spaces of different parts of the system, e.g. in the
time-dependent Born–Oppenheimer theory.
We also add that a variational approach has been proposed in [16], where differential operators
(with values in finite-dimensional spaces) are rather described by means of a matrix formalism.
The first systematic investigation of elliptic systems with possibly coupled boundary conditions
probably goes back to the classic work by Agmon–Douglis–Nirenberg. In [1] they have considered
quite general boundary conditions that, in our context of second-order operators, essentially read
(1.1) Af|∂Ω +B
∂f
∂ν
= 0
where (up to slight generalizations) A,B are differential operators from L2(Ω;W ) to L2(∂Ω;W )
that satisfy an involved “complementing” condition, cf. [1, § I.2]. Successively, systems with coupled
boundary conditions have been only occasionally investigated, mostly in the case of reaction-diffusion
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equations or of Sturm–Liouville problems (so that W = Cn). They usually feature some kind of
generalized, coupled Robin conditions, see e.g. [31, 5, 6], or [43, Chapt. 13], respectively. Another
concrete class of systems that fit the setting of Agmon–Douglis–Nirenberg has been thoroughly
investigated by Ali Mehmeti and Nicaise in the context of the theories of interaction problems and
elliptic operators on polygonal domains, cf. [39, 3, 2] and references therein – see also [42, § III.4.4] for
a discussion of the associated elliptic problem. In the 1-dimensional case (i.e., Ω ⊂ R), mathematical
investigations of systems with coupled boundary conditions (i.e., networks) go back to Lumer [32].
The field of elliptic operators on 1-dimensional networks has become so popular over the last 10
years, both in applied analyis and mathematical physics, that an overview of the existing literature is
impossible in this limited introduction. Such an overwhelming work has been successfully performed
in [30], though.
In this paper we discuss a setting for mixing boundary conditions that allows for truly coupled
dynamics of the system, even when the coupling is only defined on the boundary. In the prototypical
case, we discuss boundary conditions that can be formulated as
(1.2) f(z) ∈ Y and
∂f
∂ν
(z) + Sf(z) ∈ Y ⊥ for a.e. z ∈ ∂Ω,
where Y is any subspace of W , or more generally as
f|∂Ω ∈ Y and
∂f
∂ν
+Rf|∂Ω ∈ Y
⊥,
where Y is any subspace of L2(∂Ω;W ). Here R and S are bounded linear operators on L2(∂Ω;W )
and onW , respectively. In the case of 1-dimensional domains Ω and finite dimensionalW , essentially
the same boundary conditions have been thoroughly discussed in [29, 26] in the context of quantum
graphs. Kuchment has also proved that if A,B define via (1.1) a self-adjoint elliptic operator, then
the same boundary conditions can also be formulated as in (1.2), for suitable Y and R, cf. [29,
Thm. 6]. His proof carries over to the case of higher dimensional domains Ω if still dimW <∞.
As a matter of fact, our boundary conditions form a proper subset of the class considered in [1]
for the case dimW < ∞ and extended to the infinite dimensional vector-valued case in [20]. Still,
our formulation seems to have some advantages over the general Agmon–Douglis–Nirenberg’s one. In
particular, qualitative properties can be simply characterized by linear algebraic (resp., operator the-
oretical) properties (if W is finite or resp. infinite dimensional) of the lower dimensional orthogonal
projections of W onto Y .
To do so, we pursue in this paper a variational approach that is similar to that applied in [34, 18]
to the strongly coupled, 1-dimensional case of Ω = (0, 1). Parabolic systems in variational form
have been discussed at an abstract level also in [40]. In Section 2 we prove a basic well-posedness
result by discussing properties of a suitable sesquilinear form and identifiy the associated operator A.
Describing the behavior of the semigroup generated by A by means of relevant invariance properties
is the main goal of the subsequent sections. Smoothing properties of this semigroups are discussed
in Section 3.
In Section 4 we introduce a class of subspaces of the state space L2(Ω;W ) defined pointwise by
a linear algebraic relation. Following [18], their invariance under the diffusion semigroup can be
interpreted as a symmetry property of the associated system of Schro¨dinger equations. Section 5 is
mostly devoted to positivity and L∞-contractivity, and more generally to the invariance of sets of
functions pointwise belonging to an order interval of W . In Section 6 we discuss domination issues,
showing that the evolution of the diffusion problem with Dirichlet boundary conditions is minimal
in the class considered throughout the paper; and that the evolution of the diffusion problem with
Neumann boundary conditions is maximal among those problems whose boundary space Y is a
closed ideal ofW . In [11] Arendt and Warma have showed that, in the scalar valued setting, the only
boundary conditions that a) are local and b) give rise to a semigroup dominated by the Neumann
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semigroup and dominating the Dirichlet semigroup are of Robin type. Similarly, we can prove that
the only boundary conditions that give rise to a semigroup dominated by the Neumann semigroup
and dominating the Dirichlet semigroup in the vector-valued case are necessarily of decoupled Robin
type.
We will use the notion of Hilbert lattice over and over and refer to [38, Chapter C] and [35,
Chapter 2] for a general treatment of this theory.
Remark 1.1. After the first draft of this article was completed, we discovered at the Conference
on “Semigroups and Evolution Equations” held in Tu¨bingen in November 2008 that comparable
results have been independently obtained in a manuscript by Ulrike Kant, Tobias Klauß, Ju¨rgen
Voigt, and Matthias Weber [28]. However, their focus is on compact quantum graphs, i.e., on finite
1-dimensional networks, whereas we rather consider a setting based on general Hilbert-space-valued
function spaces.
2. General setting
Throughout this paper, Ω ⊂ RN is a domain with Lipschitz boundary and W a separable Hilbert
space. Define H := L2(Ω;W ) and V := H1(Ω;W ): these are apparently Hilbert spaces. Observe
that, due to separability of W , these spaces can be defined in the usual way by means of Bochner
integrals, see e.g. [22]. More precisely, a function is in H if and only if it is weakly measurable and
the scalar-valued function Ω ∋ x 7→ ‖f(x)‖W ∈ R is of class L
2(Ω;R).
In fact, most common results concerning boundary regularity and Gauß-Green formulae for scalar
functions remain valid for vector-valued functions, as the usual proofs can be extended to the vector-
valued case by the Pettis’ measurability theorem. Although such results are known, we discuss in
the Appendix (Section 7.1) an abstract device that permits to extend them to the vector-valued case
in a systematic way.
If we consider a closed linear subspace Y ⊂ L2(∂Ω;W ), by Example 7.2 it is possible to define
(2.1) VY := {f ∈ V : f|∂Ω ∈ Y},
which is a closed subspace of V , due to the continuity of the trace operator. By f|∂Ω we denote the
trace of f defined in accordance with Example 7.2.
Several common examples of closed subspaces of V appearing in applications are in fact of the
above form, most notably VL2(∂Ω;W ) = V and V{0} = H
1
0 (Ω;W ). If Ω ⊂ R is a bounded interval,
then also periodic and anti-periodic boundary conditions fit into our framework.
Remark 2.1. For a separable Banach space E we denote by L∞(Ω;LsE) the space of all functions
f : Ω → L(E) such that ω 7→ f(ω)x is of class L∞(Ω, E) for every x ∈ E. This notation has been
introduced in [10], where a thorough investigation of vector-valued Lp-spaces has been performed.
Fix D ∈ L∞(Ω;Ls(W
n)) and R ∈ L(VY ;L
2(∂Ω;W )) and consider the sesquilinear form a := aY :
VY × VY → C defined by
a(f, g) :=
∫
Ω
(D(x)∇f(x)|∇g(x))Wn dx+
∫
∂Ω
((Rf)(z)|g(z))W dσ(z)
≡
n∑
h,k=1
∫
Ω
(Dhk(x)∂kf(x)|∂hg(x))W dx+
∫
∂Ω
((Rf)(z)|g(z))W dσ(z).
Remark 2.2. While networks seem to be a simple application of our theory, properties of vector-
valued diffusion problems do sometimes differ from those of network parabolic problems. If e.g.
W = ℓ2(E), where E is an infinite countable set, then it is clear that L2(0, 1;W ) is isometrically
isomorphic to L2(R;C). Still, two given functions need not have disjoint support in L2(0, 1;W ) when
their versions in L2(R;C) do. In particular, the form aY is local for all Y ⊂ L
2(∂Ω;W ), regardless
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of the locality of the operators Dhk(x), x ∈ Ω. This should be compared with the setting discussed
in [18] for network equations.
Throughout the paper we impose the assumption that the ellipticity condition
Re(D(x)ξ|ξ)Wn ≥ γ‖ξ‖
2
Wn for all ξ ∈W
n and a.e. x ∈ Ω
is satisfied for some γ > 0.
Proposition 2.3. Let Y be a closed subspace of L2(Ω;W ). Let R ∈ L(VY , L
2(∂Ω;W )). Then a is
H-elliptic, continuous, and densely defined.
Furthermore, the form is accretive (resp., coercive) if
(2.2) Re(Rf |Tˆ f)L2(∂Ω;W ) ≥ 0 (resp., > q‖f‖L2(∂Ω;W ) for some q > 0) for all f ∈ VY .
It is symmetric if and only if D(x) is self-adjoint for a.e. x ∈ Ω and moreover
(2.3) (Rf |Tˆ g)L2(∂Ω;W ) = (Rg|Tˆ f)L2(∂Ω;W ) for all f, g ∈ VY ,
where Tˆ denotes the vector-valued trace operator defined in Example 7.2.
Proof. Boundedness of the trace operator Tˆ : V → L2(∂Ω;W ) and the Cauchy–Schwarz inequality
yield
|a(f, g)| ≤ ess sup
x∈Ω
‖D(x)‖L(Wn)‖∇f‖H‖∇g‖H +M‖R‖L(VY,L2(∂Ω;W ))‖f‖V ‖g‖V ,
hence a is continuous. It is H-elliptic, since a can be considered as the sum
a(f, g) = a1(f, g) + a2(f, g) :=
∫
Ω
(D(x)∇f(x)|∇g(x))Wn dx+
∫
∂Ω
((Rf)(z)|g(z))W dσ(z),
where by assumption a1 is H-elliptic and a2 is bounded on, say, V × H
3
4 (Ω;W ). Thus, by [36,
Lemma 2.1] also the perturbed form a is H-elliptic. The remaining assertions are clear due to
accretivity and symmetry of the leading term a1. 
Thus, the operator AY associated with (aY , VY) generates an analytic semigroup (e
tAY )t≥0 on H .
This semigroup is self-adjoint if and only if D(x) is self-adjoint for a.e. x ∈ Ω and (2.3) holds. It
is contractive (resp., uniformly exponentially stable) if (2.2) holds.
Moreover, provided that Ω is bounded, by Aubin’s Lemma (see [12]) the semigroup is compact
if and only if W is finite dimensional. If this is the case, and if R = 0, then (etAY )t≥0 is uniformly
exponentially stable if and only if AY is invertible, i.e., if and only if a(f, f) = 0 implies f = 0.
Under our ellipticity assumption, this is possible if and only if ∇f = 0 implies f = 0. Clearly, this is
only possible if the boundary conditions force each f ∈ VY to vanish on some non-null subset of the
boundary, i.e., if and only if
(2.4) Y = {0} ⊕ L2(∂ω;W ) for some ∂ω ⊂ ∂Ω,
with ∂Ω \ ∂ω of non-zero measure. Observe that if we drop the compactness assumption but (2.4)
holds, then by [23, Exa. V.2.23] the semigroup is still strongly stable.
Remark 2.4. It follows by standard perturbation results, see e.g. [36, Lemma 2.1], that similar
results also hold by considering lower order terms. Let e.g. n ≥ 2 and p ≥ 2n
n−2 , so that H
1(Ω) →֒
Lp(Ω). It is known that the same embedding is satisfied by vector-valued Sobolev spaces. Let
additionally C ∈ L
p
p−2 (Ω;L(W )). Then by Ho¨lder’s inequality also the form defined by∫
Ω
(D(x)∇f(x)|∇g(x))Wn dx +
∫
Ω
(C(x)f(x)|g(x))W dx+
∫
∂Ω
((Rf)(z)|g(z))W dσ(z)
for f, g ∈ VY is elliptic, continuous and densely defined, and we conclude that the associated diffusion
problem is well-posed. Weakly coupled systems modelled by diffusion on vector-valued spaces have
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been considered by several authors, for instance in order to discuss molecular motors – see e.g. [19]
and references therein. Relevant properties of molecular models of this kind, like L1-contractivity or
positivity, will be discussed in Section 5.
Since D(AY) ⊂ VY , all functions f ∈ D(AY) satisfy the boundary condition f|∂Ω ∈ Y. With only
this boundary condition, though, the system is in general underdetermined. In fact, the following
holds.
Proposition 2.5. Assume D ∈ C1(Ω;L(Wn)) and the domain Ω to have C1-boundary. Under the
assumptions of Proposition 2.3 let
D(BY) :=
{
f ∈ C2(Ω;W ) : f|∂Ω ∈ Y and
∂Df
∂ν
+Rf ∈ Y⊥
}
,
BYf := ∇ · (D∇f),
where ν(z) denotes the outer normal at z ∈ ∂Ω and
∂Df
∂ν
(z) := (D(z)∇f(z)|ν(z))
Cn
:=
n∑
i,j=1
νi(z)Dij(z)∂jf(z)
is the (vector-valued) conormal derivative w.r.t. D at z ∈ ∂Ω. Then BY ⊂ AY . On the other hand,
if f ∈ D(AY) ∩C
2(Ω;W ) then
∂Df
∂ν
+Rf ∈ Y⊥.
Proof. To begin with, observe that if f ∈ C2(Ω;W ), then it belongs to H2(Ω;W ) and hence by the
general theory of Sobolev spaces and by Theorem 7.1 it admits well-defined (vector-valued) trace and
normal derivative of class L2(∂Ω;W ). In particular, Gauß–Green’s formulae hold.
The proof mimicks [9, Rem. 3.1.6]. Observe that by Theorem 7.1 we can replicate the proof of [14,
Thm. IX.8] and conclude that vector-valued test functions are dense in H1(Ω;W ).
If f ∈ D(BY) and h ∈ VY , then by the Gauß-Green formulae
−(BYf |h)H =
∫
Ω
(D(x)∇f(x)|∇h(x))Wn dx−
∫
∂Ω
(
∂Df
∂ν
|h(z)
)
W
dσ(z)
=
∫
Ω
(D(x)∇f(x)|∇h(x))Wn dx+
∫
∂Ω
((Rf)(z)|h(z))W dσ(z) = a(f, h),
hence BY ⊂ AY .
Let conversely f ∈ D(AY) ∩C
2(Ω;W ) and h ∈ VY . Then by definition of AY
−(AYf |h)H = a(f, h)
=
∫
Ω
(D(x)∇f(x)|∇h(x))Wn dx+
∫
∂Ω
((Rf)(z)|h(z))W dσ(z)
=
∫
∂Ω
(
∂Df
∂ν
|h(z)
)
W
dx−
∫
Ω
(∇ · (D∇f)(x)|h(x))W dx
+
∫
∂Ω
((Rf)(z)|h(z))W dσ(z).
In particular, this computation holds for h ∈ H10 (Ω;W ). It follows that AYf = ∇ · (D∇f) for all
f ∈ D(AY). As a consequence, for all h ∈ C
1(Ω;W ) such that h|∂Ω ∈ Y we obtain∫
∂Ω
((
∂Df
∂ν
+Rf
)
(z)|h(z)
)
W
dσ(z) = 0.
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This implies
∂Df
∂ν
+Rf ∈ Y⊥
because the trace operator has dense range in L2(∂Ω;W ). 
3. Regularity properties
In the previous section we have showed generation properties for the operator AY associated with
the form aY , i.e., that AY generates an analytic semigroup (e
tAY )t≥0. In this and the next sections
we will discuss the issue of invariance of relevant subspaces or, more generally, subsets of H under the
action of (etAY )t≥0. To do so, throughout the remainder of this article we specialize by considering
a particular class of boundary conditions.
Fix a closed linear subspace Y ⊂W and consider the Hilbert subspace
(3.1) VY := {f ∈ H
1(Ω;W ) : f(z) ∈ Y for a.e. z ∈ ∂Ω} ⊂ H1(Ω;W ).
(We emphasize the difference between this space and that introduced in (2.1)).
Diffusion equations on a domain with Dirichlet or Neumann boundary conditions, as well as on
an “open book” with finitely many pages fit this setting.
Example 3.1. Let W = C, D(x) = Id for a.e. x ∈ Ω, and R = 0. Then for Y = C one has
VY = H
1(Ω;C) and
a(f, g) =
∫
Ω
∇f(x)∇g(x)dx, f, g ∈ H1(Ω;C),
is the form associated with the Neumann Laplacian. If more generally Rf = βf|∂Ω for some β :
∂Ω→ C, then a is the form associated with the Robin Laplacian. Choosing Y = {0} we obtain the
form associated with the Dirichlet Laplacian.
Example 3.2. Let Ω be the open 2-dimensional halfplain {(x1, x2) ∈ R
2 : x1 ≥ 0}, so that ∂Ω =
{0}×R. Let moreoverW = Cm, m ∈ N, and Y be the subspace ofW spanned by 1 = (1, . . . , 1). Then
a function f ∈ H1(Ω;Cm) lies in VY if and only if for all z ∈ ∂Ω there holds f1(z) = . . . = fm(z),
i.e., if and only if f is continuous along the “binding”, giving rise to a Kirchhoff-type boundary
condition. Such diffusion problems on open book structures have been discussed by several authors,
see e.g. [39, 2, 25]. Although less physically motivated, one can also naturally consider the “dual”
problem obtained replacing Y by Y ⊥. Then the boundary condition along the binding is that
f1(z)+ . . .+ fm(z) = 0. This condition is sometimes called anti-Kirchhoff in the context of quantum
graphs, cf. [29].
We first prove a regularity result for the semigroup generated by A and that the latter is given by
a vector-valued integral kernel.
Proposition 3.3. For k ∈ N assume D ∈ Ck(Ω;L(Wn)) and the domain Ω to have C2k-boundary.
Then the semigroup associated with aY maps H = L
2(Ω;W ) into H2k(Ω;W ) for all Y ⊂W .
Proof. It is known that an analytic semigroup on H with generator A maps H into
⋂∞
k=0D(A
k).
Thus, it suffices to show that D(Ak) ⊂ H2k(Ω;W ) for all k ∈ N.
First, we prove that the assertion is true for k = 1. In fact, if u ∈ D(A), then Au ∈ H and u
satisfies boundary conditions. Observe that if Ω is a half-plane, then the boundary conditions
f(z) ∈ Y and
∂f
∂ν
(z) + (Rf)(z) ∈ Y for a.e. z ∈ ∂Ω
are still satisfied upon translating u along the boundary. As a consequence, it is possible to mimic
the proof of [14, The´o. IX.25] based on Nirenberg’s technique of incremental quotients. (This also
shows why this proof cannot be performed in the more general context of the boundary conditions
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considered in the previous section, which involved more general spaces VY). Summing up, we obtain
that u ∈ H2(Ω;W ) ∩ VY .
Likewise, if u ∈ D(Ak), then Au ∈ D(Ak−1) ⊂ H2(k−1)(Ω;W ) by induction hypothesis. By the
second part of the assertion in [14, The´o. IX.25], u ∈ H2k(Ω;W ). This concludes the proof in the
case that Dhk(x) = Id for a.e. x ∈ Ω. The general case follows by the techniques presented e.g.
in [27, § 2.2.2] or [24, § 5.6]. 
Corollary 3.4. Assume D ∈ Cj(Ω;L(Wn)) and the domain Ω to have Ck-boundary. If 2k > n and
2j ≥ k, then the semigroup associated with a is given by an integral kernel.
Proof. By Proposition 3.3 and standard Sobolev embeddings (see e.g. [14, Cor. IX.13]), the semigroup
(etAY )t≥0 associated with a maps H into H
k(Ω;W ) and hence into L∞(Ω;W ). The same holds for
the adjoint of (etAY )t≥0 and by duality (e
tAY )t≥0 maps L
1(Ω;W ) into L∞(Ω;W ). We conclude that
the semigroup operators etAY are given by an integral kernel of class L∞(Ω×Ω;Ls(W )) for all t > 0
by [37, Thm. 3.3 and Prop. 4.3]. 
4. Symmetries
After discussing smoothing properties of (etAY )t≥0 by means of invariance of dense subsets of H ,
we turn our attention to a different issue.
For an arbitrary closed convex subset CW ⊂ W we introduce closed convex subsets of H =
L2(Ω;W ) and ∂H = L2(∂Ω;W ) by
CH := {f ∈ H : f(x) ∈ CW for a.e. x ∈ Ω}
and
C∂H := {f ∈ ∂H : f(z) ∈ CW for a.e. z ∈ ∂Ω}.
If CW is a subspace of W , then CH , C∂H are clearly subspaces, too. The connection between invari-
ance of pointwise defined closed subspaces and the physical notion of symmetry has been discussed
in [18, § 5] and in [15, § 2.8]. .
One sees that the orthogonal projection of H = L2(Ω;W ) onto CH is defined by
(PCHf)(x) = PCW (f(x)), x ∈ Ω,
where PCW denotes the orthogonal projection of W onto CW .
For the sake of simplicity, in the following we assume the operator R ∈ L(VY , ∂H) to admit the
factorization
R = STˆ ,
where S ∈ L(∂H).
For the characterization of the invariance of a closed convex subset CH of H it is convenient to
use the criterion of E.M. Ouhabaz, cf. [41, Chapt. 2] and its generalization proved in [33]. It implies
that (etAY )t≥0 leaves CH invariant if and only if
PCHVY ⊂ VY and Rea(PCHf, (I − PCH )f) ≥ 0 for all f ∈ VY .
We recall the following result, which has been stated in [13] and explicitly proved in [33, Lemma 2.3].
Lemma 4.1. Let C1 and C2 be closed convex subsets of a Hilbert space. Then the inclusion PC1C2 ⊂
C2 holds if and only if the inclusion PC2C1 ⊂ C1 holds if and only PC2PC1 = PC1PC2 .
Thus, we obtain the following.
Proposition 4.2. Let CW be a closed convex subset of W . Assume that 0 ∈ CW or that Ω has finite
measure. Then the inclusion PCHVY ⊂ VY holds if and only if the inclusion PY CW ⊂ CW holds.
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Proof. Since orthogonal projections of a Hilbert space onto a closed convex subset are Lipschitz
continuous, by Lemma 7.3 one has that the pointwise projections do not affect weak differentiability.
That is, PCHf ∈ V = H
1(Ω;W ) for all f ∈ V . As a consequence, we obtain that PCHVY ⊂ VY if
and only if the boundary condition (PCHf)(z) ∈ Y is satisfied for a.e. z ∈ ∂Ω and for all f ∈ VY ,
i.e., if and only if for all f ∈ V
(4.1) f(z) ∈ Y for a.e. z ∈ ∂Ω implies PC(f(z)) ∈ Y for a.e. z ∈ ∂Ω.
By Lemma 4.1 it suffices to show that this is equivalent to PCY ⊂ Y . In fact, if PCY ⊂ Y holds,
then (4.1) is satisfied.
Conversely, assume that (4.1) holds and let y ∈ Y and z ∈ ∂Ω. Fix now a function f of class
H1(Ω;R) such that f(w) = 1 for all w ∈ ∂Ω in a neighborhood of z. Then the function g := f ⊗ y is
in VY . Thus PC(f(z)) = PCy ∈ Y , i.e., PCY ⊂ Y . 
If in particular CW is a subspace, we can characterize a symmetry of the problem, i.e., the invari-
ance of CH under (e
tAY )t≥0, as follows.
Proposition 4.3. Let CW be a closed subspace of W . Then CH is left invariant under (e
tAY )t≥0 if
and only if
(1) the inclusion PY CW ⊂ CW holds,
(2) the inclusion D(x)CnW ⊂ C
n
W holds for a.e. x ∈ Ω, and
(3) the semigroup generated by S leaves invariant C∂H .
Here CnW denotes the Cartesian product of n copies of CW , a subspace of W
n.
Proof. By Proposition 4.2 it suffices to show that Rea(PCHf, (I − PCH )f) ≥ 0 if and only if (2)–(3)
hold.
Since C is a closed subspace, by linearity ∂kPCHf = PCH∂kf for all k = 1, . . . , N , as well as
Tˆ (PCHf) = PC∂H Tˆ . Thus,
Rea(PCHf, (I − PCH )f) = Re
n∑
h,k=1
∫
Ω
(Dhk(x)PCH (∂kf(x))|(I − PCH )(∂hf(x)))W dx
+Re
∫
∂Ω
(SPC∂H (f(z))|(I − PC∂H )(f(z)))W dσ(z).
Since the partial derivatives are locally independent from the boundary values, and viceversa, the
right hand side is positive if and only if both addends are – in fact, by linearity one sees that positivity
already implies that both terms have to vanish. By a localization argument we conclude that
n∑
h,k=1
(Dhk(x)PC(∂kf(x))|(I − PC)(∂hf(x)))W = 0 for all f ∈ V and a.e. x ∈ Ω
as well as
(SPCH (f(z))|(I − PCH )(∂hf(z)))W = 0 for all f ∈ V and a.e. z ∈ ∂Ω
if and only if
(4.2) (D(x)PCW z|(I − PCW )z)Wn = 0 for all z ∈ W
n and a.e. x ∈ Ω
as well as
(SPC∂Hw|(I − PC∂H )w)W = 0 for all w ∈ W.
Again by Ouhabaz’s criterion, the latter condition is equivalent to invariance of C∂H under the
(semi)group generated by the bounded operator S. Since moreover
(D(x)PCz|(I − PC)z)W = ((I − PC)D(x)PCz|z)W ,
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it is also clear that (4.2) is equivalent to the inclusion in condition (2) of the statement. 
5. Positivity and irreducibility
Throughout this and the next section, we assume W to be a Hilbert lattice. It is known that each
Hilbert lattice is isometrically lattice isomorphic to a Lebesgue space L2(X) for some measure space
X , see e.g. [35, Cor. 2.7.5]. If moreoverW , hence L2(X) and also L1(X) are separable, then one sees
that the measure can be taken to σ-finite (in fact, even finite).
As a consequence, if f ∈ H , f(x) can be regarded as a function X ∋ y 7→ (f(x))(y) ∈ C. For this
reason, we sometimes write, with a slight abuse of notation
f(x, y) := (f(x))(y).
In other words, one can regard H = L2(Ω;W ) as a scalar valued Lebesgue space
H ∼= L2(Ω)⊗ L2(X) ∼= L2(Ω×X)
on a σ-finite measure space. Also observe that the lattice structure of W permits to consider the
notion of a local bounded linear operator on W 1.
Recall that a vector lattice is an ordered vector space such that x∨y := sup{x, y} is well-defined for
all vectors x, y. Accordingly the notions of positive and negative parts x+, x− as well as of absolute
value |x| are well-defined, cf. [38, § C-I]. A Hilbert lattice is a vector lattice and a Hilbert space
endowed with a lattice norm, i.e., with a norm ‖ · ‖ such that |x| ≤ |y| implies ‖x‖ ≤ ‖y‖, where | · |
denotes the absolute value on the vector lattice.
We are thus promptly led to introduce similar concepts for vectors of H , provided W is a vector
lattice. More precisely, let us define the positive and negative parts
f+ : Ω ∋ x 7→ (f(x))+ ∈W, f− : Ω ∋ x 7→ (f(x))− ∈W
as well as the absolute value
|f | : Ω ∋ x 7→ |f(x)| ∈ W.
One sees that they all belong to H , provided that f ∈ H . In particular, also H is a Hilbert lattice.
Since ‖ · ‖W is a lattice norm, we deduce that also ‖ · ‖H is a lattice norm, hence H is a Hilbert
lattice, where of course
(5.1) ‖f‖H : Ω ∋ x 7→ ‖f(x)‖H =
(∫
X
‖f(x, y)‖2dy
) 1
2
∈ R.
In the following we consider the bounded or unbounded order intervals
[a, b]W :=
{
w ∈ L2(X) : a ≤ f(x) ≤ b for a.e. x ∈ X
}
,
[a,∞)W :=
{
w ∈ L2(X) : a ≤ f(x) for a.e. x ∈ X
}
,
(−∞, b]W :=
{
w ∈ L2(X) : f(x) ≤ b for a.e. x ∈ X
}
,
in W = L2(X), where a, b ∈ W . Of course, they are closed convex subsets of W to which we can
apply the invariance theory developed in [41, § 2.1].
Having defined order intervals in W , it is natural to extend this notion to H = L2(Ω;W ) by
setting
[a, b]H := {f ∈ H : f(x) ∈ [a, b]W for a.e. x ∈ Ω} ,
[a,∞)H := {f ∈ H : f(x) ∈ [a,∞)W for a.e. x ∈ Ω} ,
(−∞, b]H := {f ∈ H : f(x) ∈ (−∞, b]W for a.e. x ∈ Ω} .
1Recall that by [10, Thm. 2.3] linear bounded local operators on a vector-valued Lp-space are exactly multiplication
operators by a suitable operator-valued function of class L∞(Ω;Ls(W )).
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We say that [a, b]W is the order interval corresponding to [a, b]H , and likewise for the unbounded
order intervals. Similarly we can consider the corresponding order intervals in ∂H = L2(∂Ω;W ).
To begin with, we recover a result analogous to Proposition 4.2. In the following, we denote by
JW , JH , and J∂H any of the three above kinds of order intervals in W , H , and ∂H , respectively.
Let aY be defined as in (3.1)–(2.2). Aim of the following is to discuss the issue of invariance
of order intervals of this kind under the semigroup (etAY )t≥0. This is e.g. relevant because, of
course, characterizing whether the semigroup is positive or contractive with respect to the sup-norm
amounts to discussing invariance of [0,∞)H or of [−1, 1]H – by duality, this also yields contractivity
with respect to the L1-norm, which is relevant in applications. We emphasize that for a given order
interval JW and some f ∈ H the derivatives of the functions PJHf, (I − PJH )f ∈ H need not have
disjoint support, unlike in the scalar-valued case. This may jeopardize the semigroup’s positivity, as
we see in the following.
Proposition 5.1. Consider an order interval JW in W containing 0 and the corresponding order
interval JH in H. Then the following assertions hold.
(1) If the semigroup (etAY )t≥0 leaves invariant JH , then PY leaves invariant JW .
(2) Assume that Dhk(x) is a local operator for all h, k = 1, . . . , n and a.e. x ∈ Ω, then the semigroup
(etAY )t≥0 leaves invariant JH if and only if the semigroup on ∂H generated by −S and the
orthogonal projection PY leave invariant J∂H and JW , respectively.
Proof. To begin with, observe that by Proposition 4.2 for any given order interval JW , the inclusion
PJHVY ⊂ VY holds if and only if the inclusion PY JW ⊂ JW holds. Furthermore, we obtain the
pointwise identity
(∂hPJHf)(x, y) = 1{f(x,y)∈JW (y)} ⊗ ∂hf(x, y), h = 1, . . . , n, x ∈ Ω, y ∈ X,
where JW (y) denotes the (real) interval [a(y), b(y)] if JW = [a, b]W is a bounded order interval, and
analogously in the unbounded case. Here ∂h denotes the partial derivative in the h
th direction with
respect to the first coordinate, i.e., x. Accordingly, it turns out that (∂kPJHf), (f−∂hPJHf), and due
to locality also (Dhk∂kPJHf), (f − ∂hPJHf), do have disjoint supports as function of two variables
over the measure space Ω×X .
First assume (etAY )t≥0 to leave invariant an order interval JH of H . Then VY is invariant under
PJH . Our preliminary remark yields (1).
In order to prove (2) assume now that Dhk(x) is a local operator for all h, k = 1, . . . , n and a.e.
x ∈ Ω. Then
Rea(PJHf, f − PJHf) = Re
n∑
h,k=1
∫
Ω
(Dhk(x)∂k(PJHf)(x)|∂h(f − PJHf)(x))W dx
+Re
∫
∂Ω
((SPJ∂Hf)(z)|(f − PJ∂Hf)(z))W dσ(z)
= Re
n∑
h,k=1
∫
Ω
∫
X
(Dhk(x)∂kPJHf)(x, y)∂h(f − PJHf)(x, y)dxdy
+Re
∫
∂Ω
((SPJ∂Hf)(z)|(f − PJ∂Hf)(z))W dσ(z)
= Re
∫
∂Ω
((SPJ∂Hf)(z)|(f − PJ∂Hf)(z))Wdσ(z),
where we are using the fact that the trace operator Tˆ satisfies PJ∂H Tˆ = TˆPJH . This shows that the
condition Rea(PJHf, f −PJHf) ≥ 0 is equivalent to the fact that the semigroup generated by −S on
∂H leaves J∂H invariant. 
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Example 5.2. Let D = Id and Sf := sf for s : ∂Ω → R. Consider Examples 3.1 and 3.2. In the
first case, it is well-known that the Laplacian with Robin boundary condition generates a positive
and L∞-contractive semigroup, and it is easy to check that in fact Proposition 5.1.(2) applies.
In the latter example, one sees that the projection of W = Cm onto Y = (1, . . . , 1) is the matrix
PY =
1
m


1 . . . 1
...
. . .
...
1 . . . 1

 ,
which clearly leaves the order interval [0,∞)W invariant. Hence, Proposition 5.1.(2) yields that
Kirchhoff boundary conditions give rise to a positive semigroup. On the other hand, anti-Kirchhoff
boundary conditions are not associated with a positive semigroup, since the projection
PY ⊥ = I − PY =
1
m


m− 1 . . . −1
...
. . .
...
−1 . . . m− 1


of W onto Y ⊥ is not a positive operator.
Regarding L∞-contractivity, one sees that a matrix leaves invariant [−1, 1]Cm if and only if the
sums of the absolute values of its entries sum up at most to 1 on each row. Thus, PY does leave
[−1, 1]Cm invariant. However, PY ⊥ leaves [−1, 1]Cm invariant if and only if m ≤ 2. This fully
characterizes L∞-contractivity of the diffusion process on an open book with Kirchhoff and anti-
Kirchhoff boundary conditions.
Observe that since W is assumed to be a Hilbert lattice, and hence in particular to be order-
complete, the notion of signu of a vector u ∈W is well-defined, cf. [38, §§ C-I.8 and C-II.2]. Therefore
also signf : Ω ∋ x 7→ sign(f(x)) is well-defined.
We recall the definition of closed ideal of a Hilbert lattice, cf. [41, Def. 2.19].
Definition 5.3. Let X,Y be subspaces of a Hilbert lattice. Then X is called an closed ideal of Y if
• x ∈ X implies |x| ∈ Y and
• x ∈ X, y ∈ Y , and |y| ≤ |x| imply y sgnx ∈ X.
Remark 5.4. Observe that we are not requiring that X is a subspace of Y . For example, {0} ×
{0}, {0} × C,C× {0} are all closed ideals of C2, but also 〈(−1, 1)〉 is a closed ideal of 〈(1, 1)〉.
We conclude this section briefly discussing irreducibility issues. Recall that an operator on the
Hilbert lattice H is called irreducible if the only closed ideals of H it leaves invariant are the trivial
ones.
In the context of scalar-valued equations, i.e., if the state space is H = L2(Ω;C), the closed ideals
of L2(Ω;C) are exactly those closed subspaces of of the form L2(ω,C), where ω ⊂ Ω is a measurable
set. In the vector-valued context the situation is more involved.
(1) First, all closed ideals appearing in the scalar-valued case define in a natural way closed ideals
of L2(Ω;W ), i.e., for each measurable ω ⊂ Ω, the closed subspace L2(ω,W ) is a closed ideal of
L2(Ω;W ).
(2) Then, for each closed ideal I of W the subspace
L2(Ω;W ) ⊃ L2(Ω; I) := {f ∈ L2(Ω;W ) : f(z) ∈ I for a.e. z ∈ Ω}
is a closed ideal of L2(Ω;W ).
(3) Finally, if Ω ∋ x 7→ P(x) ∈ L∞(Ω;Ls(W )) is a weakly measurable function such that P(x) is an
orthogonal projection onto a closed ideal of W for a.e. x ∈ Ω, then the subspace
(5.2) IP := {f ∈ L
2(Ω;W ) : f(x) ∈ RangeP(x) for a.e. x ∈ Ω}
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is also a closed ideal of L2(Ω;W ).
These notions of closed ideal of L2(Ω;W ) are not equivalent: of course, the closed ideals considered
in (1)–(2) are special cases of those considered in (3). In fact, it has been proved in [17] that each
closed ideal of H is of the form (3). Such a general notion is not necessarily the most convenient one,
though. In fact, much seems to depend on the underlying model.
The notion in (2) seems to be more natural in the context of parabolic systems (and in particular
of 1-dim networks), whereas that in (3) is the proper one in the general context of parabolic equations
with infinite dimensional state spaces.
Assume e.g. we want to describe diffusion on an open book with N pages: then it seems that the
relevant space is (L2(Ω;C))N , implying that the correct notion of closed ideal is that of a functions
space over a subset of a page of the open book as in (2) above. In other words, it is reasonable to say
that the associated semigroup is irreducible whenever the heat localized inside a single page will be
trasmitted to further pages – with continuity and Kirchhoff-type conditions, this is the case if and
only if the open book is connected, i.e., if and only if all pages are glued to the binding.
More generally, if IW is a closed ideal of W and we want to discuss invariance of IH , then we can
promptly apply Proposition 4.3. Assume in particular the operators D(x), x ∈ Ω, as well as S to be
multiples of the identity, so that conditions (2) and (3) of Proposition 4.3 are clearly satisfied for all
subspaces. Then the diffusion semigroup (etaY )t≥0 is irreducible (in the sense of (2)) if and only if
PY IW 6⊂ IW for any closed ideal IW of W , i.e., if and only if the operator PY is irreducible. (In the
case of an open book with N pages, this of course means that the (etaY )t≥0 is irreducible if and only
the N ×N -matrix PY is not similar to a block upper triangular matrix via a permutation).
If we are instead interested in the invariance in the sense of (1), then we promptly observe that
no (nontrivial) closed ideal of type (1) is left invariant under the action of any of the semigroups
we consider throughout this paper. In fact, the projection onto L2(ω,W ) is the pointwise multipli-
cation with the characteristic function of ω and this operator does not leave H1(Ω;W ) invariant,
hence the semigroup (etaY )t≥0 is irreducible for any Y , in particular on open books. (Observe that
Proposition 4.2 does not apply, since L2(ω;W ) is not of the form IH for any closed ideal IW of W ).
Finally, the general case of irreducibility is more involved. It has been observed in [17] that
(etaY )t≥0 is irreducible in the sense of (3) if and only if H is 1-dimensional.
6. Domination issues
The aim of this section is to present several results concerning domination of semigroups associ-
ated with the form considered throughout this paper, both by means of semigroups associated with
(aY , VY ) for different Y (in Subsection 6.1) and by means of a diffusion semigroup acting on a space
of scalar-valued functions (in Subsection 6.2) .
As in the previous section, let W and hence L2(Ω;W ) be Hilbert lattices.
6.1. Domination by vector-valued semigroups. The following result is [41, Formula (2.7)].
Lemma 6.1. The set C := {(x, y) ∈ W ×W : |x| ≤ y} is closed and convex in W ×W and the
orthogonal projection onto C is given by
PC(x, y) :=
1
2
((|x| + |x| ∧ Re y)+sgnx, (|x| ∨Re y +Re y)+).
Theorem 6.2. Let Y1, Y2 two subspaces of W with Y1 →֒ Y2. Assume PY2 to be a positive operator.
Let finally ρ1, ρ2 be L
∞(∂Ω;Ls(W ))-functions such that ρ1(z), ρ2(z) are positive operators for a.e.
z ∈ ∂Ω. Consider forms a1, a2 defined by
a1(f, g) =
∫
Ω
(D(x)∇f(x)|∇g(x))Wn dx +
∫
∂Ω
(ρ1(z)f(z)|g(z))W dσ(z), f, g ∈ VY1
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and
a2(f, g) =
∫
Ω
(D(x)∇f(x)|∇g(x))Wn dx+
∫
∂Ω
(ρ2(z)f(z)|g(z))W dσ(z), f, g ∈ VY2 .
Then the semigroup (eta1)t≥0 is dominated by (e
ta2)t≥0, i.e.
|eta1f(x, y)| ≤ eta2 |f |(x, y), t ≥ 0, f ∈ H, x ∈ Ω, y ∈ X,
if and only if Y1 is a closed ideal of Y2 and moreover ρ1(z) ≥ ρ2(z) in the sense of positive operators
for a.e. z ∈ ∂Ω.
Observe that under the assumptions of the theorem the semigroup (eta2)t≥0 is positive.
Proof. Consider the subset CH := {(f, g) ∈ H × H : |f | ≤ g} = {(f, g) ∈ H × H : (f(x), g(x)) ∈
C for a.e. x ∈ Ω}. Then CH is closed and convex. By Lemma 6.1 the projection of H ×H onto CH
is given by
PCH (f, g) :=
1
2
((|f |+ |g| ∧Re g)+sgnf, (|f | ∨ Re g +Re g)+).
Consider the form aW with maximal domain H
1(Ω;W ), i.e., the form with (decoupled) Neumann
boundary conditions. Due to positivity of (etaW ) and Lemma 6.1, one can reason as in [41, Cor. 2.22]
and conclude that the domination of (eta1)t≥0 by (e
ta2)t≥0 is equivalent to VY1 being a closed ideal
of VY2 and additionally Rea1(u, v) ≥ a2(|u|, |v|) for all u, v ∈ VY1 such that (u|v)W = |u|W |v|W .
First of all, taking into account surjectivity of the trace operator H1(Ω;W )∂H1(∂Ω;W ) and density
of H1(∂Ω;W ) in L2(∂Ω;W ), a direct computation shows that VY1 is a closed ideal of VY2 if and
only if Y1 is a closed ideal of Y2; and moreover Rea1(u, v) ≥ a2(|u|W , |v|W ) for all u, v ∈ VY1 such
that (u|v)W = |u|W |v|W if and only if (ρ1(z)x|y)W ≥ (ρ2(z)|x|||y|)W , for all x, y ∈ Y1 such that
(x|y)W = |x|W |y|W , i.e., if and only if ρ1(z) ≥ ρ2(z) for a.e. z ∈ ∂Ω. 
Example 6.3. Fix k ∈ N and let W = Ck. Consider the half-space Ω := {(x1, . . . , xN ) : x1 > 0}
and the form aY1 defined as in Theorem 6.2 with Y1 = 〈1〉, D(x) = Id, ρi(x) = 0, for a.e. x ∈ Ω.
There are no nontrivial subspaces of W 〈1〉 is a closed ideal of: on one hand, observe that 〈1〉 ⊂ Y ,
by the first condition in Definition 5.3. On the other hand, for all y ∈ Y there exists x ∈ 〈1〉 such
that |y| ≤ |x|. Since 〈1〉 is a closed ideal of Y , it follows from the second condition in Definition 5.3
that y ∈ 〈1〉, i.e. Y = 〈1〉 as soon as 〈1〉 is a closed ideal of Y .
As a consequence, no semigroup associated with the form a2 (for any Y2 and ρ2!) defined as in
Theorem 6.2 dominates the semigroup with boundary conditions defined by Y1 = 〈1〉.
One could summarize this by saying that among the class of boundary conditions on structures of
open-book-type, continuity and Kirchhoff boundary conditions define the maximal semigroup.
Finally, take k = 2. Observe that interpreting the Kirchhoff boundary conditions as the natural
generalization for the Neumann boundary conditions in the context of ramified structures (like open
books), an open-book-analog of the conclusion of [11] fails to hold: actually, between Dirichlet and
continuity + Kirchhoff there are local boundary conditions beyond (decoupled) Robin ones. These
are e.g. given by so-called anti-Kirchhoff boundary conditions, defined by replacing 〈1〉 with 〈1〉⊥, cf.
Remark 5.4 – observe in particular that 〈1〉⊥ is a closed ideal of 〈1〉.
Example 6.4. In particular, the semigroup with Dirichlet boundary conditions (i.e., associated
with (a{0}, V{0}) is dominated by any other semigroup of the class considered in the previous section.
The semigroup (etaY )t≥0 is dominated by the semigroup governing a system of uncoupled diffusion
equations with Neumann boundary conditions, corresponding to (etaW )t≥0, if and only if Y is a closed
ideal of W . This in particular shows that the conclusion of [11] carries over to the vector valued case:
between Dirichlet and Neumann there is no local boundary condition beyond decoupled Robin ones.
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6.2. Domination by scalar-valued semigroups. We want to discuss domination of (eta)t≥0 by
some semigroup generated by the common Laplace operator on the scalar-valued space L2(Ω;C). To
this aim, we apply some ideas presented in [33, § 4].
Following [33, Def. 3.3] we introduce the notion of a generalized closed ideal. In the following we
use the notation introduced in (5.1).
Definition 6.5. A subspace H0 of L
2(Ω;W ) is called a generalized closed ideal of a subspace h0 of
L2(Ω;C) if
• f ∈ H0 implies ‖f‖W ∈ h0 and
• f ∈ H0, g ∈ h0, and |g| ≤ ‖f‖W imply g ⊗ signf ∈ H0.
In particular, L2(Ω;W ) is a generalized closed ideal of L2(Ω;C).
The following arguments are inspired by [33, § 3] and [41, § 2.5].
Theorem 6.6. Let d ∈ L∞(Ω;Mn(C)) satisfy pointwise a uniform ellipticity condition. Let the
coefficient Dhk be given by dhk ⊗ Id, i.e., (Dhkf)(x) = dhk(x)f(x) for all h, k = 1, . . . , n and
a.e. x ∈ Ω. Let moreover r ∈ L∞(∂Ω;C). Let the coefficient Dhk be given by dhk ⊗ Id, i.e.,
(Dhkf)(x) = dhk(x)f(x) for all h, k = 1, . . . , n and a.e. x ∈ Ω, and similarly S = s ⊗ Id, i.e.,
(Sf)(z) = s(z)f(z) for a.e. z ∈ ∂Ω.
Define the forms
b(f, g) :=
∫
Ω
(d(x)∇f(x)|∇g(x))Cndx+
∫
∂Ω
r(z)f(z)g(z)dσ(z), f, g ∈ H1(Ω;C),
and
aW (f, g) :=
∫
Ω
((D∇f)(x)|∇g(x))Wndx+
∫
∂Ω
((Sf)(z)|g(z))W dσ(z), f, g ∈ H
1(Ω;W ).
Then (etaW )t≥0 is dominated by (e
−tb)t≥0, i.e.,
‖etaW f‖W ≤ e
−tb‖f‖W , t ≥ 0, f ∈ H.
Proof. By [33, Thm. 4.1] it suffices to check that V = H1(Ω;W ) is a generalized closed ideal of
H1(Ω;C) and that a(f, g) ≥ b(‖f‖, ‖g‖) for all f, g ∈ V such that
(6.1) (f(x)|g(x))W = ‖f(x)‖W ‖g(x)‖W for a.e. x ∈ Ω.
We first observe that by definition ‖f‖W ∈ H
1(Ω;C) as soon as f ∈ V : thus, V is a generalized
closed ideal of H1(Ω;C).
In order to check the second condition, we compute
b(‖f‖W , ‖g‖W ) =
∫
Ω
(d(x)∇‖f‖W (x)|∇‖g‖W (x))Cndx
+
∫
∂Ω
r(z)‖f(z)‖W‖g(z)‖Wdσ(z)
=
∫
Ω
(signf(x)|signg(x))W ((D∇f)(x)|∇g(x))Wndx
+
∫
∂Ω
(signf(z)|signg(z))W ((Sf)(z)|g(z))Wdσ(z)
=
∫
Ω
((D∇f)(x)|∇g(x))Wndx +
∫
∂Ω
((Sf)(z)|g(z))Wdσ(z)
= aW (f, g),
where the equality in the third line holds by (6.1). 
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Remark 6.7. It is known that if r ≥ 0, then the semigroup associated with b (i.e., the semigroup
generated by a general elliptic operator with Robin boundary conditions in the scalar-valued case)
satisfies Gaussian estimates under several geometric conditions on ∂Ω, including Ω being Lipschitz
(which is our standing assumption). Accordingly, also all the semigroups dominated by (e−tb)t≥0 sat-
isfy the same estimates (with same constants). In particular, under the assumptions of Theorem 6.6,
(etaW )t≥0 satisfies Gaussian estimates, i.e., there exist c, d > 0 such that
‖etaW f‖W ≤ cG(dt)‖f‖W , t ∈ [0, 1], f ∈ H
where (G(t))t≥0 denotes the Gaussian semigroup on R
N . Kernel estimates like this one are an
important tool in discussing spectral and regularity properties, cf. [8].
Combining this with Theorem 6.2 one concludes that all semigroups associated with a form
(aY , VY ) defined as in Theorem 6.6 satisfy Gaussian estimates, provided Y is a closed ideal ofW . This
is of course not surprising, since in this case the system decouples in subsystems of diffusion equations
equipped with Dirichlet or Robin boundary conditions, each of which has Gaussian estimates.
7. Appendix
7.1. Extension of operators. Let X be a σ-finite measure space and fix a Hilbert basis (en)n∈N
of W . Then for all f ∈ L2(X ;W ) there exists uniquely determined functions fn ∈ L
2(X) such that
(7.1) f(x) =
∑
n∈N
fn(x)en.
Furthermore,
(7.2) ‖f‖2L2(X,W ) =
∑
n∈N
‖fn‖
2
L2(X).
To see this, define
fn(x) := (f(x)|en)W .
Computing
‖f‖2L2(X,W ) =
∫
X
‖f(x)‖2Wdx =
∫
X
∑
n∈N
|(f(x)|en)W |
2dx =
∑
n∈N
∫
X
|(f(x)|en)W |
2dx
shows that fn ∈ L
2(X) for all n ∈ N and that the decomposition (7.1) holds.
Assume now that there exist functions gn with the property (7.1). Then∑
n∈N
(fn − gn)(x)en = 0
implies that fn = gn a.e.
Theorem 7.1. For an open domain Ω and s ≥ 0, consider T ∈ L(Hs(Ω;C), L2(∂Ω;C)). Define
Tˆ f(x) :=
∑
n∈N
Tfn(x)en, f ∈ H
s(Ω;W ), x ∈ Ω.
Then
Tˆ ∈ L(Hs(Ω;W ), L2(∂Ω;W ))
and
‖T ‖ = ‖Tˆ‖.
A similar result holds if L2(∂Ω;W ) is replaced by Hr(Ω;W ), r ≥ 0, or more generally for a pair of
Sobolev spaces (Hs(Γ1;C), H
r(Γ2;C)) defined on two sufficiently smooth manifolds Γ1,Γ2. We omit
the details.
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Proof. We first assume s = 0. By (7.1)
‖Tˆ f‖2L2(∂Ω;W ) =
∑
n∈N
‖Tfn‖
2
L2(∂Ω;C) ≤ ‖T ‖
2‖f‖2L2(Ω;W ),
for all f ∈ L2(Ω;W ), and this shows ‖Tˆ‖ ≤ ‖T ‖. For arbitrary (xn)n∈N ∈ ℓ
2(N) and g ∈ L2(Ω;C)
such that ‖(xn)n∈N‖ℓ2(N) = ‖g‖L2(Ω;C) = 1 define gn(x) := xng(x) and gˆ(x) :=
∑
n∈N gn(x)en.
By (7.2) we have ‖gˆ‖2
L2(Ω;W ) = 1 and therefore
‖Tˆ‖2 ≥ ‖Tˆ gˆ‖2L2(∂Ω;W ) =
∑
n∈N
‖Tgn‖
2
L2(∂Ω;W ) =
∑
n∈N
|xn|
2‖Tg‖2L2(Ω;C) = ‖Tg‖
2
L2(Ω;C).
The estimate holds for all g such that ‖g‖L2(Ω;C) = 1. Thus,
‖Tˆ‖2 ≥ sup
‖g‖=1
‖Tg‖2L2(Ω;C) = ‖T ‖
2.
Let now r ∈ N: then the claim holds by repeating the proofs replacing the function f by its appro-
priate partial derivatives. The general case of r ≥ 0 follows by interpolation arguments based on the
Riesz–Thorin Theorem. 
As an application of Theorem 7.1 we prove the existence of a vector-valued trace operator.
Example 7.2. Let Ω be an open Lipschitz domain of Rn. It is classical that there exists a
trace operator T ∈ L(H1(Ω;C), L2(∂Ω;C)) such that Tf = f|∂Ω if f ∈ H
1(Ω;C) ∩ C(Ω;C),
see e.g, [27, Thm. 1.5.1.3]. By Theorem 7.1, this operator can be extended to an operator Tˆ ∈
L(H1(Ω;W ), L2(∂Ω;W )), and in fact we denote with an abuse of notation f|∂Ω := Tˆ f for all
f ∈ H1(Ω;W ).
7.2. Chain rule for vector-valued function. The following observation is likely to be already
known, but we could not find any reference for it.
Lemma 7.3. Let G :W → W be a Lipschitz continuous mapping and f ∈ H1(Ω;W ). If
(1) G(0) = 0, or
(2) Ω has bounded measure,
then G ◦ f ∈ H1(Ω;W ).
Proof. We start observing that the proof of [14, Prop. IX.3] holds also in the vector-valued case with
minor changes. In other words, if f ∈ L2(Ω;W ), then f ∈ H1(Ω;W ) is equivalent to the existence
of a positive constant C with the property that for all open bounded ω ⊂ Ω and all h ∈ Rn with
|h| ≤ dist(ω, ∂Ω) one has
(7.3)
∫
ω
‖f(x+ h)− f(x)‖2W dx ≤ C|h|
2.
Assume G to be Lipschitz with constant L. First we note that the estimate∫
ω
‖G(f(x+ h))−G(f(x))‖2W dx ≤
∫
ω
L2‖f(x+ h)− f(x)‖2Wdx ≤ CL
2|h|2
holds for every f ∈ H1(Ω;W ), since by assumption f satisfies (7.3). It remains to show that
G ◦ f ∈ L2(Ω;W ).
If G(0) = 0, estimate∫
Ω
‖G(f(x))‖2W dx =
∫
Ω
‖G(f(x)) − 0‖2Wdx =
∫
Ω
‖G(f(x))−G(0)‖2W dx ≤ L
2
∫
Ω
‖f(x)‖2Wdx <∞.
Thus G ◦ f ∈ L2(Ω;W ) and the above criterion applies.
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Let now Ω have finite measure. Fix an arbitrary vector w ∈ W and estimate
‖G(f(x))‖W = ‖G(f(x))−G(w) +G(w)‖W
≤ L‖f(x)− w‖W + ‖G(w)‖W
≤ L‖f(x)‖W + L‖w‖W + ‖G(w)‖W .
Squaring and integrating with respect to x we obtain∫
Ω
‖G(f(x))‖2W dx ≤
∫
Ω
L2‖f(x)‖2W + L
2‖w‖2W + ‖G(w)‖
2
W + 2L
2‖f(x)‖W ‖w‖W
+2L‖f(x)‖W‖G(w)‖W + 2L‖w‖W‖G(w)‖W dx.
The latter integral is finite since Ω has finite measure and this completes the proof. 
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