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Highlights
• A new numerical model that includes two-phase flow, solute reactive transport and wetta-
bility alteration is implemented based on the Direct Numerical Simulation of the Navier-
Stokes equations and surface complexation modelling.
• Our model is first used to match experimental results of oil droplet detachment from clay
patches.
• We then study the effect of wettability change on the pore-scale displacement for sim-
ple 2D calcite micro-models and evaluate the impact of several parameters such as water
composition and injected velocity.
• We repeat the simulation experiments on a larger and more complex pore geometry rep-
resenting a carbonate rock. Our simulations highlight two different effects of low-salinity
on oil production from carbonate rocks: a smaller number of oil clusters left in the pores
after invasion, and a greater number of pores invaded.
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Abstract
Laboratory experiments have shown that oil production from sandstone and carbonate reservoirs
by waterflooding could be significantly increased by manipulating the composition of the injected
water (e.g. by lowering the ionic strength). Recent studies suggest that a change of wettability
induced by a change in surface charge is likely to be one of the driving mechanism of the so-
called low-salinity effect. In this case, the potential increase of oil recovery during waterflooding
at low ionic strength would be strongly impacted by the inter-relations between flow, transport
and chemical reaction at the pore-scale. Hence, a new numerical model that includes two-phase
flow, solute reactive transport and wettability alteration is implemented based on the Direct Nu-
merical Simulation of the Navier-Stokes equations and surface complexation modelling. Our
model is first used to match experimental results of oil droplet detachment from clay patches.
We then study the effect of wettability change on the pore-scale displacement for simple 2D cal-
cite micro-models and evaluate the impact of several parameters such as water composition and
injected velocity. Finally, we repeat the simulation experiments on a larger and more complex
pore geometry representing a carbonate rock. Our simulations highlight two different effects of
low-salinity on oil production from carbonate rocks: a smaller number of oil clusters left in the
pores after invasion, and a greater number of pores invaded.
Keywords: Pore-scale modelling, wettability change, volume-of-fluid, reactive transport
1. Introduction
Reactive transport in porous media is an essential field of study in a broad range of applica-
tions including oil and gas production, carbon dioxide (CO2) sequestration, nuclear waste storage
and transport of pollutant in the subsurface (Steefel et al., 2005). Porosity and wettability changes
induced by chemical reactions is relevant to a range of production-related applications for oil and
gas reservoirs, including diagenesis, well stimulation and Enhanced Oil Recovery (EOR). These
processes are particularly important in the case of carbonate reservoirs for which recovery fac-
tors generally do not exceed 30%. EOR processes such as CO2 flooding (Han and Gu, 2014) and
Low Salinity Flooding (LSF) (Mahani et al., 2015b) have the potential to significantly increase
the recovery factors by changing flow properties such as viscosity and wettability, and increase
the overall sweep efficiency in the reservoir.
The coupling between chemical reactions and transport is traditionally described at the macro-
scale by an Advection-Dispersion-Reaction Equation (ADRE). However, at the macro-scale, the
ADRE has been shown to give inaccurate predictions of experimental results (Gramling et al.,
Preprint submitted to Advances in Water resources October 12, 2017
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2002). This discrepancy has been linked with incomplete mixing of the injected and resident
fluids (Alhashmi et al., 2015; Karadimitriou et al., 2017). Therefore, modelling the reactive
transport at the pore-scale, where the mixing can be resolved on a pore-by-pore level, is a crucial
tool to better constrain macroscopic reactions (Zaretskiy et al., 2010).
Although pore-scale non-reactive (Bijeljic et al., 2013; Hosa et al., 2016; Kallel et al., 2016)
and reactive transport (Alhashmi et al., 2015; Zaretskiy et al., 2012; Soulaine and Tchelepi, 2016)
have been studied extensively in recent years, only a few studies have included wettability alter-
ation. Kallel et al. (2017) developed a model for wettability alteration during primary drainage
based on polar compound adsorption. Watson et al. (2017) included wettability alteration with
increasing tracer concentration following a Heaviside function for the contact angle. None of
these studies included the geochemical reactions that are taking place at the water/mineral inter-
face and can influence wettability. One of the reasons for this is that wettability change induced
by manipulating the injected water composition (e.g. lowering the ionic strength) is a mecha-
nism that is not fully understood yet (Mahani et al., 2015b; Tang and Morrow, 1997). This effect
has been associated in the past with a reduction of the salt content of water (the so-called Low
Salinity Effect, or LSE) (Tang and Morrow, 1997). However, recent advances in experimental
work, in particular in the domain of fluid visualisation, greatly improved the understanding of
this phenomenon.
For sandstones, Tang and Morrow (1997) observed that LSE is linked to the presence of clay
minerals, and also depends on a number of factors such as oil composition, formation water
composition and salinity of the injected water. A number of potential low-salinity mechanisms
have been proposed in the literature such as fines migration (Tang and Morrow, 1999), interfacial
tension reduction and emulsification (McGuire et al., 2005), selective plugging via clay swelling
(Zhang and Morrow, 2006) and wettability alteration by multicomponent ionic exchange (Tang
and Morrow, 2002) and/or electrical double-layer expansion (Austad et al., 2010). Berg et al.
(2010) directly visualised detachment of crude oil from clay minerals. They observed a release
of crude oil when changing the brine from high to low salinity even when the amount of clay
swelling was insignificant.
For carbonate rocks, the effect cannot be related to the presence of clay, as most of these
rocks do not contain any, and if they do, they occur only at very low levels. Moreover, the exact
chemical composition of the injected water seems to play a more important role than just salinity
and ionic strength (Zhang et al., 2007). Mahani et al. (2015b) observed a LSE on calcite patches
in the absence of dissolution and with an increase of interfacial tension. They could link the
change of contact angle to a change of ζ-potential, defined as the local electrical potential at the
slipping plane (shear plane) that separates the stationary and mobile phases in tangential flow of
the liquid with respect to the surface (Hunter, 1981). More recently, Jackson et al. (2016a,b) ob-
served that the increase of oil recovery from carbonate core-plugs obtained by manipulating the
injected water composition depends greatly on the sign of the ζ-potential at both water/mineral
and water/oil interfaces. Both these studies suggest that LSE in carbonate rocks is driven by a
wettability change induced by a change of surface charge and the double-layer expansion. To
analyse this effect further, Surface Complexation Models (SCM) (Goldberg, 2013) can provide a
link between the water composition and the change of potential.
SCM are chemical models that provide a molecular description of adsorption phenomena
using an equilibrium approach. One of the major advancements of SCM is that it considers the
charges on both the adsorbing ion and the solid adsorbent surface (Goldberg, 2013). Hence,
SCM can provide the link between water composition and change of surface potential. SCM for
clay minerals (Bradbury and Baeyens, 1997), calcite and dolomite (Pokrovsky et al., 2000) have
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been proposed. In the context of EOR, Brady and Krumhansl (2012) and Brady et al. (2012)
have used such models to investigate reactions at the water/oil and water/mineral interfaces that
lead to oil adhesion on mineral surfaces. More recently, Mahani et al. (2016) developed a calcite
SCM, adapted from Pokrovsky et al. (2000), and modified so that it can explain the impact of
sulphate concentration on the ζ-potential at the water/calcite interface.
The objective of this work is to develop an internally consistent pore-scale numerical model
that (1) captures the effect of surface complexation on the surface potential and wettability of
carbonate rocks, (2) can explain experimental observations at the micro-scale and (3) can be eas-
ily parametrized to study the impact of different water, mineral and oil compositions. For this,
we use direct numerical simulation of the Navier-Stokes Equations (NSE) (Patankar and Spald-
ing, 1972) to simulate the flow. The phase distribution is solved using the Volume-Of-Fluid
(VOF) method (Hirt and Nichols, 1981). The transport of chemical species is given by a pore-
scale ADRE and the concentration discontinuity at the fluid/fluid interface due to thermodynamic
dissolution equilibrium is treated using the Continuous Species Transfer (CST) method (Haroun
et al., 2010; Deising et al., 2016). SCM is used to relate the adsorption of the Potential Determin-
ing Ions (PDI) to the change of surface potential (Mahani et al., 2016). Two simplified models
that can be fitted with experimental data are proposed to relate surface potential to a change of
contact angle. We then present several applications that (1) show convergence of our numerical
method and concordance with experimental results, (2) allow us to perform a sensitivity analysis
with respect to several parameters and production scenarios on 2D micro-models and (3) offer
new physical insights into LSE.
2. Flow and reactive transport solvers
Three different approaches have been previously applied to solve multiphase flow problems
at the pore-scale: Pore-Network Models (PNM) (Blunt and King, 1991), Lattice-Boltzmann
Method (LBM) (Pan et al., 2004) and Direct Numerical Simulation (DNS) (Patankar and Spald-
ing, 1972) of the NSE. PNM are computationally efficient but are based on simplified idealised
geometries of the pore surface, which may impact modelling dynamic wettability changes. More-
over standard PNM are quasi-static, which limits their predictive capability, especially for com-
plex recovery processes where wettability changes dynamically. Dynamic pore-network models
have appeared recently (Nordhaug et al., 2003; Joekar-Niasar et al., 2010), but are generally
based on adding a notional time-dependency to the invasion-percolation mechanism determined
by flow rates obtained from solving the quasi-static problem. Moreover, reactive transport mod-
els based on PNM usually assume full mixing in pore bodies and throats.
LBM is based on the discrete Boltzmann equations which describes the fluids in terms of the
movement and collisions of a set of particles. LBM does not require solving an implicit pressure
equation, and therefore can be easily parallelized. However, LBM cannot accommodate addi-
tional physical effects such as wall-slip and dynamic contact angles easily, and has difficulties
handling large viscosity and density ratios (Meakin and Tartakovsky, 2009).
DNS methods can either be mesh-free, like the smoothed particle hydrodynamics method
(Tartakovsky and Meakin, 2006), or grid-based, like the finite volume method. Mesh-free meth-
ods represent sharp interface accurately and are easily parallelized. However, they are difficult to
extend to reactive transport as they do no solve for concentration of species in the domain. In this
work, we hence choose to use grid-based DNS with the VOF method (Hirt and Nichols, 1981).
3
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
2.1. The Volume-Of-Fluid method
In the VOF method, the interface between two fluids is tracked using an indicator function α,
which represents the volume fraction of one of the fluid in each grid cell. If the cell is completely
filled with the first fluid, then α = 1 and if it is filled with the second fluid, then α = 0. For cells
which are crossed by the interface, α lies between 0 and 1. The density and viscosity of the fluid
are deduced by linear interpolation from the indicator function
ρ = αρ1 + (1 − α) ρ2
µ = αµ1 + (1 − α) µ2, (1)
where ρi and µi are the density and viscosity of phase i, respectively. The single-field velocity u
is defined as
u = αu1 + (1 − α)u2, (2)
where ui is the velocity of phase i. The NSE can be written with the single-field formalism (Hirt
and Nichols, 1981)
∇ · u = 0,
ρ
(
∂u
∂t
+ u · ∇u
)
= −∇p + ∇ · τ + ρg + fst,
(3)
where p is the pressure, g is the gravity vector, τ is the viscous stress tensor and fst is the surface
tension force. The viscous stress tensor can be expresses as
τ = µ
(
∇u + ∇uT
)
. (4)
The Reynolds number is defined as the ratio of inertial to viscous forces
Re =
ρLU
µ
, (5)
where L and U are the reference length and velocity in the domain, and ρ and µ are the density
and viscosity of the invading phase. The Reynolds number is used to characterise different flow
regimes, such as laminar flow, where viscous forces are dominant, and turbulent flow, where
inertial forces are dominant. In this work, we only consider cases where Re < 1, so that we are in
the so-called creeping flow regime (Lenormand et al., 1988). The indicator function α is evolved
with the advection equation
∂α
∂t
+ ∇ · (αu) = 0. (6)
VOF methods can be algebraic or geometric. Algebraic methods resolve the interface by
solving a discretized form of the phase advection equation (Eq. (6)) on a computational mesh
(Ubbink and Issa, 1999), while the geometric methods explicitly reconstruct the interface, so
that the solution of the advection equation conserves the volume fraction exactly (Gerlach et al.,
2006). Geometric methods do not create numerical diffusion and can achieve better precision
with accurate interface reconstruction (Popinet, 2009), but the calculations can be complicated,
especially for unstructured grids. Algebraic methods can be easily applied to unstructured grids
as no explicit interface reconstruction is needed, but numerical diffusion can smear the interface
over a large number of cells. Here, we use compression of the interface to reduce this problem
(Ubbink and Issa, 1999).
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The surface tension force can be modelled using the Continuum Surface Force (CSF) formu-
lation introduced by Brackbill et al. (1992)
fst = γκ∇α, (7)
where γ is the interfacial tension between the two fluids and κ the mean interface curvature,
which can be computed as
κ = ∇ · n12, (8)
where n12 is the interface normal vector, defined as
n12 =
∇α
||∇α|| . (9)
At the fluid/fluid/solid contact line, the interface forms with the normal to the solid surface a
micro-scale contact angle θ so that
n12 = cos θns + sin θts, (10)
where ns and ts are the normal and tangent vectors to the solid surface, respectively (Brackbill
et al., 1992). The capillary number Ca is defined as the ratio of viscous to surface tension forces
Ca =
µU
γ
, (11)
and describes if the system is in the viscous dominated regime Ca > 1 or in the capillary domi-
nated regime Ca < 1.
The VOF-CSF method is attractive because of its simplicity. However, Scardovelli and Za-
leski (1999) reported the presence of spurious currents in the capillary dominated regime, which
originate from errors in calculating the normal vector and the curvature of the interface. To
limit the spurious currents, one can apply the Sharp Surface Force (SSF) method introduced by
Francois et al. (2006), where the indicator function is smoothed by a Laplacian smoother for
the computation of the curvature and sharpened by a curtail function for the computation of the
surface tension force. Alternatively, the Filtered Surface Force (FSF), introduced by Raeini et al.
(2012), filters the components of the capillary force that are parallel to the interface. SSF and
FSF reduce spurious currents considerably (Raeini et al., 2012), especially for static test cases.
However, Pavuluri et al. (2017) show that spurious currents appear when simulating spontaneous
imbibition in a 2D straight micro-channel with VOF-SSF and VOF-FSF at Ca ≤ 10−3. But
they also show that these spurious currents do not affect the global dynamic of the system for
Ca ≥ 10−4. In this work, we use SSF and a minimum capillary number Ca = 10−5. Spurious
currents may be present, but we assume that they do not affect the global dynamic of the system.
2.2. Continuous Species Transfer
During a reactive transport process, the mass of each species in the fluid changes due to
transport by advection and diffusion, and due to reactions. The conservation equation satisfied
by the concentration c j,i of a chemical species j in phase i reads
∂c j,i
∂t
+ ∇ ·
(
c j,iui
)
= −∇ ·
(
J j,i
)
+ r j,i, (12)
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where J j,i is the molecular diffusion flux of j in phase i and r j,i is the molar rate of creation of j
in phase i by chemical reactions in the pore space (in mol/m3/s). We assume that the molecular
diffusion follows Fick’s law
J j,i = −D j,i∇c j,i, (13)
where D j,i is the molecular diffusivity of j in phase i. Reactions that take place at the solid/fluid
boundaries such as surface adsorptions are not included in r j,i. Instead, they are expressed as
boundary conditions on reactive surfaces (Steefel et al., 2013)
D j,i∇c j,i · ns = s j,i, (14)
where s j,i is the molar rate of creation of j in phase i by surface adsorption/desorption reactions
(in mol/m2/s) and ns is the normal to the surface of the mineral.
In the absence of phase change and chemical reactions at the fluid/fluid interface, the jump
conditions are given by the continuity of fluxes and chemical potentials, the latter described here
by Henry’s law (Danckwerts, 1970), (
J j,1 − J j,2
)
· n12 = 0, (15)
and
c j,1H j = c j,2, (16)
where H j is the Henry’s coefficient for species j. Haroun et al. (2010) and Marschall et al. (2012)
developed the CST method to model the interface species transfer within the VOF method by
defining the global variable
c j = αc j,1 + (1 − α) c j,2. (17)
The global concentration ADRE is given by
∂c j
∂t
+ ∇.
(
c ju
)
= −∇.J j + r j, (18)
where
J j = −
(
α1D j,1∇c j,1 + α2D j,2∇c j,2
)
,
r j = α1r j,1 + α2r j,2.
(19)
Haroun et al. (2010) shows that the diffusion flux J j can be written as
J j = −
(
Dˆ j∇c j + Φ j
)
, (20)
where
Dˆ j =
1
α1
D j,1
+ α2D j,2
,
Φ j = −Dˆ j 1 − H j
α1 + H jα2
c j∇α1.
(21)
Here Dˆ j is the harmonic interpolation of the phase diffusion coefficient. Haroun et al. (2010)
and Deising et al. (2016) have demonstrated that this formulation is more robust than a simple
mixing rule. The additional flux Φ j is the CST flux, which results from the concentration jump
at the interface.
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Finally, Graveleau (2016) derived the boundary conditions for the global concentration at
the solid walls in case of a moving contact line in the absence of surface reaction. This can be
adapted to include surface reactions (
Dˆ j∇c j + Φ j
)
· ns = s j, (22)
where the global surface reactions rate s j writes
s j = α1s j,1 + α2s j,2. (23)
The flow regime is described by the Pe´clet number, which is equal to the ratio of convection
to diffusion rate
Pe j =
LU
D j
, (24)
where L and U are the reference length and velocity, respectively, and D j is the diffusion coef-
ficient of species j in the invading phase. The system is in the convection dominated regime for
species j when Pe j > 1 and in the diffusion dominated regime when Pe j < 1.
2.3. Surface complexation
In this work, we consider two different types of minerals: calcite and clay. For calcite,
we use the SCM developed by Mahani et al. (2016). The rock surface presents two hydrolysis
species >CO3H0 and >CaOH0 (where > represents the mineral surface). The following species
are assumed to form on the calcium and carbonate sites exposed to an aqueous solution: >CO−3 ,
>CO3Ca+, >CO3Mg+, >CaO−, >CaCO−3 , >CaHCO
0
3 and >CaSO
−
4 . We assume that the surface
density Γ of >Ca sites and >CO3 sites are both equal to 8.27 µmol/m2 (Pokrovsky et al., 2000).
The surface-complexation reactions are summarised in Table 1.
No Surface reactions pKint at 25oC
1 >CO3H0 ⇔ >CO−3 + H+ 5.1
2 >CO3H0+Ca2+ ⇔ >CO3Ca+ + H+ 1.7
3 >CO3H0+Mg2+ ⇔ >CO3Mg+ + H+ 2.0
4 >CaOH0 ⇔ >CaO− + H+ 17
5 >CaOH0+CO2−3 ⇔ >CaCO−3 + OH− -1.55
6 >CaOH0+CO2−3 +2H
+ ⇔ >CaHCO03 + H2O -22.15
7 >CaOH0+SO2−4 ⇔ >CaSO−4 + OH− 0.1
Table 1: Surface-complexation reactions and their intrinsic stability constant on a calcite surface (Mahani et al., 2016).
For clay patches, we use the Na-montmorillonite SCM proposed by Bradbury and Baeyens
(1997), summarised in Table 2. The surface density Γ of adsorption sites >S is equal to 2.4
µmol/m2.
For simplification, we assume that all reactions occur only on the calcite mineral surface
(often termed 0-plane) and that charge and potential can be determined using a simple double-
layer model (Goldberg, 2013). The total surface charge σs can be obtained by adding up the
charge of all surface complex
σs = F
∑
i
msivsi, (25)
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No Surface reactions pKint at 25oC
1 >SOH0 + H+ ⇔ >SOH+2 -4.5
2 >SOH0 ⇔ >SO− + H+ 7.9
3 >SOH0+Ca2+ ⇔ >SOCa+ + H+ 6
Table 2: Surface-complexation reactions and their intrinsic stability constant on a clay surface (Bradbury and Baeyens,
1997).
where msi and vsi are the surface concentration and the charge of the complex si, respectively,
and F is the Faraday constant. The double-layer surface potential ψs is related to the surface
charge by the Grahame equation (Israelachivili, 1985)
σ2s = 8000RT I
[
sinh
( Fψs
2RT
)]2
, (26)
where  is the dielectric constant of pure water, 0 is the vacuum permittivity, I is the ionic
strength of the electrolyte solution, R is the ideal gas constant and T is the temperature. Since
charged ions are attracted to or repelled from the solid surface due to Coulomb interactions, the
apparent stability constant K is different from the intrinsic one Kint. The relationship between
the two is given by Israelachivili (1985)
K = Kint exp
(
−ZcFψs
RT
)
, (27)
where Zc is the net change of surface charge induced by the reaction (for example, -1 for reaction
1 in Table 1). The reaction rates r j,i (Eq. (12)) and s j,i (Eq. (14)) are obtained by equilibrating
the chemical model (Table 1 or 2) with the double-layer model (Eqs. (25), (26) and (27)).
2.4. Contact angle alteration
It has been observed in experimental work (Mahani et al., 2015a,b, 2017) that the surface
of a sandstone or a carbonate rock becomes less oil-wet when switching from high-salinity to
low-salinity water. For example, Mahani et al. (2015a) found a change of contact angle ∆θ = 10-
40o for an oil droplet on a clay patch when switching from a high-salinity brine to a low-salinity
brine obtained by diluting the initial brine 4, 8 or 16 times.
Mahani et al. (2015b) also found a change of contact angle ∆θ = 5-20o on limestone patches
and ∆θ = 0-45o on dolomite patches when switching from a high-salinity Formation Water
(FW) to Sea Water (SW) or 25 times diluted Sea Water (25dSW). These water compositions are
given in Table 3. In the study of Mahani et al. (2015b), ζ-potentials at the water/oil and at the
water/rock interfaces were also measured. The water/oil ζ-potential was observed to be negative
and decreasing from FW to SW and 25dSW. For limestone particles, the water/rock ζ-potential
was observed to be positive for FW but negative for SW and 25dSW; a contact angle reduction
was also observed. For dolomite particles, the ζ-potential remained positive for all three water
compositions. Contact angle reduction was observed for SW but not for 25dSW. To explain
these changes of contact angle, it was proposed that the change of ζ-potential from positive to
negative modifies the electrostatic forces between the oil molecule and the water/rock interface
from adhesive to repulsive (Brady and Krumhansl, 2012; Buckley et al., 1989). This would
explain why no contact angle reduction was observed on dolomite particles for 25dSW. The
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change of contact angle for SW on dolomite patches could be further explained by an increase of
the separation distance between oil and dolomite due to the large concentration of SO−24 (Mahani
et al., 2015b).
In our simplified SCM, we assume that all surface reactions occur on the 0-plane (Figure
1). This implies that the ζ-potential and the potential at the surface of the calcite are equal. In
reality, only protonation and deprotonation reactions (e.g. reactions 1 and 4 in Table 1) occur
on the 0-plane. For example, in a basic Stern model (Figure 1), a layer of constant capacitance
(the Stern layer) separates the mineral surface from the diffuse layer, and reactions other than
protonation and deprotonation (e.g. reactions 2, 3, 5, 6 and 7 in Table 1) occur on the inner or
outer planes of the Stern layer, also called Inner Helmholtz Plane (IHP) and Outer Helmholtz
plane (OHP) (Al-Mahrouqi et al., 2017). Therefore, the ζ-potential and the 0-plane potential can
differ greatly. Since the reactions involving divalent ions occur on the IHP and OHP-planes, the
ζ-potential would be more accurately approximated by the OHP potential. Unfortunately, the
geochemical simulator used in our numerical model (Phreeqc, see Section 2.5) does not include
basic Stern model. Hence, we are using instead a simple double-layer model (Figure 1a).
Di use layer
Basic Stern Model
(a) (b)
s
0 OHP
s
0
OHP
Double Layer Model
Di use layer
d d
HCO
CO
Ca
Mg
SO
3
3
+
+2
-2
4
-
-2
H
+2
HCO
CO
Ca
Mg
SO
3
3
+2
-2
4
-2
+2
+
H
Figure 1: A schematic representation of the electric double-layer model used in this study (a) and a basic Stern model
(b).
Figure 2 shows a comparison between the ζ-potential at a water/calcite interface, experi-
mentally obtained by Heberling et al. (2011) and Mahani et al. (2016), and the surface potential
computed using the SCM (Table 1) with a simple double-layer model. The different water com-
positions are represented in term of the concentration of potential determining ions Ca+2, Mg+2
and SO−24 .
We observe that the double-layer surface potential ψs only matches the trend of the ζ-potential.
Nevertheless, a simple model that describes the variation of contact angle change with ψs can be
used to study the link between flow and wettability change induced by surface complexation, and
provide new insights into the process of wettability change by surface complexation.
In the absence of robust quantitative experimental data that links surface potential to contact
angle variation, two simple models are considered in this work. In the first model, we assume
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Figure 2: Evolution of the ζ-potential at a water/calcite interface obtained experimentally (solid lines), and the surface
potential ψs computed using the surface complexation model in Table 1 with a simple double-layer model (dashed
lines), with respect to concentration of potential determining ions Ca+2, Mg+2 and SO−24 . The data marked in circles
are obtained from Heberling et al. (2011) and the data marked in squares, diamonds and pentagrams are obtained from
Mahani et al. (2016). We observe that ψs only matches the trend of ζ, and that for the water compositions considered
here, the potentials were not related to the concentration of sulphate ions.
that the contact angle changes linearly with the surface potential
θ = fL (ψs) = θ0 + (ψs − ψ0) θ1 − θ0
ψ1 − ψ0 . (28)
This model can be easily fitted to contact angle measurements and can be easily extended to
piecewise linear functions, so that the function can be fitted with a large number of experimental
measurements. However, this model cannot explain why 25dSW does not always induce more
contact angle changes that SW. The second model considered here used a Heaviside function
(Watson et al., 2017) with a critical surface potential, assumed to be equal to 0 for simplification.
θ = fH (ψs) =
{
θ0 ψs > 0,
θ0 − ∆θ ψs ≤ 0. (29)
The first model (Eq. (28)) is used in all applications in this study. The second model (Eq. (29)) is
used in Section 3.4 to conducting a sensitivity analysis with respect to the contact angle model.
2.5. Numerical implementation
The mathematical model given by the NSE (Eq. (3)) and the phase advection equation (Eq.
(6)) is implemented in the open source computational fluids dynamics software OpenFOAM
(www.OpenFOAM.org) as an internal VOF solver, so-called interFoam. interFoam solves the
NSE on a collocated Eulerian grid with a predictor-corrector strategy based on the Pressure
Implicit Splitting Operator (PISO) algorithm (Issa et al., 1985). An explicit formulation is used
to treat the coupling between the phase distribution equation (Eq. (6)) and the NSE. This imposes
a limit on the time-step size by introducing a capillary wave time-scale described by the Brackbill
conditions (Brackbill et al., 1992). In all simulations, we use a constant time-step that satisfies
this condition. Time discretization is performed using the Crank-Nicolson scheme, and space
discretization is performed using the second-order van Leer scheme (van Leer, 1974).
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For the purpose of this work, we extended the interFoam solver to perform two-phase reactive
transport simulations. The concentration equation (Eq. (18)) is solved sequentially after the
phase conservation equation (Eq. (6)). Time discretization is again based on the Crank-Nicolson
scheme. The advection term ∇ · (cu) and the CST flux Φ space discretization is again based on
the second-order van Leer scheme (van Leer, 1974). The diffusion term ∇·
(
D j∇c j
)
is discretized
using the Gauss linear limited corrected scheme, which is second order and conservative. All of
these discretization schemes are available in the standard OpenFOAM distribution.
The surface complexation model (Eq. (25) to (27)) is solved using the US Geological Survey
chemical package Phreeqc (www.usgs.gov/software/phreeqc). The coupling between transport
and reactions is handled by a sequential split operator method (Carrayrou et al., 2004). First,
the transport step solves the system of equations in the absence of chemical reactions using
OpenFOAM. Then, the reaction step solves the system in the absence of flow using Phreeqc. For
this, the concentration boundary condition on a reactive surface (Eq. (22)) is integrated over a
control volume and gives an additional source term in the ADRE (Eq. (18)).
Our numerical model was validated by comparison with analytical solutions for spontaneous
imbibition in a 2D rectangular channel (Pavuluri et al., 2017), for steady-state interface mass
transfer in a 2D tube (Graveleau, 2016) and for linear retardation in a 1D semi-infinite column
(Ogata and Banks, 1961). For each case, the numerical solution was shown to converge toward
the analytical solution and a relative error below to 1% was obtained for sufficient resolution.
Additional convergence tests are shown in section 3.3.
3. Applications
We present five applications of our numerical model. First, we consider a batch experiment
investigating the equilibrium between calcite and water for different water compositions, and
the corresponding change of surface potential. Secondly, we simulate the detachment of an oil
droplet from a clay patch and compare 3D simulations with experimental results (Mahani et al.,
2015a). Thirdly, we study the convergence of the numerical model and the final residual oil
saturation for the invasion of an idealised 2D square-shaped pore by different types of water.
Fourthly, we consider a simple 3×3 heterogeneous calcite micro-model in order to perform a
sensitivity analysis with respect to several parameters of the model. Finally, we simulate water
invasion in a complex 2D porous media and study different production scenarios. For all 2D
applications, gravity is ignored.
The fluids used are water and oil. We used four different water compositions (Table 3) that
have been used previously in experimental studies: High Salinity (HS) brine, obtained by dis-
solving pure salts NaCl, KCl, CaCl2·H2O and CaCl2·H2O into pure water (Mahani et al., 2015a),
Formation Water (FW) from a Middle Eastern carbonate field, Sea Water (SW) and 25 times
diluted Sea Water (25dSW) (Mahani et al., 2016).
The diffusion coefficients of ions in water are obtained from Li and Gregory (1973) and are
summarised in Table 4. The initial concentration of ions in the oil phase is zero, and the Henry
constant of every ions is assumed to be 0 too, so that there is no ion transfer between the phases.
The oil density and viscosity are equal to 840 kg/m3 and 6.5 mPa.s (North Sea crude oil from
Mahani et al. (2015a)), respectively. The interfacial tension is equal to 10 mN/m.
3.1. Decomposition of low-salinity effect on calcite
As mentioned previously, LSE is a mechanism that is still not well understood and more
studies are necessary to capture the driving factors and predict an increase in oil recovery. In
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HS FW SW 25dSW
Na+ (mg/L) 4268 49898 13404 536
K+ (mg/L) 7237 0 483 19
Mg+2 (mg/L) 23.20 3248 1618 65
Ca+2 (mg/L) 301.6 14501 508 20
Sr+2 (mg/L) 0 0 17 1
Cl− (mg/L) 13746 111812 24141 967
SO−24 (mg/L) 0 234 3384 135
HCO−3 (mg/L) 0 162 176 7
Ionic strength (mol/L) 0.40 3.67 0.87 0.035
pH 7 6.9 8.0 7.4
Density (kg/m3) 1015 1121 1034 998
Viscosity (mPa.s) 1.0 1.1 1.0 1.0
Table 3: Chemical composition of High Salinity (HS) brine, Formation Water (FW), Sea Water (SW) and 25 times dilute
Sea Water (25dSW) ((Mahani et al., 2015a, 2016)).
Ion D (10−9 m2/s) Ion D (10−9 m2/s)
H+ 9.83 OH− 5.27
Na+ 1.33 K+ 1.96
Mg+2 0.70 Ca+2 0.79
Sr+2 0.794 Cl− 2.03
HCO−3 1.18 CO
−2
3 0.95
SO−24 1.07
Table 4: Diffusion coefficient of ions in water (obtained from Li and Gregory (1973)).
this example, we use SCM to decompose the LSE on calcite. Mahani et al. (2016) studied the
effect of pH on the surface potential. However, as it has been noted by Alroudhan et al. (2016)
and Jackson et al. (2016a), a modification of the pH would change the dissolution equilibrium
between calcite and water, and can greatly affect the concentration of Ca2+ in the water. Instead,
these studies analysed the evolution of surface potential with the concentration of PDIs.
Using the SCM defined in Table 1, we identify three mechanisms responsible for lowering
the surface potential of the calcite when switching from FW to 25dSW:
(A) Desorption of Ca2+ and Mg2+. These ions are in competition with H+ for a >CO3 surface
site. Lower concentration of the divalent ions generates more sorption of the monovalent
ion, therefore lowering the positive part of the surface charge.
(B) Sorption of SO2−4 and desorption of HCO
−
3 . These ions are in competition with OH
− for a
>Ca surface site. Lower concentration of the monovalent ions generates more sorption of
the divalent ion, therefore increasing the negative part of the surface charge.
(C) Lowering the concentration of surface-inert ions (Na+, K+, Sr2+ and Cl−) in solution. This
affects the surface potential by lowering the ionic strength of the solution.
We perform three simulations in Phreeqc which represents batch experiments to study the effect
of each mechanism. First, we lower the concentration of Ca2+ and Mg2+ in solution while keep-
ing the other concentrations constant. Then, we lower the concentration of SO2−4 and HCO
−
3 .
Finally, we lower the concentration of Na+, K+, Sr2+ and Cl− (A→B→C). Then, we change the
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order of the steps (B→C→A and C→A→B). Figure 3 shows the evolution of surface potential
with ionic strength during each step for each simulation.
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Figure 3: Decomposition of low-salinity effect on calcite when replacing Formation Water (FW) by 25 times diluted Sea
Water (25dSW). We consider the three mechanisms A (desorption of calcium and magnesium), B (sorption of sulphate
and desorption of carbonate) and C (lowering the concentration of surface-inert ions), and study the impact of the order
of the steps by performing A→B→C (solid line), B→C→A (dash line) and C→A→B (dot line). We observe that step A
has the most impact and that step C can both increase or decrease the surface potential.
We observe that in each case, step (A) has the most impact on the surface potential. The
average change of surface potential is -40 mV. This is because FW has a very high initial con-
centration of Ca2+ and Mg2+. Initially, every >CO3 site is occupied by a divalent ion. Lowering
the concentration of these ions has therefore a major impact on the surface charge. Step (B) has
a smaller impact on the surface potential. The average change of surface potential is -8 mV. Note
that here, we lower the concentration of the divalent ion SO2−4 , which by itself should increase the
surface charge, but we also lower the concentration of HCO−3 , so that the relative concentration
of divalent ions actually increases, and the surface charge decreases. The effect is less important
than step (A), since the initial concentration of SO2−4 is large enough so that most of >Ca sites
are initially occupied by a divalent ion. Finally, we observe that step (C) can have either a posi-
tive or a negative impact on the surface potential. Indeed, step (C) only marginally changes the
surface adsorption as it only affects the ionic strength. Therefore, it does not change the sign of
the surface potential, only the magnitude. Indeed, when we perform step (C) first, the surface
potential actually increases from 7 to 8.5 mV.
This analysis shows that the surface potential is more affected by the chemical composition
of the water than by its salinity. It also suggests that the driving mechanism of the LSE on
calcite is the desorption of Ca2+ and Mg2+ ions. The effect of other ions, in particular sulphate
and bicarbonate, depends strongly on the composition of the formation water. This confirms
the trends observed in Figure 2. Mineralogy could also have a large impact (e.g. presence of
dolomite).
3.2. Oil droplet detachment from a clay patch
In this section, we consider an oil droplet on a clay patch. The system is equilibrated first
under high-salinity brine (HS, Table 3), before switching to a low-salinity brine, obtained by
diluted HS 4 times. The HS equilibration lasted 72 hours, and we focused here on the second
part of the experiment.
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The volume of the droplet is equal to 3.1 mm3. At equilibrium with HS, the contact angle θ
is equal to 55o and the initial contact area is equal to 1.1 mm2. The surface potentials, computed
with Phreeqc, are equal to -7.3 mV when equilibrated with HS and -15.6 mV with the 4 times
diluted brine. The contact angle variation is modelled using a linear function (Eq. (28)), fitted to
experimental data from Mahani et al. (2015a) for the initial contact angle and the contact angle
at detachment (Figure 4).
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Figure 4: (a) Evolution of contact angle during an experiment where an oil droplet detaches from a clay patch (Mahani
et al., 2015a) and (b) numerical model representing the variation in contact angle as a function of surface potential.
We use a uniform 3D Cartesian grid with ∆x = ∆y = ∆z = 0.05 mm. The surface of the
clay patch reacts with the low-salinity brine and calcium ions are desorbed from the surface (Eq.
(14)). The excess of calcium and magnesium diffuses away from the surface of the patch and
more reaction occurs. The electric potential of the solid surface decreases, and as a result, the
contact angle changes and the oil droplet recedes from the surface until it detaches by buoyancy
(Figure 7).
However, Mahani et al. (2015a) observed a time-scale of detachment two order of magnitude
longer than expected by diffusion only. They proposed that this discrepancy could be explained
by electrostatic effects in the thin film than forms near the charged clay surface. Figure 5 shows a
schematic representation of these electrostatic effects. The variation of surface potential induces
a gradient of electrostatic potential inside the thin film, opposed to the gradient of cation concen-
tration. Therefore, the electrostatic force generates a flux opposed to the diffusion flux. This can
be modelled using the Nernst-Planck equation in the thin film
J j = D j
(
∇c j + ZFc jRT ∇ψ
)
. (30)
However, this cannot be simply implemented in our model at the micro-scale because the thin
film is of a few nano-meters in thickness. Instead, we include these effects by modifying the
molecular diffusion near the surface. The boundary condition for the phase concentrations on a
reactive surface (Eq. (14) is replaced by
DNSj,i ∇c j,i · ns = s j,i, (31)
where DNS is the near-surface diffusion. Figure 6 shows the evolution of the contact angle during
the simulation for different values of DNS and a comparison with experimental data presented in
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Figure 5: A schematic representation of electrostatic effects near the surface of the clay patch.
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Figure 6: Evolution of the contact angle during simulation of oil droplet detachment from a clay patch by low-salinity ef-
fect for different values of DNS and a comparison with experimental data obtained in Mahani et al. (2015a). D represents
the values presented in Table 4.
Mahani et al. (2015a). First, we use DNS = D, where D represents the values presented in Table
4. We obtain a time of detachment of 250 s. Then, we use DNS = D10 , D
NS = D100 and D
NS = D150 .
We observe that for DNS = D150 , the numerical simulation matches qualitatively the experiment.
Figure 7 shows the evolution of the droplet shape with time during the simulation. We conclude
t=72.0 h                      t=74.0 h                     t=76.1 h                       t=82.4 h                    t=82.4 h
=55.0° =39.3°=47.5°=52.5° detachment
Figure 7: Numerical simulation of an oil droplet detachment from a clay patch induced by low-salinity. The water/oil/clay
contact line reaches equilibrium after 10.4 hours and the droplet detaches. This is in good agreement with experimental
data from Mahani et al. (2015a).
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that our numerical model is able to match experimental results obtained in Mahani et al. (2015a).
However, there are two drawbacks of not including the thin film in the model explicitly. First,
the parameters DNS cannot be evaluated a-priori and need to be matched by comparison with
experimental results. In test cases 3.3 and 3.5, the electrostatic effects are ignored, while in test
case 3.4, the sensitivity of the recovery factor with respect to DNS is explored. Secondly, Bartels
et al. (2017) show that the low-salinity effect can induce oil remobilisation without buoyancy.
Joekar-Niasar and Mahani (2017) show that the pressure dynamic inside the thin film can lead
to expansion of the film and deformation of the fluid/fluid interface, potentially resulting in oil
remobilisation. In test cases 3.3 and 3.4, the initial saturation of water is ignored, so that no oil is
trapped, and the effect of pressure in the thin film can be ignored. In test case 3.5, we show that
our model can simulate the increase of pore-scale sweep efficiency in response of low-salinity
flooding, but not the oil remobilisation effect in the absence of buoyancy.
3.3. 2D square-shaped pore
In this application, we consider a single, idealised, and two-dimensional idealised pore con-
stituting of one square connected to two throats. We explore the convergence of the numerical
model. Figure 8 presents the geometry of the domain and the inlet and outlet boundary condi-
tions. The pore surfaces are assumed to be calcite (Table 1). The pore space is initially filled
30 m
10 m
U=1mm/s
=1.0
P=0
U=0
=0
P=0
60 m
Figure 8: Geometry and boundary conditions during water invasion in a 2D square-shaped pore. We use different grid
resolution from 5 µm to 0.5 µm to study the convergence of the numerical model.
with oil, but the surface of the pore is at equilibrium with a nano-scale thin film of FW (Table 3).
The surface potential, calculated with Phreeqc, is equal to 7mV, but the effect of the thin film on
the hydrodynamics of the system is ignored (α = 0 and DNS = D).
At t = 0 s, we inject FW, SW or 25dSW at the inlet, with a velocity of 1 mm/s, which
corresponds to a capillary number Ca = 10−4. The surface potential of the calcite equilibrated
with SW (respectively 25dSW) computed with Phreeqc is equal to -9 mV (respectively -40 mV).
To explore convergence and sensitivity for different values of contact angles, we assume θFW =
120◦, θSW = 110o and θSW = 90o. This corresponds to ∂θ/∂Ψ = 0.64◦/mV (Eq. (28)).
To study grid convergence for each case (FW, SW and 25dSW), we use a fine-grid solution
(∆x = ∆y = 0.5 µm) as a reference solution. All cells containing solids are removed and replaced
by rectangular and triangular cells that match the solid boundaries. We then compare the final
residual oil saturation in the domain obtained at different grid resolutions.
Figure 9 shows the evolution of the relative error for the three cases. We observe that the
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Figure 9: Grid convergence study for water invasion in a 2D square-shaped pore (see Figure 8 for model dimension)
considering Formation Water (FW), Sea Water (SW) and 25 dilute Sea Water (25dSW). The simulations have converged
for a resolution of 1 µm.
simulations have converged for a resolution of 1 µm. Figure 10 shows the corresponding evolu-
tion of the indicator function α and the water pH during invasion with FW, SW and 25dSW. Blue
Figure 10: Evolution of the indicator function α and water pH during invasion in a 2D calcite square-shaped pore during
waterflooding with Formation Water (FW), Sea Water (SW) and 25 times diluted Sea Water (25dSW). Blue corresponds
to water and red to oil. The pH during FW invasion remains constant and equal to 6.9. We observe less oil remaining
at the corner of the pore for SW and 25dSW. The final residual oil saturation are Sor(FW)=0.07, Sor(SW)=0.03 and
Sor(25dSW)=0.0025, respectively.
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corresponds to water and red to oil. The water pH during FW invasion remains constant equal to
6.9 during the simulation since calcite has been previously equilibrated with FW. At the end of
the simulation, a significant fraction of oil remains at the top and bottom corner of the pore. This
corresponds to a residual oil saturation Sor(FW)=0.07.
During invasion with SW, the contact angle changes from 120◦ to 110◦ as calcite equilibrates
with water. We observed that the pH increases from 8 to approximately 9 near the pore surface
where the reactions take place. At first glance, this observation could be surprising as the calcite
has been previously equilibrated with FW which has a pH of 6.9. However, we show in section
3.1 that the most important mechanism of surface potential reduction during the replacement of
FW by 25dSW is the desorption of calcium and magnesium on the pore surface. This is described
by reactions 2 and 3 in Table 1. During these reactions, H+ ions are adsorbed onto the surface,
effectively increasing the pH of the solution. At the end of the simulation, oil still remains at the
top and bottom of the pore, but the residual oil saturation Sor(SW) is 0.03, which corresponds to
an increase of oil recovery of 4%.
During invasion with 25dSW, the contact angle changes from 120◦ to 90◦ as the calcite equi-
librates with water. More Ca+2 and Mg+2 are desorbed from the calcite and more H+ is adsorbed.
The effect of surface reactions on the pH is stronger, especially near the inlet where 25dSW is in
contact with calcite for the first time. At the end of the simulation, almost no oil remains at the
top and bottom of the pore, and the residual oil saturation Sor(SW) is 0.0025, which corresponds
to an increase of oil recovery of 6.75%.
Our simulations show that flooding by a low-salinity water leaves a smaller amount of resid-
ual oil inside a pore, as observed experimentally by Berg et al. (2010) and Chen et al. (2010).
Our numerical model can then complement such experiments by providing additional informa-
tion such as pH evolution.
3.4. 3×3 heterogeneous micro-model
In this section, we consider a 2D micro-model formed by subtracting four rectangles in a 2D
square of calcite (Table 1). The resulting micro-model includes 3×3 nodes, and is presented in
Figure 11. Similarly to the previous test case, the domain is initially filled by oil (α = 0), but
100 m
120 m
16 m 18 m
8 m
16 m 12 m
8 m 6 m 6 m
10 m 16 m 6 m
12 m 4 m 8 m
100 m
U=0.01 m/s
=1.0
P=0
U=0
=0
P=0
Figure 11: Geometry and boundary conditions during water invasion in a 3×3 heterogeneous micro-model. We use a
grid of resolution 1 µm.
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the pore surfaces are at equilibrium with a nano-scale FW thin film (Table 3), so that the surface
potential, computed with Phreeqc, is equal to 7 mV.
The aim of this test case is to analyse how recovery factors vary with water composition,
contact angle change, injection velocity and near-surface diffusion. For this, we assume θFW =
120◦, θSW = 110o and θSW = 90o. First, we assume that the contact angle is a linear function of
the surface potential (Eq. (28)), that the injection velocity U is equal to 1 mm/s (Ca = 10−4) and
that DNS = D. We perform a convergence study, similar to the one conducted in the previous
application (Section 3.3) and we obtain convergence for a grid with a resolution of 1 µm.
Figure 12 shows the evolution of the indicator function α during invasion with FW, SW and
25dSW. Blue corresponds to water and red to oil. We observe that SW invades more throats than
FW, and that 25dSW invades the entire domain. This indicates an increase of pore-scale sweep
efficiency with reduction of water salinity. This can also be observed in a more complex 2D
pore structure, as discussed in section 3.5 below. The residual oil saturation are Sor(FW)=0.177,
Sor(SW)=0.077 and Sor(25dSW)=0.001. These correspond to an increase of oil recovery of 10%
and 17.6% for SW and 25dSW, respectively.
We then perform a sensitivity analysis considering four different parameters: water compo-
sition (described here by ionic strength I = 0.87 for SW and I = 0.035 for 25dSW), contact
angle model (Eq. (28) or Eq. (29)), injection velocity (1 or 0.1 mm/s) and near-surface diffusion
(DNS = D or DNS = D/10). To perform the sensitivity analysis and compare the results, we
use a two-level factorial design (Myers et al., 2009) and a measure of performance equal to the
increase of recovery factor by comparison with FW injection. Table 5 shows the full summary
of the sensitivity analysis. The response is then analysed using a first-order model with interac-
tions (Myers et al., 2009). Figure 13 shows the corresponding Pareto chart (Myers et al., 2009)
showing the eight most important effects.
Trial number I θ model U (mm/s) DNS Increase of recovery factor (%)
1 0.87 fL 1 D 10
2 0.035 fL 1 D 17.6
3 0.87 fH 1 D 11.1
4 0.035 fH 1 D 18.1
5 0.87 fL 0.1 D 11.1
6 0.035 fL 0.1 D 18.1
7 0.87 fH 0.1 D 11.1
8 0.035 fH 0.1 D 18.1
9 0.87 fL 1 D/10 0.1
10 0.035 fL 1 D/10 0.1
11 0.87 fH 1 D/10 0.1
12 0.035 fH 1 D/10 0.1
13 0.87 fL 0.1 D/10 10
14 0.035 fL 0.1 D/10 17.6
15 0.87 fH 0.1 D/10 11.1
16 0.035 fH 0.1 D/10 18.1
Table 5: Summary of the two-level factorial sensitivity analysis for the increase of recovery factor during low-salinity
flooding simulations in a 3x3 micro-models (Figure 11).
We observe that the most important factors are the injection velocity, the near-surface diffu-
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Sor=0.178                                     Sor=0.077                              Sor=0.001
Figure 12: Evolution of the indicator function α in a 3×3 calcite micro-model (see Figure 11 for model dimension) during
waterflooding with Formation Water (FW), Sea Water (SW) and 25 times diluted Sea Water (25dSW). Blue corresponds
to water and red to oil. We observe that SW invades more throats than FW, and that 25dSW invades almost the entire
domain. The final residual oil saturation are Sor(FW)=0.177, Sor(SW)=0.077 and Sor(25dSW)=0.001, respectively.
sion and the water composition, described here by the ionic strength I. The impact of the contact
angle model is small in comparison and can be ignored as a first order approximation. We also
note that an important part of the impact of U and DNS is due to their interaction. This can be
expressed in term of the near surface diffusion Pe´clet number
PNSe j =
LU
DNSj
. (32)
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Figure 13: Pareto chart of the 8 most important effects causing an increase of recovery factor by low-salinity flooding.
We use the average pore throat radius L = 5.21 µm as a reference length. This gives Pe´clet
numbers between 0.53 and 7.45 for test cases 1 to 4, so that we are in the transitional regime
where advection and diffusion have similar time-scales. For test cases 5 to 8, PNSe ranges from
0.053 to 0.745, so that we are now in the diffusion dominated regime; here the recovery factors
slightly increase. However, for test cases 9 to 12, PNSe number ranges from 5.3 to 74.5. In these
cases, we are in the advection dominated regime, and the increase of recovery factor is almost
zero. Finally, for test cases 13 to 16, PNSe ranges again from 0.53 to 7.45; here the recovery
factors are identical to the ones for test cases 1 to 4. This suggests that the most important factor
for the low-salinity effect is the flow regime. Advection needs to be sufficiently slow to cause a
diffusion-induced change in contact angle near the water/solid interface.
3.5. Complex 2D porous medium
In this test case, we consider a complex 2D porous medium representing a thin section of a
real carbonate grainstone (Zaretskiy et al., 2010). The pore surfaces are assumed to be calcite
(Table 1). The geometry and boundary conditions are summarised in Figure 14. The porosity
and permeability of the sample have been numerically estimated to 0.4 and 0.71 × 10−12 m2,
respectively.
The aim of this test case is to study three different production scenarios: FW injection, SW
injection and FW injection followed by SW injection. We assume that the domain is initially
filled by oil (α = 0), but the pore surfaces are at equilibrium with a nano-scale FW thin film
(Table 3), so that the surface potential, computed with Phreeqc, is equal to 7 mV. The surface
potential of the calcite equilibrated with SW computed with Phreeqc is equal to -9 mV. The
contact angle is assumed to be a linear function of the surface potential (Eq. (28)), fitted with
experimental data for an oil droplet on a limestone plate from Mahani et al. (2015b) (Figure 15).
The domain is represented by a 2D uniform Cartesian grid comprising 1000×500 grid blocks.
All cells containing solid are removed and replaced by rectangular and triangular cells that match
the solid boundaries. The final grid contains 204728 cells. Figure 16 shows the evolution of the
indicator function α during FW and SW injection, at different times corresponding to 0.25, 0.5,
1 and 2 Pore Volume (PV) injected.
We observe that the overall residual oil saturation is impacted by the change of wettability in
two ways. First, the water phase remains more connected during SW flooding compared to FW
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Figure 14: Pore geometry and boundary conditions for water invasion in a complex 2D porous medium.
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Figure 15: (a) Experimental data showing contact angle variations on a limestone patch exposed to Formation Water
(FW) and Sea Water (SW) (Mahani et al., 2015b) and (b) model that expresses the changes in contact angle as a function
of surface potential.
flooding. As a consequence, FW leaves a larger number of small clusters of oil in the pore-space
after invasion. This is particularly visible in the solid rectangle shown on Figure 16. Secondly,
the invasion pattern changes and more pores are being invaded during SW flooding compared to
FW flooding. This is particularly visible in the dashed rectangle shown on Figure 16. Both these
effects contribute to an increase of pore-scale sweep efficiency induced by wettability change.
After 3 PV injected, the oil saturation has reached an equilibrium in both cases.
We then consider the production scenario where we inject 2 PV of FW followed by 2 PV
of SW. Figure 17 compares the final phase distributions for FW flooding only and FW flooding
followed by SW flooding. We observe that the amount and form of oil clusters left in the pore
space after invasion (solid rectangle on Figure 17) remain mostly unchanged. This suggests
that, even though our numerical model can simulate droplet detachment by buoyancy under LSE
(section 3.2), it is not able to simulate oil remobilisation due to LSE in the absence of buoyancy.
Bartels et al. (2017) observed oil remobilisation in the absence of buoyancy in a 2D micro-model,
and showed that the mechanism was driven by thin film dynamics, which we do not include in our
model. However, we do observe an increase in the number of invaded pores (dashed rectangle on
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Figure 16: Evolution of indicator function α during Formation Water (FW) flooding and Sea Water (SW) flooding in a
complex 2D porous media (Figure 14) at different times corresponding to 0.25, 0.5, 1 and 2 Pore Volume (PV) injected.
We observe two effects of wettability change: (1) a smaller number of oil clusters left after invasion (solid rectangle) and
(2) a larger number of pore invaded (dashed rectangle).
Figure 17). The change of wettability reduces the capillary resistance in the domain and unlocks
additional pores for the water invasion
Figure 18 shows the evolution of the oil saturation in the domain during FW flooding, SW
flooding and FW flooding followed by SW flooding. The final oil saturations are Sor(FW)=0.402,
Sor(SW)=0.341 and Sor(FW-SW)=0.318. These correspond to an increase of oil recovery of
15.2% for SW and 20.9% for FW-SW.
Our investigation shows that wettability change induced by surface complexation during low-
salinity flooding can result in an improvement of pore-scale sweep efficiency. This has been
previously observed in experimental studies on sandstone core-plug (Zhang and Morrow, 2006;
Zhang et al., 2007; Kumar and Mohanty, 2011), but was associated with selective plugging via
clay swelling (Zhang and Morrow, 2006; Bernard, 2011). Our study suggests that this improve-
ment of sweep efficiency could also applied to carbonate reservoir, and be induced by the tem-
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Figure 17: Comparison between phase distribution for Formation Water (FW) flooding only and for Formation Water
flooding followed by Sea Water (FW-SW) flooding in a complex 2D porous media (Figure 14) after 4 injected pore
volume. We observe that the amount and form of oil clusters left in the pore space after invasion (solid rectangle) remain
mostly unchanged but that a greater number of pores have been invaded (dashed rectangle)
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Figure 18: Evolution of oil saturation during Formation Water (FW) flooding, Sea Water (SW) flooding and Formation
Water flooding followed by Sea Water flooding (FW-SW) in a complex 2D pore structure (Figure 14). The final oil
saturations are Sor(FW)=0.402, Sor(SW)=0.341 and Sor(FW-SW)=0.318, respectively
poral evolution of the contact angle. This changes during LSF the set of pores and throats that
become accessible to the invaded phase.
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4. Concluding remarks
A novel pore-scale reactive transport model has been developed and validate, with the aim
of providing new insights into wettability alteration by surface complexation as a mechanism of
LSF, using 3D and 2D simulations. Based on the five applications considered here, we propose
the following key conclusions:
• The change of surface potential at the calcite/water interface is not driven by the pH of
the injected water, but by the concentration of PDI such as Ca+2 and Mg+2. For the water
compositions considered here, the concentration of SO−24 has only a small impact.
• Our numerical model is able to reproduce the evolution of the oil droplet shape with time
during detachment from a clay patch. For this, the molecular diffusion near the surface of
the solid need to be fitted to take into account electrostatic effect.
• On simple 2D models, e.g. a square pore and a 3×3 micro-models, we show that our
numerical model is convergent.
• A sensitivity analysis carried out for the 3×3 micro-model show that the most important
parameters controlling the residual oil saturation are the velocity at which water is injected
and the near-surface diffusion. We further show that the LSE is only observed if the trans-
port regime is such that diffusion has a smaller or similar time-scale as advection, so that
the low-salinity water has time to diffuse into the thin water film separating the oil and
mineral surfaces and can induce a change in contact angle.
• By performing simulation on a complex 2D porous medium, we show that our numerical
model is able to explain an increase of pore-scale sweep efficiency with LSF.
More generally, the results of our simulations highlight two effects of wettability alteration
due to surface complexation during LSF, namely a decrease in the amount of residual oil left in
the pore space after invasion and an increase of the number of pores that are invaded. The former
is simply a consequence of calcite being more water-wet, but the latter is induced by the tem-
poral evolution of contact angle and cannot be captured readily in static or quasi-dynamic pore-
network models. This dynamic effect changes the set of pores and throats that become accessible
to the invading brine during LSF. However, our model was not able to simulate the remobilisa-
tion mechanism observed when injecting low-salinity water after formation water (Bartels et al.,
2017). Including thin film hydrodynamics (Abu-Al-Saud et al., 2017) and electrostatic effect
inside the thin film (Joekar-Niasar and Mahani, 2017) could potentially solve this issue.
Our numerical modelling gives new insights into several mechanisms inducing an increase in
oil recovery during low-salinity flooding. We have focused on the impact of several parameters,
namely the water composition, the injected velocity, the contact angle model and the diffusivity
in the thin film. Since our model can be parametrized easily, it can be used to study the impact of
other factors such as oil and mineral compositions. For example, the evolution functions of con-
tact angle with surface potential that we used in our examples were only calibrated with two data
points. If more data points are made available, the evolution function can be obtained by inter-
polation and the contact angle model can be replaced with a more sophisticated approximation.
Future work could focus on comparison with experimental observation on micro-models (Bartels
et al., 2017). Then, our numerical model could be fully deployed to perform detailed sensitiv-
ity analysis on 3D micro-CT images, for example to develop quantitative and semi-quantitative
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rules that guide invasion by low-salinity water for pore network modelling studies (Watson et al.,
2017).
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Nomenclature
Variables
c concentration (mol/L)
D molecular diffusivity (m2/s)
f interior force (N/m3)
H Henry constant
I ionic strength (mol/L)
J molecular diffusion flux (mol/m2/s)
K stability constant
L characteristic length (m)
m surface concentration (mol/m2)
p pressure (Pa)
r bulk chemical reaction molar rate (mol/m3/s)
s surface chemical reaction molar rate (mol/m2/s)
T temperature (K)
t time (s)
U characteristic velocity (m/s)
u velocity (m/s)
v surface complex charge
Z ionic charge
α phase volume fraction
Γ surface sites density (mol/m2)
γ interfacial tension (N/m)
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κ interface curvature (m−1)
µ viscosity (Pa.s)
ψ surface potential (V)
ρ mass density (kg/m3)
σ surface charge density (C/m2)
θ contact angle
Constants
F Faraday constant (96490 C/mol)
g gravity constant (9.81 m/s2)
R universal gas constant (8.314 J/mol/K)
 dielectric constant of pure water (78.41 at 25 oC)
0 vacuum permittivity (8.854×10−12 C/V/m)
Subscripts
i component index
j phase index
s surface
si surface component index
st surface tension
Abbreviations
25dSW 25×diluted Sea Water
ADRE Advection-Diffusion-Reaction Equation
CSF Continuous Surface Force
CST Continuous Species Transfer
EOR Enhanced Oil recovery
FW Formation Water
HS High Salinity
IHP Inner Helmholtz plane
LBM Lattice-Boltzmann Method
LSE Low-Salinity Effect
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LSF Low-Salinity Flooding
NSE Navier-Stokes Equations
OHP Outer Helmholtz plane
PDI Potential Determining Ions
PNM Pore Network Modelling
PV Pore Volume
SCM Surface Complexation Modelling
SSF Sharp Surface Force
SW Sea Water
VOF Volume-Of-Fluid
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