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Reis for his constant encouragement and help during decisive moments of my life.
Many thanks will always be due to my parents for their unconditional love and support,
and for being responsible for much of what I am today. And, finally, I thank my wife




ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
SUMMARY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
I INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Overview and Survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 High-Tc Superconductors . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.2 Cold Atomic Gases . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Outline of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
II BCS-TO-BEC EVOLUTION IN D-WAVE SUPERCONDUCTORS . 11
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Hamiltonian and Interaction Potential . . . . . . . . . . . . . . . . . . . . 15
2.3 Effective Action and Saddle Point Equations . . . . . . . . . . . . . . . . . 19
2.3.1 Order Parameter Equation . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.2 Number Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 Numerical Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.1 Chemical Potential and Order Parameter Amplitude . . . . . . . . 27
2.4.2 Phase Diagram and Quasiparticle Excitation Spectrum . . . . . . . 31
2.4.3 Momentum Distribution and Electronic Compressibility . . . . . . 34
2.4.4 Superfluid Density . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.4.5 Electronic Thermal Conductivity . . . . . . . . . . . . . . . . . . . 42
2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
III BEYOND THE SADDLE-POINT APPROXIMATION . . . . . . . . . 53
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 Gaussian Correction to the Effective Action . . . . . . . . . . . . . . . . . 53
3.3 The Broken-Symmetry State . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.4 Collective Modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.5 Finite Temperature Behavior . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
iv
IV BCS-TO-BEC EVOLUTION IN P -WAVE ULTRACOLD GASES OF
FERMIONIC ATOMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2 Inter-atomic Interaction Potential . . . . . . . . . . . . . . . . . . . . . . . 77
4.3 Hamiltonian and Saddle Point Equations . . . . . . . . . . . . . . . . . . . 80
4.3.1 Order Parameter Equation . . . . . . . . . . . . . . . . . . . . . . . 81
4.3.2 Number Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.4 Numerical Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.4.1 Chemical Potential and Order Parameter Amplitude . . . . . . . . 87
4.4.2 Momentum Distribution . . . . . . . . . . . . . . . . . . . . . . . . 87
4.4.3 Atomic Compressibility and Spin Susceptibility . . . . . . . . . . . 89
4.4.4 Superfluid Density . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.5 Fluctuation Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.6 Experimental Realization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
APPENDIX A — SECOND QUANTIZATION FORMALISM . . . . . 106
APPENDIX B — FEYNMAN PATH INTEGRAL . . . . . . . . . . . . . 117
APPENDIX C — COHERENT STATES AND FUNCTIONAL INTE-
GRALS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
APPENDIX D — MATSUBARA SUMS . . . . . . . . . . . . . . . . . . . 135
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
v
LIST OF FIGURES
1.1 Bosonic and fermionic particles occupying the lowest energy levels of a har-
monic potential well at zero-temperature. The Fermi energy εF is defined as
the energy of the last occupied quantum state. . . . . . . . . . . . . . . . . 3
1.2 Phase diagram of temperature vs. doping level for a typical cuprate material. 7
1.3 Schematic picture of the BCS (ξ0 À k−1F ) and BEC (ξ0 ¿ k−1F ) regimes,
where ξ0 and k
−1
F are the typical coherence length (pair size) and inter-
particle spacing, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1 Scattering of two electrons with opposite spins and total momentum q. . . 16
2.2 Plot of a possible real space interatomic potential V (r). . . . . . . . . . . . 17
2.3 (a) Chemical potential µ and (b) order parameter amplitude ∆0 (in units
of εFmax) as functions of density n (in units of nmax/2π) at fixed interaction
strength λ = 8.0019 (in units of g−12D) for the case of d-wave symmetry. No-
tice that the chemical potential changes sign at n = 1. Insets: The same
quantities in the case of s-wave symmetry (λ = 0.30703). . . . . . . . . . . . 28
2.4 (a) Chemical potential µ and (b) order parameter amplitude ∆0 (in units
of εFmax) as functions of the interaction strength λ (in units of g
−1
2D) at fixed
carrier density n = 1 (in units of nmax/2π) for the case of d-wave symmetry.
Insets: The same quantities in the case of s-wave symmetry. . . . . . . . . . 30
2.5 Plot of ±Ek as a function of k for (a) µ > 0, (b) µ = 0 and (c) µ < 0. Notice
the collapse of the Dirac cones to the point k = 0 that occurs at µ = 0. . . 32
2.6 Phase diagram of carrier density n (in units of nmax/2π) versus interaction
strength λ (in units of g−12D) in the case of (a) d-wave and (b) s-wave symme-
tries. The solid line (µ = 0) separates a BCS regime (µ > 0) from a BEC
regime (µ < 0) on the n× λ plane. . . . . . . . . . . . . . . . . . . . . . . . 33
2.7 Plot of the momentum distribution nk as a function of k = (kx, ky) in the
case of d-wave symmetry for (a) µ = 0.1, (b) µ = 0 and (c) µ = −0.1. Notice
the collapse of the four Dirac points when the chemical potential crosses zero. 35
2.8 Plot of (a) ∂n/∂µ (in units of nmax/2πεFmax) and (b) the electronic compress-
ibility κ = (∂n/∂µ)/n2 (in units of 2π/nmaxεFmax) as functions of particle
density n (in units of nmax/2π) at fixed interaction strength in the case of
d-wave symmetry. Insets: The corresponding quantities in the s-wave case. 36
2.9 Plot of the Fermi surface of a typical metal in k-space undergoing a Lifshitz
transition with (a) P < Pc, (b) P = Pc and (c) P > Pc. Notice the disruption
of a “neck” and the change in topology of the Fermi surface as the critical
pressure Pc is crossed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
vi
2.10 (a) Plot of ∆ρ(T ) ≡ mρ(T )−n (in units of nmax/2π) as a function of temper-
ature T (in units of εFmax) for several carrier densities around n = nc in the
case of d-wave symmetry. (b) Plot of the superfluid density zero-temperature
slope (in units of nmax/2πεFmax) as a function of carrier density n (in units
of nmax/2π) in the case of d-wave symmetry. . . . . . . . . . . . . . . . . . 41
2.11 (a) Sketch of the π/4 Dirac cone in the excitation spectrum of a d-wave
superconductor, intercepted by a plane of constant energy. The projection
of this intersection onto the kx× ky plane constitutes the “solution contour”
indicated in the figure. (b) Vicinity of the π/4 Dirac point on the kx × ky
plane, showing the solution contour and the points k1 and k2 that satisfy
Eki = Ek. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.12 (a) Sketch of the quasiparticle excitation energy surface in k-space for a d-
wave superconductor with µ < 0, intercepted by a plane of constant energy.
The projection of this intersection onto the kx × ky plane constitutes the
“solution contour” indicated in the figure. (b) The solution contour shown
in more detail, together with the only solution k2 of the equation Ek2 = Ek. 48
2.13 (a) Plot of the electronic thermal conductivity K(T ) (in units of εFmax) as
a function of temperature T (in units of εFmax) for several values of particle
density in the case of d-wave symmetry. (b) Plot of the thermal conductivity
zero-temperature slope [dK(T )/dT ]T=0 (dimensionless) as a function of the
particle density n (in units of nmax/2π) for d-wave symmetry. . . . . . . . . 50
3.1 (a) The contour C encloses all the poles ω̃m = i2mπ/β of the Bose function
nB(z) = 1/(e
βz − 1), where the integer m runs from −∞ to +∞. (b) De-
formed integration contour C̃+Γ, which encloses all the poles of the integrand
of Eq.(3.18) but the one at z = cs|q|. . . . . . . . . . . . . . . . . . . . . . . 58
3.2 Berezinskii-Kosterlitz-Thouless (BKT) and mean field (MF) critical temper-
atures (in units of εFmax) as functions of the interaction strength λ (in units
of g−12D) at fixed particle density (n = 1) in the case of d-wave pairing. Inset:
Same quantities as functions of the particle density n (in units of nmax/2π)
at fixed interaction strength. . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.3 Chemical potential and order parameter amplitude (in units of εFmax) at
the critical temperature as functions of the particle density n (in units of
nmax/2π) at fixed interaction strength in the case of d-wave pairing. . . . . 68
4.1 Sketch of the effective potential curves for the free atoms (open channel) and
molecular bound state (closed channel) involved in a Feshbach resonance.
The energy difference ε varies as a function of the detuning, ε ∼ B − BR,
close to resonance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2 Plot of the s-wave scattering length as and of the molecular binding energy
Eb as functions of the externally applied magnetic field B throughout the
Feshbach resonance. Notice the divergence of as as the resonant field BR is
crossed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.3 Sketch of a side view of the one-dimensional optical lattice used as the trap-
ping potential for the fermionic atomic gas. . . . . . . . . . . . . . . . . . . 76
vii
4.4 Plot of the inter-atomic interaction strength λ (in units of g−12D , where g2D is
the two-dimensional density of states) as a function of the binding energy Eb
(in units of εF ) for k0 = 10kF and k1 = kF in the case of Γ(k) = h(k) cos(ϕ).
Inset: The same quantities in the case of Γ(k) = h(k)eiϕ. . . . . . . . . . . 84
4.5 Universal plot (for any magnetic field hz̃) of (a) the chemical potential µ =
µ(hz̃ =0) + gz̃z̃µBhz̃ and (b) order parameter amplitude ∆0 as functions of
the binding energy Eb = Eb(hz̃=0)+2gz̃z̃µBhz̃ (all quantities in units of εF )
for k0 = 10kF and k1 = kF in the spin polarized p-wave case. . . . . . . . . 88
4.6 Plot of the momentum distribution nk as a function of k = (kx, ky) (in units of
kF ) in the spin-polarized p-wave case with Γ(k) = h(k) cos(ϕ) (px-symmetry)
for (a) µ = 0.15, (b) µ = 0 and (c) µ = −0.15 (in units of εF ). Notice the
collapse of the two Dirac points when the chemical potential crosses zero. . 90
4.7 Plot of the momentum distribution nk as a function of k = (kx, ky) (in
units of kF ) in the spin-polarized p-wave case with Γ(k) = h(k)e
iϕ (px+ ipy-
symmetry) for (a) µ = 0.15, (b) µ = 0 and (c) µ = −0.15 (in units of εF ).
Notice the appearance of a cusp in nk when µ crosses zero. . . . . . . . . . 91
4.8 Universal plot (for any magnetic field hz̃) of (a) ∂n/∂µ (in units of k
2
F /4πεF )
and (b) its derivative with respect to Eb as functions of Eb (in units of εF )
in the case of spin-polarized p-wave pairing and k0 = 10kF and k1 = kF . . . 93
4.9 (a) Plot of ∆ρx(T )/T
2 (in units of ε−2F ) as a function of temperature (in
units of εF ) for various values of the binding energy Eb, in the case of the
symmetry function Γ(k) = h(k) cos(ϕ) with k0 = 10kF and k1 = kF . (b)
Zero temperature slope of ∆ρx(T )/T
2 (in units of ε−3F ) as a function of Eb
(in units of εF ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.10 Berezinskii-Kosterlitz-Thouless (BKT) and mean field (MF) transition tem-
peratures (in units of εF ) as functions of the interaction strength λ (in units
of g−12D) in the case of px symmetry. Inset: Same quantities in the case of
px + ipy symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.11 Chemical potential µ and order parameter amplitude ∆0 (inset) evaluated
at T = TBKT as functions of the binding energy Eb (all quantities in units of
εF ) for both px and px + ipy pairing symmetries. . . . . . . . . . . . . . . . 100
4.12 Plots of ∂n/∂µ (in units of k2F /4πεF ) at T = 0 and T = TBKT as function
of the binding energy Eb (in units of εF ) in the case of px symmetry. Inset:
Same quantities in the case of px + ipy symmetry. . . . . . . . . . . . . . . . 101
4.13 Sketch of the density profile of the atomic cloud in the trap as a function
of time. Four photos taken during the cloud expansion are necessary to
determine the isothermal compressibility κexp of the Fermi gas. . . . . . . . 103
B.1 Typical N -step trajectories in space-time that contribute to the path integral.120
viii
D.1 (a) Integration contour C enclosing all the poles of nB(ν); (b) The same
contour after a continuous deformation, enclosing all the poles ν̃j of the
function M(z) in the left and right half planes. (A similar sketch holds
in the fermionic case, except that the poles of nF (ω) would be vertically
displaced by π/β). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
ix
SUMMARY
The problem of the evolution from BCS theory with cooperative Cooper pairing to
the formation and condensation of composite bosons has attracted considerable attention
for the past several decades. It has gained renewed impetus in the mid-eighties with the
discovery of the high-Tc superconductors, which have a coherence length comparable to
the interparticle spacing. More recently, this subject has spurred a great deal of research
activity in connection with experiments involving dilute atomic gases of fermionic atoms.
The initial objective of this work will be to use functional integral techniques to analyze the
low-temperature BCS-to-BEC evolution of d-wave superconductors within the saddle point
(mean field) approximation for a continuum model. Then, the same mathematical formalism
will be applied to the problem of the BCS-to-BEC evolution of fully spin-polarized p-wave
Fermi gases in two dimensions. We find that a quantum phase transition occurs for both
systems as they are driven from the BCS-like regime of weakly interacting fermionic pairs to
the opposite BEC-like regime of strongly interacting bosonic molecules. This is in contrast
to the smooth crossover predicted and observed in systems that exhibit s-wave pairing
symmetry. We calculate several spectroscopic and thermodynamic properties that signal
the occurrence of this phase transition, and suggest some possible experimental realizations.
Finally, fluctuations about the saddle point solution are included in the calculations, and
the effects of such correction are analyzed in the low (T ≈ 0) and high (T ≈ Tc) temperature
limits. We conclude that, at high temperatures, the bosonic degrees of freedom that arise
from two-particle bound states become essential to describe the strong coupling limit, as




1.1 Overview and Survey
Nature has a very peculiar and unexpected behavior at extreme conditions. The general
perception that we have of the world around us, which is the ultimate responsible for
defining what we understand by common sense, is usually based upon the information that
our human senses allow us to extract from nature. However, as it turns out, these senses
have a quite limited range of validity, and only work in a rather special limit that we now
call the “classical” regime. In fact, what modern physics teaches us is that the description
of the world as we learned from Newton and Galileo constitutes a mere approximation to
the actual laws of nature, which is valid only under certain conditions. This description
quickly breaks down as one tries to explain phenomena that fall outside the realm of classical
physics, as for instance when dealing with microscopic length scales or velocities comparable
to the speed of light.
One could say, in quite general terms, that human beings are rather “big” and “slow”
creatures, and that the physical laws that we built from our direct observation of the world
are, consequently, applicable only in the limit of large typical sizes and small velocities. In
fact, classical mechanics becomes inadequate to describe phenomena that occur at very small
length scales, and the more comprehensive formulation provided by quantum mechanics has
to be used instead. As a practical rule, classical laws start to break down when the deBroglie
wavelength of the system, which is negligibly small for macroscopic bodies, becomes of the
same order of magnitude as the typical size of the system. On the other hand, when the
velocities involved in the problem are comparable to the speed of light, the special theory
of relativity has to be invoked in order to accurately explain the dynamics of the system.
One of the most basic paradigms of quantum mechanics, and one that profoundly chal-
lenges our common-sensical principles, is the division of all fundamental particles of nature
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into only two categories. In fact, every single elementary particle in the Universe can be
classified as either a boson or a fermion. Bosons are particles with integer spin, that is, they
have an instrinsic angular momentum which is always an integral multiple of }. Examples
of bosons include photons, phonons, magnons, 4He atoms, etc. Fermions, on the other
hand, are half-integer spin particles, that is, their intrinsic angular momentum can only
assume values which are integer-plus-half units of }. Most of the fundamental particles that
constitute the building blocks of matter, as electrons, protons and neutrons, are fermions.
The quantum mechanical behavior of a composite system is determined by the type and
number of elementary particles it is composed of. A system comprised only of bosons will
also possess bosonic behavior, since the addition of any number of integers always results
in another integer. On the other hand, the overall character of a fermionic system depends
on the particular number of fermions involved, since the summation of half-integer numbers
can result in either an integer or a half-integer. For instance, to tell whether an atom is a
boson of a fermion, one must count the amount of protons, neutrons and electrons making
up that atom. Since these are all spin-1/2 fermions, adding up an odd number of them
will make an atom that is a fermion (half-integer spin), whereas an even total number of
particles will result in an atom that is a boson (integer spin). Clearly, in the particular case
of neutral atoms (Nprotons = Nelectrons), it is the total number of neutrons in the nucleus
that decides whether the overall quantum mechanical behavior of the system will be bosonic
or fermionic.
Another important difference between fermions and bosons is the symmetry of the wave
function describing systems of indistinguishable particles (this is discussed in much more
detail in the Appendix A of this thesis). In fact, not all many-body wave functions that
satisfy Schroedinger’s equation are acceptable representations of quantum mechanical sys-
tems. The wave function describing a system composed of bosons must be symmetric with
respect to the interchange of any two identical particles. On the other hand, fermionic
systems must have anti-symmetric wave functions, meaning that the interchange of any two
fermions in the system must result in the appearence of an overall minus sign. Notice that,








Figure 1.1: Bosonic and fermionic particles occupying the lowest energy levels of a harmonic po-
tential well at zero-temperature. The Fermi energy εF is defined as the energy of the last occupied
quantum state.
an interchange of two particles are still regarded as one and the same state, since an overall
minus sign constitutes simply a global phase. However, these symmetry requirements have
striking consequences on how the available quantum mechanical states are populated by
fermions and bosons. Since bosonic wave functions are completely symmetric under par-
ticle exchange, any number of bosons can occupy a certain quantum state. In fact, if the
temperature of the system is dropped below a certain critical value, the particles will be
pushed en masse into the lowest possible energy state, resulting in a macroscopic occupation
of the ground state known as Bose-Einstein condenstation. On the other hand, the fact that
fermionic wave functions change sign under particle exchange implies that no two identical
fermions can occupy the same quantum state (this would lead to a vanishing wave function).
This is known as the Pauli exclusion principle, which is one of the most important results of
modern physics, and is the ultimate responsible for the stability of matter as we know it. In
the limit of absolute zero temperature, fermions will fill the lowest available quantum states
with exactly one particle per state, resulting in an arrangement known as the Fermi sea. A
schematic view of the zero-temperature occupation of available quantum energy states by
fermions and bosons is shown in Fig. 1.1 in the case of a parabolic (harmonic) potential.
The quantum mechanical behavior of fermions and bosons has been extensively studied
for almost a century now, and the physics of both systems is currently very well under-
stood. Bose-Einstein statistics has been successfully used to predict the occurrence of a
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macroscopic occupation of the ground state, known as Bose-Einstein condensation (BEC),
which manifests itself in many different areas of physics, ranging from condensed matter to
atomic, molecular and optical (AMO) physics. On the other hand, Fermi-Dirac statistics
has also been applied to a broad range of physical problems involving fermionic particles, as
for example electrons in metal, equilibrium of white dwarf stars, band structure of semicon-
ductors, etc. However, as mentioned before, while a system of bosons can only behave as a
boson, a system comprised of fermions can display either a bosonic or fermionic behavior,
depending on the total number of fermions involved. This opens up the exciting possibility
of exploring the connection between the Bose and Fermi statistics in the same physical
system. In fact, it turns out that for most systems that exhibit Bose-Einstein condensation,
it is actually a pair of fermions, rather than a boson, that condenses. This is not surprising,
given that the constituents of visible matter are all spin-1/2 fermions, and a pair of particles
is the smallest number of fermions one can use to create a composite boson. This raises the
question of whether or not it is possible to observe the bosonic degrees of freedom emerge
from the underlying fermionic degrees of freedom. In particular, it would be interesting
to know under exactly what experimental conditions one could expect such an interplay
between Fermi and Bose statistics to become significant.
An answer to this question started to be formulated in the early eighties and, since then,
a great deal of theoretical and experimental effort has gone into trying to understand the
coexistence of bosonic and fermionic degrees of freedom in the same system. The problem
gained further impetus in the late eighties with the discovery of high-critical-temperature
superconductors (high-Tc’s) and, most recently, in the context of cold atomic gases. A
quick discussion of these physical systems, as well as their relation to the problem of the
Fermi-Bose interplay, will be presented in what follows.
1.1.1 High-Tc Superconductors
Superconductivity is a remarkable property possessed by most ordinary metals by which
they loose all measurable traces of electrical resistivity when cooled below a well-defined
critical temperature Tc, which depends on the external magnetic field in which the sample is
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placed. At the same time, currents are set up in the metal in such a way that the magnetic
field vanishes inside the material irrespective of the existence of an applied external field1.
This results in all magnetic field lines being expelled from the bulk of the superconductor,
a phenomenon known as Meissner effect. This superconducting state exists as long as the
temperature is kept below Tc and the external field is sufficiently small.
Although superconductivity was first discovered by Kammerlingh Onnes in 1911 [1],
it was not until 1957 that a successful microscopic theory of the phenomenon was finally
proposed by Bardeen, Cooper and Schrieffer, in what is known today as the BCS theory
[2]. The essence of the microscopic explanation is that a very weak interaction between the
conduction electrons of the metal can, at sufficiently low temperatures, lead to quantum
states characterized by a highly correlated motion of all these electrons. In fact, this con-
clusion was based on a previous result by Cooper [3], who showed that an arbitrarily small
attractive interaction between two electrons above a filled Fermi sea would be sufficient
to create a bound state, resulting in electronic pairs (now known as Cooper pairs) that
could move without resistance in the presence of a driving electric field. The BCS theory
consisted then of a many-body extension of the Cooper problem, in which the ground-state
wave function was constructed from pairs of electrons, and the attractive interaction be-
tween the electrons was assumed to arise from the exchange of phonons (quanta of lattice
vibrations). The vanishing of electrical resistivity in superconductors can be accounted for
by recalling that a Cooper pair, being a combination of two fermions, effectively behaves as
a bosonic “molecule” and, therefore, can undergo Bose-Einstein condensation below some
critical temperature. This way, the superconducting electrons can be described as a highly
correlated matter wave, which is able to propagate without being scattered by the lattice.
The BCS theory was successfully used to explain most of the properties presented by the
superconductor materials known at the time, including the Meissner effect, the existence of
a critical magnetic field, the discontinuity in the specific heat, the appearance of an energy
1The situation is slightly different in the so-called type-II superconductors, where magnetic flux can
penetrate the material as an array of vortices, while the rest of the sample remains in the superconducting
state. This is commonly referred to as the Abrikosov phase.
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gap in the excitation spectrum, among others. Also, the value of the superconducting criti-
cal temperature Tc predicted by BCS was fairly well obeyed by all the so-called conventional
(or low-Tc) superconductors.
However, in 1986, Bednorz and Müller [4] discovered a new class of materials that could
superconduct at temperatures much higher than the ones predicted by BCS (and observed
for metals), which became known as unconventional (or high-Tc) superconductors. Most of
the high-Tc materials known up to date are ceramic compounds, with a typical structure
consisting of copper-oxide layers spaced by atoms of one or more chemical elements, the most
common being barium, yttrium and lanthanum. One of the most striking properties of these
materials, besides their elevated critical temperature, is their extremely short coherence
length (or pair size) ξ0, which is typically two to three orders of magnitude smaller than in
the case of low-Tc superconductors. In fact, these systems have a pair size ξ0 comparable
to the avarage distance k−1F between the charge carriers in the material. Therefore, they
are believed to lie in an interesting intermediate regime between the limit of large and
overlapping Cooper pairs (kF ξ0 À 1) found in the BCS (conventional) superconductors,
and the opposite limit of Bose condensation of composite bosons (kF ξ0 ¿ 1) consisting of
tightly bound fermion pairs. While these two limiting cases are well understood, the study
of the crossover region is still in its infancy. And this is precisely one of the main objectives
of this thesis: to analyze the evolution from the BCS limit of weakly interacting fermionic
pairs to the BEC limit of strongly coupled bosonic dimers in the context of unconventional
superconductivity.
In spite of intense research activity, the physics of high-Tc superconductors is still quite
poorly understood. Therefore, one of the goals of studying the BCS-to-BEC evolution in
these materials is to shed some light on what happens in the intermediate pair size regime
(kF ξ0 ∼ 1) in which these systems are believed to lie, and hopefully gain some further
insight into the mechanism responsible for their high critical temperatures. However, the
challenge is not simply to find a reasonable formula that predicts the uniquely high values
for the superconducting transition temperature in the cuprates. Rather, superconductivity




















Figure 1.2: Phase diagram of temperature vs. doping level for a typical cuprate material.
schematically in Fig. 1.2. One should notice that, depending on the temperature and the
level of doping, the cuprates can be insulators, metals or superconductors. Furthermore,
there exists an optimal carrier concentration (denoted by nopt in the figure) that leads to a
maximum value of the critical temperature.
In the following two chapters, the zero-temperature BCS-to-BEC evolution in super-
conductors that exhibit d-wave pairing symmetry will be studied as a function of carrier
concentration and fixed inter-particle interaction strength. The main result of this study
is that, contrary to the smooth crossover observed in s-wave systems, there is a quantum
phase transition between the BCS and BEC ground states of a two-dimensional d-wave su-
perconductor. The occurrence of this phase transition is demonstrated by the calculation of
several spectroscopic and thermodynamic properties of the system, such as its momentum
distribution, electronic compressibility, superfluid density, and thermal conductivity.
1.1.2 Cold Atomic Gases
The study of ultra-cold atomic systems is a relatively recent area of physics, but experiments
with highly degenerate quantum gases have provided researchers with valuable tools to ex-
plore exotic properties of matter in the extreme quantum mechanical limit. One of the most
important breakthroughs in this field occurred in 1995, when a Bose-Einstein condensate
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was produced for the first time in laboratory using ultra-cold alkali atoms. This experiment
concluded a 15-year long quest for the BEC, which had been initially pursued in a vapor of
spin-polarized Hydrogen atoms, as this system was believed to closely represent the original
concept of Bose and Einstein due to the possibility of attaining extremely weak inter-atomic
interactions. Somewhat later, developments in laser cooling and trapping, together with
improvements in magnetic confinement techniques, allowed the BEC to be achieved in a
vapor of alkali atoms (7Li, 23Na and 87Rb in the first three pioneering experiments).
The successful realization of Bose-Einstein condensation in dilute atomic gases has trig-
gered a great deal of activity in trying to cool fermionic atoms to quantum degeneracy.
As discussed previously, one of the most appealing aspects of such experiments is the pos-
sibility of accessing the interplay between Fermi and Bose statistics in the same system.
Several groups have already been able to reach Fermi degeneracy in atoms of 40K and 6Li
by cooling the gas to temperatures down to a fraction of the Fermi temperature, using trap-
ping and cooling techniques similar to those employed in the production of BECs. These
systems present a unique opportunity to create well-controlled and accessible environments
in which the strength of the inter-particle interaction can be varied with extreme precision
by means of so-called Feshbach resonances. Such resonances occur when the energy of two
free colliding atoms becomes degenerate to the energy of a weakly bound molecular state,
which can be accomplished by varying the intensity of an externally applied magnetic field.
The field dependence of the resonance allows precise tuning of the atom-atom interaction,
which is usually characterized by a single parameter, the s-wave scattering length as. This
mechanism constitutes a key ingredient in the recent experiments with degenerate Fermi
atoms.
One of the main goals of ultracold gas research is to use this ability in controlling the
interaction strength to drive the system continuously from a BCS-type limit of large and
overlapping pairs of weakly attracting atoms in momentum space, to an opposite BEC
regime of tightly bound and strongly interacting bosonic molecules. This BCS-to-BEC
crossover from BCS-type superfluidity to Bose-Einstein condensation, which is schematically








Figure 1.3: Schematic picture of the BCS (ξ0 À k−1F ) and BEC (ξ0 ¿ k−1F ) regimes, where ξ0 and
k−1F are the typical coherence length (pair size) and inter-particle spacing, respectively.
with cold atoms became possible, specially in connection with high-Tc superconductivity.
In fact, in a seminal paper of 1980 [5], Tony Leggett suggested that these two pictures
were but limiting cases of a more general theory, the difference between them being simply
how strongly the fermions attract each other. In this more general picture, the fermionic
and bosonic degrees of freedom are expected to play equally important roles in the region
of intermediate interaction strengths, whereas only the fermionic (bosonic) nature of the
particles dominates the behavior of the system as the limit of weak (strong) coupling is
approached.
1.2 Outline of the Thesis
The remaining of this thesis is organized as follows. Chapter II is dedicated to the discussion
of a possible quantum phase transition in the BCS-to-BEC evolution of d-wave supercon-
ductors as a function of carrier concentration in two dimensions. The functional integral
technique, which is the main mathematical tool used in this work, will be presented in this
chapter. It will be applied to the derivation of the finite-temperature BCS equations of su-
perconductivity, which will be shown to be merely saddle point (mean field) approximations
to a more general and complete formulation. Then, in Chapter III, Gaussian fluctuations
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about this saddle point solution will be included in the calculation, and the effect of this
correction on the description of the system at low (T ≈ 0) and high (T ≈ Tc) temperatures
will be analyzed. Finally, in Chapter IV, the same formalism will be applied to the study
of a completely different physical system, namely, cold gases of spin-polarized fermionic
atoms that exhibit p-wave pairing symmetry. We will argue that, contrary to what has
been predicted (and observed) for s-wave gases, a quantum phase transition should occur
as the inter-atomic interaction strength (characterized by the two-body bound state energy)
is varied between the BCS (weak coupling) and BEC (strong coupling) regimes in the case
of two-dimensional p-wave systems.
Four appendices are provided at the end of the thesis. The first one presents some fun-
damentals of the theory of second quantized operators. It constitutes a rather elementary
treatment of the subject, and should be skipped by those already familiar with this formal-
ism. Appendix B introduces the Feynman path integral technique, which is discussed in
enough detail to make it accessible even to those completely unacquainted with the method.
It also serves as a reference to the more powerful functional integral technique presented
in Appendix C. A detailed discussion of bosonic and fermionic coherent states, which is
pre-requisite to understanding functional integration, is also included in this appendix. Fi-
nally, Appendix D contains an overview of Matsubara sums, which appear frequently in
finite temperature field-theoretical calcualtions, and are used several times in this work.
The bibliographic references for all the thesis are listed on the final pages.
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CHAPTER II
BCS-TO-BEC EVOLUTION IN D-WAVE
SUPERCONDUCTORS
2.1 Introduction
The problem of the evolution from the BCS regime of large overlapping Cooper pairs to the
BEC regime of tightly bound bosonic molecules has attracted the attention of researchers
for many years. In particular, it has drawn renewed interest since the beginning of the last
decade, due to the discovery of high critical temperature superconductors. The relationship
between these two problems comes from the fact that the coherence length (or pair size)
ξ0 for the high-Tc materials is comparable to their average interparticle spacing (mean dis-
tance between charge carriers). In fact, the dimensionless parameter kF ξ0 was estimated
to be as small as 10 for La1.85Sr0.15CuO4, and approximately 5 for YBa2Cu3O7 [6], in clear
contrast to the traditional BCS superconductors, that have kF ξ0 ∼ 103 − 104. This led to
the suggestion that the high-Tc compounds are in the intermediate regime between Cooper
pairs and composite bosons, which prompted further investigation of the transition region
in order to better understand the physics behind the behavior of those materials. Neverthe-
less, despite years of intense experimental and theoretical activities, the development of a
consistent theory of high-Tc superconductivity is still lacking, and the explanation of most
of the properties of these materials remains an open and important problem.
One of the earliest attempts to study the BCS-to-BEC evolution was made by Eagles [7],
who used BCS theory to explain some experimental results on superconductivity in Zr-doped
SrTiO3 at low carrier concentrations [8]. Assuming a constant attraction between electrons,
the author numerically solved the simultaneous equations for the BCS order parameter ∆0
and chemical potential µ at T = 0 for varying carrier concentrations. He also calculated the
BCS critical temperature Tc as a function of carrier density, and discussed the possibility
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that, at low concentrations, Tc might be better interpreted as a pairing temperature rather
than as a superconducting transition temperature. The author then concluded that, in the
case of three-dimensional systems, there is a critical value of the electron-electron interaction
below which the BCS-to-BEC crossover does not occur. However, for two-dimensional films,
he found that pairing without superconductivity might be attainable for any attractive
interaction, due to the possibility of approximating the density of states by a constant
when all carriers are in the lowest quantum state with respect to motion in the direction of
the thickness.
The next step toward a better understanding of the BCS-to-BEC evolution was probably
taken by Leggett [9]. Motivated by the problem of Cooper pairing in superfluid 3He, the
author used the variational ground-state wavefunction approach to study a simple model
of fermions interacting via an isotropic (s-wave) attractive potential. He considered the
case of three-dimensional systems at T = 0, and used the dimensionless parameter 1/kFa`,
where a` is the two-body scattering length and kF is the Fermi momentum, as a measure
of the effective interaction strength between the electrons. He then found that the point
1/kFa` = 0, which corresponds to the onset of a two-body bound state formation, separates
a BCS ground state of overlapping Cooper pairs (1/kFa` → −∞) from a Bose ground
state of diatomic molecules (1/kFa` → +∞). However, he showed that this crossover
happens smoothly as a function of interaction strength for an s-wave potential, and no
phase transition occurs when the system is driven from one limit to the other.
Later on, the problem of the BCS-to-BEC evolution was studied by Nozières and
Schmitt-Rink [10], who also considered a three-dimensional system of attractive fermions,
but used a separable s-wave interparticle potential in k-space. They analyzed both the
continuum and lattice models, the latter being tackled via the attractive Hubbard model
with nearest-neighbor hopping. By using a diagrammatic technique, the authors also cal-
culated the contribution from pair fluctuations to the thermodynamic potential, which led
to a generalization of Leggett’s results to finite temperatures. They obtained a transition
temperature Tc (including effects of fluctuations in the order parameter) which evolved
smoothly as a function of the attractive coupling from the BCS to the Bose limit, thus
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concluding that there is no phase transition in the evolution from weak to strong coupling
superconductivity in the case of s-wave interaction.
Many other theoretical papers that followed these three pioneer works investigated the
BCS-to-BEC evolution in different contexts and situations. Sá de Melo et al [11] applied
functional integral techniques to a system of fermions interacting via a zero-range (contact)
s-wave potential in three dimensions. They showed that the mean field results become
increasingly inadequate to describe the normal state properties of the system as the cou-
pling increases. By including Gaussian fluctuations about the saddle point solution, they
calculated the transition temperature Tc valid for all coupling, and described the evolution
of the collective modes at zero temperature.
In Ref. [12], Andrenacci et al studied a three-dimensional continuum model of fermions
interacting via a separable s-wave potential. They also examined the BCS-to-BEC evolution
problem in a two-dimensional lattice by solving the extended Hubbard model for both s-
and d-wave pairing. The issue of anisotropic superconductors was taken up by Wallington
and Annett [13], who used functional integral techniques to study the case of mixed (s and
d) symmetry states on a quasi-two-dimensional lattice at finite temperatures. More recently,
Duncan and Sá de Melo [14] analyzed the spectroscopic and thermodynamic properties of
d-wave superconductors within the saddle point (mean field) approximation for a continuum
model in two dimensions, while Loktev and Turkowski, in a review paper [15], considered
various types of indirect boson-exchange attractive interactions in two dimensions at T = 0.
Several different techniques were applied to the theoretical study of the BCS-to-BEC
evolution. For example, in Ref. [16], a two-dimensional system of attractive fermions in the
singlet d-wave channel was analyzed via a statistical Ginzburg-Landau theory. A study of
the T = 0 collective mode spectrum of the two- and three-dimensional attractive Hubbard
model was performed in Ref. [17] using a generalized random phase approximation (RPA)
formulation. This same model was examined in Ref. [18] via quantum Monte-Carlo simu-
lations in two dimensions, while its normal phase was analyzed within the dynamical mean
field theory (DMFT) framework in Ref. [19]. Finally, a diagrammatic technique based on
repeated Fourier transformation of the Green’s functions of the system was used in Ref. [20]
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to study three-dimensional interacting Fermi systems in the BCS-to-BEC crossover region.
The discovery of high-Tc superconductors has also spurred a great deal of experimental
activity to investigate the transition from BCS superconductivity to Bose-Einstein conden-
sation. One of the most important issues associated with the cuprate materials consists
in the determination of the symmetry of the order parameter. Although a variety of ex-
periments have shown that hole-doped cuprates possess a predominantly d-wave gap, there
is evidence that pure s-wave pairing or even mixed s + id symmetries can exist in some
materials at certain doping levels [21]. In Ref. [22], scanning tunneling spectroscopy studies
on YBa2Cu3O7 revealed a crossover from d-wave pairing in the underdoped limit to s+ id-
wave pairing in the overdoped limit, whereas in Ref. [23], a d- to s-wave pairing transition
was observed on Pr2−xCexCuO4−y and Nd2−xCexCuO4−y via magnetic penetration depth
measurements.
A major challenge to the study of the BCS-to-BEC evolution in condensed matter sys-
tems is the precise manipulation of the carrier concentration without doping. One promising
solution (despite some sad recent events [24] that decelerated further developments in the
area) is presented by the field effect transistors (FETs), by means of which the charge den-
sity of some high-Tc oxide superconductors can be tuned by the application of an external
electric field, inducing a reversible insulator-superconductor quantum phase transition [25].
Since most of the properties of the high-Tc materials are doping dependent, the possibility of
driving the system from high to low densities at the turn of a knob becomes very appealing.
Furthermore, the advantages of this procedure over chemical doping are obvious, since it
makes unnecessary to prepare a new sample for each different data point in the experiment,
not to mention other spurious effects (such as disorder) that could be otherwise introduced
by the doping atoms.
Although there has been a vast amount of theoretical and experimental research dedi-
cated to the subject of the BCS-to-BEC evolution, not much has been done in relation to
d-wave superconductivity in continuum models and, in particular, to the analysis of fluc-
tuations in the order parameter about the saddle point (mean field) solution in the case of
anisotropic pairing. Therefore, in this chapter, our functional integral formulation of the
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BCS-to-BEC problem in two-dimensional d-wave superconductors will be presented. We
study spectroscopic properties (excitation spectrum and momentum distribution), thermo-
dynamic quantities (electronic compressibility and superfluid density) and transport prop-
erties (thermal conductivity) as functions of both carrier density and interaction strength.
Anticipating some of the results to be shown next, we find that a quantum phase transi-
tion occurs when the chemical potential crosses the bottom of the band, which leads to a
logarithmic singularity in the compressibility at a critical concentration for fixed interac-
tion (or at a critical interaction for fixed concentration) and to non-analytic behaviors of
temperature derivatives of the superfluid density and thermal conductivity. The analysis of
Gaussian fluctuations about the saddle point solution will be deferred to the next chapter.
The remaining of this chapter is organized as follows. In Section 2.2, the Hamiltonian of
the system is described, and an approximate expression for interaction potential is derived.
In Section 2.3, the functional integral analysis of the BCS-to-BEC evolution is performed,
and the order parameter and number equations are obtained at the saddle point level
of approximation. Then, in Section 2.4, our approach to the solution of these equations
via numerical methods is outlined, and all our results for the relevant properties of d-
wave superconductors across the BCS-to-BEC transition region are presented and discussed.
Finally, in Section 2.5, our conclusions are summarized.
2.2 Hamiltonian and Interaction Potential
We study a two-dimensional continuum model of attractive fermions of mass m and density












where bkq = ψ−k+q/2,↓ψk+q/2,↑ is the pairing operator and εk = k
2/2m is the free-particle
dispersion relation, and we have used } = 1. The interaction described by the second term
in this Hamiltonian is shown schematically in Fig. 2.1, which represents the scattering of
two electrons with opposite spins and total momentum q (conserved in the process).
We now explain in some detail how an approximate expression for the electron-electron
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Figure 2.1: Scattering of two electrons with opposite spins and total momentum q.







where φ = arccos(k̂ · r̂) and J`(kr) is a Bessel function of order `, into the matrix element
Vkk′ of the interaction potential in k-space. This leads to






where θkk′ = arccos(k̂ · k̂′) is the angle between the vectors k and k′. The k-dependent
coefficients V
(`)








where the index ` labels angular momentum states in two spatial dimensions, with ` =
0,±1,±2, . . . corresponding to s, p, d, . . . channels, respectively.
It is instructive to analyze the behavior of V
(`)
kk′ in the limits of large and small k. In the
long wavelength limit (k → 0), one can show that the dependence of the potential on k and
k′ becomes exactly separable. In fact, for kr ¿ 1 and k′r ¿ 1, the following asymptotic
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`(k′)`, with the coefficient C` dependent only on the particular
choice of the real space potential. In the opposite limit of short wavelengths (kr À 1 and
k′r À 1), the k and k′ dependences of the potential will not be as simply separable as in the
long wavelength limit. In fact, one can follow the same procedure and use an asymptotic













, for xÀ 1, (2.7)
in the equation for the coefficients V
(`)























which is clearly not separable. In fact, V
(`)
kk′ mixes different values of k and k
′, and shows an
oscillatory behavior dependent on the exact form of V (r), with a decaying envelope that is
always proportional to k−1/2(k′)−1/2.
A possible choice of the real space potential that captures the essence of the interparticle
interactions, but at the same time is simple enough to allow analytic manipulations, is given
by
V (r) = V1Θ(R1 − r) + V0Θ(r −R1)Θ(R0 − r), (2.9)
which is plotted in Fig. 2.2. This potential is repulsive at short distances r < R1, attractive
at intermediate distances R1 < r < R0, and vanishes for r > R0, provided that V1 > 0
and V0 < 0. This class of potentials also includes as particular cases the delta-function
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interaction with zero range (V1 → −∞, V0 = 0 and R0 = R1 = 0) and the purely attractive
potential with range R0 (V1 < 0, V0 = 0 and R0 = R1). Using this as the real space












(V1 − V0)R2`+21 + V0R2`+20
]
. (2.10)
Under these circumstances, it is generally not possible to find an interaction potential
whose k and k′ dependences are always exactly separable. Nevertheless, we choose to study
an interaction that contains most of the general features described above. For this purpose,
we use the following separable function in k-space,
Vkk′ = −λΓ(k)Γ(k′), (2.11)
where λ > 0 is the interaction strength, and Γ(k) is defined as
Γ(k) = h(k) g(k̂). (2.12)







controls the range of the interaction, with R0 ∼ k−10 playing the role of the interaction
range, and k1 setting the scale at low momenta. Notice that the constants k0 and k1 are
not momentum cutoffs, but merely set the scales in the short and long wavelength limits.
This function indeed reduces to h(k) ∼ k` for small k, and behaves as h(k) ∼ k−1/2 for
large k, which guarantees the correct behavior expected for V
(`)
kk′ according to the previous
analysis. The angular function g(k̂), which depends only on the direction of the vector k,
is obtained by retaining only the ±` terms in Eq.(2.3), which results in
g(k̂) = cos(`ϕ), (2.14)
where ϕ is the momentum angle in polar coordinates. Physically, this amounts to isolating
only the contribution from the `th angular momentum channel to the scattering process
responsible for the interaction between the electrons. In particular, in the case of d-wave
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In the limit of small momenta, this approach is identical to the T -matrix formalism [9],
but has the added advantage of making unnecessary to introduce a scattering length as a
relevant parameter, which can be quite problematic in two dimensions [26].
2.3 Effective Action and Saddle Point Equations
In this section, we begin the analysis of the functional integral formulation of the BCS-
to-BEC crossover problem in d-wave superconductors. This technique consists of a very
powerful field-theoretical tool, which has been vastly applied to numerous problems in
the areas of quantum many-body systems and strongly-correlated particles. For those not
familiar with the method, a detailed review has been provided in Appendix C of this thesis,
which is mostly based on Ref. [27]. A more advanced reference is Popov [28], which also
considers many applications to physical systems.
Roughly speaking, the method of functional integration consists in a generalization of
the Feynman path integral, in which the grand-canonical partition function of a system
is written in terms of integrals over fermionic or bosonic coherent states, instead of the
usual momentum and position eigenstates. And since the coherent states form a basis of
eigenvectors of the annihilation operators in Fock space, this technique provides a suitable
framework to treat general many-particle Hamiltonians expressed in second quantized form.
Furthermore, one of the merits of this approach is that, in addition to recovering previously
known results within a single formalism, one is able to go beyond and gain further insight
into the physics of the problem. In particular, by including fluctuations about the saddle
point solutions, the method leads to the determination of the collective modes of the system,
which become extremely important at finite temperatures. In the present case, for example,
the functional integral formulation will not only lead to the derivation of the BCS equations
of superconductivity, but will also allow us to go beyond the mean field solutions and study
the corrections to these equations due to Gaussian fluctuations.
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For a fermionic system in equilibrium with both a particle and a thermal reservoir, the
grand-canonical partition function can be written as a functional integral over the Fermi




D[ψ†, ψ] e−S[ψ†,ψ], (2.16)
where the constraint ψ(0) = −ψ(β) implies that the integration is over fermionic (Grassman)










ψ†kσ(∂τ − µ)ψkσ +H(ψ†, ψ)

 , (2.17)
where µ is the chemical potential and β = T−1, where T is the temperature. We adopt a
system of units in which kB = } = 1.
Before proceeding, it is convenient to express the Hamiltonian in a slightly different
way. Using the separable form of the interparticle potential, Vkk′ = −λΓ(k)Γ(k′), one can















Using these expressions in Eq.(2.17), and then plugging the action back into Eq.(2.16), the


















where the definition ξk = εk − µ was used.
This expression can be further simplified by means of the so-called Hubbard-Stratonovich
transformation, which consists in introducing an auxiliary field φq(τ) which couples to ψ
†ψ†.
This procedure renders the action quadratic in the fermion fields, enabling one to integrate
out the fermionic degrees of freedom. In the present case, this transformation can be
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implemented by rewriting the second exponential in the integrand of Eq.(2.20) in terms of
























Substituting this relation back into the equation for the partition function, swapping the
bosonic and fermionic functional integrations, and using the definition Eq.(2.19) of ζq in












































In order to cast this expression in a more convenient way, the integrand of the fermionic
functional integral can be written in matrix form. In order to do so, two properties of the
Fermi field ψkσ have to be used:
(i) Anti-commutation relation: {ψ†kσ(τ), ψk′σ(τ)} = δkk′ .












(ii) Imaginary-time boundary condition: ψkσ(β) = −ψkσ(0).
















1Such Gaussian integrals are also discussed in Appendix C.
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Finally, as mentioned before, the introduction of the Hubbard-Stratonovich field allows the
integral with respect to the fermionic variables to be performed. In fact, the functional
integration over the ψ-field in Eq.(2.26) can be evaluated exactly by means of a Gaussian
integral for Grassman variables, resulting simply in detG−1k,k′(τ). Plugging this result back
into Eq.(2.26), and using the fact that, for an arbitrary matrix A,
ln(detA) = tr(lnA), (2.29)
the grand-canonical partition function of the system can be written only in terms of the
bosonic field φ as
Z =
∫
D[φ∗, φ] e−Seff [φ∗,φ], (2.30)
with the effective action Seff [φ


















where the notation Tr indicates not only the trace over matrix elements, but also over






2.3.1 Order Parameter Equation
As discussed earlier, one of the advantages of the functional integral formalism is that it
allows the recovery of some known results within the same framework. In fact, the BCS order
parameter equation can be immediately derived from the effective action obtained above by
considering a static and uniform saddle point φk(τ) = ∆0 of the functional integral given

























and applying the stationarity condition to the effective action Seff [φ




























The evaluation of the integral over τ in this equation can be substantially simplified by
Fourier transforming from time τ to Matsubara frequencies ωn. This transformation results
in the replacement of the integral by a so-called Matsubara sum over ωn. These frequency (or
Matsubara) sums, which are very common in many-body physics calculations, are discussed
in the Appendix D of this thesis, and are treated in more detail in Ref. [29]. The matrices
Gk,k′(τ) and G
−1















where G−1k,k′(iωn) can be obtained from G−1k,k′(τ) by simply replacing ∂τ → −iωn, such that






























k is the quasiparticle excitation energy, where ∆k = ∆0Γ(k)
plays the role of the order parameter function. Fourier transforming Eq.(2.34) to Matsubara
frequencies, using the matrices Gk,k′(iωn) and G−1k,k′(iωn), and performing the necessary












Finally, the remaining Matsubara sum over ωn can be evaluated with the help of the fol-















leading to the well-known [30] order parameter equation for the case of a separable inter-















The BCS equation for the number of charge carriers in the system can also be obtained from
this functional integral formalism at the saddle point level of approximation. The starting
point of this calculation is the saddle point approximation for the grand-canonical partition
function, which can be shown to be
Z0 = e−Seff [∆0], (2.40)
where Seff [∆0] is obtained from the effective action Seff [φ
∗, φ] derived above by taking
φk(τ) = ∆0δk,0. The resulting thermodynamic potential, Ω0 = −β−1 lnZ0 = Seff [∆0]/β,






































where the matrix G
(0)−1
k,k′ (τ) can be derived from G
−1
k,k′(τ) through the same procedure of
taking φk(τ) = ∆0δk,0. Using Eq.(2.33) to work out the derivative of the logarithm of a
matrix, applying Eq.(2.35) to perform the Fourier transformation from time to Matsub-















Performing the frequency sum, this finally becomes the BCS number equation, which is


















Instead of proceeding with the functional integral analysis of the problem, the remaining
of this chapter will be dedicated to the presentation and discussion of the results that can be
obtained at the saddle point level of approximation. In what follows, the zero-temperature
order parameter and number equations will be solved numerically for ∆0 and µ as functions
of carrier density and interaction strength, and some spectroscopic and thermodynamic
properties of d-wave superconductors in the BCS-to-BEC crossover region will be examined.
The analysis of fluctuations about the saddle point solution, as well as finite temperature
corrections, will be postponed to the next chapter.
2.4 Numerical Calculations
When solving a problem via numerical methods, one always has to deal beforehand with
the issue of the scaling of variables. Since real quantities and parameters are usually cum-
bersome to manipulate with a computer, one has to devise a conversion scheme that allows
standard physical values to be represented as simple and manageable numbers.
The scaling scheme we adopted in all calculations presented in this chapter is based on
the diluteness condition, that is, the assumption that the BCS-to-BEC evolution can be
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safely analyzed provided that the system is dilute enough (k2F ¿ k20), i.e., the square of
the interparticle spacing (∼ k−1F ) is much larger than the square of the interaction range
(∼ k−10 ). This condition implies that there must be a maximum density nmax above which
the distances between particles become comparable to the potential range, and the system
ceases to be dilute. And since the carrier density n and the Fermi momentum kF are related
via n = k2F /2π, this leads to a maximum Fermi momentum of kFmax =
√
2πnmax. Therefore,















such that ε̃k = k̃
2. Therefore, the chemical potential and order parameter will be replaced
by the scaled variables µ̃ = µ/εFmax and ∆̃k = ∆k/εFmax , respectively, such that the dimen-










(k̃2 − µ̃)2 + ∆̃2
k̃
. (2.48)
The next step is to rewrite the saddle point equations derived in the last section in
dimensionless form. The summations over k can be converted into two-dimensional integrals












where L2 is the two-dimensional “volume” of the system. After appropriately scaling all
variables in Eq.(2.44), the zero-temperature number equation can be written in terms of
the dimensionless density ñ as

















Meanwhile, starting with Eq.(2.39) and following the same procedure, the order parameter

















(k̃2 − µ̃)2 + ∆̃20Γ2(k̃)
, (2.51)
where g2D = mL
2/2π is the density of states in two dimensions (number of available states
per unit energy and per spin degree of freedom). Clearly, the scaling factor εFmax remains
a free parameter of the theory, and can be used afterward to fit our results to the specific
material that the theory is being used to model. In particular, this number can be esti-
mated from experimental data regarding the maximum density of charge carriers nmax in
the system, which itself can be inferred from the doping level together with geometrical
information about the structure of the material.
A note of caution is in order here: in the following sections, the tilde over the scaled
variables will be dropped for the sake of notational simplicity, but the scaling scheme dis-
cussed above will be implicit in our calculations, and all quantities are to be understood as
their dimensionless counterparts.
2.4.1 Chemical Potential and Order Parameter Amplitude
The scaled saddle point equations (2.50) and (2.51) derived in the previous section determine
the carrier density n and the interaction strength λ as functions of the chemical potential µ
and the order parameter amplitude ∆0. However, they can also be inverted in such a way
that, given fixed values of n and λ, they uniquely determine a pair (µ,∆0). Therefore, the
BCS-to-BEC evolution can be studied either as a function of density (at fixed interaction
strength) or as a function of coupling (at fixed density).
We consider first the case where λ is fixed and the quantities µ and ∆0 are calculated for
varying n. The parameter k0 (see Eq.(2.13)) is chosen to be equal to 10, which is consistent
with the diluteness condition discussed above, and the parameter k1 is made equal to k0 for
simplicity. The numerical solutions for the chemical potential µ and the order parameter
amplitude ∆0 are shown in Fig. 2.3 for λ = 8.0019 and k0 = k1 = 10 as functions of the
carrier density n. The insets represent the same quantities in the case of s-wave symmetry.
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Figure 2.3: (a) Chemical potential µ and (b) order parameter amplitude ∆0 (in units of εFmax) as
functions of density n (in units of nmax/2π) at fixed interaction strength λ = 8.0019 (in units of
g−12D) for the case of d-wave symmetry. Notice that the chemical potential changes sign at n = 1.
Insets: The same quantities in the case of s-wave symmetry (λ = 0.30703).
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The first relevant thing to observe is the presence of a kink in both the chemical potential
and order parameter amplitude when the carrier density crosses n = 1. This kink is in fact
a plateau on the graphs of µ and ∆0, that is, it represents a region of zero derivative with
respect to n, and happens at a certain critical value n = nc = 1. One can actually show that,
for d-wave symmetry and fixed interaction, µ(n) and ∆0(n) have continuous first derivatives
with respect to n, but their second derivatives are discontinuous at n = nc. Furthermore,
this discontinuity happens exactly when the chemical potential changes sign, which can be
interpreted as indicative of the appearance of a two-body bound state. As shown later, this
behavior will have important consequences to the electronic compressibility of the system,
which is related to ∂n/∂µ and, therefore, diverges at n = nc.
On the other hand, this feature is not observed for s-wave symmetry (` = 0), which is
shown on the insets of Fig. 2.3. In this case, both µ(n) and ∆0(n) are smooth functions
of n, and both their first and second derivatives with respect to the carrier density can be
shown to be always continuous.
We next analyze the BCS-to-BEC evolution at constant carrier density and varying
interaction strength. We fix n = 1 and calculate µ(λ) and ∆0(λ) using the same method
of numerically inverting the saddle point equations in order to obtain a unique pair (µ,∆0)
for given values of n and λ. Our results are shown in Fig. 2.4 for k0 = k1 = 10 in the
d-wave case, together with the corresponding s-wave results (insets). As expected, both
quantities still exhibit a kink at a certain critical value of the interparticle interaction
strength λ = λc = 8.00191, which is actually even more pronounced in this case than
on the plots of µ and ∆0 as functions of n. This feature is again absent from the s-
wave plots, in which µ and ∆0 are smooth for all λ. Analogously, in the case of d-wave
symmetry, the functions µ(λ) and ∆0(λ) can be shown to have continuous first derivatives
and discontinuous second derivatives with respect to λ. On the other hand, both the first
and second derivatives of these functions with respect to λ are continuous in the s-wave
case.
These results indicate a fundamental difference in the behavior of the d-wave system
in comparison to the corresponding s-wave case. This suggestion will be further confirmed
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Figure 2.4: (a) Chemical potential µ and (b) order parameter amplitude ∆0 (in units of εFmax)
as functions of the interaction strength λ (in units of g−12D) at fixed carrier density n = 1 (in units
of nmax/2π) for the case of d-wave symmetry. Insets: The same quantities in the case of s-wave
symmetry.
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in the next sections by calculations of the quasiparticle excitation spectrum, momentum
distribution and electronic compressibility, which show that the µ = 0 point is indeed special
to the physics of d-wave superconductors, and separates a gapless spectrum at µ > 0 from
a fully gapped spectrum at µ < 0.
2.4.2 Phase Diagram and Quasiparticle Excitation Spectrum
The first important spectroscopic quantity to be analyzed is the single-particle excitation






where ξk = εk − µ and ∆k = ∆0Γ(k). For µ > 0, including the BCS limit, the d-wave
excitation spectrum is gapless at kµ ≡ √µ along the special directions ϕ = {±π/4,±3π/4}.
In other words, the quasiparticle excitation energy has nodes at these particular locations
in k-space called Dirac points, near which Ek disperses linealy with momentum. When µ
reaches zero, the minimum value of the energy gap occurs at the single point k = 0 and
is given by Ek=0 = |∆k=0| = ∆0Γ(k = 0), which also vanishes due to the k2 dependence
of the function Γ(k) for d-wave symmetry. In this case, the excitation spectrum behaves
quadratically for small momenta at any given angle ϕ, since ∆k ∼ ∆0k2 cos(2ϕ) and εk = k2.
The shrinking of the energy gap to zero at k = 0 is a consequence of the diminishing pairing
interaction for µ → 0. Finally, as soon as µ < 0, including the BEC limit, a full gap in
the excitation spectrum appears, but the minimum gap remains at k = 0 with the value
Ek=0 = |µ| > 0. Thus, the µ = 0 line separates a gapless d-wave superconductor (µ > 0)
from a fully gapped d-wave superconductor (µ < 0), as illustrated in Fig. 2.5 by the plots
of ±Ek as a function of k for three different values of µ. Notice the collapse of the four
Dirac cones to the single point k = 0 and the appearance of a full gap to the addition of
quasiparticles at µ = 0.
It is important to point out that the behavior of the excitation spectrum for s-wave
systems is completely different from the one described above, and the point µ = 0 does not
separate a gapless from a gapped regime. In fact, for µ > 0, the excitation spectrum in this
case has a gap Ekµ = |∆kµ | at k = kµ for any angle ϕ. When the chemical potential becomes
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Figure 2.5: Plot of ±Ek as a function of k for (a) µ > 0, (b) µ = 0 and (c) µ < 0. Notice the
collapse of the Dirac cones to the point k = 0 that occurs at µ = 0.
negative towards the BEC limit, the energy gap has a minimum at k = 0, but remains




. Therefore, the excitation spectrum is
always gapped for all values of µ in the case of s-wave symmetry.
The carrier density versus interaction strength phase diagram for this system can be
constructed by making µ = 0 and solving the (dimensionless) saddle point equations (2.50)
and (2.51) for n (and ∆0) given a certain value of λ. This leads to the results plotted in
Figs. 2.6-a (d-wave case) and 2.6-b (s-wave case), where the solid line corresponds to the
loci of points on the n× λ plane at which µ = 0.
The most striking conclusion that can be drawn from these graphs is the fact that, at low
enough densities, an s-wave system can have a negative chemical potential for arbitrarily
small interactions. This implies that the appearance of a two-body bound state in this case
can occur for any coupling. On the other hand, the low density limit of a d-wave system
is qualitatively different, since the chemical potential does not become negative below a
certain value of the interparticle interaction (which was found to be exactly λmin = 8).
This indicates that the appearance of a two-body bound state in a two-dimensional d-wave
system requires a finite coupling, which is similar to the situation found in three-dimensional
systems with isotropic coupling, as originally pointed out by Eagles [7] and further confirmed
by Engelbrecht et al in the case of a contact s-wave interaction potential [31].
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Figure 2.6: Phase diagram of carrier density n (in units of nmax/2π) versus interaction strength
λ (in units of g−12D) in the case of (a) d-wave and (b) s-wave symmetries. The solid line (µ = 0)
separates a BCS regime (µ > 0) from a BEC regime (µ < 0) on the n× λ plane.
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2.4.3 Momentum Distribution and Electronic Compressibility
We next analyze the behavior of the momentum distribution nk for a d-wave superconductor













1− εk − µ√
(εk − µ)2 +∆2k

 . (2.53)
In Fig. 2.7, we show three-dimensional plots of the momentum distribution as a function of
k = (kx, ky) for three different values of µ, together with the corresponding contour plots.
The important feature that one should notice is the presence of four Dirac points along the
special directions ϕ = {±π/4,±3π/4} and k = kµ. When the chemical potential crosses
zero, these points collapse at k = 0 and the momentum distribution becomes discontinuous
for low k, which is accompanied by the appearance of a full gap in the quasiparticle excitation
spectrum as soon as µ < 0, as discussed previously.
This massive rearrangement of the momentum distribution at µ = 0 has a dramatic
effect on the isothermal electronic compressibility of the system, which is defined as

















where n = N0/L
2 is the particle density. At zero temperature and constant coupling, the
compressibility κ(n) diverges logarithmically in the d-wave case at the critical density nc = 1
(which corresponds to µ = 0), as shown in Fig. 2.8. In fact, in the immediate vicinity of
n = nc, the compressibility can be written as
κ ≈ −γ1 ln |1− n/nc|+ γ2, (2.55)
with the coefficient γ1 depending only on the sign of µ (notice the asymmetric behavior of
κ around n = nc). This result is not very surprising, given that a full gap to the addition
of quasiparticles suddenly appears in the excitation spectrum when the chemical potential
crosses zero, leading to the divergence of ∂n/∂µ at n = nc. This suggests the existence

































































Figure 2.7: Plot of the momentum distribution nk as a function of k = (kx, ky) in the case of d-wave
symmetry for (a) µ = 0.1, (b) µ = 0 and (c) µ = −0.1. Notice the collapse of the four Dirac points
when the chemical potential crosses zero.
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Figure 2.8: Plot of (a) ∂n/∂µ (in units of nmax/2πεFmax) and (b) the electronic compressibility
κ = (∂n/∂µ)/n2 (in units of 2π/nmaxεFmax) as functions of particle density n (in units of nmax/2π)
at fixed interaction strength in the case of d-wave symmetry. Insets: The corresponding quantities
in the s-wave case.
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a suggestion that will be further confirmed by the calculation of other properties of these
systems. On the other hand, the electronic compressibility of s-wave systems is always a
smooth function of n, and does not present any anomalous behavior in the vicinity of µ = 0,
as shown in the insets of Fig. 2.8. This is also an expected result, since the ground state
energy is a well-behaved function of µ (and n) for s-wave systems, and both the first and
second derivatives of the chemical potential with respect to the density are smooth in this
case.
This non-analytic behavior of the d-wave electronic compressibility can be better un-










where Ek is the quasiparticle excitation energy. This expression clearly shows the close
relationship between the momentum distribution and the compressibility, and explains how
the rearrangement of nk at µ = 0 (and specially its discontinuity at low k) can be responsible
for the divergence of κ at n = nc for d-wave systems.
Before leaving this section, it is worth discussing a possible analogy that can be made
between the BCS-to-BEC evolution just described, in particular the change in topology of
the ±Ek surfaces in k-space when µ→ 0, and the so-called Lifshitz transition in the context
of ordinary metals at T = 0 and high pressures [32]. In the conventional Lifshitz transition,
the Fermi surface of a metal ε(k, P ) = EF changes its topology as the pressure P is varied.
For an isotropic applied pressure, the deviation ∆P = P − Pc from the critical pressure Pc
is proportional to ∆µ = µ − µc. A typical manifestation of the Lifshitz transition is the
disruption of a “neck” of the Fermi surface, as illustrated in Fig. 2.9. This process leads to
a non-analytic behavior of the number of states N (µ) inside the Fermi surface, which then





A(µc) +B|µ− µc|3/2, µ < µc;
A(µc), µ > µc.
(2.57)
In this case, the compressibility also presents a non-analyticity at µc and has the asymptotic
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Figure 2.9: Plot of the Fermi surface of a typical metal in k-space undergoing a Lifshitz transition
with (a) P < Pc, (b) P = Pc and (c) P > Pc. Notice the disruption of a “neck” and the change in
topology of the Fermi surface as the critical pressure Pc is crossed.
form κ = (3/2)B|µ − µc|1/2/n2c . However, the quantity that signals a phase transition in
this system is not κ, but the thermopower Q, which is proportional to −∂ ln(n)/∂µ and
thus behaves as Q ∼ −|∆µ|−1/2. In the conventional Lifshitz transition, the system lowers
its energy by ∆E ∼ −|∆µ|5/2 ∼ −|∆P |5/2, and the phase transition is said to be of second-
and-half order [33].
In the case of d-wave superconductors, there is already a non-analytic and singular be-
havior in ∂n/∂µ (and thus in κ). As discussed above, this singularity is logarithmic, since
the system lowers its energy by ∆E ∼ −|µ− µc|2 ln |µ− µc|. This logarithmic contribution
originates from the simultaneous collapse of the four Dirac points at k = 0, which produces
a gap in the excitation spectrum Ek and a major discontinuous rearrangement of the mo-
mentum distribution nk in the ground state as µ → 0. A direct topological analogy with
the standard Lifshitz transition can be drawn from the similarity between this collapse of
the Dirac cones at µ = µc and the corresponding disruption of a “neck” of the Fermi surface
at P = Pc in the case of metals.
2.4.4 Superfluid Density
We now turn our attention to the behavior of the superfluid density tensor ρij(T, n) at low
temperatures across the BCS-to-BEC transition in d-wave superconductors. This quantity
is related to the free energy increase produced in response to a phase twist of the supercon-
ducting order parameter field ∆k. A quick outline of the steps involved in the derivation
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of an expression for ρij(T, n) will be provided here, but a more detailed discussion can be
found, for example, in Ref. [34]. One can start by allowing the order parameter to have
a complex part by introducing a phase θk, so that ∆k = ∆
0
ke
iθk . Expanding the effective
action Seff in powers of θk about the saddle point with θk = 0, the resulting difference






θk θ−k ki kj ρij(T ), (2.58)






[2nk∂i∂jξk − Yk∂iξk∂jξk] , (2.59)
where nk is the momentum distribution given by Eq.(2.45), ∂i denotes the partial derivative










One can easily conclude that the off-diagonal elements of ρij(T ) vanish (ρxy = ρyx = 0),
while the diagonal elements are equal to each other, ρxx = ρyy ≡ ρ(T ). Furthermore,
due to Galilean invariance of our continuum model, the zero-temperature superfluid density
becomes ρ(0) = n/m, and is well-behaved as the critical point is crossed, while its derivative
with respect to the chemical potential, ∂ρ(0)/∂µ = n2κ/m, diverges at n = nc.
Using our scaling conventions discussed previously, the equation above for the superfluid
density tensor can be rewritten in dimensionless form. In fact, expressing energies in units
of εFmax and momenta in units of kFmax , using Eq.(2.44) to eliminate the momentum distri-
bution term in favor of the density, and recalling the relation between carrier concentration
and Fermi momentum in two dimensions, n = k2F /2π, one obtains













Notice that all quantities in this equation are already dimensionless, although the tildes
were omitted for the sake of notational simplicity. The quantity ∆ρ(T ) ≡ mρ(T ) − n,
which emerges naturally from the calculations, vanishes at T = 0 and is always negative
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for T > 0, consistent with the two-fluid picture of superconductivity [35], according to
which the superfluid fraction comprises the whole system at T = 0 and is reduced as the
temperature is increased, vanishing at the superconducting critical temperature Tc.
Our results for ∆ρ(T ) are shown in Fig. 2.10-a for various carrier concentrations. The
temperature range was chosen in such a way that one always has T ¿ εF . This condition
is necessary because the finite-temperature saddle point equations, which are used here to
calculate the necessary values of µ and ∆0, break down away from this limit. The derivative
of ∆ρ(T ) with respect to temperature at T = 0 is also shown in Fig. 2.10-b as a function
of particle density. The most important conclusion that can be drawn from these plots is
that the zero-temperature slope of the superfluid density is discontinuous at the critical
point n = nc = 1, which strengthens our hypothesis of the occurrence of a quantum phase
transition in the BCS-to-BEC evolution of d-wave superconductors as a function of density.
We have also calculated ∆ρ(T ) analytically at low temperatures and under the ap-
proximation of very short range interactions (k0 → ∞). In the BCS limit, we found
∆ρ(T ) = −4πk21T/∆0(n), the linear behavior being consistent with the nodal structure
of the d-wave symmetry in the gapless phase. At the critical point n = nc (µ = 0), we
obtained ∆ρ(T ) = − ln(2)F (∆0(n)/k21)T, with F (x) = (1 + x2)−1/2. Finally, in the BEC
limit, we concluded that ∆ρ(T ) = −16F (∆0(n)/k21) exp(−|µ|/T ), the exponential behavior
reflecting the appearance of a full gap to the addition of quasiparticles for n < nc.
Finally, it is important to point out that there is an additional contribution to ∆ρ(T )
due to Goldstone modes (which are discussed in the next chapter). These modes are un-
derdamped for µ > 0 due to Landau damping, but are not damped for µ < 0 due to the
existence of a gap in the excitation spectrum. In our formulation, this contribution comes
as a next order correction, and has the form ρG(T ) ∼ T 3 at low temperatures. Therefore,
it does not contribute to the discontinuity in the zero-temperature slope of the superfluid
density shown in Fig. 2.10-b.
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Figure 2.10: (a) Plot of ∆ρ(T ) ≡ mρ(T ) − n (in units of nmax/2π) as a function of temperature
T (in units of εFmax) for several carrier densities around n = nc in the case of d-wave symmetry.
(b) Plot of the superfluid density zero-temperature slope (in units of nmax/2πεFmax) as a function of
carrier density n (in units of nmax/2π) in the case of d-wave symmetry.
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2.4.5 Electronic Thermal Conductivity
We now start the discussion of the thermal conductivity of d-wave superconductors, which
is an example of a non-equilibrium property that, as we will show next, is also affected by
the presence of nodes in the spectrum of elementary excitations. The thermal conductiv-
ity tensor Kαβ is defined as the proportionality coefficient between a certain temperature
gradient ∇T and the resulting thermal flux Q,
Qα = −Kαβ ∂βT, (2.62)
where ∂β denotes the derivative with respect to xβ, and the thermal flux carried by non-






where vk = ∂Ek/∂k is the quasiparticle velocity in a superconductor, and the coordinate
dependence of Ek is due to a possible dependence of the order parameter ∆k on temperature,
which is itself a function of r. The quantity fk(r) is the non-equilibrium distribution function
















where the right-hand side represents a collision integral due to impurities. In the case of a
stationary thermal flow, and assuming that the distribution function fk does not deviate
much from its equilibrium value, the kinetic equation can be simplified by using the locally
equilibrium distribution function f
(0)






eEk(r)/T (r) + 1
. (2.65)
The intermediate steps of this calculation will not be shown here, but more details can be
found in Ref. [36]. In the approximation which is linear in the small difference between
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the non-equilibrium and locally equilibrium distribution functions, one obtains for the two-

















C(k,k′) δ(Ek − Ek′), (2.67)










The parameter Nimp is the impurity concentration in the superconductor, while L2 is the
“volume” of the system. Finally, u is the quasiparticle scattering amplitude, assumed to be
isotropic.
Adopting the same scaling scheme as before, one can write a dimensionless equation
for the thermal conductivity tensor. In a system of units where } = kB = 1, both Kαβ
and T have units of energy (and will be scaled with respect to εFmax), while the mean




evaluating the quasiparticle velocities vk and appropriately scaling the remaining variables,
one obtains the following expression for the dimensionless thermal conductivity tensor (in





















However, the product kαkβ causes the integral over all k-space to vanish for α 6= β, such that
the off-diagonal elements of Kαβ are zero (Kxy = Kyx = 0). Furthermore, assuming that τk
depends on the angle ϕ only via cos2(2ϕ) (an assumption that will be justified later), one
can also conclude that the diagonal elements of Kαβ are equal. Defining K(T ) ≡ Kxx = Kyy,
one finally obtains

























Among all the parameters in the equation for K(T ), the only unknown is the lifetime
τk of the quasiparticles. In fact, most of the remaining of this section will be spent in the
derivation of approximate equations for τk, the goal being to find expressions that do not
involve an extra integration over k′. Since the behavior of the integrand of Eq.(2.70) in the
BCS regime is qualitatively different from its behavior in the BEC regime, the calculation
of τk in the cases of µ > 0 and µ < 0 will be performed separately.
Let us analyze the case of µ > 0 first. The starting point to this calculation is the
observation that the presence of ∂f
(0)
k /∂Ek in Eq.(2.70) causes the integrand to be negli-
gible at regions of k-space where Ek À T . This implies that, at low-T , the only relevant
contribution to the integral will come from the vicinity of the Dirac points, which is where
the excitation energy becomes low enough to be comparable to the temperature. This as-
sumption will not only allow the integration to be restricted to a much smaller region of
k-space, but will also lead to some other important approximations in the calculation of τk
for µ > 0, which will be discussed in what follows.















where the sum is over all roots xi of f(x). Using this in the equation for τ
−1
k and performing























where the function ki(ϕ) is defined by the condition Eki(ϕ) = Ek for a fixed value of Ek. In
other words, for a given angle ϕ, there will be two different vectors k′, whose magnitudes
are denoted k1(ϕ) and k2(ϕ), which are solutions of the equation Ek′ = Ek. This situation
is illustrated in Fig. 2.11-a, which shows the π/4 Dirac cone of a d-wave excitation spectrum
and a plane of constant Ek. The intersection between this plane and the excitation energy
surface is a closed contour, whose projection onto the kx × ky plane is called “solution































Figure 2.11: (a) Sketch of the π/4 Dirac cone in the excitation spectrum of a d-wave superconductor,
intercepted by a plane of constant energy. The projection of this intersection onto the kx× ky plane
constitutes the “solution contour” indicated in the figure. (b) Vicinity of the π/4 Dirac point on the
kx × ky plane, showing the solution contour and the points k1 and k2 that satisfy Eki = Ek.
lies on this contour will satisfy Ek′ = Ek. Furthermore, as shown in more detail in Fig. 2.11-
b, there will be two of these vectors for any given angle ϕ in the interval ϕ1 < ϕ < ϕ2, since
a line ϕ = const on the kx×ky plane will intercept the solution contour at two points when
Ek is small.
The evaluation of the integral in Eq.(2.72) over the polar angle ϕ requires the knowledge
















where the plus sign provides k2(ϕ) and the minus sign provides k1(ϕ). Notice that the
π/4-symmetry of the integrand in Eq.(2.72) was used to reduce the ϕ-integral to the first
quadrant only, the final result being multiplied by 4. After evaluating |∂Ek/∂k|ki(ϕ) and
























Observe that the integration over the first quadrant was further restricted to the interval
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ϕ1 < ϕ < ϕ2, which is the only region where the equation Eki(ϕ) = Ek has solutions. This
expression for τ−1k can be immediately simplified by noticing (either from Fig. 2.11-b or
from Eq.(2.73)) that the function ki(ϕ) is even with respect to ϕ = π/4. This implies that
Γ(ki(ϕ)) ∼ k2i (ϕ) cos(2ϕ) will be an odd function with respect to ϕ = π/4 and, therefore,
will vanish upon integration from ϕ1 to ϕ2. Furthermore, using the defining equation of










































Apart from the assumption of very short range interactions (k0 → ∞), all the calcula-
tions so far have been performed without any approximation, so that the equation above for
τ−1k is exact. However, since our final integral over k to find K(T ) will be done numerically,
it is convenient to have a closed analytic expression for τk that does not involve any further
integration. Therefore, in order to solve the integral over ϕ in Eq.(2.76), one can make use
of the previously discussed fact that, at low temperatures, the only relevant contribution to
the integral over k that determines K(T ) will come from the vicinity of Dirac points. This
implies that the two limiting angles ϕ1 and ϕ2 shown in Fig. 2.11-b will not deviate much




cos2(2ϕ) can be ignored in Eq.(2.73) for ki(ϕ), resulting in k
2




1(ϕ)− µ ≈ Ek and ξk2(ϕ) = k22(ϕ)− µ ≈ −Ek.


































where the (small) angle θ0 = ϕ2 − π/4 represents the maximum deviation of ϕ from π/4.










Finally, solving the θ-integral in the equation above for τ−1k and using the expression for
θ0, one obtains the following result for the mean free time between quasiparticle collisions









(µ > 0). (2.80)
We now discuss the derivation of an expression for τk valid for µ < 0. The important
difference in this case is the absence of nodes in the excitation spectrum, so that the quasi-
particle energy surface in k-space assumes a different shape, as shown in Fig. 2.12-a. As a
consequence, the solution contour (projection onto the kx× ky plane of the intersection be-
tween the Ek = const plane and the excitation energy surface) will not be a closed contour
anymore. In other words, the line ϕ = const will intercept the solution contour at only one
point, as shown in Fig. 2.12-b, so that the equation Eki(ϕ) = Ek will have only one solution
for a fixed value of Ek. This solution, which will be denoted k2(ϕ) for consistency with the
previous notation, can be obtained from Eq.(2.73) by retaining only the plus sign.
Starting with the definition of τ−1k given by Eq.(2.67) and using the same technique of





















where the symmetry of the integrand was used to reduce the integral to the first quadrant.
Evaluating the quantity |∂Ek/∂k|k2(ϕ), using the relation Ek2(ϕ) = Ek to simplify the



















Figure 2.12: (a) Sketch of the quasiparticle excitation energy surface in k-space for a d-wave super-
conductor with µ < 0, intercepted by a plane of constant energy. The projection of this intersection
onto the kx × ky plane constitutes the “solution contour” indicated in the figure. (b) The solution
contour shown in more detail, together with the only solution k2 of the equation Ek2 = Ek.
respect to π/4 (so that the term containing Γ(k2(ϕ)) vanishes upon integration from ϕ = 0


















Due to the absence of Dirac points in the spectrum of excitations, the quasiparticle energy
Ek will assume finite values for all vectors k in this case, so that equally relevant contribu-
tions to the final integral that determines K(T ) (Eq.(2.70)) will come from all directions in
k-space. Therefore, the integration region cannot be restricted to the vicinity of ϕ = π/4,
but must be extended to all angles, so that the approximation cos2(2ϕ) ¿ 1 will not be
valid here. Without this simplifying assumption, one would have to use the full expression
for k2(ϕ) into the equation above for τ
−1
k , resulting in an integral that cannot be performed
analytically.
In order to overcome this problem, one can make use of the fact that, although all
directions in k-space have approximately equal weights, regions with small k values are still
responsible for a greater contribution to the integral, since Ek has a minimum at k = 0.
Therefore, it is reasonable to limit the integral that determines K(T ) to the vicinity of the
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origin of k-space, where the excitation energy Ek does not deviate much from its minimum
value |µ|. Making the approximation Ek ≈ |µ| + δω in the expression for k2(ϕ) (with

















Finally, performing the integral over ϕ and retaining only terms that are independent of






(µ < 0). (2.84)
With the help of the (approximate) analytical expressions of τk for µ > 0 (Eq.(2.80)) and
µ < 0 (Eq.(2.84)), the electronic thermal conductivity K(T ) can be obtained by numerically
solving the integral over k given in Eq.(2.70). The results are shown in Fig. 2.13-a, where
K(T ) is plotted as a function of temperature for different values of the carrier density n.
For n > nc = 1, the low-temperature thermal conductivity is clearly linear in T , with a
slope that depends on n. This result is in fact confirmed by our analytical calculations,
which give K(T ) ≈ µT in the BCS limit. As in the case of the superfluid density, the linear
dependence on T reflects the nodal structure of the d-wave symmetry in the gapless phase.
For n ≤ nc, we found that K(T ) ≈ (1/π2)(|µ|3/T )e−|µ|/T , the exponential behavior being
consistent with the appearance of a gap in the quasiparticle excitation spectrum in the BEC
regime.
The zero-temperature slope of the thermal conductivity was also evaluated numerically,
and is shown in Fig. 2.13-b as a function of density. One should notice that, although always
continuous, this quantity develops a cusp at n = nc = 1, which coincides with the rear-
rangement of the momentum distribution, the divergence of the electronic compressibility,
and the appearance of a gap to the addition of quasiparticles. This further supports our
hypothesis of a quantum phase transition in the BCS-to-BEC evolution of d-wave super-
conductors, confirming the previous claim that the physics of these systems is qualitatively
different from the one in the case of isotropic (s-wave) symmetry.
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Figure 2.13: (a) Plot of the electronic thermal conductivity K(T ) (in units of εFmax) as a function of
temperature T (in units of εFmax) for several values of particle density in the case of d-wave symmetry.
(b) Plot of the thermal conductivity zero-temperature slope [dK(T )/dT ]T=0 (dimensionless) as a
function of the particle density n (in units of nmax/2π) for d-wave symmetry.
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2.5 Summary
In this chapter, we have proposed the existence of a Lifshitz-like phase transition at T = 0
in clean d-wave superconductors. This transition takes place when the system is driven
from the BCS regime of high density (or weak coupling) to the opposite BEC regime of low
density (or strong coupling). Our analysis was based on a functional integral formulation of
the problem of interacting fermions in two spatial dimensions, which led to the BCS order
parameter and number equations at the saddle point (mean field) level of approximation.
We have shown that, as the chemical potential of the system reaches the bottom of
tha band, a gap to the addition of quasiparticles opens up in the excitation spectrum, and
the system goes from a gapless phase (µ > 0) to a fully gapped phase (µ < 0). This
can be achieved either by varying the carrier density at constant interaction strength, or
by changing the effective coupling at constant concentration. Either way, the appearance
of the gap is accompanied by a massive rearrangement of the momentum distribution,
which becomes discontinuous at the origin of k-space as µ crosses zero. As an immediate
consequence, the electronic compressibility becomes non-analytic, diverging logarithmically
at the critical density n = nc (which corresponds to µ = 0). This is in clear contrast to the
behavior of s-wave superconductors, in which case the compressibility was shown to be a
smooth function of density throughout the BCS-to-BEC crossover, the system presenting a
fully gapped excitation spectrum at both sides of the µ = 0 point.
We also analyzed the behavior of the superfluid density tensor ρ(T ) in the case of d-wave
symmetry, and showed that its temperature dependence exhibits a dramatic change at the
critical point, going from power-law on the BCS side of the transition to exponential on the
BEC side. Furthermore, the zero temperature slope of the superfluid density was shown
to be a non-analytic function of the carrier density, presenting a discontinuity at n = nc.
Finally, we studied the evolution of the electronic thermal conductivity tensor K(T ) across
the BCS-to-BEC evolution, and concluded that it also shows a major change in behavior as
the chemical potential reaches the bottom of the band. We found that its zero-temperature
slope, despite being a continuous function of the density throughout the transition region,
develops a cusp at the critical point n = nc.
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We conclude this chapter by suggesting that the search for this phase transition in
d-wave superconductors may be possible by means of several different techniques. One
possibility is the use of ferroelectric field-effect transistors (FFET), which were discussed
earlier [25]. In these devices, some control over the particle density in cuprate supercon-
ductors may be achieved without chemical doping through the application of a polarizing
electric field. Alternatively, the occurrence of this transition may be investigated by mea-
suring the superfluid density as a function of doping [23], or through a direct measurement
of the electronic compressibility as a function of particle density, as already done in the
study of metal-insulator transitions [37].
Finally, it should be mentioned that the study of the BCS-to-BEC evolution has re-
cently gained renewed interest in connection with cold fermionic atomic gases. In these
systems, the scattering length (and, therefore, the effective interaction strength) can be
tuned via Feshbach resonances for a given fixed density, which offers the possibility of cou-
pling fermionic atoms into bosonic molecules in a highly controllable manner. The study of
fermionic atomic systems will be deferred to Chapter IV of this thesis, where we will discuss
the possibility of a quantum phase transition in ultra-cold spin-polarized Fermi gases which
exhibit a p-wave Feshbach resonance. In the next chapter, however, we will give continuity
to the functional integral analysis of the BCS-to-BEC evolution in d-wave superconductors,
where the calculation of Gaussian fluctuations in the pairing field will lead to an expression
for the collective mode contribution to the number of particles equation.
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CHAPTER III
BEYOND THE SADDLE-POINT APPROXIMATION
3.1 Introduction
The formalism introduced in the last chapter allowed the BCS equations of superconductiv-
ity to be obtained as the saddle point solutions to the functional integral that determines
the grand-canonical partition function of the system. That is, by calculating the effective
action and imposing a stationarity condition, the finite temperature order parameter and
number equations were derived at the mean field level of approximation.
However, as mentioned in the last chapter, one of the main advantages of this field-
theoretical method is that it enables one to go beyond the saddle point results and calculate
higher order corrections to the mean field solutions. In the present case, by considering
fluctuations about the trivial uniform and static saddle point ∆0, this approach allows one
to gain considerable further insight into the BCS-to-BEC evolution problem.
Therefore, the analysis of fluctuation effects will be the main objective of this chapter,
which is organized as follows. In Section 3.2, an expression for the Gaussian correction to
the effective action due to fluctuations is derived. Then, in Section 3.3, the properties of
the broken-symmetry state (T < Tc) are analyzed, and an expression for the fluctuation
contribution to the particle number equation is obtained. The collective modes of the system
are studied in Section 3.4, where the dispersion relation in the limit of small frequencies
and momenta is derived. Finally, Section 3.5 discusses how quantum fluctuations affect
the transition temperature in the framework of the Berezinskii-Kosterlitz-Thouless phase
transition, and our concluding remarks are made in Section 3.6.
3.2 Gaussian Correction to the Effective Action
In order to obtain the first non-vanishing order correction to the effective action due to
fluctuations, one can start by assuming that the pairing field φk(τ) consists not only of the
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static and uniform saddle point ∆0δk,0, but also of a small fluctuation field ηk(τ), such that
φk(τ) = ∆0δk,0 + ηk(τ). (3.1)
Using this corrected pairing field in Eq.(2.31) for the effective action, Fourier transforming
from imaginary time to Matsubara frequency, and using the notation k ≡ (k, iωn), where


















where the matrix G−10 (k, k
′) is given by
G−10 (k, k
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The next step consists in expanding the logarithm in the expression for the effective action
up to second order in the fluctuation field η(k). Recalling that the matrix elements of




































′) is the inverse of G−10 (k, k
′), and can be shown to be given by
G0(k, k







iωn + ξk −∆0Γ(k)






One can then use these matrix expressions, together with the logarithm expansion, back
in Eq.(3.2) for the corrected action. After collecting terms with equal powers of η(k),
one can easily conclude that the zeroeth order term will correspond to the saddle point
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effective action Seff [∆0], from which the BCS number and order parameter equations were
derived in the last chapter. Furthermore, one can also show that the first order correction
vanishes, as a consequence of the stationarity condition given by Eq.(2.32). Finally, the
terms quadratic in η(k) will correspond to the Gaussian correction to Seff [∆0], so that the
Gaussian approximation to the effective action becomes
SGauss[η, η














Recalling that the symbol Tr denotes not only a trace over Nambu indices, but also a sum
over the momentum and Matsubara frequency variables k = (k, iωn) and k
′ = (k′, iω′n), one
can rewrite the previous expression for the Gaussian action as
SGauss[η, η










tr [G0(k)W(k, k + q)G0(k + q)W(k + q, k)] ,
(3.8)
where q = (q, iνm), with νm = 2mπ/β a bosonic Matsubara frequency. Finally, using
the expressions for the matrices G0 and W, evaluating the resulting matrix products, and
performing the trace over Nambu indices, one obtains
SGauss[η, η
















and M(q) is a 2 × 2 matrix known as the inverse fluctuation propagator. Under the as-
sumption that Γ2(−k) = Γ2(k), one can show (by inspection) that the matrix elements of
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(iωn + iνm)2 − E2k+q
Γ2(k+ q/2)Γ(k)Γ(k+ q).
(3.12)
We next investigate the effects of Gaussian fluctuations to the behavior of the broken-
symmetry state (T < Tc). In particular, we focus on the T = 0 limit of the formalism
developed above, and study the collective mode contribution to the number equation, which
will be a correction to the BCS number equation derived in the last chapter at the saddle
point level of approximation.
3.3 The Broken-Symmetry State









where the vector η(q) is such that η†(q) = [η∗(q), η(−q)] , and the notation q = (q, iνm) was
used, where νm = 2mπ/β is a bosonic Matsubara frequency. Therefore, the corresponding













where the symbol Det denotes not only a product over Nambu indices, but also over
momentum and Matsubara frequency. This immediately leads to an expression for the























In this expression, the Matsubara sum over the frequencies νm cannot be performed directly,
due to the branch cut of the logarithm. One way around this difficulty is to differentiate
both sides of the above equation with respect to µ before summing, in order to eliminate





















In order to proceed further, one needs to make some assumptions about the singular-
ity structure of 1/detM(q), which represents the two-particle excitation spectrum of the
broken-symmetry state. These assumptions will be justified at the end of the calculation.
Anticipating some of the results of the next section, the function detM(q) will have only
one zero located at ω = cs|q| for sufficiently small |q|, where ω is the analytic continuation
iνm → ω + i0+ and cs is the speed of sound in the system.
One must now recognize that the function β nB(ω), where nB(ω) = (e
βω − 1)−1 is the
usual Bose function, has infinite poles ω̃m = i2mπ/β along the imaginary axis, with residue
+1 at all the poles. Using this fact to rewrite the Matsubara sum in the previous equation as
a sum of residues, and then applying Cauchy’s Theorem to express the result as an integral
along a closed path in the complex plane that encloses all the poles ω̃m (see Ref. [38] for













































where the contour C runs from ε− i∞ up to ε+ i∞, and then back down from −ε+ i∞ to
−ε− i∞, as shown in Fig. 3.1-a, so that all the poles of the function nB(z) are enclosed.
Since the integrand has no branch cuts, the integration contour C can be continuously









Figure 3.1: (a) The contour C encloses all the poles ω̃m = i2mπ/β of the Bose function nB(z) =
1/(eβz − 1), where the integer m runs from −∞ to +∞. (b) Deformed integration contour C̃ + Γ,
which encloses all the poles of the integrand of Eq.(3.18) but the one at z = cs|q|.
point z = cs|q|, which is the only pole of the integrand not located on the imaginary axis.
Therefore, the complex integral along the contour C in the previous equation is converted
into an integral along the large arc C̃ and an integral along the small loop Γ around the
z = cs|q| pole. However, from Jordan’s Lemma, the contribution from the arc C̃ vanishes
as its radius approaches infinity, and one is left with the integral along Γ only. Finally, one
can use Cauchy’s Theorem to express this integral as 2πi times the residue of the integrand





























where the minus sign reflects the clockwise orientation of Γ. In order to calculate this
residue, one must again resort to results to be derived in the next section. In particular,
one has to use the fact that, in the approximation of small |q| and ω, the determinant of
the fluctuation matrix can be written as






where the function A(µ,∆0) does not depend on |q| or ω. Recalling that the residue of a
function f(z) at a simple pole z0 is given by limz→z0 [f(z)(z − z0)] , one finally obtains for




























































The corresponding fluctuation correction to the particle number equation can be ob-
tained by applying the thermodynamic relation N = −∂Ω/∂µ to the expression above for












































which vanishes as T 3 in the limit of T → 0. Therefore, one recovers the equivalent of
Leggett’s variational results [5, 9] at T = 0 for the saddle point order parameter and
number equations in the context of 3He. One can thus conclude that, for T ¿ Tc, the
corrections to the saddle point number equation due to collective modes are small for all
couplings. In other words, although the BCS expression given by Eq.(2.44) does not take
into account the contributions from pairing excitations, it does lead to a good description
of the BCS-to-BEC transition region, as long as one is sufficiently far below the critical
temperature. However, it is well known that the same is not true near Tc, where the effects
of temporal fluctuations in the order parameter are essential to fully describe the BEC
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regime [11]. This problem will be considered later in this chapter.
In the next section, the collective modes of the system will be analyzed, and an expression
for the dispersion relation ω = ω(q) will be obtained. Some results invoked during the
calculations in this section will also be proved.
3.4 Collective Modes
The collective modes are determined by the poles of the propagator for the pair fluctuation
fields, which describe the small deviations about the saddle point solution. The dispersion
relation ω = ω(q) can be obtained by solving
detM(q, ω) = 0, (3.25)
with the usual analytic continuation iνm → ω+ i0+. The first step towards this solution is
to perform the Matsubara sums over iωn in Eqs.(3.11) and (3.12) for the matrix elements











































[nF (Ek)− nF (Ek+q)]
[
ukvkuk+qvk+q
ω + (Ek − Ek+q)
− ukvkuk+qvk+q






[1− nF (Ek)− nF (Ek+q)]
[
ukvkuk+qvk+q
ω − (Ek + Ek+q)
− ukvkuk+qvk+q









is simply the Fermi function at temperature

















It is important to observe that the terms containing the [nF (Ek)− nF (Ek+q)] prefactor
have energy denominators that, in general, do not allow for a simple expansion in small ω,
since mink {Ek − Ek+q} = 0. Therefore, a small |q| and ω expansion will be possible only
in two cases: (1) just below Tc, provided that ∆0(T ) ¿ ω, and (2) at T = 0, where the
terms containing the prefactor [nF (Ek)− nF (Ek+q)] vanish. We will focus on the latter
case in this section.
At zero temperature, the Fermi function vanishes, and only the terms containing the
[1− nF (Ek)− nF (Ek+q)] prefactor remain. It is then convenient to write the matrix ele-






which are respectively even (E) and odd (O) in ω. Using the T = 0 order parameter
equation to eliminate the explicit dependence on the interaction strength λ, together with
the expressions for the coherence factors uk and vk, the even term M
(E)
11 (q) can be shown












(Ek + Ek+q) Γ
2(k+ q/2)
ω2 − (Ek + Ek+q)2
]
, (3.30)











ω2 − (Ek + Ek+q)2
ω. (3.31)






(Ek + Ek+q) Γ
2(k+ q/2)
ω2 − (Ek + Ek+q)2
, (3.32)
which is always even in ω.
Having obtained the matrix elements of M(q) in a more appropriate form, it is now
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convenient to rotate the basis in which the fluctuation propagator is represented, in order
to express it in the so-called amplitude-phase representation. For the small fluctuations
relevant to the low temperature regime, we define
η(x) ≡ r(x) eiφ(x) ≡ 1√
2
(λ(x) + iθ(x)), (3.33)
where λ(x) and θ(x) are real functions that can be identified with amplitude and phase
fluctuations, respectively. The reality of λ(x) and θ(x) implies that their Fourier transforms
λ(q) and θ(q) will be such that λ(−q) = λ∗(q) and θ(−q) = θ∗(q). Therefore, the vector






































By means of this expression for η(q) (together with its Hermitian conjugate η†(q)), and
using the fact that M12(q) =M21(q), the fluctuation correction to the effective action given
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where the matrix element M11(q) was expressed in terms of its even and odd contributions




M11(q) +M11(−q) = 2M (E)11 (q),
M11(q)−M11(−q) = 2M (O)11 (q).
(3.36)
It is important to notice that, since M
(O)
11 (q, ω = 0) = 0, the off-diagonal elements of the
fluctuation matrix vanish in this representation in the limit of ω → 0, that is, the amplitude
and phase fluctuations become completely decoupled at vanishingly small frequencies.
In the limit of small |q| and ω (more precisely, when ω, |q|2/m ¿ mink{Ek}), one can
expand the matrix elements of M(q) in the amplitude-phase representation up to second
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(3.37)
where the coefficients B, C, D, P , Q and R, which will be functions of µ and ∆0 only,




11 (q) and M12(q) around |q| = 0 and


























Finally, the collective mode dispersion relation ω = ω(q) can be obtained by making
use of the fact that the determinant is invariant under a similarity transformation (which is
equivalent to a basis rotation). Therefore, detM(q) will be, in the limit of small |q| and ω,
equal to the determinant of the fluctuation matrix in the amplitude-phase representation
given in Eq.(3.37). Keeping only terms up to quadratic order in |q| and ω, one obtains





where A(µ,∆0) = −(DP +B2) does not depend on |q| or ω, as anticipated in the previous






and the collective mode dispersion relation can be immediately obtained by equating the
determinant of the fluctuation matrix to zero, yielding ω = cs|q|. As discussed above, this
collective mode appears as a pole in the two-particle excitation spectrum determined by
the equation detM(q, ω) = 0, with iνm → ω + i0+. In fact, it can be shown [39] that,
quite generally, this pole has the form ω = cs|q| − id|q|2 for non-s-wave systems, where
cs > 0 is the speed of sound and d ≥ 0 is the damping coefficient. For µ < 0, d vanishes
and the contribution from the collective mode pole ω = cs|q| dominates at sufficiently low
temperatures, since the two-particle excitations are gapped. For µ > 0, d becomes positive,
and the spectrum of two-particle excitations is gapless due to the presence of the Dirac
points. Thus, unlike the s-wave case, Landau damping occurs even at T = 0. However, for
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small |q|, the Goldstone mode is underdamped, i.e., the real part of the pole dominates.
Therefore, for either µ > 0 or µ < 0, the fluctuation effects lead to the same correction to
the number equation given by Eq.(3.24), which is negligible in the limit of T → 0.
3.5 Finite Temperature Behavior
In this section, we justify the previous claim that the BCS-to-BEC transition region cannot
be adequately described by the saddle point equations at temperatures close (or equal)
to the transition temperature Tc. In fact, the mean field solution can be shown to miss
the qualitative physics of the intermediate and strong coupling regimes when T ≈ Tc. In
this limit, the full frequency dependence of fluctuations about the saddle point has to be
retained in order to account for the contribution of the bosonic degrees of freedom, which
become increasingly important with growing attraction.
The first step will be to analyze how the fluctuations in the order parameter affect the
superconducting transition temperature Tc. However, it is a well-known fact that there can
be no Bose-Einstein condensation in strictly two-dimensional systems [40]. In fact, this is
consequence of a more general result due to Mermin and Wagner [41, 42], who rigorously
proved that, at any finite temperature, there can be no long-range order in one- or two-
dimensional systems with finite-range interactions. Nevertheless, 2D systems can undergo
another type of phase transition, known as Berezinskii-Kosterlitz-Thouless (BKT) transition
[43, 44], which separates a high-temperature phase where the order parameter correlation
function has an exponential decay, from a low-temperature (BKT) phase characterized by
a power-law decay of the correlation function.
In order to calculate the BKT critical temperature TBKT in the case of two-dimensional
d-wave superconductors, it is convenient to establish a connection between this problem and
a model system for which the BKT transition has already been extensively studied, namely,
the XY model in two dimensions [45]. The classical two-dimensional XY model consists
of a particular case of the n-vector model, in which planar rotors (2D classical spins si) are
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si · sj = −J
∑
〈i,j〉
cos(θi − θj). (3.40)
The notation 〈i, j〉 indicates all nearest neighbor sites in the lattice, J is a coupling constant,
and θi denotes the angle between the rotor on site i and some arbitrary polar direction in
the 2D space containing the rotors. If one assumes that the direction of the spins varies
smoothly from site to site (|θi − θj | ¿ 1), then one can approximate cos(θi − θj) by the
first two terms 1− 12(θi− θj)2 of its Taylor expansion. Finally, approximating the sum over
neighboring lattice sites by an integral, and absorbing any remaining constants into the





d2r [∇θ(r)]2 . (3.41)
The critical temperature at which the dependence of the spin-spin correlation function
on the separation between the two spins changes from exponential to power-law can be





Despite its extremely simple form, this result was derived using renormalization group
techniques and, therefore, already includes corrections due to fluctuations of the field θ(r)
to an order of approximation higher than Gaussian.
At this point, a direct connection to the original d-wave superconductivity problem can
be made [47, 48]. The idea is to start with Eq.(3.35) for the fluctuation correction to the
effective action written in terms of amplitudes λ(q) and phases θ(q). Performing the nec-
essary matrix operations and (functionally) integrating out the amplitudes, one is left with
an expression for Sfluct only in terms of the phases. Finally, Fourier transforming back
from momentum and frequency (q, ω) to position and imaginary time (r, τ), one can show
[49] that the effective action will contain a term of the form 12}
2
∫
d2r ρ(µ,∆0, T ) [∇θ(r)]2 ,
where ρ(µ,∆0, T ) is the superfluid density at temperature T given by Eq.(2.59). Therefore,
a direct comparison between this result and the Hamiltonian of the XY model given by
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}2ρ (µ,∆0, TBKT) = TBKT, (3.43)
which is a self-consistent equation for TBKT. With the help of the definition ∆ρ(T ) =
mρ(T ) − n, together with the relation between particle density and Fermi energy in two
dimensions, n = (m/π}2)εF , this equation can be expressed in dimensionless form as
1
4π
(∆ρ(TBKT) + n) = TBKT, (3.44)
where ∆ρ and n are written in units of nmax/2π, while TBKT is in units of εFmax .
Although the coupling constant J is assumed to have no dependence on temperature
in the standard XY model, the superfluid density ρ does depend on T and, therefore, a
self-consistent calculation of TBKT as a function of density (or interaction strength) requires
additional equations for µ and ∆0. In the present case, these equations are precisely the
finite-temperature order parameter and number BCS equations given by Eqs.(2.39) and
(2.44) which, together with Eq.(3.44), form a complete set of equations to be solved self-
consistently for µ, ∆0 and TBKT as functions of n or λ. Our numerical solution for the
transition temperature TBKT as a function of the interaction strength λ at fixed particle
density (n = 1) in the case of d-wave pairing symmetry is shown in Fig. 3.2. The curve
labeled MF in the figure corresponds to the mean field (saddle point) solution for the
transition temperature, which can be obtained by making ∆0 = 0 and solving the system
of number and order parameter equations self-consistently for TMF and µ. The figure still
shows our results for TBKT and TMF as functions of density at fixed interaction strength
(inset).
One should notice that the difference between the BKT and mean field solutions grows
drastically with λ, showing that the strong coupling results become increasingly affected by
the proper treatment of bound pairs. Therefore, although the saddle point description works
well at low temperatures, it becomes completely inadequate at T ≈ Tc, as can be concluded
from the (unphysical) unbounded increase of TMF with coupling shown in the figure, which is
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Figure 3.2: Berezinskii-Kosterlitz-Thouless (BKT) and mean field (MF) critical temperatures (in
units of εFmax) as functions of the interaction strength λ (in units of g
−1
2D) at fixed particle density
(n = 1) in the case of d-wave pairing. Inset: Same quantities as functions of the particle density n
(in units of nmax/2π) at fixed interaction strength.
clearly an artifact of the approximation. On the other hand, the BKT temperature converges
asymptotically to a limiting value, which can be obtained from Eq.(3.44) by recalling that
∆ρ→ 0 in the extreme strong coupling limit, yielding T (max)BKT = 1/4π ≈ 0.079.
Finally, after solving the system of three coupled equations described above, one still
obtains the chemical potential and order parameter amplitude at the critical temperature
as byproducts of the calculation. These quantities are shown in Fig. 3.3 as functions of
particle density at fixed interaction strength. One important point that should be noticed
is the absence of cusps in µ(TBKT) and ∆0(TBKT) at n = 1, contrary to what was found in
the zero-temperature case (see Fig. 2.3). This indicates that the evolution from the BCS to
the BEC limits at T = Tc should be a smooth process, as opposed to the situation found
at T = 0, in which case a quantum phase transition was shown to take place.
3.6 Summary
The goal of this chapter was basically two-fold. First, the correction to the saddle point
effective action due to Gaussian fluctuations in the order parameter was calculated, and
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Figure 3.3: Chemical potential and order parameter amplitude (in units of εFmax) at the critical
temperature as functions of the particle density n (in units of nmax/2π) at fixed interaction strength
in the case of d-wave pairing.
the effect of this correction on the BCS number equation was shown to vanish as T 3 and,
therefore, to be negligible in the limit of small temperatures (T ¿ Tc). As a requirement
for this calculation, the collective mode dispersion relation was obtained in the limit of
small |q| and ω. The second objective of this chapter was to show that the mean field
approximation becomes progressively unreliable with increasing coupling. In fact, for T ≈
Tc, the trivial saddle point solution cannot be used to describe the condensation of pairs
(which dominates the strong coupling regime), and the bosonic degrees of freedom that
come from two-body bound states can only be accounted for by going beyond the saddle
point level of approximation.
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CHAPTER IV
BCS-TO-BEC EVOLUTION IN P -WAVE ULTRACOLD
GASES OF FERMIONIC ATOMS
4.1 Introduction
In the previous chapters, the possibility of a quantum phase transition in the BCS-to-BEC
evolution of d-wave superconductors was analyzed. In particular, the feasibility of realizing
such a transition in laboratory was discussed, and the use of field effect transistors (FETs)
was pointed out as one of the most promising alternatives. In these systems, the application
of an external electric field is used to create a thin charge accumulation or depletion layer,
which can in principle be used to tune the carrier density of an oxide channel placed between
a source and a drain contact [25]. In fact, the geometry of an FET is rather similar to that
of a regular transistor, the main difference being the replacement of its semiconductor base
by an oxide superconductor material. However, despite its conceptual simplicity, several
technical challenges still impair the direct application of such systems to the electrostatic
modulation of carrier densities in high-Tc materials. One of these issues is related to the
fact that typical charge concentrations in oxide superconductors are in the range of 1019-
1022 cm−3, which is intermediate between those of normal metals and semiconductors. In
order to control the carrier modulation at such high densities, extremely large electric
fields must be applied, requiring the use of gate dielectrics with impractical breakdown
field strengths for current standards. Other additional difficulties for organic FETs are
the occurrence of leakage currents through the insulator, degradation of the oxide channel,
design and fabrication of non-trivial drain and source contacts, etc.
Meanwhile, recent developments in a somewhat unrelated area of physics have provided
scientists with an alternative way of investigating the behavior of highly degenerate quan-
tum systems in a controlled environment. Ultracold atomic gases have emerged as a unique
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testing ground for many theories of exotic matter in nature, allowing the creation of com-
plex, but yet very accessible and well controlled many-body quantum systems. One of the
most important breakthroughs in this field happened in 1995, when the theoretically pre-
dicted Bose-Einstein condensation [50, 51] was performed in laboratory for the first time
using alkali atoms [52, 53, 54]. Since then, Bose-Einstein condensates (BECs) have been
extensively studied, and atoms of eight chemical elements have already been condensed by
several research groups all over the world [55].
The successfull condensation of dilute gases of bosonic atoms led to the investigation of
the possibility of also cooling and trapping fermions to a state of high quantum degeneracy.
One of the main goals of such experiments is the creation of molecular BECs, that is, pairs
of fermionic atoms that behave like bosons and, theferore, can even undergo Bose-Einstein
condensation. The most interesting feature of such experiments is the ability to explore the
connection between the Fermi-Dirac and the Bose-Einstein statistics on the same physical
system. The main idea is that, if one starts with a gas of bosonic atoms, only the bosonic
degrees of freedom can be studied, since a pair of bosons is also a boson. On the other
hand, when two fermions combine, they effectively behave as a single boson, as their half-
integer spins add in such a way as to create a new entity with integer spin. Therefore, if
one were able to create an effectively attractive interaction between the atoms in the gas,
and directly control the strength of this interaction, it would be possible to continuously
drive the system from a weak-coupling BCS-like regime of loosely correlated fermions in
momentum space, to an opposite strong-coupling BEC-like regime of tightly bound atomic
pairs that behave like bosons. This way, one would be able to experimentally explore the
predicted BCS-to-BEC evolution in the context of atomic cold gases. Contrary to the case
of d-wave superconductors described previously, in which the BCS-to-BEC evolution can
(in principle) be studied as a function of carrier density, experiments with degenerate gases
open the possibility of transitioning between the bosonic and fermionic behaviors by tuning
the inter-atomic interaction strength at constant density.
Now the question remains of whether or not it is feasible to produce and control an
attractive interaction between two fermionic atoms of an ultracold degenerate gas. As it
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turns out, this can in fact be done by means of the so-called Feshbach resonances [56, 57],
which occur when the energy of two colliding atoms becomes degenerate with the energy of
a diatomic molecular bound state.
To better understand this idea, consider the sketch in Fig. 4.1, which shows a typical
effective potential curve for a molecular state (closed channel), with one of its possible bound
states highlighted. The atomic sample is prepared in the lower energy curve (open channel),
and the total energy of a certain pair of atoms corresponds to the horizontal line denoted
by Efree in the figure. Therefore, the bound state in the closed channel differs in energy by
an amount ε from the open channel threshold. However, since the two channels generally
have different spin configurations, they respond differently to externally applied magnetic
fields. In particular, if the two channels have different total magnetic moments, one can
tune their relative energies simply by varying the strength of an external magnetic field,
which is the main concept behind the Feshbach resonance. In other words, the application
of a magnetic field causes the two effective potential curves in the figure to be shifted with
respect to each other, such that the energy distance to the closest molecular bound state
varies as ε = ∆µ(B − BR), where ∆µ is the difference between the magnetic moments for
the closed and open channels, and BR is the resonance magnetic field.
In experiments with atomic gases, the mechanism described above has been extensively
used to control the inter-particle interaction [58, 59, 60], which is a key ingredient to the
production of condensates out of a Fermi gas of atoms. In fact, as the resonance magnetic
field is approached, the emergence of a new bound state leads to the divergence of the s-
wave scattering length as, which characterizes the strength of the interaction between two
atoms. Furthermore, the quantity as undergoes a change of sign as the Feshbach resonance
is crossed, going from positive on the lower magnetic field side of the resonance (BEC-like
regime) to negative on the higher magnetic field side of the resonance (BCS-like regime), as
shown in Fig. 4.2. In fact, the scattering length can be shown to depend on the magnetic



















Figure 4.1: Sketch of the effective potential curves for the free atoms (open channel) and molecular
bound state (closed channel) involved in a Feshbach resonance. The energy difference ε varies as a
function of the detuning, ε ∼ B −BR, close to resonance.
where BR is the resonance field, w measures the width of the resonance, and anr is the
non-resonant, background contribution from distant bound states. This way, experimental-
ists have a powerful tool for tuning the intensity of the attraction between pairs of atoms
in a degenerate Fermi gas. By changing the magnitude of an external magnetic field, it is
possible to continuously vary the inter-particle interaction strength in a controlled and pre-
cise manner, enabling one to study the intermediate coupling regime that characterizes the
BCS-to-BEC crossover region. The onset of a two-body bound state formation is associated
with a divergence of the s-wave scattering length as, which changes sign as the resonance
field B = BR is crossed.
The sketch in Fig. 4.2 also shows the behavior of the molecular binding energy Eb as a
function of magnetic field. Close to resonance, this quantity is fundamentaly linked to the
scattering length in three dimensions as Eb = }2/ma2s, where m is the atomic mass, and will
play a very important role in the discussions that follow. In fact, the interaction strength λ
(used in the context of superconductivity) will be eliminated from our calculations in favor









Figure 4.2: Plot of the s-wave scattering length as and of the molecular binding energy Eb as
functions of the externally applied magnetic field B throughout the Feshbach resonance. Notice the
divergence of as as the resonant field BR is crossed.
The presence of strong interactions makes it difficult to understand the detailed prop-
erties of the macroscopic quantum state, and allows only a small fraction of the particles to
occupy the lowest energy level. Therefore, in order to explore the behavior of a fermionic
condensate, one has to work with very dilute, and hence weakly interacting, atomic gases.
However, the condition for high quantum degeneracy can be expressed mathematicaly as
nλ3dB À 1, where n is the number density and λdB =
√
2π}2/kBTm is the thermal deBroglie
wavelength at temperature T [40]. Thus, in order to fulfill this condition at low densities,
one has to cool the atom gas to extraordinarily low temperatures near absolute zero. Fur-
thermore, the fact that fermionic systems satisfy the Pauli exclusion principle (which forbids
identical particles from occupying the same quantum state), implies that fermions cannot
be directly evaporatively cooled, an essential ingredient in all BEC experiments.
Despite these stringent requirements, experimentalists are currently able to not only
achieve such low temperatures, but they have also gained substantial control over the inter-
atomic interaction strength by means of s-wave magnetic-field-induced Feshbach resonances.
Several groups have now reached Fermi degeneracy by cooling atomic gases of 6Li [62, 63,
64, 65, 66] and 40K [67] down to about 0.1 to 0.2 of the Fermi temperature. Furthermore,
by tuning the strength of an externally applied magnetic field, they have successfully driven
the fermion gas from a BCS-like regime of large and weakly interacting atomic pairs (higher
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magnetic fields) to a BEC-like regime of tightly bound and strongly interacting diatomic
molecules (lower magnetic fields). Finally, it was recently reported [68, 69] that condensates
of atomic fermion pairs have been observed on the BCS side of the crossover. In this regime,
the two-body physics no longer supports the existence of bound molecular states, and the
pairing between fermionic atoms can only be accounted for by cooperative many-body
effects. Also, demonstrating the condensation of fermion pairs on the higher magnetic field
side of the resonance presents some further challenges to the experimentalists, as standard
time-of-flight expansion images do not work properly in this region, since the pairs depend
on many-body effects and are not bound during the expansion of the gas. In fact, clear
evidence of superfluidity on the BCS side has only been presented very recently [70], by
means of an experiment in which vortices, a typical signature of superfluid behavior, were
observed in an ultracold gas of 6Li atoms.
In order to lower the temperature of the fermion gas to almost absolute zero, researchers
typically use a combination of laser trapping followed by evaporative cooling in either a
magnetic or optical trap. The group of Jin et al, for example, employed a technique in which
two different Zeeman spin-states of 40K, |9/2, 9/2〉 and |9/2, 7/2〉, are held in a magnetic
trap and cooled by forced evaporation [71]. Because of the quantum statistics of fermions,
such a mixture of two components is necessary to produce s-wave interactions between the
atoms. The gas is then loaded into a resonance optical trap, which has the ability to hold
atoms in any spin state, as well as any molecules created from these atoms. Finally, the
spin mixture is further evaporatively cooled by lowering the optical potential depth [68].
An alternative approach, known as sympathetic cooling, was used by the group of Hulet
et al to obtain a quantum degenerate Fermi gas of Lithium [72]. The idea consists in
simultaneously cooling a gas of bosons (7Li) and fermions (6Li) using standard techniques
of magnetic and optical trapping to confine both isotopes. After being loaded into a dual
magneto-optical trap (MOT), bosons and fermions are optically pumped into the |2, 2〉 and
|3/2, 3/2〉 states, respectively, and transfered to a purely magnetic trap. Degeneracy is then
attained by microwave-induced evaporative cooling of 7Li, the remaining 6Li atoms being
“sympathetically” cooled through their elastic collisions with the bosons that leave the trap.
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A frequency-swept microwave pulse transfers the 6Li atoms from the |3/2, 3/2〉 state to the
|1/2, 1/2〉 state, and Feshbach resonances occur between the two lowest hyperfine levels,
|1/2, 1/2〉 and |1/2,−1/2〉 [64].
Although there has been a great deal of activity in the area of quantum fermionic gases
in the last several years, much of the experimental [62, 63, 64, 65, 66, 67] and theoretical
[73, 74, 75, 76] efforts have concentrated on the study of the BCS-to-BEC crossover in s-
wave systems. In this chapter, we present a functional integral analysis of the BCS-to-BEC
evolution in p-wave fully spin-polarized Fermi gases, where p-wave Feshbach resonances
have already been observed [59, 77, 78]. We show that a quantum phase transition takes
place when the chemical potential crosses a critical value, instead of the usual smooth
BCS-to-BEC crossover that occurs in s-wave superfluids. The atomic compressibility and
the spin susceptibility of the Fermi gas are computed and are shown to be non-analytic
functions of the molecular binding energy in the p-wave case, as a consequence of a major
rearrangement in the momentum distribution as the critical point is approached. This
non-analytic behavior suggests the occurrence of a quantum phase transition, which is
further confirmed by a discontinuous change in the temperature dependence of the superfluid
density of the gas at the transition point, which goes from power-law on the BCS side of
the resonance to exponential on the BEC side of the resonance.
The physical system under investigation here will be considered quasi-two-dimensional.
That is, the atomic gas will be assumed to be confined to a two-dimensional plane, the
degress of freedom along the direction perpendicular to the plane being negligible with
respect to the in-plane degrees of freedom. Such a geometry can in principle be prepared
experimentally through the formation of a one-dimensional optical lattice [79, 80], where
atom transfer between lattice sites is suppressed by a large trapping potential. The form of
this potential can be chosen to be











where λz = 2π/kz is the wavelength of the light used in the laser beam and wx 6= wy, so









Figure 4.3: Sketch of a side view of the one-dimensional optical lattice used as the trapping potential
for the fermionic atomic gas.
where λF = 2π/kF is proportional to the inter-particle spacing of a Fermi gas with Fermi
wave-vector kF . This condition is important to ensure that the effects of the trapping
potential can be neglected in the analysis of the problem, so that Vtrap need not be explicitly
included in the Hamiltonian in a first approximation. Finally, one must impose that εF ¿
V0 −E0, where εF = }2k2F /2m is the Fermi energy in two dimensions and E0 is the ground
state of the Gaussian potential (with respect to its bottom), as shown in Fig. 4.3. This
requirement is necessary to guarantee that the tunneling between two adjacent minima of
the trapping potential is essentially suppressed, and the problem can be considered quasi-
two-dimensional.
The remaining of this chapter is organized as follows. In the next section, symmetry
arguments will be used to obtain an expression for the interaction potential energy between
two fermionic atoms of the gas. In Section 4.3, the Hamiltonian of the system will be
discussed, and the order parameter and number equations will be derived at the saddle
point level of approximation by means of functional integral techniques. All the results of
our numerical calculations will be shown in Section 4.4, and a discussion of fluctuation effects
about the saddle point solution will be carried out in Section 4.5. Finally, the possibility
of experimentally accessing some of our results are analyzed in Section 4.6, and our final
remarks are summarized in Section 4.7.
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4.2 Inter-atomic Interaction Potential
Although the exact mathematical form of the interaction between pairs of atoms in a Fermi
gas is not known a priori, the choice of the inter-atomic potential is expected to play a
central role in the analysis of the problem. Therefore, in the same spirit of what was done in
Section 2.2, an expression for the k-space potential will be derived from first principles in this
section, and a general equation valid for any angular momentum channel will be obtained.
An analysis of both its long and short-wavelength limits will then be used to show that the
expression obtained is physically reasonable. Although the derivation to be presented next
follows very closely the one of Section 2.2, it will be repeated here not only for the sake of
completeness, but mainly because there are some new issues that will be addressed in the
context of cold gases that were not discussed in the case of superconductivity.
The matrix element Vkk′ of the interaction potential in k-space can be written in terms
of the real space potential V (r) as







′·r V (r), (4.3)
where V (r) = 〈r|V |r′〉 is assumed to be a central potential and, therefore, to depend only
on the radial coordinate r. Using the expansion of the exponential eik·r in terms of Bessel













where φkk′ = arccos(k̂ · k̂′) is the angle between the vectors k and k′, and the k-dependent
coefficients V
(`)













kk′ become exactly separable. In fact, for kr ¿ 1 and k′r ¿ 1, the asymptotic expression




with the coefficient C` dependent on the particular choice of the real space potential. In the
opposite limit, kr À 1 and k′r À 1, the interaction is certainly not separable. However, one
can show that, in this case, V
(`)
kk′ mixes different k and k
′ and shows an oscillatory behavior
which is dependent on the exact form of V (r), with a decaying envelope that is proportional
to k−1/2(k′)−1/2. Under these circumstances, in order to accomodate most of the features
described above, the coefficients V
(`)
kk′ will be taken to be
V
(`)
kk′ = −λ` h`(k)h`(k′), (4.7)






where the constant k0 plays the role of the inverse interaction range, and k1 sets the scale
at low momenta. This function indeed reduces to h`(k) ∼ k` for small k, and behaves as
h`(k) ∼ k−1/2 for large k, guaranteeing the correct behavior expected for V (`)kk′ according to
the previous analysis in the long and short-wavelength limits.
In order to obtain an expression for the angular dependence of Vkk′ , one reasonable
strategy is to retain only a finite number of terms in the plane-wave expansion of Eq.(4.5).
One possibility is to keep both the +` and −` terms in the expansion, which amounts
physically to isolating only the contribution from the `th angular momentum channel to
the scattering process responsible for the interaction between the fermionic atoms. Taking
Eq.(4.7) into account, this results in







cos(`ϕ) cos(`ϕ′) + sin(`ϕ) sin(`ϕ′)
]
, (4.9)
where ϕ (ϕ′) is the angle associated with the vector k (k′) in momentum space. However,
if one has either an anisotropic trap (wx 6= wy) or a weak perturbing asymmetric potential
Vadd = −Ux cos2(kxx)−Uy cos2(kyy) on top of a symmetric trap, then the polar symmetry
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in the xy-plane is broken, and the existence of an order parameter with nodes (in the BCS
regime) becomes possible. This externally controlled symmetry breaking, which can in
principle be accomplished by changing the focus, wavelength, or intensity of the trap laser
beam, may lead to the existence of a spin-polarized superfluid state, in which pairing along
one particular direction in k-space is favored. If, for instance, symmetry is broken in such a
way that causes pairing in the x-direction to dominate, the sine functions in the expression
above for Vkk′ can be neglected relative to the cosines, and one is left with a fully separable
interaction potential in k-space, which can be written as
Vkk′ = −λ`Γ`(k)Γ∗` (k′), (4.10)
where the (real) function Γ`(k) is defined as





Symmetry requirements similar to the one employed above, in which lattice effects and
anisotropy are used to justify the separation between angular momentum channels, have
already been extensively used in the literature, most notably in the study of high-Tc su-
perconductors [81]. In fact, this idea has also been used previously in the study of the
BCS-to-BEC evolution of d-wave superconductors in 2D [14, 15], in which case a similar
interaction potential was considered and symmetry arguments were used to select a dx2−y2
order parameter over a dxy order parameter.
Another equally plausible alternative for the angular dependence of the interaction po-




Clearly, this expression can be written in exactly the same separable form as given in
Eq.(4.10), with the (complex) symmetry function Γ`(k) now defined as







which will lead to a complex order parameter with an angle-independent energy gap. How-
ever, as it will be shown later, qualitatively equivalent results are obtained whether one
uses the real (Eq.(4.11)) or the complex (Eq.(4.13)) symmetry function in the separable
equation for the inter-atomic interaction potential.
In the particular case of p-wave symmetry, which will be the one analyzed in this chapter,
the real and complex symmetry functions derived above reduce to Γ(k) = h(k) cos(ϕ) (px-






Notice that the sub-index (`) was dropped from all these expressions for the sake of nota-
tional simplicity, and this will continue to be done throughout what follows.
In the next section, the order parameter and particle number equations for the system
will be derived as the saddle point solution to the functional integral representing the
partition function. A relationship between the interaction strength λ and the molecular
binding energy Eb will be obtained, allowing the former quantity to be eliminated from the
order parameter equation in favor of the latter.
4.3 Hamiltonian and Saddle Point Equations
In this section, a uniform and homogeneous quasi-two-dimensional continuum model of
fermionic atoms of mass m in the presence of an external magnetic field h = hz̃ ˆ̃z will
be considered. The system will be assumed to be spin-polarized (all atoms in the same
hyperfine state), so that the density of the gas is n = k2F /4π. In a system of units where














where bkq = ψ−k+q/2↑ψk+q/2↑ is the pairing operator and ξk = εk − µ, with εk = k2/2m.
Furthermore, the Zeeman energy that arises from the application of the magnetic field h
is already absorbed in the definition of the chemical potential, µ = µ(hz̃ = 0) + gz̃z̃µBhz̃,
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where gz̃z̃ is the gyromagnetic ratio and µB is the Bohr magneton. The direction of the
magnetic field h, which was chosen to define the spin quantization axis z̃, need not coincide
with the spatial direction z of the laser beam.
The grand-canonical partition function Z of the system at a temperature T = β−1









. Analogously to what was done in Section 2.3, one can
now introduce the Hubbard-Stratonovich field φq(τ), which will couple to ψ
†ψ† and render
the action quadratic in the fermion fields. Since this calculation is very similiar to the one
carried out in Section 2.3, it will not be repeated here, but only the main results will be
outlined. After integrating out the fermionic degrees of freedom, the partition function
becomes a functional integral over the bosonic field φq(τ),
Z =
∫
DφDφ∗ exp (−Seff [φ, φ∗]) , (4.16)












































As before, the symbol Tr indicates not only the trace over matrix elements, but also over





4.3.1 Order Parameter Equation
Again, the derivation of the saddle point equations for the ultracold fermionic gas will
proceed in a very similar fashion as in the case of d-wave superconductors carried out in
full detail in Section 2.3. After Fourier transforming from time variables to Matsubara





























is the quasiparticle excitation energy, and ∆k = ∆0Γ(k) plays
the role of the order parameter function.
At this point, it is convenient to eliminate the interaction strength λ from the equation
above in favor of the binding energy Eb, since the latter is a more experimentally accessible
quantity. In fact, in three dimensions, there is a close relationship between Eb and the
s-wave scattering length as, which is the quantity actually measured in the experiments
[58]. A relation between λ and the two-body bound state energy Eb(hz̃) in vacuum (and in
the presence of a magnetic field) can be obtained by solving the Schroedinger equation for
two fermions of mass m interacting via a central pairing potential V (r). Assuming that the






∇22Ψ(x1,x2)+V (|x1 − x2|)Ψ(x1,x2) = (E+2gz̃z̃µBhz̃)Ψ(x1,x2).
(4.20)
Since the system is assumed to be translationally invariant and one neglects spin-dependent
forces, the center-of-mass momentum Q of the pair and the total spin are constants of
motion. The orbital wave-function of the pair can then be written as
Ψ(x1,x2) = e
iQ·R Φ(r), (4.21)
where r = x1 − x2 and R = (x1 + x2)/2 are the relative and center-of-mass coordinates,
respectively. Using this wave-function in the Schroedinger equation above, and defining
Mr = m/2 and Mp = 2m as the reduced and pair masses, respectively, one obtains,
− 1
2Mr
∇2rΦ(r) + V (r)Φ(r) = EbΦ(r), (4.22)
where the eigenvalue Eb can be shown to be given by




The quantity Eb already has the interpretation of a two-body bound state energy, as it is
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the eigenvalue of the Schroedinger equation for a pair of fermionic atoms in the presence
of an external magnetic field h = hz̃ ˆ̃z. Fourier transforming Φ(r) and V (r) from real to
momentum space, one can convert Eq.(4.22) into a k-space Schroedinger equation for the




VkqΦq = EbΦk. (4.24)
Although this equation cannot be analytically solved in general, a solution for the wave-
function Φk becomes immediate if the interaction potential Vkq is assumed to be separable.





where the constant C is defined as C =
∑
q Γ
∗(q)Φq. Finally, multiplying both sides of









which is the mathematical relationship between the interaction strength λ and the two-body
binding energy Eb in the presence of a magnetic field.
The dependence of λ on Eb in the case of p-wave interaction is shown in Fig. 4.4 for
the symmetry functions Γ(k) = h(k) cos(ϕ) (leading to a px-symmetry order parameter)
and Γ(k) = h(k)eiϕ (leading to a px + ipy-symmetry order parameter). Observe that λ
remains positive for all values of Eb < 0, and does not change sign at the transition point
E
(c)
b (which corresponds to µ = 0, as discussed later). This can be understood by noticing
that λ is simply the amplitude of the interaction potential in k-space (see Eq.(4.10)) and,
therefore, is not the only responsible for the sign of Vkk′ . It is important to emphasize
that the expression of λ in terms of Eb is just a convenient way of describing the theory
in terms of the molecular binding energy. We focus only on the case where Eb is negative,
that is, when a two-body bound state appears, since this corresponds to the more physically
interesting case, as shown below. By contrast, the corresponding situation in 3D s-wave
systems is associated with a divergence and a change of sign of the scattering length as when
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Figure 4.4: Plot of the inter-atomic interaction strength λ (in units of g−12D , where g2D is the two-
dimensional density of states) as a function of the binding energy Eb (in units of εF ) for k0 = 10kF
and k1 = kF in the case of Γ(k) = h(k) cos(ϕ). Inset: The same quantities in the case of Γ(k) =
h(k)eiϕ.
a two-body bound state appears. In this case, it is common (although strictly incorrect)
to refer to the inverse scattering length 1/as as the effective “interaction strength”, which
would then change sign when as → ±∞. It is better to associate this change with the onset
of a two-body bound state formation, which happens when the potential is sufficiently
attractive. (See, for example, the zero-range s-wave system studied in Ref. [11].)
Finally, one can use the relation derived above between λ and Eb to rewrite the or-
der parameter equation in terms of the two-body bound state energy. In fact, combining












The equation for the number of atoms in the gas can also be obtained from the effective









With the help of the thermodynamic relation N = − (∂Ω/∂µ)T,V for the number of particles


















One should notice that the result obtained here for N0 corresponds to one half of what was
found in Section 2.3 (Eq.(2.44)) in the context of d-wave superconductors. This is due to
the fact that the fermionic atoms analyzed here are assumed to be spin-polarized, which
causes the total number of available states (and therefore the number of particles in the
system) to be reduced by a factor of two.
In the following section, the zero-temperature saddle point equations will be numeri-
cally solved for the chemical potential µ and order parameter amplitude ∆0 as functions of
the molecular binding energy Eb at constant particle density. This will allow some other
spectroscopic and thermodynamic properties of the system, such as the momentum distri-
bution and the atomic compressibility, to be calculated for varying Eb in the case of p-wave
symmetry. These quantities will then be shown to signal the occurrence of a quantum phase
transition in the BCS-to-BEC evolution of p-wave Fermi gases.
4.4 Numerical Calculations
Before proceeding with the numerical results, it is instructive to briefly discuss how the
physical quantities analyzed in this problem can be scaled, allowing the governing equa-
tions to be written in dimensionless form. Contrary to what was done in the context of
superconductivity, where the energies were scaled with respect to the maximum Fermi en-
ergy εFmax , in the present case the Fermi energy εF itself will be used as the unit of energy.
As it turns out, this scheme is more convenient to treat systems with fixed number of
particles, since it allows the density n = N0/L
2 to be eliminated from the number equation.
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one can easily conclude that ε̃
k̃
= k̃2. Furthermore, the chemical potential and order
parameter will be replaced by the scaled variables µ̃ = µ/εF and ∆̃k = ∆k/εF , respectively,








(k̃2 − µ̃)2 + |∆̃
k̃
|2. (4.33)
With the help of these conventions, and making use of the following prescription to convert












where L2 is the two-dimensional “volume” of the system, the zero-temperature order pa-














(k̃2 − µ̃)2 + ∆̃20|Γ(k̃)|2

 = 0, (4.35)
where Ẽb = Eb/εF . Furthermore, the number equation at zero-temperature can also be














(k̃2 − µ̃)2 + ∆̃20|Γ(k̃)|2

 . (4.36)
For the rest of this section, the tildes will be dropped for the sake of notational simplicity,
but all the variables and parameters that will appear in what follows are to be understood
as being already scaled. That is, all energies will be implicitly written in units of εF , all
momenta in units of kF , etc.
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4.4.1 Chemical Potential and Order Parameter Amplitude
The saddle point equations derived above constitute a set of two coupled integral equations
that depend on three independent parameters, namely, the order parameter amplitude
∆0, the chemical potential µ, and the molecular binding energy Eb. In the spirit of the
experiments with fermionic gases described in the beginning of this chapter, these equations
will be simultaneously solved for µ and ∆0 as functions of Eb, since the binding energy is
the parameter that can be tuned experimentally by changing the strength of an externally
applied magnetic field.
Our numerical results at T = 0 are shown in Fig. 4.5 for the case of k0 = 10 and
k1 = 1. The two symmetry functions derived previously, corresponding to retaining either
one or two terms in the plane-wave expansion of the interaction potential, are analyzed:
Γ(k) = h(k) cos(ϕ) (leading to a px-symmetry) and Γ(k) = h(k)e
iϕ (leading to a px + ipy-
symmetry). The point µ = 0, which will be shown next to have particular importance
to this problem, is achieved for the critical binding energy E
(c)
b = −1.088 (corresponding
to ∆0 = 1.906) in the case of px-symmetry, and for E
(c)
b = −0.729 (corresponding to
∆0 = 1.277) in the case of px + ipy-symmetry. One should notice that qualitatively similar
results are obtained regardless of whether the real or the complex symmetry function is
used in the calculations. As it will be discussed in more detail later, this indicates that
the existence of nodes (Dirac points) in the quasiparticle excitation spectrum Ek plays a
rather unimportant role in determining the physical behavior of the system, which is instead
dominated by the low-k dependence of the function h(k).
4.4.2 Momentum Distribution
The momentum distribution defined in Eq.(4.30) is a relevant spectroscopic property that,
as it turns out, has important consequences to the thermodynamic behavior of the system.
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Figure 4.5: Universal plot (for any magnetic field hz̃) of (a) the chemical potential µ = µ(hz̃ =
0) + gz̃z̃µBhz̃ and (b) order parameter amplitude ∆0 as functions of the binding energy Eb =
Eb(hz̃=0)+2gz̃z̃µBhz̃ (all quantities in units of εF ) for k0 = 10kF and k1 = kF in the spin polarized
p-wave case.
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where εk = k
2/2m is the single-particle energy. Plots of the momentum distribution in the
case of px-symmetry are shown in Fig. 4.6 for three different values of the chemical potential:








is gapless in the BCS regime and fully gapped in the
BEC regime. Notice that nk becomes discontinuous when µ crosses zero, which coincides
with the collapse of the two Dirac points to a single point k = 0 and the appearance of a
full gap to the addition of quasiparticles as soon as µ becomes negative.
The use of the symmetry function Γ(k) = h(k)eiϕ results in an angle-independent quasi-







, which is gapped in both the BCS and
BEC regimes. Consequently, the momentum distribution will have no Dirac points, but will
possess polar symmetry in k-space, as shown in Fig. 4.7 for the same three values of the
chemical potential. Notice, however, that the µ = 0 momentum distribution develops a cusp
at k = 0 in this case, which is consequence of the vanishing of Ek at the origin of k-space
when the chemical potential crosses the bottom of the band. This major rearrangement of
nk for both symmetry functions analyzed has a dramatic effect in the isothermal atomic
compressibility κ of the gas, to be discussed next.
4.4.3 Atomic Compressibility and Spin Susceptibility
The isothermal compressibility κ is defined as

















where Ω(T, µ) is the thermodynamic potential of the system, and n = N/L2 is the particle
density. This quantity measures the resulting change in the density of atoms in the gas
due to a variation of the chemical potential. As expected, this response will depend on the
strength of the magnetic field that drives the system across the Feshbach resonance and,
therefore, will be a function of the binding energy Eb.
One can easily show that the expression above for κ can be written in an alternative






















































Figure 4.6: Plot of the momentum distribution nk as a function of k = (kx, ky) (in units of kF ) in
the spin-polarized p-wave case with Γ(k) = h(k) cos(ϕ) (px-symmetry) for (a) µ = 0.15, (b) µ = 0













































Figure 4.7: Plot of the momentum distribution nk as a function of k = (kx, ky) (in units of kF ) in
the spin-polarized p-wave case with Γ(k) = h(k)eiϕ (px + ipy-symmetry) for (a) µ = 0.15, (b) µ = 0
and (c) µ = −0.15 (in units of εF ). Notice the appearance of a cusp in nk when µ crosses zero.
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which indicates a direct relationship between the atomic compressibility and the momentum
distribution. Therefore, the singular behavior of nk described in the last section for both
symmetry functions analyzed should have some immediate effect on the compressibility of
the gas as the binding energy (and therefore µ) is varied. The results of our calculations for
n2κ as a function of Eb are shown in Fig. 4.8-a in the cases of px-symmetry and px + ipy-
symmetry.
As one can notice, the atomic compressibility develops a cusp when expressed in terms
of Eb (or µ), the position of which coincides with the point where the chemical potential
vanishes. Furthermore, the first derivative of κ with respect to Eb is discontinuous at the
critical point E
(c)
b (that corresponds to µ = 0), as shown in Fig. 4.8-b. This is in clear
contrast to the situation found in s-wave systems, in which case κ can be seen to be smooth
for all values of Eb, as shown in the insets of Figs. 4.8-a and 4.8-b. This non-analyticity
in the compressibility for both p-wave symmetry functions analyzed, combined with the
momentum distribution rearrangement, suggests the existence of a quantum critical point
at µ = 0.
The non-analytic behavior of the atomic compressibility in the case of px-symmetry
can be explained in terms of the collapse of the Dirac points toward k = 0, together with
the vanishing of Ek when µ crosses zero. On the other hand, the occurrence of a similar
non-analyticity in κ for the px + ipy-symmetry can be related to the appearence of a cusp
on the µ = 0 momentum distribution at k = 0, and again to the vanishing of Ek when
µ crosses zero. This leads to the conclusion that the existence of Dirac points in the
quasiparticle excitation spectrum is not necessary to produce a non-analytic behavior in
the atomic compressibility, which can still occur even in the case of an angle-independent
order parameter, as long as h(k) vanishes at k = 0. In other words, the phase transition
that we are proposing should happen even in the case of an angle-independent energy gap,
since the anomalies in κ and nk described above result from the vanishing of Ek at k = 0
when µ reaches the bottom of the band, and not from the mere existence of Dirac points
in the excitation spectrum.
The phase transition discussed above should also manifest itself in the spin susceptibility
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Figure 4.8: Universal plot (for any magnetic field hz̃) of (a) ∂n/∂µ (in units of k
2
F /4πεF ) and (b) its
derivative with respect to Eb as functions of Eb (in units of εF ) in the case of spin-polarized p-wave
pairing and k0 = 10kF and k1 = kF .
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of the gas. The application of a small probe magnetic field Hz̃ along the same direction z̃










Recalling that the chemical potential µ depends on the external magnetic field hz̃ as µ =






















Therefore, the graph in Fig. 4.8-a also represents a universal plot (for any magnetic field)




B as a function of Eb.
4.4.4 Superfluid Density
We now examine the behavior of the low temperature superfluid density tensor ρij(T,Eb)
of the Fermi gas as the critical value of the binding energy E
(c)
b is crossed. This tensor is
associated with phase twists of the superconductor order parameter, and can be shown to






[2nk∂i∂jξk − Yk∂iξk∂jξk] , (4.42)
where nk is the momentum distribution, Yk = (2T )
−1sech2(Ek/2T ) is the Yoshida dis-
tribution, and ∂i denotes the partial derivative with respect to ki. One can easily show
that the ρij tensor is diagonal, that is, ρxy = ρyx = 0. Furthermore, due to Galilean
invariance of our continuum model, the zero-temperature superfluid density reduces to
ρxx(0) = ρyy(0) = n/m, such that ∂ρii/∂µ = (1/m)∂n/∂µ and ∂ρii/∂Hz̃ = (1/m)∂n/∂Hz̃.
However, contrary to what happens for d-wave symmetry, the two diagonal elements of the
ρij tensor are not equal to each other in the case of a p-wave order parameter. In fact, one
can conclude that, if the symmetry function Γ(k) = h(k) cos(ϕ) is used, ρxx(T ) ∼ T 3 and
ρyy(T ) ∼ T at low temperatures in the BCS regime. On the other hand, both the xx and
the yy elements of the superfluid density tensor vanish exponentially with temperature on
the BEC side of the transition.
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which emerges naturally from the calculations. Since |∆ρx(T )| > |∆ρy(T )| for small T ,
we will focus here on the xx element of the superfluid density tensor, since this is the
eigenvalue that will dominate the thermodynamic behavior of the system. Plots of ∆ρx(T )
as a function of temperature (for T ¿ TF ) at several fixed values of the binding energy
Eb are shown in Fig. 4.9-a in the case of the symmetry function Γ(k) = h(k) cos(ϕ). The
linear behavior of ∆ρx(T )/T
2 for values of Eb that correspond to µ > 0 indicates a T
3
dependence of the superfluid density on temperature in the BCS regime. This confirms our
theoretical prediction that, at low temperatures (T ¿ TF ), ∆ρx(T ) ∼ CT 3 in the BCS
limit, with the coefficient C weakly dependent on Eb. This power-law behavior reflects the
nodal (gapless) structure of the p-wave excitation spectrum. In the BEC limit, we obtained
∆ρx(T ) ∼ exp(−|µ|/T ), the exponential behavior reflecting the appearence of a full gap to
the addition of quasiparticles for µ < 0.
The zero-temperature slope of ∆ρx(T )/T
2 as a function of the binding energy Eb is
shown in Fig. 4.9-b. This quantity is clearly discontinuous at the critical point E
(c)
b = −1.088
(which corresponds to µ = 0), further confirming the existence of a quantum phase transition
along the BCS-to-BEC evolution as a function of interaction strength (binding energy) in
the case of p-wave spin-polarized atoms. It is important to point out that there is an
additional contribution to ρxx(T ) due to Goldstone modes (underdamped for µ > 0 due to
Landau damping, but not dumped for µ < 0 due to a full gap in the quasiparticle spectrum).
In our formulation, this contribution comes as a next order correction, and has the form
ρ
(G)
xx (T ) ∼ −AT 3/c4 at low temperatures, where A is a function of Eb and c is the speed of
sound. However, for |µ| ≤ 0.4 (which corresponds roughly to −2 ≤ Eb ≤ 0), A is essentially
unchanged, and ρ
(G)
xx (T ) does not contribute to the discontinuity in the slope of ∆ρx(T )/T
2
shown in Fig. 4.9-b.
In the case of the symmetry function Γ(k) = h(k)eiϕ, it is clear that the superfluid
density will have an exponential behavior on both sides of the transition line, vanishing as
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Figure 4.9: (a) Plot of ∆ρx(T )/T
2 (in units of ε−2F ) as a function of temperature (in units of εF )
for various values of the binding energy Eb, in the case of the symmetry function Γ(k) = h(k) cos(ϕ)
with k0 = 10kF and k1 = kF . (b) Zero temperature slope of ∆ρx(T )/T
2 (in units of ε−3F ) as a
function of Eb (in units of εF ).
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∆ρx(T ) ∼ B1 exp(−∆kF /T ) on the BCS side, and as ∆ρx(T ) ∼ B2 exp(−|µ|/T ) on the BEC
side. This occurs because the quasiparticle excitation spectrum is gapped in both regimes.
Therefore, the quantum phase transition that we discussed will not manifest itself explicitly
in this case through the temperature dependence of the superfluid density. However, this
fact does not preclude the pre-factors B1 and B2, which are functions of µ only, from having
different behaviors for µ > 0 and µ < 0. In fact, this quantum phase transition will still
be explicit in the T = 0 behavior of ρii(0) = n/m, since ∂ρii/∂µ = (1/m)∂n/∂µ is directly
proportional to the atomic compressibility κ.
4.5 Fluctuation Effects
We now turn our attention to the investigation of the effects of Gaussian fluctuations in
the pairing field φq(τ) about the static saddle point value ∆0. Since this calculation is
very similar to the one performed in the context of d-wave superconductivity, only the main
results will be highlighted (the reader should refer to Sections 3.2 and 3.3 for more details).
Assuming φq(τ) = ∆0δq,0 + ηq(τ) and performing an expansion in Seff to quadratic order
in η, one obtains
SGauss[η, η






where Seff [∆0] is the saddle point action, the vector η(q) is such that η
†(q) = [η∗(q), η(−q)] ,
and q ≡ (q, iνm), where νm = 2mπ/β is a bosonic Matsubara frequency. The 2× 2 matrix
M(q) is the inverse fluctuation propagator.
The Gaussian fluctuation term in the effective action leads to a correction to the ther-
modynamic potential, which can be rewritten as ΩGauss = Ω0 + Ωfluct, with Ωfluct =
β−1
∑
q ln [detM(q)] . Therefore, using the thermodynamic relation N = −∂Ω/∂µ, one can
write the corrected number equation as NGauss = N0 +Nfluct, where N0 is the saddle point

























which vanishes in the limit of T → 0. Therefore, analogously to the three-dimensional
s-wave case [31], the saddle point equations provide a very accurate description of the
broken-symmetry state near and at T = 0.
The next step will be to show that the same is not true near Tc, where the effects of
temporal fluctuations in the order parameter, which are related to the appearence of bosonic
(two-body) degrees of freedom, become essential to describe the BEC regime. This can be
accomplished by means of the same technique employed in the case of two-dimensional su-
perconductors, that is, by calculating the Berezinskii-Kosterlitz-Thouless (BKT) transition
temperature of the system1. Following the same procedure outlined in Section 3.5, one can
show that the real-space effective action, when expressed in terms of the phase fluctuations
θ(r), will contain a term of the form 12}
2
∫
d2r ρxx(µ,∆0, T ) [∂xθ(r)]
2 , where ρxx(µ,∆0, T )
is the xx element of the superfluid density tensor given in Eq.(4.42). Clearly, a term in-
volving [∂yθ(r)]
2 will also be present in the action, but its contribution to the transition
temperature will be irrelevant (for reasons discussed above), and only the ρxx term will be
taken into account. From a direct comparison to the Hamiltonian of the XY model in two
dimensions, one obtains the following expression for the BKT temperature,
π
2
}2ρxx(µ,∆0, TBKT) = TBKT, (4.47)
which is a self-consistent equation for TBKT. In the present case, the dimensionless quantity
∆ρx(T ) is defined as ∆ρx(T ) = mρxx(T )/n − 1, where m is the mass of the atom and
n is the particle density. When combined with Eq.(4.47), and using the relation between




(∆ρx(TBKT) + 1) = TBKT, (4.48)
1This carries the implicit assumption that the fermionic gas can be confined to quasi-two-dimensional
“sheets” located on the sites of a one-dimensional optical lattice.
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Figure 4.10: Berezinskii-Kosterlitz-Thouless (BKT) and mean field (MF) transition temperatures
(in units of εF ) as functions of the interaction strength λ (in units of g
−1
2D) in the case of px symmetry.
Inset: Same quantities in the case of px + ipy symmetry.
where TBKT is written in units of εF . This equation, together with the finite-temperature
BCS order parameter and number equations given in (4.27) and (4.29), respectively, con-
stitute a complete set of equations to be solved self-consistently for µ, ∆0 and TBKT.
Our numerical solution for the BKT transition temperature of spin-polarized fermionic
atoms is shown in Fig. 4.10 in the cases of px (main figure) and px + ipy (inset) pairing
symmetries. As it turns out, it is more convenient to plot TBKT as a function of the inter-
particle interaction strength λ, simply because some important features are not as apparent
when TBKT is expressed in terms of Eb. The mean field solution, which can be obtained by
solving the BCS number and order parameter equations with ∆0 = 0 for µ and TMF, is also
shown in the figure. The main conclusion is that the mean field description works fairly
well in the weak coupling region, but TMF and TBKT start to depart from each other as
intermediate values of λ are reached, and the difference between them becomes increasingly
large as one approaches the strong coupling regime. This shows that the bosonic degrees
of freedom arising from the condensation of atomic pairs, which are not included in the
saddle point calculation, become essential to describe the strong coupling behavior. In the
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Figure 4.11: Chemical potential µ and order parameter amplitude ∆0 (inset) evaluated at T = TBKT
as functions of the binding energy Eb (all quantities in units of εF ) for both px and px+ ipy pairing
symmetries.
extreme strong coupling limit, one can show that ∆ρx → 0, which, according to Eq.(4.48),
explains the limiting value TBKT(λ→∞) = 1/4 observed in the figure. Finally, one should
notice that the results for px and px + ipy symmetries are qualitatively the same, the only
difference being the scale of λ.
When solving the self-consistent system of equations that determines TBKT, one au-
tomatically obtains, as byproducts of the calculation, the chemical potential and order
parameter amplitude evaluated at the transition temperature, which are shown in Fig. 4.11
as functions of the binding energy Eb. One should notice that these quantitites behave very
similarly to their zero-temperature counterparts (see Fig. 4.5). It is only by looking at the
evolution of ∂n/∂µ that it becomes clear that there is no phase transition at T = TBKT. In
fact, as shown in Fig. 4.12, ∂n/∂µ varies smoothly with Eb at T = TBKT for both symmetry
functions analyzed (the T = 0 results are also shown for comparison purposes).
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Figure 4.12: Plots of ∂n/∂µ (in units of k2F /4πεF ) at T = 0 and T = TBKT as function of the
binding energy Eb (in units of εF ) in the case of px symmetry. Inset: Same quantities in the case of
px + ipy symmetry.
4.6 Experimental Realization
In this section, we suggest a possible experiment to measure the atomic compressibility
of ultra-cold fermionic gases. It is well known from thermodynamics that the isothermal
compressibility κ is given by








where V is the volume and P is the pressure of the system. Using the thermodynamic
relation V dp = Ndµ+SdT , the compressibility can also be expressed as in Eq.(4.38), where
one can consider some fixed sub-volume that is allowed to exchange energy and particles
through its imaginary walls. Theoretically, it is easier to compute κ using variations of n
with respect to µ, but experimentally it is easier to measure κ through variations of P with
respect to V .
In order to discuss the feasibility of measurements of κ in ultra-cold Fermi gases, we
assume first the simpler situation of one single spherically symmetric cloud, which is allowed
to expand isothermally (at constant temperature) as the gas is released from the trap. In
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order to estimate κ from a typical measurement of the cold atom cloud, we assume that
the initial radius of the cloud is R, and that the average pressure P on the surface area
S of the cloud is given by P = F/S, where F is the total average force exerted along the
direction normal to the cloud surface (the radial force in the case of spherical symmetry).
To estimate F , we write F = NSma, where NS is the number of atoms hitting the surface of
the cloud, m is the mass of each atom, and a is the average acceleration of the atoms normal
to the surface of the cloud (radial acceleration in the spherically symmetric case). NS may
be estimated from two photos of the cloud taken at instants of time t0 and t1, with the time
interval τ = t1 − t0 corresponding to a small change in volume ∆V10 = V1 − V0 ¿ V0. In
this case, NS(R0) = n(R0)∆V10, where n(R0) is the density of the cloud at R0.
To estimate the pressure, we also need to determine the acceleration a of the atoms
crossing the surface area bounding the cloud. This can be achieved by taking a third photo
of the cloud expansion at time t2, such that t2 − t1 = τ . From the first pair of photos at
(t1, t0), we can get the radial velocity v10 = (R1−R0)/τ ; and from the second pair of photos
at (t2, t1), we can get the radial velocity v21 = (R2 − R1)/τ . The average acceleration at
t = t0 is then given by a0 = (v21−v10)/τ , which can also be expressed in terms of the cloud
radii as a0 = (R2 − 2R1 +R0)/τ2.
These three photos are then necessary and sufficient to estimate the pressure P0 at t0,
but are not sufficient to estimate the change in pressure ∆P10 = P1−P0, which is essential
for the measurement of the compressibility. Thus, taking a fourth photo at time t3, with
the same time interval t3 − t2 = τ , allows one to find a1 = (R3 − 2R2 + R1)/τ2, which
together with NS(R1) = n(R1)∆V21, with ∆V21 = V2 − V1 ¿ V1, provides the estimate of
the pressure P1 at t = t1. The sequence of photos obtained during the cloud expansion is
sketched in Fig. 4.13, which shows the density profile of the atomic cloud in the trap as
a function of time. Finally, the ratio ∆V10/∆P10 can be evaluated, and the experimental
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Figure 4.13: Sketch of the density profile of the atomic cloud in the trap as a function of time. Four
photos taken during the cloud expansion are necessary to determine the isothermal compressibility
κexp of the Fermi gas.
It is important to emphasize that, if the assumption of constant temperature during the
cloud expansion does not hold, one can still use the procedure described above to measure
the atomic compressibility. In fact, if the gas is released from the trap so quickly that
the atoms do not have enough time to exchange heat with the external medium, the cloud
expansion will constitute an adiabatic process, rather than an isothermal one. If this is the
case, the quantity calculated in Eq.(4.50) will be the adiabatic compressibility κS , which





where cV and cP are the specific heat of the gas at constant volume and pressure, re-
spectively. Clearly, this would require two more thermodynamic properties of the system
to be measured via independent experiments. Nevertheless, the procedure outlined above
constitutes a possible experiment that, in principle, could be used to test our theoretical pre-
dictions by means of standard techniques that are currently used in the study of ultra-cold
fermionic gases.
In order to perform a direct measurement of the spin susceptibility, one idea is to
devise an experimental setup in which the atomic cloud could be moved relative to a set of
Helmholtz coils (pick-up coils) in a direction parallel to the magnetic moment of the atoms.
The induced voltage resulting from the change in magnetic flux through the coils could then
be used to estimate the paramagnetic response of the gas, allowing the determination of its
spin susceptibility.
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However, based on a simple model for the interaction between one magnetic dipole
and a circular coil, we estimated the induced voltage that would be obtained in such an
experiment. Considering a coil of radius 1 mm and assuming that the cloud can move as
fast as 10 m/s relative to the coil, the induced voltage that would be produced by 106 atoms
is still of the order of 10−21 Volts. Therefore, even if a “solenoid” of tightly packed coils
could be used, this effect would still be negligible. The reason why such a technique can
be successful in a condensed matter system is that, in this situation, a number of atoms of
the order of 1023 will be contributing to the induced voltage. On the other hand, one is
limited to a much smaller number of atoms (∼ 106) in the case of an optical trap, making
this experiment unfeasible for Fermi gases. Based on this result, we stress the importance
of the relation given by Eq.(4.41) between spin susceptibility and atomic compressibility.
Since a direct measurement of χz̃z̃ does not seem feasible, one would have to resort to
compressibility measurements, as for example the one described above, in order to estimate
the susceptibility.
4.7 Summary
The main goal of this chapter was to propose the existence of a quantum phase transition
in the BCS-to-BEC evolution of fully spin-polarized p-wave Fermi gases in two dimensions
as a function of the two-body bound state energy. Two different types of order parameter
symmetries were analyzed: px and px + ipy. In both cases, we have shown that the mo-
mentum distribution undergoes a major rearrangement in k-space at a critical value of the
binding energy, which leads to a non-analytic behavior of the atomic compressibility and
spin susceptibility of the gas. Furthermore, in the case of px-symmetry, the low temperature
superfluid density of the system was shown to change dramatically as the critical point is
crossed, with a zero-temperature slope that is discontinuous at the critical binding energy.
It is important to note that we used a homogeneous model to describe the fermionic gas, in
the sense that the trapping potential was not taken directly into account in the calculations
(not included in the Hamiltonian of the system). This can be justified if one assumes that
the typical size of the atom cloud is small compared with the laser wavelength, such that
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the interaction between the atoms and the trap is negligible relative to the inter-particle
attraction, and the trap effects can be safely ignored in a first approximation.
Up to now, experiments on cold Fermi gases have focused only on the formation of
atomic pairs in s-wave channels, and it has been established that a smooth crossover takes
place in this case between the BCS and BEC limits as the binding energy (controlled by
an external magnetic field via Feshbach resonance) is varied, a result fully supported by
theoretical calculations [73, 74, 75, 76]. Although p-wave Feshbach resonances have already
been found in cold atom systems [59, 77, 78], p-wave atomic pairs have never been directly
observed. One of the main reasons why s-wave pairing is more easily achieved is the fact
that p-wave resonances are much narrower and, therefore, require a more precise tunning of
magnetic fields. Furthermore, in order to experimentally realize the phase transition pre-
dicted by our results, one must not only be able to drive the fermionic gas through a p-wave
Feshbach resonance, but also to measure certain properties that could signal the occurrence
of a non-analytic behavior. Although we have suggested one possible experimental proce-
dure by means of which this could be done, the measurement of quantities as the atomic





In this appendix, the formalism of second quantization, which is extremely useful to the
description of quantum many-particle systems, will be reviewed. The symmetry (or anti-
symmetry) properties of bosonic and fermionic state vectors will be discussed, the many-
body creation and annihilation operators will be introduced, and the commutation (or
anti-commutation) relations among them will be derived.
A.1 Many-Particle States
Let {|ψ1〉, . . . , |ψN 〉} be a complete set of one-particle states belonging to a single-particle
Hilbert space H1. A many-particle state describing a system of N independent and dis-
tinguishable (classical) particles will then be obtained from the tensor product of these N
single-particle states,
|ψ1, ψ2, . . . , ψN 〉 = |ψ1〉|ψ2〉 . . . |ψN 〉, (A.1)
and will belong to an N -particle Hilbert space HN , which can be constructed from the N th
tensor product of single-particle Hilbert spaces,
HN = H1 ⊗H2 ⊗ · · · ⊗ HN . (A.2)
The inner product (overlap) of two of these state vectors is defined as
〈Φ|Ψ〉 = (〈φ1|〈φ2| . . . 〈φN |)(|ψ1〉|ψ2〉 . . . |ψN 〉) ≡ 〈φ1|ψ1〉〈φ2|ψ2〉 . . . 〈φN |ψN 〉. (A.3)
If the system under consideration is composed of indistinguishable particles, the corre-
sponding state vector has to satisfy certain symmetry conditions. These conditions, which
are ultimately founded on experiment, imply corresponding restrictions on the underly-
ing Hilbert spaces of the N -particle systems. Particles obeying Bose-Einstein statistics
(bosons) must have state vectors which are symmetric under the permutation of any two
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particles, while particles obeying Fermi-Dirac statistics (fermions) must be described by
anti-symmetric state vectors. Therefore, the appropriately symmetrized many-particle state
vector describing a system of N independent and indistinguishable particles is defined as





ζP |ψP (1)〉|ψP (2)〉 . . . |ψP (N)〉 ,
(A.4)
where P runs through all possible permutations of N objects, and the index ζ distinguishes








It is important to notice that the state vectors defined by Eq.(A.4), although symmetrized,
are not necessarily normalized, but can be shown to have norm
√
n1!n2! . . . nN !, where ni is
the number of particles in the system occupying the state i. Since there can be at most one
fermion at each quantum state, the fermionic state vectors will be automatically normalized
as given by Eq.(A.4), but the bosonic ones must be divided by
√
n1!n2! . . . nN !. However, in
order to simplify the notation, the state vectors in this appendix will be kept unnormalized,
unless stated otherwise.
From the definition Eq.(A.3) of the overlap between two (non-symmetrized) vectors, the
inner product of two symmetrized state vectors can be shown to be (a proof is given, for
example, in Ref. [83])













〈ψ1|φ1〉 · · · 〈ψ1|φN 〉
...
...















where |M|ζ denotes the determinant of the matrix M for fermions (ζ = −1) and the
permanent of M for bosons (ζ = +1). The permanent of a matrix is defined in the same
way as the determinant, but with all negative signs replaced by positive signs. As an
application, the inner product can be used to find the many-body wave function describing
a system of N independent and indistinguishable particles, which is simply the collapse of
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the state vector of the system onto the state |x1, x2, . . . , xN 〉:













ψ1(x1) · · · ψN (x1)
...
...















where ψi(xj) = 〈xj |ψi〉 is the one-body wave function describing particle i at position xj .
For example, the (non-normalized) wave function of a system of three independent bosons
would be given by
ΨB(x1, x2, x3) = ψ1(x1)ψ2(x2)ψ3(x3) + ψ1(x2)ψ2(x3)ψ3(x1) + ψ2(x1)ψ3(x2)ψ1(x3)+
+ ψ3(x1)ψ2(x2)ψ1(x3) + ψ2(x1)ψ1(x2)ψ3(x3) + ψ3(x2)ψ2(x3)ψ1(x1),
while a system of three independent fermions would be described by
ΨF (x1, x2, x3) = ψ1(x1)ψ2(x2)ψ3(x3) + ψ1(x2)ψ2(x3)ψ3(x1) + ψ2(x1)ψ3(x2)ψ1(x3)+
− ψ3(x1)ψ2(x2)ψ1(x3)− ψ2(x1)ψ1(x2)ψ3(x3)− ψ3(x2)ψ2(x3)ψ1(x1).
A.2 Creation and Annihilation Operators
The creation operator a†φ is defined to be the linear operator that adds one particle at state
|φ〉 to an N -particle state, converting it into an (N + 1)-particle state:
a†φ|ψ1, . . . , ψN 〉 = |φ, ψ1, . . . , ψN 〉 . (A.8)
When acting on a system with no particles, the creation operator produces a single-particle
state, |φ〉 = a†φ|0〉, where |0〉 represents the vacuum (absence of particles), not to be confused
with the zero of the Hilbert space.
The adjoint aφ of the creation operator, known as the destruction (or annihilation)
operator, has the opposite effect of producing an (N −1)-particle state out of an N -particle
state. To find the state vector resulting from applying aφ to |ψ1, . . . , ψN 〉, one can calculate
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its inner product with an (N − 1)-particle state |χ1, . . . , χN−1〉:
〈χ1, . . . , χN−1|aφ|ψ1, . . . , ψN 〉 = 〈ψ1, . . . , ψN |a†φ|χ1, . . . , χN−1〉∗ =

















〈ψ1|φ〉 〈ψ1|χ1〉 · · · 〈ψ1|χN−1〉
























Expanding the determinant (permanent) by minors along the first column, one has:
















〈ψ1|χ1〉 · · · 〈ψ1|χN−1〉
... (no ψi)
...























ζi−1〈φ|ψi〉〈χ1, . . . , χN−1|ψ1, . . . , (no ψi), . . . , ψN 〉.
And since this is valid for any vector |χ1, . . . , χN−1〉, one can finally conclude that
aφ|ψ1, . . . , ψN 〉 =
N∑
i=1
ζi−1〈φ|ψi〉|ψ1, . . . , (no ψi), . . . , ψN 〉 . (A.9)
The symmetry or anti-symmetry properties of the many-particle states impose certain com-
mutation or anti-commutation relations between the creation operators. Since a bosonic
(fermionic) state vector is symmetric (anti-symmetric) with respect to the permutation of




|ψ1, . . . , ψN 〉 = a†φ1 |φ2, ψ1, . . . , ψN 〉 = |φ1, φ2, ψ1, . . . , ψN 〉 = ζ|φ2, φ1, ψ1, . . . , ψN 〉 =
= ζa†φ2 |φ1, ψ1, . . . , ψN 〉 = ζa
†
φ2







∴ [a†φ1 , a
†
φ2
]−ζ = 0 , (A.10)
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where the notation [A,B]−ζ = AB − ζBA was used. And from the Hermitian adjoint of
Eq.(A.10), one obtains:
[aφ1 , aφ2 ]−ζ = 0 . (A.11)
To find the commutation relation between a creation and an annihilation operator, one can
start by applying aφ1a
†
φ2




|ψ1, . . . , ψN 〉 = aφ1 |φ2, ψ1, . . . , ψN 〉 =
= 〈φ1|φ2〉|ψ1, . . . , ψN 〉+
N∑
i=1
ζi〈φ1|ψi〉|φ2, ψ1, . . . , (no ψi), . . . , ψN 〉. (A.12)
On the other hand:
















ζi−1〈φ1|ψi〉|φ2, ψ1, . . . , (no ψi), . . . , ψN 〉. (A.13)















]−ζ = 〈φ1|φ2〉 . (A.15)
In general, for an orthonormal basis {|φi〉} of single-particle state vectors, the commutation




[aφi , aφj ]−ζ = [a
†
φi




]−ζ = δij .
(A.16)
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A.3 Occupation Number Representation
For many applications (specially to bosonic systems), it may be more convenient to express
the many-particle state vectors in the so-called occupation number representation, in which
the vectors are indexed by the numbers of particles occupying each of the available single-
particle states of the system. That is, the vector
|n1, n2, . . . , ni, . . . 〉 =
1√




ψ1 . . . ψ1,
n2 times
︷ ︸︸ ︷
ψ2 . . . ψ2, . . . ,
ni times
︷ ︸︸ ︷
ψi . . . ψi, . . . 〉 (A.17)
represents a system with n1 particles at the single-particle state ψ1, n2 particles at state
ψ2, etc., and is properly normalized. The total number of particles in the system will be
given by N =
∑
i ni, where the index i runs through all possible single-particle states.
To find the vector resulting from the action of the creation operator aψi on an N -particle
bosonic state expressed in occupation number representation, one must notice that
a†ψi |n1, . . . , ni, . . . 〉 =
a†ψi | . . . ,
ni times
︷ ︸︸ ︷
ψi . . . ψi, . . . 〉√
n1! . . . ni! . . .
=
| . . . ,
(ni+1) times
︷ ︸︸ ︷
ψi . . . ψi , . . . 〉√
n1! . . . ni! . . .
. (A.18)
On the other hand, one also has that
|n1, . . . , (ni + 1), . . . 〉 =
| . . . ,
(ni+1) times
︷ ︸︸ ︷
ψi . . . ψi , . . . 〉
√
n1! . . . (ni + 1)! . . .
. (A.19)
Combining Eqs. (A.18) and (A.19), one obtains
a†ψi |n1, n2, . . . , ni, . . . 〉 =
√
ni + 1 |n1, n2, . . . , (ni + 1), . . . 〉 (bosons). (A.20)
And since there can be at most one fermion at any given single-particle state, the action of
a†ψi on a fermionic many-particle vector takes the simpler form
a†ψi |n1, n2, . . . , ni, . . . 〉 = δni,0 |n1, n2, . . . , 1i, . . . , 〉 (fermions), (A.21)
where the occupation numbers nj can be only zero or one. To find the action of the
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annihilation operator on a bosonic many-particle state, one can follow the same procedure:
aψi |n1, . . . , ni, . . . 〉 =
1√
n1! . . . ni! . . .
∑
j
〈ψi|ψj〉| . . . ,
(ni−1) times
︷ ︸︸ ︷
ψi . . . ψi , . . . 〉 =
=
1√
n1! . . . ni! . . .
ni | . . . ,
(ni−1) times
︷ ︸︸ ︷
ψi . . . ψi , . . . 〉. (A.22)
But on the other hand:
|n1, . . . , (ni − 1), . . . 〉 =
| . . . ,
(ni−1) times
︷ ︸︸ ︷
ψi . . . ψi , . . . 〉
√
n1! . . . (ni − 1)! . . .
. (A.23)
Combining Eqs. (A.22) and (A.23), one obtains
aψi |n1, n2, . . . , ni, . . . 〉 =
√
ni |n1, n2, . . . , (ni − 1), . . . 〉 (bosons), (A.24)
which in the case of fermionic systems simplifies to
aψi |n1, n2, . . . , ni, . . . 〉 = δni,1 |n1, n2, . . . , 0i, . . . , 〉 (fermions). (A.25)
A.4 Change of Basis
In order to obtain the creation and annihilation operators in different representations, con-













〈β|α〉a†β |0〉 ∴ a†α =
∑
β
〈β|α〉 a†β , (A.27)




〈α|β〉 aβ . (A.28)
Of particular importance is the position eigenstates representation, in which case the cre-
ation and annihilation operators are called field operators. Making |α〉 = |x〉 in Eqs. (A.27)
112





















where uβ(x) = 〈x|β〉 is the coordinate representation wave function of the state |β〉.
A.5 Many-body Operators
One of the most important properties of the creation and annihilation operators is that
they provide a basis for all operators in Fock space, that is, any many-body operator can be
expressed as a linear combination of products of aα and a
†
α. One can obtain an expression
for a many-particle operator A in second quantized form by imposing that its action on a
symmetrized N -particle state |ψ1, . . . , ψN 〉 be such that
A|ψ1, . . . , ψN 〉 = (A1|ψ1〉)⊗ · · · ⊗ |ψN 〉+ · · ·+ |ψ1〉 ⊗ · · · ⊗ (A1|ψN 〉), (A.30)
where A1 is the corresponding one-particle operator. Therefore, in the simplest case where
A1 = |α〉〈β|, one obtains:
A|ψ1, . . . , ψN 〉 = 〈β|ψ1〉|α〉 ⊗ · · · ⊗ |ψN 〉+ · · ·+ 〈β|ψN 〉|ψ1〉 ⊗ · · · ⊗ |α〉 =




〈β|ψi〉|ψ1, . . . , ψi−1, α, ψi+1, . . . , ψN 〉. (A.31)
However, due to the symmetry properties of the state vectors, one has
|ψ1, ψ2, . . . , ψi−1, α, ψi+1, . . . , ψN 〉 = ζi−1|α, ψ1, ψ2, . . . , ψN 〉. (A.32)
Therefore:
A|ψ1, . . . , ψN 〉 =
N∑
i=1





ζi−1〈β|ψi〉|ψ1, . . . (no ψi) . . . , ψN 〉
]
= a†αaβ |ψ1, . . . , ψN 〉. (A.33)
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This shows that the second quantization representation of the N -particle operator A whose
corresponding single-particle operator isA1 = |α〉〈β| can be written asA = a†αaβ . However,
any linear one-particle operator can be represented with respect to a particular set of basis

























αβ = 〈α|A1|β〉 are the matrix elements of A1 in this base. Therefore, the second
quantized representation of the many-particle operator A with respect to the one-particle








α aβ . (A.35)
As an example, consider the important problem of writing in second quantized form
the Hamiltonian of a system of N independet particles (no mutual interaction) in three
dimensions, which are acted upon by an external potential V (x). If the corresponding




+ V (x), (A.36)
then, using a basis of position eigenstates and applying Eq.(A.35), the N -particle Hamilto-










〈x|p2|x′〉+ 〈x|V (x)|x′〉 = − }
2
2m
∇2δ(x− x′) + V (x)δ(x− x′). (A.38)








∇2 + V (x)
]
a(x) . (A.39)
In many applications, however, it may be more convenient to write the many-particle
Hamiltonian in terms of momentum eigenstates. This can be obtained by calculating the
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matrix elements of H1 with respect to a basis of momentum states. However, an alterna-
tive approach is to Fourier transform the second quantized Hamiltonian from coordinate
to momentum representation. The formulas relating the creation and annihilation oper-
ators in both basis can be obtained by making |β〉 = |p〉 in Eq.(A.29), and using that
〈x|p〉 = (2π})−3/2 exp( i
}





















Substituting these expressions in Eq.(A.39), defining the Fourier transform Ṽ (q) of the






q·x Ṽ (q), (A.41)
and using the integral representation of the delta-function in three dimensions,
















d3q a†(p+ q)Ṽ (q)a(p) . (A.43)
As already mentioned, this description applies only to independent particles, that is,
it neglects interparticle interactions and considers only the possible effect of an external
potential on each particle individually. If two particles at positions x1 and x2 are allowed
to interact via a potential V2(x1,x2), then one can show (see, for example, Ref. [83]) that








Analogously to the independent particle case, it may be more convenient to express the
two-body interaction potential in momentum representation. Assuming that the system
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has translational invariance, such that
V2(x1,x2) = V2(x2,x1), (A.45)







Writing the creation and annihilation operators in momentum space with the help of
Eq.(A.40), and using the representation of the delta-function given by Eq.(A.42), one ob-









d3q a†(p+ q)a†(p′ − q)Ṽ2(q)a(p′)a(p). (A.47)
This concludes this summary of the most important properties and applications of the





B.1 Quantum Mechanical Propagator
Let a one-dimensional quantum mechanical system be described at time t by a state vector
|ψ(t)〉, which can be related to the state vector |ψ(t0)〉 at some previous time t0 < t through
the time-evolution operation




where H is the Hamiltonian of the system. Projecting both sides onto |x〉 and inserting the
identity operator written in terms of position eigenkets |x′〉, one obtains:
ψ(x, t) = 〈x|ψ(t)〉 = 〈x|e− i}H(t−t0)|ψ(t0)〉 =
∫
dx′ 〈x|e− i}H(t−t0)|x′〉〈x′|ψ(t0)〉. (B.2)
Defining the propagator G(x, t;x′, t0) as









This means that, if the wave function is known at time t0, the knowledge of the propagator
G(x, t;x′, t0) allows one to obtain the wave function ψ(x, t) at any future time t > t0.
We now consider the development of a path integral formulation of the quantum me-
chanical propagator. The idea is to break the finite time interval (t− t0) into infinitesimal
steps, evaluate the evolution operator for each step, and then add the matrix elements






then, using the composition property of the time-evolution operator, Eq.(B.3) can be written
as:













where the following notation was used: xN = x, x0 = x
′, and tN = t. Inserting the identity
operator in terms of position eigenkets N − 1 times between successive exponentials, one
obtains:









εH|xN−1〉 . . . 〈xk|e−
i
}
















Using the Baker-Campbell-Hausdorff formula,





















where T and V are the kinetic and potential energy operators, respectively, and the operator
X contains multiple commutators of T and V. The argument of the third exponential on
the right-hand side of Eq.(B.9) is proportional to ε2 and, therefore, becomes negligible for




ε(T+V) ≈ e− i} εT e− i} εV (B.10)








































where an identity operator in terms of momentum eigenstates was introduced and the kinetic





























































where the notation δxk ≡ xk − xk−1 was used. Substituting this result back into Eq.(B.7),
the propagator will be written as:




















































The set of points {x0, x1, . . . , xN} defines a trajectory in space-time. In the limit of N →∞,
it is convenient to denote this trajectory by x(t), with starting point x(t0) = x0 and endpoint
x(tN ) = xN . However, it is important to note that this notation does not imply continuity
or differentiability. Rather, the trajectory should always be thought of as a set of N points
x(tk) indexed by the discrete times tk. With this notation, Eq.(B.16) can be written as
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x
Figure B.1: Typical N -step trajectories in space-time that contribute to the path integral.









mẋ2(t)− V (x(t)), (B.20)
the path integral expression for the quantum mechanical propagator becomes
G(x, t;x′, t0) =
∫
D[x(t)] e i} S[x(t)] . (B.21)
The matrix element of the evolution operator between states |x0〉 and |xN 〉 is thus the sum
of exponentials of i
}
times the action along different trajectories beginning at x0 at time t0
and ending at xN at time t, some of which are sketched in Fig. B.1.
B.2 Canonical Partition Function
Let a system described by a time independent Hamiltonian H be in contact with a thermal







Since the trace is invariant under a change of basis vectors, it can be evaluated using, for








This expression for the partition function can be written in terms of path integrals. One




dx 〈x|e− 1} τH|x〉. (B.24)
Now one can use the same idea of dividing the “time” interval τ into N subintervals of












































where the convention x = xN = x0 was used. It is important to note that, in this case, there
are N integrations over position variables due to the extra integral over the final position
xN = x0, which represents the quantum mechanical trace.
The matrix elements in this expression can be evaluated using the same approxima-
tion (which becomes exact in the limit of N → ∞) of neglecting terms of order ε2 and
higher, assuming that the “time” τ is divided into intervals small enough to make the terms















Inserting the identity operator in terms of momentum eigenkets, and using Eq.(B.12) for
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D[x(τ)] = e− 1} Se[x(τ)] , (B.30)








mẋ2(τ) + V (x(τ))
)
, (B.31)


















indicates that the integral over the “endpoint” variable xN satisfies the periodic boundary
condition x(β}) = x(0).
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APPENDIX C
COHERENT STATES AND FUNCTIONAL INTEGRALS
When the operators that represent physical observables are expressed in terms of creation
and annihilation operators, in which case they are said to be written in second quantization
form, a natural representation for the quantum mechanics of many-particle systems is de-
fined in terms of coherent states. In this section, bosonic and fermionic coherent states will
be treated separately, and their most important properties will be discussed in each case.
Then, an expression for the matrix element of the time evolution operator between coher-
ent states will be developed, leading to an extension of path integrals known as functional
integration. It provides a convenient framework for the study of many-particle systems
described by second-quantized operators.
C.1 Coherent States
Let aα and a
†
α be many-body creation and annihilation operators, respectively. As discussed
in Appendix A, the effect of aα acting on any many-body state is to annihilate one particle
in the state α from this many-body state, while a†α creates one particle in the state α:
aα|n1, n2, . . . nα, . . . 〉 =
√
nα |n1, n2, . . . nα − 1, . . . 〉;
a†α|n1, n2, . . . nα, . . . 〉 =
√
nα + 1 |n1, n2, . . . nα + 1, . . . 〉.
(C.1)










βaα = δαβ ,




β ] = 0,
(C.2)








βaα = δαβ ,
{aα, aβ} = {a†α, a†β} = 0.
(C.3)
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A coherent state |Φ〉 is defined as an eigenstate of the annihilation operator aα with
eigenvalue φα, that is,
aα|Φ〉 = φα|Φ〉. (C.4)
It is easy to see that the commutation or anti-commutation relations satisfied by aα and a
†
α




[φα, φβ ] = 0 for bosons;
{φα, φβ} = 0 for fermions.
(C.5)
Therefore, since the eigenvalues satisfy commutation relations in the case of bosons, they
can be represented by ordinary (complex) numbers. However, since they anti-commute
in the case of fermions, they must be represented by Grassman numbers, which are anti-
commuting variables. These two cases will be considered separately.
C.2 Boson Coherent States
In order to obtain a more convenient expression for the boson coherent state |Φ〉, consider




Cn1,...,ni,... |n1, n2, . . . , ni, . . . 〉, (C.6)
where Cn1,...,ni,... are complex coefficients. If one applies ai to both sides and compares





Therefore, if a1 is applied n1 times, a2 is applied n2 times, and so on, and the coefficient of




2 . . . φ
ni
i . . .√
n1!
√
n2! . . .
√
ni! . . .
. (C.8)
Substituting this in Eq.(C.6), and using the fact that



















































. . . |0〉 =
= eφ1a
†
1 . . . eφia
†





Let |Φ′〉 be another bosonic coherent state which is the eigenstate of aα with eigenvalue
φ′α. Using Eq.(C.6) with the coefficients Cn1,...,ni... given by Eq.(C.8), the superposition of



























. . . 〈n1, n2, . . . |n′1, n′2, . . . 〉.
(C.11)
With the help of the orthonormality relation for two many-body state vectors,




















































The coherent states form a complete set of eigenvectors in Fock space, with respect
to which any vector of this space can be expanded. In fact, the identity operator can be














In order to show that the right-hand side of this equation (which will be called O) is in
fact the identity operator, one can use the expansion of the coherent state |Φ〉 given by
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φn11 . . . φ
ni
i . . .√
n1! . . .
√
ni! . . .








m1 . . . (φ∗i )
mi . . .√
m1! . . .
√
mi! . . .
〈m1,m2 . . . |
]
. (C.15)
Writing φi in polar form (φi = ρie
iθi), changing variables from (φi, φ
∗
i ) to (ρi, θi), and











































































|n1, n2, . . . 〉〈n1, n2, . . . |. (C.17)
Changing variables again to ξi = ρ
2














|n1, n2, . . . 〉〈n1, n2, . . . |. (C.18)
Finally, using the definition of the Gamma function,
∫ ∞
0
dx e−x xn = Γ(n+ 1) = n!, (C.19)





|n1, n2, . . . 〉〈n1, n2, . . . | = 1, (C.20)
which concludes the proof of Eq.(C.14).
This closure relation in terms of bosonic coherent states provides a convenient way of
expressing the trace of second-quantized operators, which will be useful in the calculation
of the partition function of many-particle systems. If {|n〉} is a complete set of eigenvectors
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Finally, a useful property of coherent states is the simple form assumed by matrix
elements of normal-ordered operators when represented in a basis of coherent states. An
operator is said to be in normal form when the creation operators always appear to the left
of the annihilation operators. Denoting by :A(a†α, aα) : an operator reordered in normal
form, the action of aα to the right and a
†
α to the left on coherent states immediately yields







where Eq.(C.13) for the overlap of two coherent states was used. We now turn our attention
to the analysis of coherent states in the case of fermion operators.
C.3 Fermion Coherent States
As mentioned earlier, the anti-commutation relations satisfied by the fermionic many-body
creation and annihilation operators imply corresponding relations for their eigenvalues. In
fact, if |Ξ〉 is a fermion coherent state with eigenvalue ξα,
aα|Ξ〉 = ξα|Ξ〉, (C.23)
then the numbers {ξα}, α = 1, . . . , n, will satisfy
ξαξβ + ξβξα = 0, (C.24)
which implies, in particular, that ξ2α = 0. The algebra of anti-commuting numbers is
called Grassmann algebra and, for the present purposes, can be viewed simply as a clever
mathematical construct that takes care of all minus signs arrising from anti-symmetry
properties.
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Contrary to what was done in the case of bosons, the most important properties of
fermionic coherent states will be listed here without proof. The reader is referred to Ref. [27]
for details on their derivation. The overlap of two fermion coherent states |Ξ〉 and |Ξ′〉, which
are both eigenstates of aα with eigenvalues ξα and ξ
′




















αξα |Ξ〉〈Ξ| = 1, (C.26)
where 1 denotes the identity operator in the fermion Fock space. Notice that the integration
measure in this expression does not contain the 2πi factor that was found in the bosonic
case (see Eq.(C.14)).
The trace of an operator A whose eigenstates form a complete set of vectors {|n〉} in













and the matrix element of a normal-ordered operator :A(a†α, aα) : between two fermionic
coherent states can be shown to reduce to exactly the same form as in the bosonic case,
that is,







Finally, it should be pointed out that, in contrast to the boson case, the expectation value






is not a real number. Therefore, it is meaningless to talk about the average number of
particles in a fermionic state, which cannot be used to describe physically observable sys-
tems. Nevertheless, fermionic coherent states are very useful in physics, and are employed
in multiple techniques in quantum field theory.
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C.4 Functional Integration
When the Hamiltonian of a many-particle system is written in second quantization form, a
much more convenient expression for the propagator can be obtained using coherent states,
instead of the position and momentum eigenstates used for the Feynman path integral. This
leads to the so-called functional integral over coherent states. In this section, an expression
for the matrix element of the time-evolution operator in a basis of coherent states will be
obtained, enabling one to develop a functional integral formulation of the grand-canonical
partition function of many-particle systems.
Let {|Φk〉} be a set of coherent states in Fock space, where |Φk〉 is an eigenstate of aα
with eigenvalue φα,k,
aα |Φk〉 = φα,k |Φk〉. (C.30)
The objective is to develop a functional integral expression for the propagator from an
initial state |Φi〉 at time ti to a final state |Φf 〉 at time tf :




As in the case of the Feynman path integral, the time interval (tf − ti) can be broken into














with N = 2πi for bosons and N = 1 for fermions, is inserted at the kth time step, with






































εH . . .












































In order to evaluate the matrix elements that appear in this expression, one can assume
that H(a†α, aα) is written in normal form, that is, with the creation operators always pre-
ceding the annihilation operators. As in the path integral case, the error introduced by this
approximation is of order ε2 and, therefore, will be negligible in the limit of N →∞. Using


























where the notation : A : indicates that the operator A was reordered into normal form.
Using this result back into Eq.(C.34):


























































It is now convenient to introduce the trajectory notation, analogous to the one used in the
130
























































the functional integral expression for the quantum mechanical propagator becames:












C.5 Grand-canonical Partition Function
As discussed in the case of the Feynman path integral, the partition function can be written
as the trace of the time-evolution operator with the quantity τ = β} playing the role of
the time interval. However, in the case of a system described by a Hamiltonian written in
second quantization form, this trace is more conveniently evaluated with respect to a base
of coherent states.
In order to develop a functional integral expression for the grand-canonical partition
function, consider a quantum mechanical system in equilibrium with a particle reservoir
(with which it may exchange particles) as well as with a thermal reservoir. Recalling
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One can now define the quantity τ = β} (which has dimension of time), break the “time”
interval into N subintervals of equal size ε = τ/N , and insert a closure relation in the form
of Eq.(C.14) N − 1 times between consecutive time-evolution operators. Also, one has to
impose the condition that the initial and final states coincide, that is,
|Φ〉 ≡ |Φ0〉 = |ΦN 〉. (C.44)











































Notice that, in this case, there are N integrations over coherent state variables φα,k, due to
the extra integration over φα,N = φα,0 introduced by the trace operation.
In order to calculate the matrix elements, one can assume again that the Hamiltonian
is in normal form, since the error introduced by this approximation becomes negligible in
the limit of N → ∞. Using Eq.(C.22) for the matrix element of normal ordered operators















































































































where the notation φα(0) = ζφα(β}) indicates that the integration is over complex variables
satisfying periodic boundary conditions in the case of bosons (ζ = +1) and over Grassman
variables satisfying anti-periodic boundary conditions in the case of fermions (ζ = −1).








φ∗α(τ)(} ∂τ − µ)φα(τ) +H(φ∗α(τ), φα(τ))
]
, (C.50)








C.6 Gaussian Functional Integrals
Several functional integrals of practical relevance involve exponential functions that are
polynomials in either complex or Grassmann variables. In the cases where these polynomi-
als can be reduced to quadratic forms, such integrals become generalizations of the more
familiar Gaussian integrals. Among other applications, they are important to implement the
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so-called Hubbard-Stratonovich transformation, which is a valuable tool in field-theoretical
calculations. It is convenient for future reference to list some of these integrals here (for a
detailed derivation, see Ref. [27]).
Let φ(x) and χ(x) be complex-valued functions of the complex variable x, and let A be











An analogous identity can be derived for Grassmann variables. Let ψ(ξ) and η(ξ) be
two fermionic fields that depend on the Grassmann variable ξ, and let H be an arbitrary




dξ[−ψ†(ξ)Hψ(ξ)+η†(ξ)ψ(ξ)+η(ξ)ψ†(ξ)] = [detH] e
∫
dξ η†(ξ)H−1η(ξ). (C.53)
Notice that the determinant of the matrix appears on the right-hand side of the identity in




Many calculations in finite temperature quantum field theory require the computation of






where the variable νm = 2mπ/β (with β = 1/kBT ) is called a bosonic Matsubara frequency,
for reasons that will soon become clear, and m is an integer that runs from −∞ to +∞.
The function M(iνm) is assumed to have an arbitrary number of off-imaginary-axis poles
on the complex plane. For calculations involving fermion variables, one finds analogous
sums over fermionic Matsubara frequencies ωn = (2n + 1)π/β, where n is also an integer
that runs from −∞ to +∞. In order to evaluate such sums, one can make use of complex
variables calculus by means of Cauchy’s residue theorem [38].
The first step, however, is to realize that the Boson function nB(ν), which is defined as
nB(ν) =
1
eβν − 1 , (D.2)
has infinite simple poles along the imaginary axis at the positions ν = iνm. In fact, it is
easy to see that the denominator of Eq.(D.2) vanishes at these points. Furthermore, the
residue of nB(ν) at all its poles is equal to 1/β. To show this, one must recall that the
residue of a function f(x) at a simple pole x0 is given by limx→x0 [f(x)(x− x0)]. Therefore:

























has an infinite number of simple poles at the positions ω = iωn along the imaginary axis.
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In this case, however, the residue of nF (ω) at its poles is equal to −1/β. In fact,




































Res [M(ω)eωτnF (ω)]ω=iωn (Fermion). (D.7)
The Cauchy theorem can now be invoked in order to express the sum over residues as an












M(z)ezτnF (z) (Fermion), (D.9)
where the contour C runs from ε− i∞ up to ε+ i∞, and then back from −ε+ i∞ down to
−ε− i∞, where ε is an infinitesimally small distance. That is, the contour runs parallel to
the imaginary axis, headed up just to the right of the axis and down just to the left of the
axis, as shown in Fig. D.1-a, thus enclosing all the poles of the functions nB(z) or nF (z).
The crucial step now is the following: if the functionM(z) has only poles but no branch cuts
in the right and left half planes, the contour C can be continuously deformed to include all
of the complex plane but the poles of M(z), as shwon in Fig. D.1-b. The resulting contour
will then consist of the long arc C̃, whose radius can be taken to be infinitely large, and the
small loops Γj that encircle the poles ofM(z) in a clockwise sense. However, using Jordan’s
Lemma, one can show that the integral along the arc C̃ vanishes in the limit of an infinite


























Figure D.1: (a) Integration contour C enclosing all the poles of nB(ν); (b) The same contour after
a continuous deformation, enclosing all the poles ν̃j of the function M(z) in the left and right half
planes. (A similar sketch holds in the fermionic case, except that the poles of nF (ω) would be
vertically displaced by π/β).
Notice that the signs in these expressions were inverted with respect to Eqs.(D.8) and (D.9)
to reflect the clockwise direction of the contours Γj . Finally, Cauchy’s theorem can be used
again, this time in the reverse direction, to rewrite the integral around each one of the poles
of M(z) as the residue of the integrand at that pole. Denoting these poles by ν̃j in the




Res [M(z)ezτnB(z)]z=ν̃j (Boson); (D.12)
SF (τ) = β
∑
j
Res [M(z)ezτnF (z)]z=ω̃j (Fermion), (D.13)
which are finite sums over the poles ofM(z). Therefore, this “trick” has allowed us to trade
off the infinite sum over poles along the imaginary axis for a presumably simpler, finite sum
over poles in the right and left half planes.
As an example, let us consider a fermionic Matsubara sum that appears quite frequently









In this case, the function M(ω) = 1/(ω + E) has only one simple pole located at ω̃ = −E,
and a direct application of Eq.(D.13) gives
SF (τ) = βRes [M(z)e































In particular, taking the limit of τ → 0, and recalling that the hyperbolic tangent is an odd
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