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I. INTRODUCTION
During the recent years, the design and analysis of nonlinear control systems has been pursued by several investigators [5] , [9] - [11] . These designs and results are based on the assumption that the nonlinearities are known and the plant is free of disturbances and unmodeled dynamics. More recent efforts are focused on adaptive techniques to deal with parametric uncertainties and techniques to deal with unknown disturbances and classes of unknown nonlinearities [3] , [2] , [8] , [6] , [7] , [1] , [15] , [12] , [16] . The issue of unmodeled dynamics has been addressed in [13] and [14] , where global results are obtained under the assumption that the "input unmodeled dynamics" are linear time invariant and small in all frequencies. In practice, however, unmodeled dynamics are often small in the low-frequency range, which is usually the range of interest, and are allowed to be large relative to the modeled part in the high-frequency range. Obviously if the unmodeled dynamics are large in the frequency range of interest, then they should be part of the model. It is therefore of interest to examine whether nonlinear control systems that are developed to guarantee global stability for a nonlinear system in the absence of modeling errors can maintain such property in the presence of a general class of unmodeled dynamics that are likely to appear in applications.
In this paper, we develop necessary and sufficient conditions for a general class of nonlinear control laws in the presence of high-frequency unmodeled dynamics, under which global signal boundedness or asymptotic stability is guaranteed. We show that a wide class of nonlinear control laws that guarantees global stability in the absence of unmodeled dynamics does not satisfy these conditions and therefore does not guarantee global stability in the presence of high-frequency unmodeled dynamics. Moreover, These nonlinear controllers can lead to unbounded solutions in the presence of highfrequency unmodeled dynamics that are arbitrarily small in the low frequency range. These controllers, however, guarantee local stability provided the unmodeled dynamics are small in the low-frequency range.
II. ROBUSTNESS OF A FIRST-ORDER SYSTEM
In this section, we consider the robustness of a first-order system.
A. A Simple Linear System
Let us consider the linear time-invariant (LTI) system x = G(s)(1 + 1m(s))u (1) where G(s) = (1=s) is the plant nominal transfer function, 1 m (; s) = (02s=(1 + s)) is a multiplicative uncertainty, and > 0 is a small constant.
The above system can be written in the following state space form:
We note that the multiplicative uncertainty 1 m (; s) is small for small in the low frequency range but is large in the high-frequency range and has a 180 phase shift. Moreover, 1m(; s) changes the high-frequency gain and its sign of the modeled plant G(s); rendering the overall plant being nonminimum phase. Let us consider the reduced-order system _x = u
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where '(x): IR 7 ! IR is a smooth nonlinear function, such that the equilibrium xe = 0 of (3) is globally asymptotically stable.
Lemma 2.1:
A necessary condition for the closed-loop system (3) and (4) to have a globally asymptotically stable equilibrium xe = 0 is that '(x) in (4) has the following properties. 
Proof: Consider the closed-loop system
Since x e = 0 is a globally asymptotically stable equilibrium point, it follows that _ x e = '(x e ) = 0 has no solution other than x e = 0; i.e., '(x) = 0 iff x = 0:
Integrating the above equality, we get
Note that the control law (4) guarantees that for any finite initial condition x(0); the plant output is regulated to zero, i.e., lim t!1 x(t) = 0:
Since '(x) is continuous and '(x) = 0 only when x = 0; '(x) can only change sign after crossing the point ('(x);x) = (0; 0): This observation together with (7) implies that '(x) > 0 for x < 0 and '(x) < 0 for x > 0; which completes the proof of part 1).
We prove Now suppose that the control law (4) is applied to the full order system (1) with 6 = 0: The closed-loop system satisfies the following differential equation:
Lemma 2.3: Equation (13) has a unique equilibrium point (x e = 0; _ x e = 0): Proof: It is obvious that for _ xe = 0; xe = 0; we should have '(x e ) = 0; which, by Lemma 2.1 1), implies x e = 0:
Now we consider the function
Equations (14) and (15) describe the stability properties of the system (13). It is clear that the property of (d'=dx) is essential in determining the stability of (13) . In fact, we have the following instability theorem. On the other hand, for x > x; 0'(x) > x > 0: Hence ln(0') > ln(x); or (ln(0')=ln(x)) > 1; 8x > x ; which means
again with L'Hospital's rule
That is 9x k > 0 such that 0
Let x 3 = maxfx ; x k g; then we have For any (x(t); _x(t)) 2 S; (15) becomes
i.e., V is strictly increasing in S; which means either _x 2 or 8(x) or both are strictly increasing with respect to time as long as x; _x 2 S: Increasing _x 2 or 8(x) implies that x is increasing. To proceed with _x; we define a new variable (1 0 _x 1 ):
The set S can be equivalently represented in terms of (x; x 1 ) as 6 = (x; x1): x > x 3 ; 0 < x1 <
:
Now we rewrite (13) 
For (x(t);x1(t)) 2 6; due to On the other hand, if x is bounded in t 2 [t 1 ; t 2 ); then for all x1 > 0 sufficiently small, we have ((d'=dx) 0 ('=x)(x1=) + (1=))x 1 < 1; therefore _x 1 > 0: Hence x 1 increases toward the positive direction, which means that x 1 > 0 continues to hold. We can repeat the same argument, and obviously, unless x or _x go unbounded in finite time, (x; x 1 ) will not leave the set 6: That is, (x(t); _x(t)) will remain in the set S for a maximal open interval [0;T f ) for (x(0); _x(0)) 2 S: However, if T f < 1; we have (x(T f ); _x(T f )) 2 S: Therefore, the only possibility is that
Overall, x and _x will go unbounded at a speed no less than exponential by choosing (x(0); _x(0)) 
If we write the feedback law in the form of '(x) = k(x)x; where k(x) is a nonlinear gain, then (16) (13) is globally asymptotically stable.
Proof: 
That is, the nonlinear gain k(x) has to asymptotically approach a linear one at least for the control law to guarantee global stability in the presence of small modeling error. Also note that (27) is necessary, since we can have a situation where _x ! 0 and x ! 1 when (27) is violated. Example 2.7: Consider the following nonlinear control law:
When the control law is applied to the reduced-order system with initial condition x(0) = x 0 ; the output trajectory is described by the following equation: ln x + 1 2 x 2 = ln x0 + 1 2 x 2 0 0 t:
Hence 8x0 6 = 0; x ! 0 as t ! 1:
In addition, we have 
For n = 0; (33) gives the linear control law u = 0kx; and the closed-loop system is described as Remark: It is worth pointing out that for this particular example, the unmodeled dynamics results in an overall plant that is nonminimum phase, which is a critical cause of the difference between the nonlinear and "linear-like" control laws. If in turn the unmodeled dynamics is 1m(; s) = (2s=(1 + s)); which gives a minimum phase overall plant, then we can show that both the nonlinear and the "linear-like" controllers guarantee global signal boundedness regardless of the size of : This is a rather trivial case which we do not intend to pursue.
B. Nonlinear Systems
Next, we extend system (2) to the following nonlinear one:
where f (x) is a differentiable function of x; and is the same as defined in (2) .
A general control law is in the form
which gives the same desired closed-loop system (6) for the unperturbed plant. When the plant is subjected to the multiplicative uncertainty 1 m (; s); then the closed-loop system is given as
The same Lyapunov function (14) has derivative
The following theorems are parallel to Theorems 2.6 and 2.4, whose proofs can be obtained in a similar manner. then there exists a constant 3 > 0 such that 8 2 [0; 3 ); the equilibrium x e = 0; _x e = 0 of (37) is globally asymptotically stable.
Proof:
The proof is similar to that of Theorem 2.6 and is omitted. ) where is defined as the same in (2) . A commonly used control law is to cancel the nonlinearities and replace it with a exponentially stable pole, i.e., 
where > 0 is an unknown parameter. The high-gain control law u = 0kx where k > 0 satisfies < k < 1 0 guarantees that system (44) is exponentially stable. Otherwise, the system will either be marginally stable, or diverge exponentially.
If > (1=2); then regardless of the choice of k and nonzero initial conditions x(0) and _x(0); the system will go unbounded exponentially fast.
A nonlinear controller for (44) uses the so-called "-terms" [6] , [7] u = 0x how small is. This shows that the nonlinear gain amplifies the modeling error so much that it is no longer a small perturbation for certain initial conditions. However, it guarantees local stability for x(0); _x(0) within a region of attraction D() that grows to become the whole I R space as ! 0:
A control law that deals with the unknown parameter and guarantees robustness in the global sense is the robust adaptive control [4] operator. It was shown in [4] that for sufficiently small, the adaptive controller guarantees global boundedness and tracking error of order in the mean square sense. Note that the control law in this case is upper bounded by a linear one, though it is nonlinear due to adaptation.
III. CONCLUSION
In this paper, we analyzed the robustness properties of a general class of nonlinear feedback controllers designed for a simple firstorder system with respect to high-frequency unmodeled dynamics. We demonstrated that many nonlinear controllers designed for linear or nonlinear systems to guarantee global stability are unable to tolerate high-frequency unmodeled dynamics in the global sense. For certain classes of nonlinear systems, the corresponding nonlinear controllers do not guarantee signal boundedness for certain initial conditions in the presence of unmodeled dynamics that are arbitrarily "small" in the low frequency range. On the other hand, for linear systems, the "linear-like" controllers can guarantee global signal boundedness or asymptotic stability of the origin when the unmodeled dynamics are sufficiently small in the low frequency range. When both parametric uncertainty and unmodeled dynamics are present, a nonlinear controller that is globally robust with respect to arbitrarily large parametric uncertainty is not robust with respect to highfrequency unmodeled dynamics in the global sense. However, the class of nonlinear controllers considered guarantee local stability with a region of attraction that becomes the whole space as the unmodeled dynamics disappear.
I. INTRODUCTION
One of the important issues arising in nonlinear filtering theory is the question of "robustness" of the filter maps as mappings of the observation. These issues can be broadly classified as questions related to the differentiability of the filter maps with respect to the sample paths of the observation and the question of approximation of the filter maps by finite polynomial maps. In the standard Ito stochastic framework, the first issue has been studied with the use of Malliavin calculus [7] , while the second issue was first systematically studied in [18] . Parallel to the development of nonlinear filtering in the Ito or classical framework above was the development of finitely additive white noise theory by Balakrishnan [2] , [3] . This was based in the unsuitability of the Wiener process-based model in the Ito framework since real signals are of bounded variation with sample [8] , [9] . However, the method is somewhat ad hoc and the results have to be worked out on a case-by-case basis. The alternative is to remain on the Hilbert space with standard Gauss measure thereon and develop a complete theory. It is well known that Gauss measure is only finitely additive on the algebra of cylinder sets of H and cannot be extended to be countably additive on the Borel sets of H. This causes much difficulty. Nevertheless, Balakrishnan showed that a sufficiently rich and useful theory can be constructed which is valid even in an infinitedimensional setting for which the Ito counterpart may not be defined.
A monograph on the application of the white noise theory to problems in filtering, prediction, and smoothing has been written by Kallianpur and Karandikar [14] . In this paper, by studying the continuity of the nonlinear filter map as a function of the observations in a locally convex topology generated by seminorms of nuclear operators we show a new representation for the map. This representation basically states that under suitable assumptions the nonlinear filter map can be written as the composition of a continuous nonlinear map with a linear Hilbert-Schmidt (HS) operator acting on the observations. This representation then leads to a very simple proof of the approximation of the filter maps by finite "Volterra" polynomials which are the analogs of multiple Wiener integrals.
The outline of the paper is as follows: In Section I we provide an overview of the salient facts from white noise theory and the locally convex topology called the S-topology. In Section II we give the main representation result for filter maps for models with nonlinear drift which satisfies the "usual" conditions.
II. OVERVIEW OF WHITE NOISE THEORY AND S-CONTINUITY
We begin with a brief overview of finitely additive (or cylindrical) measures on a separable Hilbert space and the white noise theory of relevance to the paper. For details see Balakrishnan [4] and the monograph by Kallianpur and Karandikar [14] .
Let H be a real, separable Hilbert space. Let P be the class of all finite-dimensional projections on H: For any P 2 P; a set of the form P 01 (B); B; a Borel set in range P; is called a cylinder set with B as its base. For fixed P; we denote the collection of all such cylinder sets by CP ; which is clearly a 0 algebra: The collection C = fC 2 C P jP 2 Pg of all cylinder sets is an algebra.
A finitely additive measure on (H; C) is called a cylindrical measure if the restriction of on CP is a countably additive measure for any P 2 P: If (H) = 1; we call (H; C; ) a cylindrical probability space. For any finite number of elements h i 2 H; consider the map : H ! < n defined by (h) = ([h; h1]; 111; [h; hn]): The mapping induces a countably additive probability measure on < n defined by (B) = (h 2 Hj(h) 2 B); B Borel in < n : That is countably additive follows from the definition of a cylindrical measure. In particular, for n = 1; we can define the characteristic functional corresponding to a cylindrical measure by (1) 0018-9286/99$10.00 © 1999 IEEE
