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Abstract—Can compression algorithms be employed for re-
covering signals from their underdetermined set of linear mea-
surements? Addressing this question is the first step towards
applying compression algorithms for compressed sensing (CS).
In this paper, we consider a family of compression algorithms Cr ,
parametrized by rate r, for a compact class of signals Q ⊂ Rn.
The set of natural images and JPEG at different rates are exam-
ples of Q and Cr , respectively. We establish a connection between
the rate-distortion performance of Cr , and the number of linear
measurements required for successful recovery in CS. We then
propose compressible signal pursuit (CSP) algorithm and prove
that, with high probability, it accurately and robustly recovers
signals from an underdetermined set of linear measurements. We
also explore the performance of CSP in the recovery of infinite
dimensional signals.
I. INTRODUCTION
The field of compressed sensing (CS) was established on a
keen observation that if a signal is sparse in a certain basis it
can be recovered from far fewer random linear measurements
than its ambient dimension [1], [2]. In the last decade, CS
recovery algorithms have evolved to capture more complicated
signal structures such as group sparsity, low-rankness [3]–
[19], and other broader notions of “structure” [20]–[23]. In
this paper, we consider a different type of structure based
on compression algorithms. Suppose that a class of signals
can be “efficiently” compressed by a compression algorithm.
Intuitively speaking, such classes of signals have a certain
“structure” that enables the compression algorithm to represent
them with fewer bits. These structures are often much more
complicated than sparsity, and employing them in CS can
potentially reduce the number of measurements required for
signal recovery.
In this paper, we aim to address the following problem. Is it
possible to employ compression algorithms in CS and design
compression-based CS algorithms that recover signals either
exactly or with “small error”, from their under-determined
set of linear measurements? As we will prove in this paper,
the answer to this question is affirmative. We propose a CS
recovery algorithm based on exhaustive search over the set
of “compressible” signals, that, under certain condition on
the rate-distortion performance of the code, recovers signals
from fewer measurements than their ambient dimensions. This
result provides the first theoretical basis for using generic
compression algorithms in CS.
The theoretical framework we develop shows a connection
between the problem of compressed sensing and relevant
problems in the filed of embedology [24]–[27]. This con-
nection has also been explored in [28]. As an application of
this connection, we will derive several fundamental results of
embedology as corollaries of our main results.
We also extend our results to analog signals. Such exten-
sions are important for many applications including spectrum
sensing [29]–[31]. Our generalization employs a new mea-
surement technique, that is based on the projection of the
signal onto several independent Wiener processes, and the CSP
algorithm. We show that these two ingredients enable us to
utilize most of our proof techniques in the problem of analog-
CS as well.
The organization of the paper is as follows. Section II
reviews the main concepts used in this paper. Section III
formally states the problem addressed in the paper and intro-
duces our compressible signal pursuit algorithm. Section IV
establishes a lower bound for the number of measurements any
recovery method (based on compression algorithm) requires
for accurate recovery. Section V and Section VI summarize
our main contributions. Section VII extends our results to the
class of analog signals. Section VIII reviews the related work
in the literature. Section IX includes the proofs of our main
theorems. Finally, Section X concludes the paper.
II. BACKGROUND
A. Notation
Boldfaced letters such as x and X represent vectors. Cal-
ligraphic letters denote sets and operators; the distinction
will be clear from the context. Given a finite set A, |A|
denotes its size. The `p-norm of x ∈ Rn is defined as
‖x‖p , (
∑n
i=1 |xi|p)1/p. The `0-norm is also defined as
‖x‖0 , |{i : xi 6= 0}|. Note that for p < 1, ‖ · ‖p is
a semi-norm since it does not satisfy the triangle inequality.
Throughout the paper log denotes logarithm in base e, and
logarithm in base 2 is denoted explicitly as log2.
B. Compression
Let Q denote a compact subset of Rn.1 Consider a com-
pression algorithm for Q described by encoder and decoder
mappings (E ,D). Encoder
E : Q → {1, 2, . . . , 2r},
maps signal x ∈ Q to codeword E(x). Decoder
D : {1, 2, . . . , 2r} → Qˆ,
maps the coded signal E(x) back to the reconstruction domain
Qˆ ⊂ Rn. Let xˆ , D(E(x)) denote the reconstruction of signal
x ∈ Q. Let C denote the codebook of code (E ,D), i.e.,
C , {D(E(x)) : x ∈ Q}.
Clearly, |C| ≤ 2r. The performance of the described coding
scheme is measured in terms of its rate r and its induced
1We extend our results to infinite dimensional spaces in Section VII.
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2distortion δ defined as
δ , sup
x∈Q
‖x−D(E(x))‖2. (1)
Consider a family of compression algorithms {(Er,Dr) :
r > 0} that are parametrized by rate r. The distortion defined
by (1), corresponding to code (Er,Dr), is denoted by δ(r).
Furthermore, for this family of compression algorithms, we
define
r(δ) , inf{r : δ(r) ≤ δ}.
Note that δ(r) and similarly r(δ) are functions of both the
family of compression algorithms and set Q, and are different
from the Shannon’s rate distortion function that characterizes
the fundamental limits of compressing a stochastic process.
Furthermore, as discussed in Section II-C, r(δ) is also different
from Kolmogorov’s -entropy.
The following example clarifies the concepts we have in-
troduced so far. Let Q denote the class of all natural images
of a certain size and consider the JPEG compression algo-
rithm. Nearly all software implementations of JPEG (including
the one in Matlab) provide a parameter that determines the
tradeoff between the size of the compressed file (rate in our
terminology) and the quality of the image (distortion in our
terminology). Denote this parameter with τ . Fig. 1 shows
the distortion-rate performance of JPEG for three different
images as τ varies. As shown in this figure, the performance
of the algorithm depends on the image. To characterize δ(r)
(defined in (1)), we consider all natural images and let δ(r)
denote the supremum of all achieved distortions at rate r.
For instance, according to this definition, the distortion-rate
function of the JPEG algorithm over the class of three images
in Fig. 1, is given by the red curve. Note that characterizing
the rate-distortion performance of JPEG or any other heuristic
compression algorithm on the class of natural images is
computationally prohibitive. However, it is possible to obtain
a good lower bound by considering large libraries of natural
images.
In the remainder of this section we consider several simpler
and theoretically more popular classes of signals to illustrate
the concepts. Let Bnp (ρ) , {x ∈ Rn : ‖x‖p ≤ ρ} represent
a ball of radius ρ in Rn. Also, let Γnk denote the set of all
k-sparse signals in Rn, i.e.,
Γnk , {x ∈ Rn : ‖x‖0 ≤ k}. (2)
Example 1. There exists a family of compression algorithms
for Bn2 (ρ) that achieves
r(δ) ≤ 1
2
n log2 n+ n log2
(ρ
δ
)
+ cn,
for δ ≤ ρ√n. Here, c is a constant less than 3.
Example 2. There exists a family of compression algorithms
for Bn2 (ρ) ∩ Γnk that achieves
r(δ) ≤ log2
(
n
k
)
+ k log2
(√
kρ
δ
)
+ ck,
where c is a constant less than 3.
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Fig. 1. Rate-distrotion performance of JPEG compression for three different
images (shown on the top) as τ varies.
These are classic examples in the literature. However, we
review their proofs in Section IX-B to clarify the concepts
introduced here. Note that since Bn2 (ρ) ∩ Γnk ⊂ Bn2 (ρ), we
expect to compress Bn2 (ρ) ∩ Γnk more efficiently. This is
specially clear as δ ↓ 0.
C. Connection with Kolmogorov’s -entropy
The -entropy of a compact set Q is defined as
H(Q) = log2N(Q),
where N(Q) is the minimum number of elements in an -
covering of Q [32], [33]. According to the definition, H
provides a lower bound on the rate distortion of any family
of compression algorithms. In other words, if r(δ) is the rate
distortion function of a family of compression algorithms on
Q, then
r(δ) ≥ Hδ(Q). (3)
As the problem of finding the optimal encoder (the one that
achieves Hδ(Q)) is complicated for many real-world signals,
heuristic algorithms are being used with rate-distortion perfor-
mances that might be much worse than Hδ(Q). Therefore, in
this paper we consider a generic compression algorithm that
is not necessarily optimal. We then discuss the implications of
our results for H and the connection between our work and
embedology in Section VIII-B.2
III. PROBLEM STATEMENT
Consider the problem of recovering “structured” signal
x ∈ Rn from its undersampled set of linear measurements
y = Ax, where y ∈ Rd, and A ∈ Rd×n (d < n) denotes
2We are thankful to an anonymous reviewer who pointed out this connec-
tion.
3the measurement matrix. For various types of structure such
as sparsity, it is well-known that x may be recovered from
measurements y even with d < n. In this paper we explore a
more elaborate type of structure based on compressibility.
Instead of being structured as sparse, smooth, etc., suppose
that the signal belongs to a compact set Q ⊂ Rn and there
exists a family of compression algorithms {(Er,Dr) : r >
0} with rate-distortion function r(δ) for signals in Q. For
instance, we can consider the JPEG compression algorithm
[34] at different rates for the class of images. This family of
compression algorithms might be exploiting the sparsity of the
signal in a certain domain or any other type of structure. The
actual mechanism by which the algorithm is compressing the
signals in Q is not important for the purpose of this paper.
Instead, we are interested in recovering vector x ∈ Q from an
undersampled set of linear equations y = Ax by employing
the compression algorithms {(Er,Dr) : r > 0}.
Toward this goal, we follow Occam’s principle; Among all
the signals that satisfy y = Ax, we search for the one that
can be compressed well by our compression scheme. More
formally, given compression algorithm (Er,Dr) on Q ⊂ Rn
with codebook Cr, for recovering xo ∈ Q from its measure-
ments yo = Axo, consider compressible signal pursuit (CSP)
algorithm defined as
xˆo = arg min
c∈Cr
‖yo −Ac‖22. (4)
In case we have access to a family of compression schemes,
e.g. JPEG, the rate r can be considered as a free parameter that
can be tuned. The optimal value of this parameter depends on
several aspects of the CS system that will become clear later
in this section.
So far we have ignored two important aspects of practical
algorithms, which are important in evaluating the performance
of CSP:
(i) Robustness to the measurement noise: The assumption of
noiseless measurements, i.e., observing yo = Axo with
no noise, is quite strong for many applications. A more
realistic assumption is to consider yo = Axo+z, where z
denotes the measurement noise. In such settings, we still
require to have an “accurate” estimate of xo. To obtain
such an estimate, we can still employ the CSP algorithm.
We will show in Sections V-B and VI-B that the CSP
algorithm is robust to noise, and if the noise is small
enough, CSP can still provide an accurate estimate of
xo. Note that the form of the CSP algorithm is the same
for both noiseless and noisy measurements. However, if
we have a family of compression algorithms (with r as
a free parameter) the optimal value of r depends on the
power of the noise. (See Sections V-B and VI-B for more
details.)
(ii) Computational complexity: CSP is based on an exhaus-
tive search and hence is computationally very demanding.
Practical implementations or approximations are left for
future research.
Before analyzing the performance of CSP, it is important to
determine the conditions under which it is possible to obtain an
accurate estimate of xo from yo = Axo by employing a family
of compression algorithms. The next section investigates this
problem.
IV. CS-APPLICABILITY
In this section we address the following questions: Does
existence of a compression algorithm for set Q is equiva-
lent to existence of a CS-recovery method that can recover
xo ∈ Q from d < n measurements. Under what conditions
the existence of a family of compression algorithms leads
to a successful recovery algorithm from undersampled set of
linear measurements? Since for every compact set, there exist
families of compression algorithms, it seems that the answer
to the first question ought to be negative. The following lemma
confirms this intuition.
Lemma 1. Let Q = Bn2 (1). If the number of linear measure-
ments d is less than the ambient dimension n, then for any
measurement matrix A ∈ Rd×n, any CS-recovery algorithm
will result in `2 reconstruction error of at least 1. In other
words, for any measurement matrix A, if xˆ(y) denotes the
reconstruction of x ∈ Q from measurements y = Ax, then
inf
xˆ:Rd→Rn
sup
x
‖xˆ(y)− x‖2 = 1.
Proof: Consider measurement matrix A ∈ Rd×n with
d < n and some reconstruction algorithm xˆ : Rd → Rn. Let
Ker(A) , {x : Ax = 0}. Since d < n, Ker(A)− {0} 6= ∅.
All signals in Ker(A) ∩ Bn2 (1) are mapped to the all-zero
measurement vector, and hence the recovery algorithm maps
all of them to some xˆ ∈ Rn. It is straightforward to confirm
that
inf
xˆ
sup
x∈Ker(A)∩Bn2 (1)
‖x− xˆ‖2 = 1.
In fact the best reconstruction for x ∈ Ker(A) ∩ Bn2 (1) is
xˆ(0) = 0, which leads to supx∈Ker(A)∩Bn2 (1) ‖x − xˆ‖2 = 1.
The answer to the second question is not as trivial and
requires a more formal definition of “success” for the recovery
algorithms. To address this question, we start with two formal
definitions of applicability of CS to a compact set Q. We then
derive a connection between these two notions and the rate-
distortion performance of a code.
Definition 1. Compressed sensing is said to be strongly
applicable to compact set Q ⊂ Rn with d measurements, if,
for any  > 0, there exists a d× n matrix A and a recovery
algorithm A,
A : Rd → Rn,
such that ‖A(Ax)− x‖2 ≤ , for all x ∈ Q.
Another popular notion of applicability of CS to Q is what
we call weak applicability defined as follows.
Definition 2. Compressed sensing is said to be weakly appli-
cable to compact set Q ⊂ Rn with d measurements, if, for
any xo ∈ Q and and  > 0 there exists a d×n matrix A such
that for any x ∈ Q with ‖xo − x‖2 > ,
Axo 6= Ax.
4(Refer to [35] and the reference therein for some examples
of weak CS-applicability.) Note the subtle difference between
the two definitions. In Definition 2, A may depend on the
the vector xo. However, Definition 1 requires the existence of
at least one A, that works on all xo ∈ Q. Therefore, as the
name suggests strong CS-applicability is a stronger notion and
hence, intuitively speaking, it requires more measurements.
Remark 1. The definition of weak CS-applicability might
suggest that it is impractical, as the measurement matrix can
depend on xo. However, as we will show later in the paper, for
any xo ∈ Q, random matrices satisfy the conditions required
for weak CS-applicability with high probability.
Remark 2. CS-applicability is concerned with the recovery
of xo from undersampled set of linear measurements yo =
Axo. However, in many applications we require additional
constraints on the system. Most notably, the system is usually
required to be robust to small variations on the measurements.
In fact, since noise is an inevitable part of all measurement
systems, in many systems yo = Axo + z, where z denotes the
measurement noise. Therefore, it is also important to ensure
that the recovery algorithm is robust to the noise. We discuss
this in more detail in Sections V-B and VI-B.
Our next step is to establish a connection between the rate-
distortion performance of a code Cr on Q and the number of
measurements that makes CS-applicable to Q. The following
definition plays a major role in this connection.
Definition 3. Consider compact set Q ⊂ Rn, and a family of
fixed-rate compression codes, {(Er,Dr) : r > 0}, with rate-
distortion function r(δ). Define the α-dimension of a family
of codes as3
α , lim sup
δ→0
r(δ)
log2(
1
δ )
. (5)
In Section VIII we discuss the connection between α-
dimension and other well-known concepts in information
theory and functional analysis such as Minkowski dimension
and Re´nyi entropy.
Example 3. Consider the family of compression algorithms
presented in Example 1 for Bn2 (1). It is straightforward to
confirm that the α-dimension of this code is less than or equal
to n. Furthermore, employing (3) and lower bounds on H,
one can show that the α-dimension is also lower bounded with
n and hence is exactly equal to n.
Example 4. Consider the family of compression algorithms
presented in Example 2 for Γnk ∩Bn2 (1). Similar to Example 3
one can show that there exists a family of compression codes
for Γnk ∩Bn2 (1) with α-dimension equal to k.
It turns out that there is a close connection between the
α-dimension of a family of compression algorithms and CS-
applicability. Given α > 0, let Snα denote the set of all subsets
of Bn2 (1) for which there exists a family of compression
3Note that distortion δ here is defined in terms of the `2-norm. In many
papers, distortion is defined as the square of `2-norm, a.k.a., square error. In
those cases, α-dimension shall be defined as lim supδ→0
2r(δ)
log2(
1
δ
)
.
algorithms with α-dimension upper-bounded by α. For each
Q ∈ Snα , define dwmin(Q) (dsmin(Q)) as the minimum number
of measurements required to make CS weakly (strongly)
applicable to Q. The following theorems provide lower bounds
on dwmin(Q) and dsmin(Q).
Proposition 1. If CS is weakly applicable to any element of
Snα with d measurements, then d ≥ bαc. In other words,
sup
Q∈Snα
dwmin(Q) ≥ bαc.
Proof: Set k , bαc and define Θk as the set of vectors
in Bn2 (1), whose n− k last coordinates are equal to zero, i.e.,
Θk , {x ∈ Bn2 (1) : xk+1 = xk+2 = . . . = xn = 0}.
As shown in Example 4, Θk ∈ Snα . Let xo ∈ Θk. Consider any
measurement matrix A ∈ Rd×n with d < k. Clearly, there are
infinitely many other signals x ∈ Θk that satisfy Ax = Axo.
Hence, CS is not weakly applicable to Θk with d < k.
Our next theorem that rephrases Theorem 3 of [36] derives
a similar bound for the strong applicability.
Proposition 2. If CS is strongly applicable to any element of
Snα with d measurements, then d ≥ b2αc. In other words,
sup
Q∈Snα
dsmin(Q) ≥ b2αc.
Proof: Set k , bαc and define ∆nk = Γnk ∩ B2(1),
where Γnk is the set of k-sparse vectors as defined in (2). As
shown in Example 4, ∆nk ∈ Snα . Consider d = b2αc − 1
and measurement matrix A = [a1, . . . ,an] ∈ Rd×n, with
ai denoting the ith column of A. We prove that for any
recovery algorithm and any  > 0, there exists a signal
with reconstruction error greater than . Since rank(A) ≤ d,
corresponding to any d + 1 columns of A, i1, . . . , id+1 ∈
{1, . . . , n}, there exists (ci1 , . . . , cid+1) ∈ Rd+1 such that∑d+1
j=1 cijaij = 0. Assume that d + 1 is an even number.
We construct two vectors x1 and x2 both in Rn such that
Ax1 = Ax2 and x1,x2 ∈ ∆nk . For k ∈ {i1, . . . , i(d+1)/2}, let
x1,k = ck and set the rest of entries in x1 to zero. Similarly,
for k ∈ {i1+(d+1)/2, . . . , id+1}, let x2,k = −ck and set the
rest of entries in x2 to zero. By our construction, x1 and
x2, while having no intersection between their support sets,
are not distinguishable from their measurements. It is clear
that for any β > 0, βx1 and βx2 are not distinguishable
from their measurements as well, i.e., A(βx1) = A(βx2).
Let ‖x1‖2 ≥ ‖x2‖2, and set β such that ‖βx1‖2 = 1. Let xˆ
denote the reconstruction vector assigned to A(βx1). By the
triangle inequality, ‖βx1−xˆ‖2+‖βx1−xˆ‖2 ≥ ‖βx1−βx2‖2.
On the other hand, ‖βx1 − βx2‖2 = ‖βx1‖2 + ‖βx2‖2 ≥ 1.
Therefore, either ‖βx1 − xˆ‖2 or ‖βx2 − xˆ‖2 is greater than
1/2. For the case where d+ 1 is an odd number, the analysis
is very similar. Hence, overall, we require d ≥ b2αc for strong
CS-applicability.
Propositions 1 and 2 provide lower bounds for the number
of measurements that are required for CS-recovery method.
However, it is not clear if these number of measurements are
sufficient. In the rest of the paper, we show that considering
5random measurement matrices (nonadaptive measurements)
and employing CSP, result in an accurate recovery algorithm
with the number of measurements that are essentially the same
as the ones proposed by Propositions 1 and 2.
Remark 3. As we will prove later, and as the lower bounds
provided in Propositions 1 and 2 suggest, the number of
measurements that are required for strong CS-applicability is
essentially two times that of weak CS-applicability.
Next section summarizes our results on the performance of
CSP in recovering individual sequences. This section corre-
sponds to weak CS-applicability. Section VI characterizes the
performance of CSP for all vectors in Q, which corresponds
to strong CS-applicability concept we have introduced. We
show that in each framework CSP is successful as long as
the number of measurements is higher than the lower bounds
derived in Propositions 1 and 2.
V. CSP RECOVERY OF INDIVIDUAL SEQUENCES
Consider the problem of recovering signal xo ∈ Q ⊂ Rn,
from d < n linear measurements yo = Axo + z, where the
entries of A are i.i.d. N (0, 1), and z ∈ Rd represents the mea-
surement noise in the system. Furthermore, assume that there
exists a family of compression algorithms, {(Er,Dr) : r > 0},
for the signals of Q with rate-distortion r(δ). We employ
the CSP algorithm described in (4) to recover xo from yo.
The focus of this section is on the weak CS-applicability
framework. Therefore, xo is considered to be a fixed (but
arbitrary) element of Q.
A. Noiseless measurements
Our first result is concerned with the performance of the
CSP algorithm, when there is no noise in the system, i.e.,
z = 0.
Theorem 1. Consider compression code (E ,D) for set Q
operating at rate r and distortion δ. Let A ∈ Rd×n, where Ai,j
are i.i.d.N (0, 1). For xo ∈ Q, let xˆo denote the reconstruction
of xo from yo = Axo, by the CSP algorithm employing code
(E ,D). Then,
‖xˆo − xo‖2 ≤ δ
√
1 + τ1
1− τ2 ,
with probability at least
1− 2re d2 (τ2+log(1−τ2)) − e− d2 (τ1−log(1+τ1)),
where τ1 > 0 and τ2 ∈ (0, 1) are arbitrary.
See Section IX-C for the proof of this theorem.
This theorem characterizes the trade-offs between the
number of measurements, reconstruction error, and the
probability of correct recovery. As is clear from the theorem,
for a fixed d, as δ → 0 the reconstruction error decreases to
zero but the success probability of the algorithm decreases to
zero as well. In fact, if we want the reconstruction error to
converge to zero and at the same time the success probability
remain close to 1 (in high dimensional settings), the number
of measurements should be larger than a certain number. The
next corollary characterize this number.
Corollary 1. Consider the setup of Theorem 1, and let the
number of measurements d = ηr/ log2(1/eδ), where η > 1 is
a parameter. Given  > 0, let δ be such that
η
log 1eδ
< .
Then, for xo ∈ Q,
P(‖xˆo − xo‖2 ≥ θδ1−(1+)/η) ≤ e−0.8d + e−0.3r,
where θ = 2e−(1+)/η .
Proof: In Theorem 1, let τ1 = 3, τ2 = 1− (eδ)2(1+)/η .
For τ1 = 3, 0.5(τ1 − log(1 + τ1)) > 0.8. For τ2 = 1 −
(eδ)2(1+)/η ,
r log 2 +
d
2
(τ2 + log(1− τ2))
= r log 2 +
d
2
(
1− (eδ)2(1+)/η + 2(1 + )
η
log(eδ)
)
≤ r(log 2 + η
2 log2(1/eδ)
− (1 + ) log 2)
(a)
≤ r log 2(1 + 
2
− (1 + ))
≤ −0.3r, (6)
where (a) is due to the fact that η
log2
1
eδ
= η log 2
log 1eδ
< 2 . Finally,
δ
√
1 + τ1
1− τ2 = δ
√
4
(eδ)2(1+)/η
= θδ1−(1+)/η, (7)
where θ = 2e−(1+)/η .
Remark 4. Let  be a small positive number and set d =
ηr/ log2(1/eδ), with η > 1 + . Then Corollary 1 states that
as δ → 0 the reconstruction error θδ1−(1+)/η → 0, while
the number of measurements converge to ηα, where α is the
α-dimension of the compression algorithms. In other words,
as long as d > α, CSP recovers xo accurately. Therefore,
according to Definition 2, CS is weakly applicable to Q with
d measurements as long as d > α.
Remark 5. According to Proposition 1, any recovery algo-
rithm based on the compression method requires at least bαc
measurements for accurate recovery. Therefore, CSP achieves
the fundamental limit of signal recovery from compression
algorithms.
B. Noisy measurements
So far we have considered the ideal setting, where there is
no noise in the system. However, noise is an inevitable part
of any sampling system and the robustness to measurement
6noise is a vital requirement for any recovery method. In this
section we prove that CSP is robust to noise. Toward this
goal, we consider two different types of measurement noise,
stochastic and deterministic, and analyze the performance of
CSP. Deterministic noise is considered as a good model for
signal/measurement dependent noises such as quantization,
while the stochastic noise models other noises such as am-
plifier noise in analog to digital converters.
1) Deterministic noise: Consider the problem of recovering
a vector xo from a noisy, undersampled set of linear measure-
ments yo = Axo + z, where Ai,j are i.i.d. N (0, 1) and z
denotes the noise. Let ‖z‖2 ≤ ζ. Here, except for an upper
bound on the `2-norm, we do not make any other assumption
on the noise. In particular the noise can be dependent on the
measurement vector yo. Again we recover xo from yo by
employing CSP algorithm described in (4). The following the-
orem provides a performance guarantee for the CSP algorithm:
Theorem 2. Consider compression code (E ,D) operating at
rate r and distortion δ on set Q. For xo ∈ Q, and yo =
Axo + z with ‖z‖2 ≤ ζ, let xˆo denote the reconstruction
of xo from yo offered by the CSP algorithm employing code
(E ,D). Then,
‖xˆo − xo‖2 ≤ δ
√
1 + τ1
1− τ2 +
2ζ√
(1− τ2)d
,
with probability exceeding
1− 2re d2 (τ2+log(1−τ2)) − e− d2 (τ1−log(1+τ1)),
where τ1 > 0 and τ2 ∈ (0, 1) are arbitrary.
See Section IX-C for the proof.
Again this theorem is quite general and depending on
the number of measurements and ζ, we can optimize the
parameters to obtain the best bound. Note that since the size
of the measurement noise is ζ, and the system of linear
measurements is underdetermined, we do not expect to recover
xo with better accuracy than ζ. Therefore, a proper choice for
δ is ζ. The following corollary simplifies the statement of
Theorem 2 in this setting.
Corollary 2. Consider the setup of Theorem 2 and let d ≥
ηr
log2 1/(eδ)
, where η > 1. Assume that ζ = δ and
η
log 1eδ
< ,
for some  > 0. Then, for xo ∈ Q,
P(‖xˆo − xo‖2 ≥ θ′ζ1−(1+)/η) ≤ e−d/2 + e−0.3r,
where θ′ = 2e−(1+)/η + 2/
√
d.
Proof: If we choose τ1 = 3 and τ2 = 1 − (eδ)2(1+)/η
in Theorem 2 the same analysis as the one presented in the
proof of Corollary 1 yields the bound on the probability of
error. Also, for this choice of variables, we have
δ
√
1 + τ1
1− τ2 +
2ζ√
(1− τ2)d
= θ′ζ1−(1+)/η, (8)
where θ′ = 2e−(1+)/η + 2/
√
d.
Remark 6. Consider the small noise regime, i.e., ζ  1.
According to Corollary 2, as the number of measurement
increases, or equivalently as η increases, the reconstruction
error decreases. However, it is always greater than or equal to
2ζ and gets closer to this bound as the number of measurement
increases. The error 2ζ is not a fundamental bound on the
signal recovery. In fact, if we set τ1 to a small number greater
than zero, the bound can be reduced to ζ.
Remark 7. As η decreases the noise amplification increases.
Furthermore, once η reaches 1 the reconstruction error is
equal to 1 and hence the scheme is not reliable any more.
In fact, according to corollary 1, once we have more than
r(δ)/ log2(eδ) measurements we can recover the signal accu-
rately in the noiseless setting. However, if η is close to 1 the
algorithm will not be robust to noise and adding a little bit of
measurement noise leads to large reconstruction errors.
2) Stochastic noise: In the last section we studied the effect
of deterministic noise. As is clear from our discussion, the
assumptions on deterministic noise are minimal. Therefore, in
the analysis we should always consider the “least favorable
noise” and derive the bounds for such pessimistic scenarios.
For some types of noise such as the quantization noise, the
deterministic model seems to be a proper model. However, for
many other noise sources stochastic model is a better match.
Here, we consider the case where the linear measurements are
corrupted by i.i.d. noise, i.e., yo = Axo + z, where zi ∼
N (0, σ2), i = 1, . . . , d, and analyze the performance of CSP
under this model.
The first analysis we present here is based on combining
the results of Section V-B1 and some probabilistic bounds on
the `2-norm of an i.i.d. Gaussian vector. It is straightforward
to prove that P(‖z‖2 ≥ dσ(1 + τ3)) ≤ e− d2 (τ3−log(1+τ3)) (See
section IX-A for more information on this). Combining this
result with Theorem 2 immediately establishes the following
theorem:
Theorem 3. Consider the setup of Theorem 2 with the only
difference being that noise z is now drawn from N (0, σ2Id).
Then, for xo ∈ Q,
P
(
‖xo − xˆo‖2 ≥ δ
√
1 + τ1 + 2σ
√
1 + τ3√
1− τ2
)
≤ 2re d2 (τ2+log(1−τ2)) + e− d2 (τ1−log(1+τ1))
+ e−
d
2 (τ3−log(1+τ3)), (9)
where τ2 ∈ (0, 1), τ1, τ3 ≥ 0.
Setting the free parameters in Theorem 3 similar to Corol-
lary 2 yields a similar conclusion. However, Theorem 3
has one counter-intuitive aspect: increasing the number of
measurements does not reduce the reconstruction error. In
other words, we expect (for fixed n, δ) the reconstruction error
to reduce as the number of measurement increases. In fact,
Theorem 2 is proved for the “least favorable” noise, and it
provides pessimistic bounds for the stochastic noise. Our next
7theorem settles this issue to some extent. In the next theorem,
we show that this is an artifact of the proof technique.
Theorem 4. Let xˆo denote the solution of CSP to input
yo = Axo + z, employing code (E ,D) operating at rate r
and distortion δ. Let d = ηr
log2
1
eδ
, where η > 1, and
η
log 1eδ
≤ ′. (10)
for some ′ > 0. Let β =
√
log2 1/eδ. For any xo ∈ Q, we
have
‖xˆo − xo‖2 ≤ 1
(eδ)(1+′)/η
(
2σβ√
η
+
√
4σ2β2
η
+ 2δ2 +
4σδ√
η
),
with probability exceeding
1− 2e−
0.15ηr
log2
1
eδ − e−
r
log2
1
eδ − e−0.3r − e−0.3′r. (11)
See Section IX-C for the proof.
It is important to note the following two important aspects of
this theorem: (i) As the number of measurements increases or
equivalently as η increases (for fixed n, δ) all the terms that are
due to noise (the terms that have σ) decrease. Therefore, the
reconstruction error decreases. (ii) This theorem is not sharp
enough for small values of δ. In fact, as δ → 0 the upper
bound of the reconstruction error becomes weaker than that of
Theorem 3. We believe that the value of β in the reconstruction
error in Theorem 4 shall be proportional to the α-dimension of
the coder. This is left as an open question for future research.
VI. CSP PERFORMANCE: STRONG CS-APPLICABILITY
In the last section we explored the performance of CSP
algorithm in recovering an individual sequence. The goal
of this section is to extend our results to the strong-CS
applicability problem. As before, we start with the noiseless
setting and will then discuss the noisy measurements.
A. Noiseless measurements
Consider compact set Q ⊂ Rn and compression code
(E ,D) for Q with rate r and distortion δ. Our goal is to
recover xo from an underdetermined set of linear equations
yo = Axo, where A ∈ Rd×n denotes a measurement matrix
drawn as Aij
i.i.d.∼ N (0, 1).
Theorem 5. For xo ∈ Q, let xˆo denote the reconstruction
of the CSP algorithm applied to yo = Axo, when employing
code (E ,D). We have
P
(
∃ xo ∈ Q : ‖xo − xˆo‖2 ≥ 2δ√
1− τ (
√
n
d
+ (1 + t))
)
≤ e−dt2/2 + 22re d2 (τ+log(1−τ)),
where τ ∈ (0, 1) and t ≥ 0.
See Section IX-D for the proof.
Compared to Theorem 1, Theorem 5 provides a stronger
performance guarantee for CSP. It ensures that once a matrix
is drawn, it will work on all xo ∈ Q. However, this strength
has come at the price of larger reconstruction error and lower
success probability. The following corollary presents a more
quantitive comparison between the two theorems.
Corollary 3. Let δ < 1 and d = 2ηrlog2(1/eδ) , where η > 1, and
η
log 1eδ
< .
Let θ , 2(
√
n/d+ 2). Then
P(∃xo ∈ Q : ‖xˆo − xo‖2 ≥ θδ1−(1+)/η) ≤ e−d/2 + e−0.6r.
Proof: Let t = 1 and τ = 1 − δ2(1+)/η in Theorem 5.
Then,
2δ√
1− τ (
√
n
d
+ (1 + t)) = 2(
√
n
d
+ 2)δ1−(1+)/η.
Furthermore, for d = 2ηrlog2(1/eδ) , from (6), it follows that
(2 log 2)r +
d
2
(τ + log(1− τ)) ≤ −0.6r.
Remark 8. Similar to remark 4, we conclude that if the
number of measurements d is larger than 2α, then CSP
accurately recovers signals in Q from an undersampled set
of d linear measurements. Hence, CS is strongly applicable to
Q with d measurements as long as d > 2α.
Remark 9. According to Proposition 2, 2α is a lower bound
on the number of measurements that are required for the exact
recovery in the strong CS-applicability regime. Therefore, CSP
achieves the fundamental limit of recovery from compression
algorithms.
B. Noisy measurements
In the last section, we considered the ideal setting where
there is no measurement noise. The objective of this section
is to present our results regarding the robustness of CSP to
measurement noise. Note that here we are interested in strong
CS-applicability framework. As before, we consider two dif-
ferent types of noise: (i) deterministic, and (ii) stochastic.
1) Deterministic noise: Consider compact set Q and a
compression code (E ,D) on Q, operating at rate r and
distortion δ. Let A ∈ Rd×n, where Ai,j are i.i.d. N (0, 1) and
for xo ∈ Q, yo = Axo + z, where the measurement noise
satisfies ‖z‖2 ≤ ζ. The following theorem characterizes the
performance of the CSP algorithm:
Theorem 6. Let xˆo denote the reconstruction of xo from y
by the CSP algorithm employing code (E ,D). We have
P
(
∃ xo ∈ Q : ‖xo − xˆo‖2 ≥ 2cδ√
1− τ +
2ζ√
d(1− τ)
)
≤ e−dt2/2 + 22re d2 (τ+log(1−τ)),
8where τ ∈ (0, 1), t ≥ 0, and c = (√nd + (1 + t)).
See Section IX-D for the proof.
To obtain a better understanding of this theorem let δ =
ζ. The following corollary simplifies our main result in this
setting.
Corollary 4. Consider the setup of Theorem 6 and assume
that δ = ζ. Let d = 2ηrlog2(1/eδ) , where η > 1 and
η
log 1eδ
< ,
for some  > 0. Let θ = 2(
√
n
d + 2) + 2/
√
d. Then
P(∃ xo ∈ Q : ‖xˆo − xo‖2 ≥ θζ1−(1+)/η) ≤ e−d/2 + e−0.6r.
Proof:
Let t = 1, τ = 1− δ2(1+)/η in Theorem 6. Then,
2δ√
1− τ (
√
n
d
+ (1 + t)) +
2ζ√
(1− τ)d = θδ
1−(1+)/η.
Furthermore, for d = ηrlog2(1/eδ) , as shown in (6),
(2 log 2)r +
d
2
(τ + log(1− τ)) ≤ −0.6r.
Remark 10. Let ζ  1. Then the reconstruction error
has the same order, i.e., ζ1−1/η as Corollary 2. However,
note that the number of measurements that are required in
Corollary 4 is two times that of Corollary 2.
2) Stochastic noise: Consider the problem of recovering a
signal from an undersampled set of linear measurements in
the presence of stochastic noise, i.e., yo = Axo + z, where
zi ∼ N (0, σ2), i = 1, . . . , d. To recover signal xo from yo,
again we employ the CSP algorithm described in (4). Parallel
to our discussion in Section V-B2, we can apply Theorem 6
and obtain the following result:
Theorem 7. Consider the setup of Theorem 6 with the only
difference being that noise z is now drawn from N (0, σ2I).
Then
P
(
∃ xo ∈ Q : ‖xo − xˆo‖2 ≥ 2cδ + 2σ
√
1 + τ ′√
1− τ
)
≤ 2re d2 (τ+log(1−τ)) + e− dt
2
2 + e−
d
2 (τ
′−log(1+τ ′)), (12)
where τ ∈ (0, 1), τ ′ ≥ 0 and c = √nd + t+ 1.
However, similar to Theorem 3 this theorem suffers from
an issue and that is the independence of the reconstruction
error from the number of measurements (for fixed n, δ). To
resolve this issue we provide a finer analysis that captures
the randomness of the noise more efficiently.
Theorem 8. Consider compact set Q ⊂ Rn and a compres-
sion code (E ,D) for set Q at rate r and distortion δ. Let xˆo
denote the reconstruction of CSP from noisy measurements
y = Axo + z, where z ∼ N (0, σ2I). Then, the probability
that there exists xo ∈ Q such that
‖xo − xˆo‖2 ≥ 2(
√
n+ (t+ 1)
√
d)δ + 2γσ√
(1− τ)d + δ,
is smaller that
e−
dt2
2 + 22r(e−γ
2/2 + e
d
2 (τ+log(1−τ))),
where τ ∈ (0, 1), and t, γ > 0.
See Section IX-D for the proof.
Our discussions after Theorem 3 also hold for this theorem.
In fact, we believe that it is still possible to obtain sharper
bounds on the reconstruction error of ‖xo−xˆo‖2. This remains
open for future research.
VII. EXTENSION TO ANALOG SIGNALS
A. Analog CS
So far, we have considered the problem of recovering finite-
dimensional signals from their undersampled set of linear mea-
surements. However, the framework we have developed for
weak CS-applicability can be extended to infinite-dimensional
spaces as well.4 In this section, we extend our results to
recovering continuous-time function f : [0, 1] → R from a
finite number of random linear measurements. The importance
of this topic for many application areas, e.g. spectrum sensing,
has made it the scope of extensive research. (For more infor-
mation see [29]–[31] and the references therein.) Since our
measurement and reconstruction techniques are different from
the other work in the literature, we first review the related basic
concepts required for analyzing continuous-time functions and
then extend CSP for recovering such signals.
B. Ito’s integral
For continuous-time signals, we consider a measurement
system that is based on the Wiener process. Wiener process
W (t), a.k.a. Brownian motion, is a continuous time process
that satisfies the following four properties:
1) P(W (0) = 0) = 1.
2) The probability that a randomly generated path to be
continuous is equal to 1.
3) W (t)−W (s) = N (0, t− s), for 0 ≤ s < t ≤ 1.
4) For 0 ≤ s1 < t1 ≤ s2 < t2 ≤ 1, W (t1) −W (s1) is
independent of W (t2)−W (s2).
This process is a key component of stochastic calculus and
stochastic differential equations. In particular, Ito’s integral,
which plays a central role in stochastic differential equations,
is defined based on the Wiener process. To keep our discus-
sions simple, we introduce a specific form of the Ito’s integral
that is used in this paper.
For function f : [0, 1]→ R, define its p-norm as
‖f‖p ,
(∫ 1
0
|f(t)|pdt
)1/p
.
4Our results on strong CS-applicability can not be extended to analog
framework. Characterizing the reconstruction error of CSP in this case seems
to be challenging and is left for the future research.
9Furthermore, define Lp([0, 1]) as the set of functions from
[0, 1] to R with finite p-norm, i.e.,
Lp([0, 1]) , {f : [0, 1]→ R | ‖f‖p <∞}.
In this paper we are mainly interested in L2([0, 1]), which
is defined as the set of functions with finite second moment.
Suppose that fs ∈ L2([0, 1]) is a simple function, i.e., fs can
be represented as
fs(t) =
N∑
k=1
ck1t∈(tk,tk+1],
where 0 = t1 < t2 < . . . < tN = 1, and (c1, . . . , cN ) ∈ RN .
For such functions, Ito’s stochastic integral is defined as∫ 1
0
fs(t)dW (t) ,
N∑
k=1
ck(W (tk+1)−W (tk)).
Note that since (W (ti+1) − W (ti) : i = 0, 1, . . . , N − 1)
are independent Gaussian random variables, the result of
this integral is a Gaussian random variable with mean zero
and variance
∑N
k=1 c
2
k(tk+1 − tk). For f ∈ L2([0, 1]), let
(f1, f2, . . .) be a sequence of simple functions such that
lim
n→∞
∫ 1
0
(f(t)− fn(t))2dt = 0.
Then the Ito’s integral of f is defined as∫ 1
0
f(t)dW (t) , lim
n→∞
∫ 1
0
fn(t)dW (t),
where the convergence is in the mean square sense. The
following theorem establishes the existence of the Ito integral
and its final distribution in our setting:
Theorem 9. [37] Let f ∈ L2([0, 1]). Then
∫ 1
0
f(t)dW (t) is
normally distributed with mean zero and variance ‖f‖22.
The proof can be found on page 149 of [37].
C. Distortion-rate function
Consider a class of functions F ⊂ L2([0, 1]), and a family
of compression algorithms {(Er,Dr) : r > 0}, indexed by
rate r. For each code in this family, the encoder and decoder
mappings, (Er,Dr), are defined as
Er : F → {1, 2, . . . , 2r},
and
Dr : {1, 2, . . . , 2r} → Fˆ ,
respectively, where Fˆ ⊂ L2([0, 1]) denotes the class of recon-
struction functions. For a function f ∈ F , Dr(Er(f)) denotes
the reconstruction of function f by the code (Er,Dr). Given
compression algorithm (Er,Dr), let Cr denote its codebook
defined as
Cr , {Dr(Er(f)) : f ∈ F}.
The distortion-rate function of this family of codes is defined
as
δ(r) , sup
f∈F
‖f −Dr(Er(f))‖2.
D. Compressed sensing of analog signals
1) Measurement process: Unlike the classical compressed
sensing setup, where the measurement process is assumed to
be in the discrete time domain, here we consider analog do-
main measurements. In particular, for function fo ∈ L2([0, 1]),
we consider d linear measurements of the form
yo,i =
∫ 1
0
fo(t)dWi(t), for i = 1, 2, . . . , d, (13)
where Wi, i = 1, 2, . . . , d, are independent Wiener processes.
Similar to the discrete time settings, each measurement is a
random linear combination of the signal at different times.
As we will show in this section, this type of measurement
process ensures that with “sufficient” number of measurement,
the “critical information” about the signal is acquired by the
measurements, and therefore, we can recover fo from the
measurement vector yo ∈ Rd.
2) CSP algorithm: Consider a family of compression al-
gorithms {(Er,Dr) : r > 0} for class of functions F ⊂
L2([0, 1]) with rate-distortion function δ(r). We are interested
in recovering a function fo ∈ F ⊂ L2([0, 1]) from d linear
measurements yo ∈ Rd, where for i = 1, . . . , d,
yo,i ,
∫ 1
0
fo(t)dWi(t). (14)
Let A : L2([0, 1]) → Rd denote the just-defined linear
measurement process, i.e., yo = A(fo). To recover the
function fo from yo, we employ the CSP algorithm defined
as
fˆo = arg min
fˆ∈Cr
‖yo −A(fˆ)‖22. (15)
The intuition for the CSP algorithm is the same as what
we proposed before; among all the low-complexity signals
(defined according to the compression algorithm) look for the
one that matches the measurements the best. The parameter r
can be considered as a free parameter in the algorithm, whose
role will be clear in the next section.
3) Performance guarantees for CSP: Consider the problem
of recovering function fo ∈ F ⊂ L2([0, 1]) from its under-
sampled set of d random linear measurements, yo = A(fo),
as defined in (14). Assume that there exists a family of
compression algorithms (Er,Dr) for F indexed by r, that
achieves the rate distortion function r(δ). We employ the CSP
algorithm to recover fo. The following theorem characterizes
the performance of the CSP algorithm.
Theorem 10. For fo ∈ F , let fˆo denote the reconstruction of
fo from yo = A(fo), by the CSP algorithm employing rate-r
compression algorithm (E ,D). Then,
‖fˆo − fo‖2 ≤ δ
√
1 + τ1
1− τ2 ,
with probability at least
1− 2re d2 (τ2+log(1−τ2)) − e− d2 (τ1−log(1+τ1)).
See Section IX-E for the proof.
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Theorem 10 considers noiseless measurements. In the case
of noisy measurements, assume that
yo,i =
∫ 1
0
fo(t)dWi(t) + zi,
where zi represents the measurement noise. The results we had
in Section VI-B can be extended to the infinite-dimensional
setting. Hence, CSP is robust to noise. For the sake of brevity,
we only mention the result for the deterministic noise here.
Theorem 11. Consider compression code (E ,D) for set F op-
erating at rate r and distortion δ. For fo ∈ F , let A ∈ Rd×n,
where Ai,j are i.i.d. N (0, 1), and yo = A(fo) + z, where
the measurement noise satisfies ‖z‖2 ≤ ζ. Let fˆo denote the
reconstruction of fo from yo, by the CSP algorithm employing
code (E ,D). Then,
‖fˆo − fo‖2 ≤ δ
√
1 + τ1
1− τ2 +
2ζ√
(1− τ2)d
,
with probability exceeding
1− 2re d2 (τ2+log(1−τ2)) − e− d2 (τ1−log(1+τ1)),
where τ1 > 0 and τ2 ∈ (0, 1) are arbitrary.
After employing Theorem 9, the proof of this result is
similar to the proof of Theorem 2. Hence we skip the proof.
Remark 11. Comparing Theorems 1 and 4 with Theorem
10 and 11 may lead us to a conclusion that the ambient
dimension of the signal is not important in the performance
of CSP algorithm. This conclusion is true at the level of weak
CS-applicability. However, it does not hold for strong CS-
applicability.
E. Applications
In this section, we investigate the implications of Theorem
10 for three different classes of continuous time signals. As
we will see in these examples, in case of infinite dimensional
signals, the rate-distortion performance shows more diverse
types of behavior. Different rate distortion behaviors of these
classes clarify the opportunities and limitations of analog CS.
While our main focus in this section is on the noiseless signal
recovery, one may employ Theorem 11 for each example and
derive bounds for the reconstruction error in the presence of
the noise.
Let PQN (∆) denote the class of piecewise polynomial func-
tions with N , Q, ∆ representing the maximum degree of
the polynomials, number of singularity points5, and maximum
value of the function, respectively.
Example 5. There exists a family of compression algorithms
for PQN (∆) that achieves
r(δ) = (N + 3)(Q+ 1) log
(
1
δ
)
+ c,
5Singularity point is a point at which the signal is not infinitely differen-
tiable
where c is a constant that depends on N,Q and ∆, but is
independent of δ (Theorem 2.2 in [38]).
The rate-distortion behavior described in Example 5 for
PQN (A) is reminiscent of the rate-distortion function of
subsets of finite-dimensional spaces. However, since the
locations of singularities are not fixed, PQN (∆) is not a
subset of any finite dimensional subspace of L2([0, 1]).
Nevertheless, we would expect to recover the signals of this
class with finite number of measurements with small error.
In fact since the α-dimension is equal to (N + 3)(Q + 1),
the signals of this class can be essentially recovered from
(N + 3)(Q + 1) measurements. Note that in our discussion
we consider the noiseless setting. Otherwise, we may need
more measurements to ensure robustness to noise.
For finite-dimensional spaces it is straightforward to show
that for any compact subset of Rn there exists a compression
algorithm whose rate distortion function satisfies r(δ) =
O
(
n log
(
1
δ
))
(Any compact set can be covered by a ball of
certain radius. Combining this fact with Example 1 establishes
the result). However, in infinite dimensional spaces this is not
the case any more. The next example illustrates a class with
a slightly different rate-distortion behavior.
Let Hh(C) be a class of functions f : C → C satisfying
the following properties:
a) f is analytic on a strip of size h, i.e., f(z) is analytic on
{z = x+ iy | |y| ≤ h}.
b) |f(z)| is bounded by C.
Define Gh(C) as
Gh(C) , {g : [0, 1]→ R : ∃ f ∈ Hh(C), g(x) = |f(x+i0)|}.
Example 6. There exists a family of compression algorithms
for Gh(C) that achieves
r(δ) ≤ c
(
log
1
δ
)2
,
where c is a constant that does not depend on δ [32].
Clearly for this class of functions the α-dimension is
infinite, therefore we do not expect to recover the signals
accurately from finite number of measurements. However, CSP
algorithm is still useful for this class as is described in the next
corollary.
Corollary 5. Let δ  1 and d = 4c log2(1/δ). Then
P(‖xˆo − xo‖2 ≥
√
2δ) ≤ e−c log(2) log2(1/δ) + e− c log2(1/δ)2 .
To prove this result, set τ1 = 1 and τ2 = 1− δ in Theorem
10. While the number of required measurements tends to infin-
ity, as the distortion goes to zero, it only grows logarithmically
with the distortion. Therefore, intuitively speaking, accurate
estimates are still obtained from few measurements.
If the class of functions is too rich (less structured), then
the growth rate of rate-distortion will be faster and therefore
to obtain reasonably accurate reconstruction we may require
many observations. Here, we present one such example.
Let Hβ(C) be the class of real functions f : [0, 1] → R,
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having derivative of order β in L2 (in the sense of Riemann-
Liouville) strongly bounded by some constant C.
Example 7. There exists a family of compression algorithms
for Hβ(C) that achieves
r(δ) = c
(
1
δ
) 1
β
,
where c is a constant independent of δ [32].
According to Theorem 10, having O( 1
δ1/β log(1/δ)
) measure-
ments, the reconstruction error is bounded by
√
2δ. It is clear
that as the class of signals becomes richer CSP requires more
measurements to achieve the same accuracy.
VIII. RELATED WORK
A. Connection of compression and compressed sensing
In this paper we consider the problem of using a family
of compression algorithms for compressed sensing. The other
direction, i.e., using CS for compression have also been
extensively studied in the literature [39]–[47]. In this line of
work the rate-distortion that is achieved by scaler (or in a few
cases adaptive) quantization of random linear measurements
has been derived. However, such results are different from our
work since they only consider either sparse or approximately
sparse signals. Furthermore, we consider a different direction,
that is, the direction of deriving CS recovery algorithms based
on compression schemes.
B. Kolmogorov’s -entropy and embedology
It is clear that our results can be stated in terms of
Kolmogorov’s -entropy by considering it as the optimal
compression scheme from the perspective of rate-distortion
tradeoff. For  > 0, let C denote an -covering of Q ⊂ Rn
such that log |C| = H(Q), and assume that
lim sup
→0
H(Q)
log(1/)
≤ α.
This quantity is called upper metric dimension [32],
Minkowski dimension [48], or even box-counting dimension
[27]. Metric dimension is a measure of the massiveness of
compact sets in finite dimensional spaces [32]. Furthermore,
this quantity is proved to be useful in the analysis of dynamical
systems. In particular, started with the seminal work of Man˜e´
[25] many authors have explored the connection between the
metric dimension of a set and the invertibility of its linear
projections.6 To have a detailed comparison between our work
and embedology, we review the following theorem from [27]:
Theorem 12. [27] Let Q ⊂ Rn be a compact set with box
dimension α, and P0 an orthogonal projection of rank d >
2α. Then for every  and θ ∈ (0, 1 − 2α/d), there exists an
6The reason this problem has been explored in the field of dynamical
systems is that, when an attractor (attractor is a set towards which a variable
in a dynamical system moves over time) is measured experimentally, what is
actually observed is a projection or embedding of the attractor into a Euclidean
space. Therefore, the major question is how accurately we can explore the
properties of the attractor from its image.
orthogonal projection P of rank d, and a constant C such that
‖(P − P0)x‖2 ≤ ‖x‖2 for all x ∈ Rn and, ‖x1 − x2‖2 ≤
C‖P (x1 − x2)‖θ2, ∀x1,x2 ∈ Q.
Note that ‖x1 − x2‖2 ≤ C‖P (x1 − x2)‖θ2 immediately
implies that the inverse of P exists if we restrict ourselves
to the vectors in
P (Q) , {P (x) : x ∈ Q}.
If we call this inverse mapping P−1, then it is straightforward
to obtain ‖P−1(u)−P−1(v)‖2 ≤ C‖u−v‖θ2. In other words,
Theorem 12 implies that not only we can recover the signal
from its low-rank projection, but also the inverse mapping
is Ho¨lder-continuous. These results can be compared with
Corollaries 3 and 4 in our paper if we consider the -entropy
instead of the rate-distortion function. These two corollaries
also show that if the number of measurements d > 2α, then
CSP can accurately recover the data from d-measurements and
that the recovery is stable. However, there are several major
differences:
1) We consider a broad class of compression algorithms
with generic rate-distortion performance.
2) Our approach is constructive; we propose CSP that
can recover the data even if we have access to only
one compression algorithm with certain rate-distortion
performance. The “embedology” literature is not con-
structive and only proves the existence of the inverse
map.
3) Our approach has enabled us to explore the trade-off
between the probability of correct recovery and the
reconstruction error.
4) Our stability analysis is more elaborate and more general
than the Ho¨lder-continuity of the inverse mapping P−1
for the following reasons: First, the inverse mapping
is only defined on the set P (Q). Hence if the noise
moves the measurements out of P (Q), then the inverse
mapping is not even defined. While the CSP algorithm
is robust to deterministic noise, we can also provide
accurate analysis of its performance in the presence of
stochastic noise, as discussed in Theorem 4.
Several extensions of Theorem 12 have been explored in the
literature. For instance [26] has extended this result to infinite-
dimensional Hilbert spaces and proved that if d ≥ 2α almost
every bounded linear transformation of Q is invertible. They
have also shown that the inverse mapping is Ho¨lder, however,
their Ho¨lder exponent is much lower than Theorem 12; d−2αd(1+α)
versus 1−2α/d in Theorem 12. For more information on this
line of research refer to [24]–[27] and references therein.
The connection between Minkowski dimension and CS has
also been explored in the stochastic settings, and we will
review this connection in the next section.
C. Stochastic settings
This paper considers a deterministic signal model. However,
stochastic settings have also been considered in CS [28], [49]–
[58]. In such models the data is assumed to follow a certain
distribution (often i.i.d.) and the probability of correct recovery
12
is measured as the ambient dimension tends to infinity. In
many cases the algorithms exhibit certain phase transitions
in the probability of correct recovery. Such phase transitions
have been characterized in certain cases either theoretically or
empirically [28], [53], [54], [56], [57].
The most relevant to our work are [28], [57]. These
two papers characterize the performance of “information-
theoretically” optimal algorithms in the asymptotic setting.
For instance they prove that the number of measurements that
are required for “exact” recovery is the same as the Re´nyi
information dimension. Even though there is an interesting
connection between Re´nyi information dimension and metric
dimension [59], there are several major differences between
our work and the work of [28], [57]. First our framework
is concerned with the deterministic signal models. Second,
our results are for finite-dimensional signals, and are non-
asymptotic. Third, we consider arbitrary family of compres-
sion algorithms and characterize when such schemes can be
used for signal recovery from random linear measurements.
D. Kolmogorov complexity
Our work is mainly inspired by series of work on the
connection between Kolmogorov complexity of sequences
and CS [20]–[23], [60]–[62]. In particular, [60] defines the
Kolmogorov information dimension of x = (x1, x2, . . . , xn) ∈
[0, 1]n at resolution m as
κm,n(x) ,
K [·]m(x1, x2, . . . , xn)
m
,
where intuitively speaking, K [·]m(x1, x2, . . . , xn) denotes the
Kolmogorov complexity of vector x, when each of its com-
ponents is quantized by m bits, and proves that if the
Kolmogorov information dimension of a sequence is small
compared to its ambient dimension one can recover it from
an undersampled set of linear measurements. Our results have
several connections with [60]. The proof techniques we use
here have similarities to the proof techniques used in [60].
However, the problems are different. We believe our results
in this paper present the first step in a new direction toward
practical implementation of [60]. While the CSP algorithm
is based on exhaustive search among the codewords at this
point (since it is based on exhaustive search), it provides
an approach to designing sub-optimal algorithms such as
greedy methods. Furthermore, CSP algorithm may enable us
to employ universal compression algorithms [63], [64] and
develop universal compressed sensing methods. This has been
the main goal of [20]–[23], [60], [62].
IX. PROOFS
A. Background
We use the following two lemmas from [23] throughout our
proofs.
Lemma 2 (χ2-concentration). Fix τ > 0, and let Zi ∼
N (0, 1), i = 1, 2, . . . , d. Then,
P
( d∑
i=1
Z2i < d(1− τ)
)
≤ e d2 (τ+log(1−τ))
and
P
( d∑
i=1
Z2i > d(1 + τ)
)
≤ e− d2 (τ−log(1+τ)). (16)
Lemma 3. Let X and Y denote two independent Gaussian
vectors of length n with i.i.d. elements. Further, assume that
for i = 1, . . . , n, Xi ∼ N (0, 1) and Yi ∼ N (0, 1). Then
the distribution of XTY =
∑n
i=1XiYi is the same as the
distribution of ‖X‖2G, where G ∼ N (0, 1) is independent of
‖X‖2.
B. Calculation of rate-distortion function
In this section we briefly summarize the proof of Example
1 and Example 2.
Proof of Example 1: For notational simplicity we set
ρ = 1. Finding a compression algorithm for Bn2 (1) is equiva-
lent to covering Bn2 (1) with `2-balls of radius δ. Consider the
following grid points for the interval [−1, 1]:
G1 =
{
−
⌈√
n
δ
⌉
δ√
n
, . . . ,− δ√
n
, 0,
δ√
n
, . . . ,
⌈√
n
δ
⌉
δ√
n
}
.
It is straightforward to show that `2-balls of radius δ with
centers on
Gn = G1 × G1 × . . . ,×G1︸ ︷︷ ︸
n
.
covers the entire space Bn2 (1). Therefore, our compression
scheme maps each vector to its closest codeword, i.e.,
D(E(x)) = arg min
z∈Gn
‖z− x‖2.
If the minimizer is not unique, the compression algorithm
chooses one of the minimizers at random. The rate such
compression algorithm achieves is equal to
r(δ) = log
(
2
⌈√
n
δ
⌉
+ 1
)n
≤ log
(
2
√
n
δ
+ 3
)n
≤ log
(
5
√
n
δ
)n
= n log(
√
n) + n log
(
1
δ
)
+ n log(5).
Proof of Example 2: Our encoding scheme is inspired by
the previous example. The space of all k-sparse signals has
(
n
k
)
hyperplanes. Once we specify the hyperplane H, H∩Bn2 (1) is
an `2-ball of radius 1 in k-dimensional subspace. Therefore,
according to Example 1 we require
log
(√
k
δ
)k
+ ck
bits to code it with distortion smaller than δ in a specified
subspace. Therefore, overall we require log
(
n
k
)
for coding
the subspace, and log
(
2
√
k
δ
)k
for specifying the codeword
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on each hyperplane. This proves
r(δ) = log
(
n
k
)
+ log
(√
k
δ
)k
+ ck.
C. Proofs of weak CS-applicability theorems
Proof of Example 3: Consider a compression code for
Bn2 (1) with codebook C operating at rate r and distortion δ.
Each reconstruction codeword xˆ ∈ C can cover at most a ball
of radius δ in Bn2 (1). Hence, overall the 2r codewords in C,
at most cover a volume equal to 2rVnδn, where Vndenote the
volume of Bn2 (1). Since the code has maximum distortion δ,
these balls should cover the whole Bn2 (1). Hence, 2rvnδn ≥
Vn, or r ≥ n log2 1δ . This lower bound, combined with the
upper bound that can be derived from Example 1 proves that
there exists a code with α-dimension equal to n.
Proof of Theorem 1: Let x˜o = D(E(xo)), and xˆo =
arg minc∈C ‖yo −Ac‖22.
Since xˆo minimizes ‖yo −Ac‖22 over all c ∈ C, we have
‖yo −Axˆo‖2 = ‖Axo −Axˆo‖2
≤ ‖Axo −Ax˜o‖2
= ‖xo − x˜o‖2‖u1‖2, (17)
where
u1 ,
A(xo − x˜o)
‖xo − x˜o‖2 .
Since the entries of A are i.i.d. Gaussian, u1 is a vector
of d independent zero-mean Gaussian random variables with
variance 1. For τ1 > 0, define event
E1 , {‖u1‖22 < d(1 + τ1)}.
By Lemma 2,
P(Ec1) = P(‖u1‖22 ≥ d(1 + τ1)) ≤ e−
d
2 (τ1−log(1+τ1)).
Since x˜o is the reconstruction of xo using the compression
code (E ,D), it follows that ‖xo − x˜o‖2 ≤ δ. Therefore,
conditioned on E1,
‖yo −Ax˜o‖2 ≤ δ
√
d(1 + τ1). (18)
To find a lower bound on ‖yo−Axˆo‖2, note that for a fixed
c ∈ C,
‖yo −Ac‖2 = ‖A(xo − c)‖2
= ‖xo − c‖2‖u2‖2,
where
u2 ,
A(xo − c)
‖xo − c‖2 .
Similar to u1, u2 is a d-dimensional distributed as N (0, Id).
Note that u2 depends on c. For τ2 ∈ (0, 1), define event E2
as
E2 , {∀ c ∈ C : ‖u22‖ ≥ d(1− τ2)}.
By Lemma 2 and the union bound, it follows that
P(Ec2) ≤
∑
c∈C
P{‖u22‖ ≤ d(1− τ2)}
≤ 2re d2 (τ2+log(1−τ2)). (19)
Combining the two events, conditioned on that E1 and E2 both
hold, √
d(1− τ2)‖xo − xˆo‖2 ≤ δ
√
d(1 + τ1), (20)
or equivalently,
‖xo − xˆo‖2 ≤ δ
√
1 + τ1
1− τ2 . (21)
Finally, by the union bound,
P(E1 ∩ E2) = 1− P(Ec1 ∪ Ec2)
≥ 1− 2re d2 (τ2+log(1−τ2)) − e− d2 (τ1−log(1+τ1)).
Proof of Theorem 2: The proof of this theorem is
similar to the proof of Theorem 1. There are a few differ-
ences that we highlight here. Let x˜o = D(E(xo)). Since
xˆo = arg minc∈C ‖yo−Ac‖22, it follows that ‖yo−Axˆo‖2 ≤
‖yo −Ax˜o‖2. Therefore, by the triangle inequality,
‖Axo −Axˆo‖2 − ‖zo‖2 ≤ ‖Axo −Ax˜o‖2 + ‖zo‖2,
or
‖Axo −Axˆo‖2 ≤ ‖Axo −Ax˜o‖2 + 2‖zo‖2
≤ ‖Axo −Ax˜o‖2 + 2ζ. (22)
In the rest of the proof we should provide an upper bound for
‖Axo − Ax˜o‖2 and a lower bound for ‖Axo − Axˆo‖2. They
follow exactly as the proof of Theorem 1.
Proof of Theorem 4: Let x˜o = D(E(xo)). Since
by assumption the code operates at distortion δ, we have
‖xo− x˜o‖ ≤ δ. On the other hand, since xˆo is the solution of
(4),
‖yo −Axˆo‖2 = ‖A(xo − xˆo) + z‖2
≤ ‖A(xo − x˜o) + z‖2. (23)
Expanding both sides of (23) and canceling the common terms,
we obtain
‖A(xo − xˆo)‖22 + 2zTA(xo − xˆo)
≤ ‖A(xo − x˜o)‖22 + 2zTA(xo − x˜o). (24)
Let
u1 ,
A(xo − x˜o)
‖xo − x˜o‖2 ,
and
u2 ,
A(xo − xˆo)
‖A(xo − xˆo)‖2 .
Using this definition, along with triangle inequality and a <
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|a|, we rewrite (24) as
‖A(xo − xˆo)‖22 − 2‖A(xo − xˆo)‖2|zTu2|
≤ ‖xo − x˜o‖22‖u1‖22 + 2‖xo − x˜o‖2|zTu1|. (25)
For τ1 > 0, define events E1 as
E1 ,
{
‖A(xo − x˜o)‖22 ≤ (1 + τ1)d‖xo − x˜o‖22
}
.
Conditioned on E1 we can upper bound ‖u1‖2 by
√
d(1 + τ1).
In order to bound |zTu1|, we employ Lemma 3. Given xo,
x˜o and xˆo, both u1 is i.i.d. Gaussian vectors with mean zero
and variance one, and is both independent of z. Therefore, by
Lemma 3, zTu1 is distributed as ‖z‖2G1, where G1 is zero-
mean variance-one Gaussian random variables independent of
‖z‖2. For γ1 > 1, define events E2 as:
E2 , {|zTu1| ≤ γ1σ
√
d}.
As argued above,
P(Ec2) = P(‖z‖2|G1| ≥ γ1σ
√
d)
= P(‖z‖2|G1| ≥ γ1σ
√
d, ‖z‖2 ≥ σ
√
d(1 + τ3) )
+ P(‖z‖2|G1| ≥ γ1σ
√
d, ‖z‖2 < σ
√
d(1 + τ3) )
≤P(‖z‖2 ≥ σ
√
d(1 + τ3) ) + P(|G1| ≥ γ1(1 + τ3)−0.5 )
≤e− d2 (τ3−log(1+τ3)) + e−γ21/2(1+τ3). (26)
where τ3 > 0, and the last line follows from Lemma 2. Let
E3 , {∀ c ∈ C : |zTA(xo − c)| ≤ γ2σ‖A(xo − c)‖2}.
Note that since ‖A(xo − c)/‖A(xo − c)‖2‖2 = 1, for fixed
A(xo − c)/‖A(xo − c)‖2, zTA(xo − c)/‖A(xo − c)‖2 is
distributed as N (0, σ2). Hence, by the union bound,
P(Ec3) ≤2re−γ
2
2/2. (27)
Conditioned on E1 ∩ E2 ∩ E3, (25) yields
‖A(xo − xˆo)‖22 − 2γ2σ‖A(xo − xˆo)‖2
− (1 + τ1)dδ2 − 2γ1σδ
√
d ≤ 0. (28)
The quadratic equation ax2 − 2bx − c = 0, with a, b, c > 0,
has one positive and one negative root. Therefore, we conclude
that ‖A(xo − xˆo)‖2 is smaller than the positive root of (28).
That is, conditioned on E1 ∩ . . .∩E3, ‖A(xo− xˆo)‖2 is upper
bounded as
‖A(xo − xˆo)‖2 ≤ σγ2 +
√
σ2γ22 + (1 + τ1)dδ
2 + 2γ1σδ
√
d
(29)
For τ2 ∈ (0, 1), define event E4 as
E4 , {∀ c ∈ C : ‖A(xo − c)‖2 ≥
√
d(1− τ2)‖xo − c‖2}.
Conditioned on E1 ∩ . . . ∩ E4, from (30), we obtain
‖xo − xˆo‖2 ≤
σγ2 +
√
σ2γ22 + (1 + τ1)dδ
2 + 2γ1σδ
√
d√
d(1− τ2)
.
(30)
To set the free parameters, we analyze the probability of
E1 ∩ . . . ∩ E4. By the union bound,
P(E1 ∩ . . . ∩ E4) ≥ 1− P(Ec1)− . . .− P(Ec4).
To make sure that P(E1 ∩ . . . ∩ E4) is close to one for large
values of d, it suffices to make P(Eci ) → 0, for i = 1, . . . , 4.
By Lemma 2,
P(Ec1) ≤ e−
d
2 (τ1−log(1+τ1)),
and by Lemma 2 and the union bound,
P(Ec4) ≤ 2re
d
2 (τ2+log(1−τ2)). (31)
Upper bounds on P(Ec2) and P(Ec3) are given in (26) and (27),
respectively. Let τ1 = τ3 = 1, τ2 = 1− (eδ) 2η (1+
′),
γ1 =
√
4r
log2
1
eδ
,
and
γ2 =
√
2r
For τ1 = 1,
P(Ec1) ≤ e−
0.15ηr
log2 1/(eδ) .
Similarly, for τ3 = 1, from (26),
P(Ec2) ≤ e−
0.15ηr
log2 1/(eδ) + e
− r
log2 1/(eδ) . (32)
For γ2 =
√
2r, since log 2− 1 < −0.3, we obtain
P(Ec3) ≤ e−0.3r.
Finally, for τ2 = 1 − (eδ) 2η (1+
′), as shown before in (6),
r log 2+0.5d(τ2+log(1−τ2)) ≤ −0.3r. Inserting the values
of the parameters in (30), we derive
‖xo − xˆo‖2
≤ 1
(eδ)(1+′)/η
(
2σ
√
log2(1/eδ)√
η
)
+
1
(eδ)(1+′)/η
(√
4σ2 log2(1/eδ)
η
+ 2δ2 +
4σδ√
η
)
,
which holds conditioned on E1 ∩ . . . ∩ E4.
D. Proofs of strong CS-applicability theorems
Proof of Theorem 5: Let xo ∈ Q, yo = Axo, x˜o =
D(E(xo)), and xˆo = arg minc∈C ‖yo − Ac‖22. As before, we
have ‖yo −Axˆo‖2 ≤ ‖yo −Ax˜o‖2. Hence,
‖Ax˜o −Axˆo‖2 − ‖Ax˜o −Axo‖2 ≤ ‖Axo −Ax˜o‖2.
Rearranging the terms proves that
‖Ax˜o −Axˆo‖2 ≤ 2‖Axo −Ax˜o‖2 ≤ 2σmax(A)δ, (33)
where σmax(A) is the maximum singular value of A. Define
T , {c1 − c2 | (c1, c2) ∈ Cr × C}.
Note that |T | = 22r. Given, τ ∈ (0, 1), define event E1 as
E1 , {∀ h ∈ T ; ‖Ah‖22 > (1− τ)d‖h‖22}, (34)
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and, for t > 0, the event E2 as
E2 ,
{
σmax(A)−
√
d−√n < t
√
d
}
. (35)
Conditioned on E1 and E2, (33) implies that
‖x˜o − xˆo‖2
√
d(1− τ) ≤ 2(√n+ (t+ 1)
√
d)δ. (36)
The last step is to find a lower bound for P(E1 ∩ E2) or an
upper bound for P(Ec1 ∪ Ec2). Note that A h‖h‖2 is a vector of
i.i.d. N(0, 1) random variables. Using Lemma 2 we obtain
P(‖Ah‖22 > (1− τ)d‖h‖22) ≤ e
d
2 (τ+log(1−τ)). (37)
Employing union bound and (37) we have
P(Ec1) ≤ 22re
d
2 (τ+log(1−τ)). (38)
Finally, using the results on the concentration of Lipschitz
functions of a Gaussian random vector [65], we obtain
P (Ec2) = P
(
σmax(A)−
√
d−√n > t
√
d
)
≤ e−dt2/2. (39)
This result is known as Davidson-Szarek theorem. Combining
(38) and (39) with (36) finishes the proof.
Proof of Theorem 6: The proof is very similar to the
proof of Theorem 5. Let xo ∈ Q, yo = Axo, x˜o = D(E(xo)),
and xˆo = arg minc∈C ‖yo−Ac‖22. As before, we have ‖yo−
Axˆo‖2 ≤ ‖yo −Ax˜o‖2. Hence,
‖Ax˜o−Axˆo‖2−‖Ax˜o−Axo‖2−‖e‖2 ≤ ‖Axo−Ax˜o‖2+‖e‖2.
Rearranging the terms proves that
‖Ax˜o −Axˆo‖2 ≤ 2‖Axo −Ax˜o‖2 + 2‖e‖2
≤ 2σmax(A)δ + 2ζ, (40)
Defining E1 and E2 as in the proof of Theorem 5 and following
the same approach proves:
P(Ec1) ≤ 22re
d
2 (τ+log(1−τ)), (41)
and
P (Ec2) = P
(
σmax(A)−
√
d−√n > t
√
d
)
≤ e−dt2/2. (42)
Combining (41) and (42) with (40) finishes the proof.
Proof of Theorem 8: Let x˜o = D(E(xo)). Since
xˆo = arg minc∈C ‖yo−Ac‖22, ‖yo−Axˆo‖2 ≤ ‖yo−Ax˜o‖2.
Therefore,
‖yo −Ax˜o −A(xˆo − x˜o)‖22 ≤ ‖yo −Ax˜o‖22 (43)
and consequently
‖A(xˆo − x˜o)‖22 − 2(yo −Ax˜o)TA(xˆo − x˜o) =
‖A(xˆo − x˜o)‖22 − 2(A(xo − x˜o)− z)TA(xˆo − x˜o) ≤ 0.
(44)
Let
u , A(x˜o − xˆo)‖A(x˜o − xˆo)‖2 .
Using the Cauchy-Schwarz inequality, from (44) we obtain
‖Ax˜o −Axˆo‖22 − 2‖A(x˜o − xˆo)‖2‖A(xo − x˜o)‖2
− 2|zTu|‖A(x˜o − xˆo)‖2 ≤ 0 (45)
or
‖Ax˜o −Axˆo‖2 ≤ 2‖A(xo − x˜o)‖2 + 2|zTu|. (46)
Define
E1 , {σmax(A)−
√
d−√n < t
√
d},
and
E2 , {∀c1, c2 ∈ C : |zTA(c1 − c2)| ≤ γσ‖A(c1 − c2)‖2}.
Note that conditioned on E2, |zTu| ≤ γ1σ. Conditioned on E1
and E2, we can simplify (46) and obtain
‖A(xˆo − x˜o)‖2 ≤ 2(
√
n+ (t+ 1)
√
d)δ + 2γσ. (47)
For τ ∈ (0, 1), let
E3 , {∀c1, c2 ∈ C : ‖A(c1−c2)‖2 ≥
√
(1− τ)d‖c1−c2‖2}.
Conditioned on E3 we can simplify (47) and obtain
‖xˆo − x˜o‖2 ≤ 2(
√
n+ (t+ 1)
√
d)δ + 2γσ√
(1− τ)d .
Therefore,
‖xˆo − xo‖2 ≤ ‖xˆo − x˜o‖+ ‖x˜o − xo‖2
≤ 2(
√
n+ (t+ 1)
√
d)δ + 2γσ
(1− τ)√d + δ. (48)
To finish the proof we need to find an upper bound on P(Ec1 ∪
Ec2 ∪ Ec3). As mentioned before in the proof of Theorem 5 we
have
P(Ec1) ≤ e−
dt2
2 . (49)
To obtain an upper bound for P(E22 ), note that given c1, c2 ∈
C, zT (c1 − c2)/‖c1 − c2‖ ∼ N (0, σ2). Hence, by the union
bound, since |C| ≤ 2r, we obtain
P(Ec2) ≤ 22re−
γ2
2 (50)
Finally, following a similar argument and Lemma 4 yield
P(Ec3) ≤ 22re
d
2 (τ+log(1−τ)). (51)
Combining (49), (50), (51) and (48) completes the proof.
E. Proofs of analog CS
Lemma 4. Let f ∈ L2([0, 1]) and consider
A(f) =
[∫
t
fdW1(t), . . . ,
∫
t
fdWd(t)
]
,
where W1,W2, . . . ,Wd are independent Brownian motions.
Then ‖A(f)‖
2
2
‖f‖22 is a χ
2 random variable with d degrees of
freedom.
Proof: According to Theorem 9 and independence of
Wis, the elements of A(f) are iid N(0, ‖f‖22). Therefore
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A(f)/‖f‖2 is iid N(0, 1) vector, that proves
‖A(f)‖22
‖f‖22
∼ χ2(d).
Proof of Theorem 10: Given Lemmas 4 and Theorem
9 the proof is essentially the same as the proof of Theorem
1. Therefore, we briefly mention the main steps. Let f˜o =
D(E(fo)) and fˆo denote the reconstruction of CSP. Since fˆo
is the solution of CSP , we have
‖A(fˆo)−A(fo)‖22 ≤ ‖A(f˜o)−A(fo)‖22
According to Lemma 4 both ‖A(f˜o) − A(fo)‖22/‖f˜o − fo‖22
and ‖A(fˆo) − A(fo)‖22/‖fˆo − fo‖22 are χ2 random variables
with d degrees of freedom. Therefore it is straightforward to
employ Lemma 2 and confirm
P(‖A(f˜o)−A(fo)‖2 ≥ δ
√
d(1 + τ)) ≤ e− d2 (τ−log(1+τ)),
and also for every fˆ ∈ Cr
‖A(fˆo)−A(fo)‖2 ≥ ‖fo − fˆo‖2
√
d(1− τ).
with probability 1 − 2red/2(τ+log(1−τ)). Combining these re-
sults completes the proof.
X. CONCLUSION
In this paper, we studied the problem of employing a
family of compression algorithms for compressed sensing, i.e.,
recovering structured signals from their undersampled set of
random linear measurements. Addressing this problem enables
CS schemes to exploit complicated structures integrated in
compression algorithms. We proposed compressible signal
pursuit (CSP) algorithm that outputs the codeword that best
matches the measurements. We proved that employing a fam-
ily of compression algorithms whose rate-distortion function
satisfies lim supδ→0 r(δ)/log2(1/δ) ≤ α, with α smaller than
the ambient dimension, with high probability, CSP recovers
signals from 2α measurements. We have also shown that this
bound is sharp and the signal cannot be recovered if we have
fewer measurements. CSP is also robust to measurement noise.
Finally, CSP is also applicable to infinite-dimensional signal
classes. CSP is still computationally demanding and requires
approximation or simplification for practical applications. This
important direction is left for future research.
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