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Läpivalaisukuvien orientointi on eräs rakennebiologian keskeisimmistä lasken-
nallisista ongelmista. Siinä on tavoitteena selvittää joukolle identtisten kappalei-
den läpivalaisukuvia läpivalaisusuunnat toistensa suhteen. Jos läpivalaisukuvien
läpivalaisusuunnat tunnetaan, voidaan läpivalaisukuvista niiden avulla päätellä
läpivalaisukuvia vastaava tiheysjakauma.
Tässä tutkielmassa osoitetaan, että läpivalaisukuvien orientointi on yleisessä ta-
pauksessa NP-kovaa, approksimointikelvotonta ja kiintoparametriratkeamaton-
ta. Tämän jälkeen ongelmalle esitetään heuristisia ratkaisuja ja arvioidaan kokeel-
lisesti niiden toimivuutta.
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Luku 1
Johdanto
Tässä tutkielmassa tarkastellaan läpivalaisukuvien orientointiongelmaa, jossa ta-
voitteena on läpivalaisusuuntien (eli orientaatioiden) päättely joukolle läpivalai-
sukuvia.
Läpivalaisukuva on kolmiulotteisesta kappaleesta – esimerkiksi ihmisestä – sa-
mansuuntaisilla säteillä läpivalaisemalla tuotettu kaksiulotteinen kuva X , jossa
kuvan kunkin pisteen (i, j) arvo X(i, j) ilmaisee pisteen (i, j) kautta kulkeneiden
säteiden matkallaan kohtaaman massan määrän. Esimerkiksi röntgenkuvat ovat
läpivalaisukuvia.
Usein läpivalaisukuvien tuottaminen on vain välivaihe prosessissa, jossa lopul-
lisena tavoitteena on läpivalaistun kappaleen tiheysjakauman päättely läpivalai-
sukuvista. Tiheysjakauman päättelyä läpivalaisukuvista kutsutaan tomografiak-
si1 ja se on keskeissä osassa mm. eräissä lääketieteellisissä tutkimuksissa, kuten
kasvainten etsinnässä. Jos läpivalaisukuvien suunnat tunnetaan, osataan läpiva-
laisukuvista päätellä varsin hyvin myös läpivalaisukuvien kanssa mahdollisim-
man yhteensopiva tiheysjakauma [HK99, Gar95, Fra96]. Usein läpivalaisusuun-
nat tunnetaankin, mutta on myös tilanteita, joissa orientaatiot ovat tuntematto-
mia. Tällöin tiheysjakauman päättely muuttuu olennaisesti vaikeammaksi. Paras
tunnettu ratkaisu on yrittää ensin löytää läpivalaisukuvien läpivalaisusuunnat ja
päätellä tiheysjakauma näin kiinnitetyin läpivalaisusuunnin.
Läpivalaisukuvien orientointi on keskeisessä asemassa mm. rakennebiologian
tutkimuksessa [BOF99, Fra96, LJT+98, RN01]. Rakennebiologiassa tutkitaan mak-
romolekyylikompleksien – esimerkiksi virusten ja proteiinien – rakennetta ja toi-
1Tomografia on johdettu kreikan sanasta τ o´µoς , joka tarkoittaa siivua [Gar95].
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2mintaa. Tärkeä tutkimusongelma rakennebiologiassa on makromolekyylikomp-
leksin tiheysjakauman arviointi. Makromolekyylikompleksin tiheysjakauma py-
ritään selvittämään yleensä joko makromolekyylikompleksin atomirakenteen avul-
la, tai kiteyttämällä makromolekyylikompleksi ja tarkastelemalla kiteen tuotta-
maa sirontakuviota. Aina atomirakennetta ei tunneta eikä kiteyttäminenkään on-
nistu. Tällöin turvaudutaan usein kryoelektronimikroskopiaan ja toimitaan seu-
raavasti:
1. Tuotetaan suuri määrä (toivottavasti miltei) identtisiä makromolekyylikomp-
lekseja noin yhden makromolekyylikompleksin paksuiseen vesikerrokseen.
(Vesikerros on ohut siksi, että jos kaksi makromolekyylikompleksia on pääl-
lekkäin, ei niitä voida käytännössä hyödyntää tiheysjakauman päättelyssä.)
2. Jäädytetään vesi-makromolekyyliseos nopeasti, ettei jäähän synny kidera-
kennetta.
3. Kuvataan jäätynyt näyte elektronimikroskoopilla.
Näin saadaan läpivalaisukuva suuresta joukosta (miltei) identtisiä makromole-
kyylikomplekseja satunnaisissa orientaatioissa. Kuvasta voidaisiin päätellä mak-
romolekyylikompleksin tiheysjakauma, jos yksittäiset makromolekyylin kuvat
osattaisiin poimia isosta kuvasta ja orientaatiot tunnettaisiin.
Yksittäiset makromolekyylin läpivalaisukuvat osataankin poimia tehokkaasti ja
luotettavasti [KRV+00, NG01]. Ilmeinen ratkaisu orientaatioiden selvittämiseksi
olisi kääntää jääpalaa hieman ja ottaa uusia kuvia. Kryoelektronimikroskopian
ongelmana on kuitenkin se, että näyte tuhoutuu kuvattaessa. Tämän vuoksi lä-
pivalaisukuvien orientaatiot joudutaan selvittämään laskennallisesti. Virheettö-
mien läpivalaisukuvien tapauksessa tämä on varsin helppoa. Valitettavasti kry-
oelektronimikroskoopian toinen heikkous on siinä, että makromolekyylikomplek-
seille riittävällä kuvaustarkkuudella ja riittävän lyhyellä kuvausajalla kryoelekt-
ronimikroskooppikuvat ovat lähinnä kohinaa. (Kuvattava kohde tuhoutuu sitä
pahemmin mitä kauemmin sitä kuvataan. Toisaalta pidempi kuvausaika paran-
taa signaali-kohinasuhdetta.) Tällöin orientaatioiden etsintä muuttuu olennaises-
ti vaikeammaksi.
Luvussa 2 määritellään läpivalaisukuvien orientoinnissa tarvittavat peruskäsit-
teet ja kerrotaan kuinka läpivalaisukuvajoukon orientointi voidaan päätellä il-
man lisäinformaatiota. Luvussa 3 havaitaan, että yleisessä tapauksessa hyvän
3orientoinnin löytäminen on pahimmillaan toivotonta. Luku 4 käsittelee erilais-
ten heurististen menetelmien periaatteellisia mahdollisuuksia edes jonkinlaisten
orientaatioiden löytämiseksi. Luvussa 5 kerrotaan tämän tutkielman osana tuo-
tetusta orientointijärjestelmästä ja arvioidaan sen toimivuutta keinotekoisella ai-
neistolla. Luvussa 6 suoritetaan loppupäätelmät ja luodaan katsaus läpivalaisu-
kuvien orientoinnin mahdolliseen tulevaisuuteen.
Luku 2
Läpivalaisukuvat ja orientointi
Tämä luku käsittelee läpivalaisukuvien ja niiden orientoinnin matemaattisia pe-
rusteita ideaalisessa (kohinattomassa) tapauksessa ja pyrkii valottamaan läpiva-
laisukuvien orientointiin liittyviä käytännön ongelmia.
2.1 Tiheysjakaumat ja läpivalaisukuvat
d-ulotteinen tiheysjakauma f on äärellinen (eli
∫
Rd f(x)dx < ∞) ja rajoitettu (eli
f(x) <∞ kaikilla x ∈ Rd) kuvaus f : Rd → R.
Usein d-ulotteinen tiheysjakauma f : Rd → R diskretoidaan d-ulotteiseksi koko-
naislukuhilaksi g : Zd → R. Tiheysjakauma f voidaan diskretoida tiheysjakau-
maksi g esimerkiksi valitsemalla g(x) = f(x) kaikilla x ∈ Zd, tai integroimalla
g(x) =
∫
Rd h(x − x′)f(x′)dx′, missä kuvaus h : Rd → R on jokin äärellinen ja
rajoitettu funktio.
Esimerkiksi ihmisen tiheyden jakauma on kolmiulotteinen tiheysjakauma: ihmi-
nen on äärellinen ja ihmisen tiheys on rajoitettu. Kolmiulotteisen ihmisen tiheys-
jakaumasta f : R3 → R voidaan tuottaa sitä approksimoiva diskretoitu tiheysja-
kauma g : Z3 → R esimerkiksi magneettikuvauksen avulla [LL98].
Suunta d-ulotteisessa avaruudessa voidaan ilmaista d× d rotaatiomatriisin avulla.
Matriisi Rd on d× d rotaatiomatriisi, jos yhtäpitävästi
1. |x− y| = |Rd(x− y)| = |Rdx−Rdy| kaikille x, y ∈ Rd,
2. |x| = |Rdx| kaikille x ∈ Rd,
4
53. (Rdx)T (Rdx) = xTRTdRdx = x
Tx kaikille x ∈ Rd, tai
4. RTdRd = Id, missä Id on d× d identiteettimatriisi.
d-ulotteisesta tiheysjakaumasta f saadaan d− 1-ulotteinen läpivalaisukuva f¯Rd in-
tegroimalla yli d × d rotaatiomatriisin Rd määräämän d-ulotteisen avaruuden
suunnan:
f¯Rd(x1, . . . , xd−1) =
∫
R
f(Rd(x1, . . . , xd))dxd =
∫
R
f(Rdx)dxd.
Yksiulotteisessa avaruudessa mahdollisia rotaatiomatriiseja on kaksi kappaletta:
R
(+)
1 = [1] ja R
(−)
1 = [−1]. Yksiulotteisen tiheysjakauman f : R → R läpivalaisu-
kuva f¯
R
(+)
1
= f¯
R
(−)
1
= f¯ on siis piste
f¯ =
∫
R
f(x)dx.
Kaksiulotteisessa avaruudessa kaikki rotaatiomatriisit R2 voidaan määrätä yh-
den parametrin α ∈ [0, 2pi) avulla:
R
(α)
2 =
[
cosα − sinα
sinα cosα
]
,
jolloin kaksiulotteisen tiheysjakauman f : R2 → R läpivalaisukuva f¯
R
(α)
2
on
f¯
R
(α)
2
(x, y)) =
∫
R
f(R
(α)
2 (x, y))dy =
∫
R
f(x cosα + y sinα,−x sinα + y cosα)dy.
Läpivalaisukuvan käsitteen havainnollistamiseksi kuvassa 2.1 on esitetty kaksiu-
lotteisia tiheysjakaumia ja niiden läpivalaisukuvat.
Kolmiulotteisen avaruuden rotaatiomatriisit R3 voidaan esittää kolmen rotaatio-
matriisin
R(αz)z =
 cosαz − sinαz 0sinαz cosαz 0
0 0 1
 ,
R(αy)y =
 cosαy 0 sinαy0 1 0
− sinαy 0 cosαy
 ja
R(αx)x =
 1 0 00 cosαx sinαx
0 − sinαx cosαx

6cba
Kuva 2.1: Läpivalaisusäteet (a) läpivalaisevat läpivalaistavat kappaleet (b) ja tuot-
tavat kappaleista (b) läpivalaisukuvat (c).
7tulona, missä (αx, αy, αz) ∈ [−pi/2, pi/2) × [0, 2pi) × [0, 2pi). Tässä tutkielmassa
R
(αx,αy ,αz)
3 = R
(αz)
z R
(αx)
x R
(αy)
y : ensin kierretään y-akselin ympäri kulman αy verran,
sitten x-akselin ympäri kulman αx verran, ja lopuksi z-akselin ympäri kulman αz
verran.
Kulmakolmikko (αx, αy, αz) määrää myös rotaatiomatriisinR
(αx,αy ,αz)
3 määräämän
suunnan normaalin v(αx,αy ,αz):
v(αx,αy ,αz) =
 sinαy cosαxsinαx
cosαy cosαx
 .
2.2 Orientointi laskennallisena ongelmana
Kun läpivalaisukuvat ovat l × l kokoisia diskretoituja tiheysjakaumia, läpivalai-
sukuvien orientointiongelma voidaan määritellä laskennallisena ongelmana seu-
raavasti:
Ongelma 1 LÄPIVALAISUKUVIEN ORIENTOINTI
Tapaus: Joukko P = {p1, p2, . . . , pn} l × l läpivalaisukuvia.
Ratkaisu: Kuvien kuvaussuunnat o = {o1, o2, . . . , on}.
Suoraviivainen ratkaisu ongelmaan olisi kokeilla kaikkia mahdollisia orientaatio-
kombinaatioita, päätellä tiheysjakauma kullakin orientaatiokiinnityksellä ja vali-
ta ratkaisuksi se orientaatiokiinnitys o, jonka avulla päätelty malli on paras.
Valitettavasti hakuavaruus on yleisessä tapauksessa ylinumeroituva ja diskretoi-
tunakin sen koko on luokkaa O(mn), kun m on mahdollisten orientaatioiden lu-
kumäärä ja n orientoitavien läpivalaisukuvien lukumäärä. Laadukkaan tiheysja-
kauman päättelyyn tarvitaan tuhansia läpivalaisukuvia. Esimerkiksi kryoelekt-
ronimikroskoopiassa läpivalaisukuvan sivun pituus l on nykyisin noin viidensa-
dan pisteen luokkaa. Mahdollisia orientaatioita tarvitaan luokkaa Ω(l3) kappalet-
ta. On siis ilmeistä, että edellä kuvattu ratkaisu ei ole sellaisenaan käyttökelpoi-
nen.
Perinteisesti suosittu menetelmä on ollut etsiä orientaatioita alustavan tiheysja-
kauman avulla [BC96, BOF99, DJ00, Fra96, Rad94, RN01, YZD01]:
Ongelma 2 MALLIPOHJAINEN LÄPIVALAISUKUVIEN ORIENTOINTI
Tapaus: Joukko P = {p1, p2, . . . , pn} l× l läpivalaisukuvia ja l× l× l tiheysjakauma
8D.
Ratkaisu: Kuvien kuvaussuunnat o = {o1, o2, . . . , on} suhteessa tiheysjakaumaan.
Mallipohjainen orientointi toimii pääpiirteittäin seuraavasti:
1. Tuotetaan alustavasta tiheysjakaumasta läpivalaisukuvia riittävän monesta
suunnasta.
2. Verrataan kutakin orientoitavaa läpivalaisukuvaa kuhunkin alustavasta mal-
lista laskettuun läpivalaisukuvaan ja valitaan orientoitaville läpivalaisuku-
ville ne orientaatiot, joissa ne sopivat parhaiten yhteen mallista laskettujen
läpivalaisukuvien kanssa.
Tiheysjakauma voidaan läpivalaista m:stä suunnasta ajassa O(ml3) ja n orientoi-
tavaa läpivalaisukuvaa voidaan verrata m:ään tiheysjakaumasta laskettuun läpi-
valaisukuvaan ajassa O(nml2).
Mallipohjaisen orientoinnin suurin heikkous on siinä, että orientoitavien läpiva-
laisukuvien lisäksi tarvitaan myös (ainakin alustava) tiheysjakauma. Seuraava
iteratiivinen menetelmä pyrkii ratkaisemaan alustavan tiheysjakauman ongel-
man:
1. Laaditaan orientoitavista läpivalaisukuvista alustava malli päättelemällä ti-
heysjakauma satunnaisin orientaation.
2. Orientoidaan läpivalaisukuvat tiheysjakauman mukaan ja lasketaan näin
saaduin orientaation tiheysjakauma uudelleen. Toistetaan tätä, kunnes ti-
heysjakauma on riittävän hyvä tai käytettävissä oleva aika loppuu.
Valitettavasti menetelmä ei välttämättä löydä läpivalaisukuville hyvää orientoin-
tia eikä välttämättä edes suppene kohti mitään orientointia (eikä siis myöskään
kohti mitään mallia). Tiheysjakauman päättely on keskeisessä asemassa malli-
pohjaisessa orientoinnissa: laadukkaitakin tiheysjakaumia tuottavat menetelmät
voivat helposti johtaa iteratiivisen prosessin harhaan, vaikka orientaatiot olisivat
jo alussa oikeat.
Läpivalaisukuvat voidaan ajatella läpivalaisusuunnan suhteen kohtisuorassa ole-
viksi origokeskeisiksi yksikkökiekkoina kuvan 2.2 mukaisesti. Kiekko on neliötä
soveliaampi geometrinen muoto läpivalaisukuvalle, sillä tiheysjakauman päätte-
lyssä käytetään kuitenkin vain kiekon muotoista läpivalaisukuvan osaa. Jos kah-
den läpivalaisukuvan normaalit eivät ole samat, niin läpivalaisukuvia vastaavien
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Kuva 2.2: y-akselin suuntaisesti läpivalaisemalla tuotettu läpivalaisukuva origo-
keskisenä kiekkona kolmiulotteisessa avaruudessa.
yksikkökiekkojen leikkaus voidaan kuvata vektorina. Kun kiekkojen leikkausta
käsitellään vektorina, kiekkojen leikkauksen projektioiden käsittely on suoravii-
vaista.
Läpivalaisukuvien keskinäiset orientaatiot voidaan päätellä parittaisista leikkaus-
vektoreista jo kolmen läpivalaisukuvan joukolle. Jos kaikki mahdolliset leikkauk-
set voidaan arvottaa, voidaan läpivalaisukuvien orientointi muotoilla seuraavan-
laiseksi laskentaongelmaksi:
Ongelma 3 LÄPIVALAISUKUVIEN ORIENTOINTI PARITTAISTEN YHTEENSOPIVUUK-
SIEN AVULLA
Tapaus: Joukko P = {p1, p2, . . . , pn} l × l läpivalaisukuvia ja parittaiset yhteenso-
pivuudet d : [n]× [0, 2pi)× [n]× [0, 2pi)→ R.
Ratkaisu: Kuvien kuvaussuunnat o = {o1, o2, . . . , on}.
Erään ratkaisun tähän ongelmaan tarjoaa sinogrammeihin perustuva yhteisten ri-
vien tekniikka (common lines technique), joka onkin muodostunut keskeisimmäksi
orientointitekniikaksi [BOF99, BCL01, BLS98, Fra96, FBCB96, vH87, LN97, LJT+98,
LBR99, Lin01, PZF96, Rad94, RN01, TCC97].
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2.3 Radon-muunnos ja sinogrammit
Läpivalaisukuvien keskinäisten orientaatioiden päättelyn avain piilee siis sino-
grammeissa, jotka ovat Radon-muunnoksen (Radon transform) erikoistapaus.
d-ulotteisen tiheysjakauman f Radon-muunnos fˆ on kuvaus fˆ : [0, 2pi)d−1 ×R→
R:
fˆ(α, x1) =
∫
Rd−1
f(R
(α)
d (x1, x2, . . . , xd))dx2 . . . dxd.
d-ulotteisen tiheysjakauman Radon-muunnos saadaan siis integroimalla yli d− 1
-ulotteisen aliavaruuden eli jättämällä integroimatta yli vektorin α määräämän
suunnan. Radon-muunnoksen pistettä fˆ(α, x1) vastaa vektorin αmääräämää suun-
taa vastaan kohtisuorassa oleva hypertaso hα,x1 , joka kulkee pisteenR
(α)
d (x1, 0, . . . , 0)
kautta: piste fˆ(α, x1) saadaan laskemalla integroimalla f yli hypertason hα,x1 .
Esimerkiksi kaksiulotteisen tiheysjakauman f Radon-muunnos fˆ on
fˆ(α, x) =
∫
R
f(x cosα + y sinα,−x sinα + y cosα)dy.
Radon-muunnos on tärkeässä osassa puhtaan matematiikan lisäksi myös mm.
tietokoneavusteisessa tomografiassa ja tähtitieteessä [Gar95, Hel99].
Tiheysjakaumien tapaan myös d-ulotteinen Radon-muunnos fˆ : Rd → R dis-
kretoidaan usein hilaksi gˆ : Zd → R. Kaksiulotteisen diskreetin tiheysjakauman
– esimerkiksi läpivalaisukuvan – Radon-muunnosta kutsutaan sinogrammiksi (si-
nogram) [Fra96]. Sinogrammi on siis matriisi, jonka kukin rivi – sinogrammirivi
(sinogram line) – vastaa yhtä yksiulotteista läpivalaisua.
Sinogrammi voidaan laskea algoritmilla 1 ajassa O(l2m), missä l on kuvan sivun
pituus ja m laskettavien läpivalaisusuuntien lukumäärä. Informaatioteoreettises-
ti riittävä kulmien lukumäärä l× l kokoisen tiheysjakauman sinogrammin laske-
miseksi on m = dpi (l − 1)e [Pan98].
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Kuva 2.3: Hilapisteistö ja sen virittämä Voronoi-diagrammi.
Algoritmi 1: Kaksiulotteinen diskreetti Radon-muunnos.
Syöte: Matriisi D ∈ Rl×l ja laskettavien läpivalaisukulmien luku-
määrä m.
Tuloste: Matriisin D Radon-muunnos R.
DRT(I,m)
1 R := 0
2 for k := 0 to m− 1 do
3 α := k
m
pi
4 for x := 0 to l − 1 do
5 for y := 0 to l − 1 do
6 x′ :=
(
x− l−1
2
)
cosα +
(
y − l−1
2
)
sinα + l−1
2
7 y′ :=
(
y − l−1
2
)
cosα− (x− l−1
2
)
sinα + l−1
2
8 Rk,x := Rk,x +Dx′,y′
9 return R
Algoritmi 1 kiertää matriisia pisteen ((l − 1)/2, (l − 1)/2) ympäri kulma-askeleel-
la pi/m. Algoritmi 1 laskee vain välille [0, pi) osuvat sinogrammirivit, mutta se
riittää, sillä välin [pi, 2pi) sinogrammirivit ovat välin [0, pi) sinogrammirivien pei-
likuvia. Koska x′ ja y′ ovat reaalilukuja, niitä ei voida käyttää suoraan indeksei-
nä matriisiin D. Diskreetin tiheysjakauman arvon laskemistapa pisteessä (x′, y′)
riippuu tiheysjakauman tulkinnasta.
Tietojenkäsittelytieteen kannalta luonnollisin tapa on ajatella diskretoidun tiheys-
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Kuva 2.4: Hilapisteistöä tarkennetaan korvaamalla kukin hilapiste k:lla uudella
tasavälisesti asetetulla hilapisteellä.
jakauman olevan kuvan 2.3 mukaisesti hilapisteiden indusoima Voronoi-diag-
rammi [Aur91, Fre01]. Voronoi-diagrammi on avaruuden S ositus pistejoukon
P avulla siten, että kunkin pisteen vaikutusalueeseen kuuluvat ne avaruuden
pisteet, jotka ovat lähempänä sitä kuin mitään muuta pistettä pistejoukossa P .
Pisteen p ∈ P vaikutusaluetta Voronoi-diagrammissa kutsutaan sen Voronoi-
alueeksi. Pisteen p ∈ P Voronoi-alue on myös kaikkien sitä lähinnä olevien pis-
teiden s ∈ S Voronoi-alue. Kuvien tapauksessa pisteen p ∈ P Voronoi-alueen
jokaiseen pisteeseen liitetään pisteen p arvo, jolloin Voronoi-diagrammi määrää
avaruuteen paloittain vakion funktion. Luonnollinen tapa laskea tiheysjakauman
arvo pisteessä (x′, y′) kulmaa α vastaavan sinogrammirivin tapauksessa olisi in-
tegroida yli kulman α mukaisesti käännetyn (x′, y′)-keskeisen yksikköneliön eli
leikata Voronoi-diagrammista kyseinen yksikköneliö ja punnita se. Yksinkertai-
sempi tapa olisi käyttää lähimpään naapuriin pyöristämistä eli pyöristää indeksit
lähimpiin kokonaislukuarvoihin. Tämä vastaa siis sitä, että pisteen (x′, y′) arvok-
si valitaan pisteen Voronoi-alueen arvo. Näin voidaan arvioida itse asiassa mieli-
valtaisen tarkasti myös yksikköneliön punnitsemista tarkentamalla hilapisteistöä
kuvan 2.4 mukaisesti.
Signaalinkäsittelyssä on tapana tulkita kuvapisteet näytteiksi jatkuvasta signaa-
lista. Yksinkertainen ratkaisu pisteen arvon arvioimiseksi on käyttää lineaarista
interpolointia:
Dx′,y′ = (dx′e − x′) (dy′e − y′)Dbx′c,by′c +
(dx′e − x′) (y′ − by′c)Dbx′c,dy′e +
(x′ − bx′c) (dy′e − y′)Ddx′e,by′c +
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(x′ − bx′c) (y′ − by′c)Ddx′e,dy′e.
Lineaaristen funktioiden sijasta pisteisiin voidaan toki sovittaa myös korkeam-
piasteisia polynomeja. Korkeampiasteisten polynomien avulla voidaan tuottaa
pehmeämpiä hahmoja, mutta niidenkään käytön pitävä perustelu ei ole helppoa.
(Korkemapiasteisilla polynomeilla on useampia derivaattoja, mutta yhteys oike-
aan signaaliin jää käytännössä liian usein intuitiivisen pehmeyden tasolle.)
Signaalinkäsittelyssä funktiota f : Rd → R tarkastellaan usein Fourier-sarjojen
(Fourier series) kautta [AW95, OWN97]:
f(x) =
∑
i=(i1,...,id)∈Nd
(ai · (cos i1x1, . . . , cos idxd) + bi · (cos i1x1, . . . , sin idxd)) .
Funktio f on taajuusrajoitettu, jos kerroinvektorit ai = bi = 0, kun ij ≥ nj jol-
lain n ∈ Nd. Tällöin n1 . . . nd näytettä funktiosta riittää sen yksikäsitteiseen mää-
rittelyyn. Diskretoidun tiheysjakauman arvot voidaan laskea jokaisessa pisteessä
sinc-interpoloinnin avulla [OWN97]:
Dx′,y′ =
∑
x,y
Dx,y
sin pi(x− x′)
pi(x− x′)
sin pi(y − y′)
pi(y − y′) .
Valitettavasti diskretoidut tiheysjakaumat eivät yleisesti ole taajuusrajoitettuja.
(Funktioluokkaa voitaisiin rajoittaa toki myös muilla tavoilla, mutta minkään ta-
van realistisuuden perustelu ei ole helppoa [AG01].)
Kaikilla interpolointimenetelmillä on siis heikkoutensa. Kuitenkin käytännössä
kaikki edellä mainitut interpolointimenetelmät ovat riittävän hyviä: orientoin-
nin oikeat ongelmat ovat muualla. (Tämän vuoksi esimerkiksi luvussa 5 esitelty
orientointijärjestelmä käyttää interpolointimentelmänään oletusarvoisesti lähim-
pään naapuriin pyöristämistä.)
Kokoa l× l olevan tiheysjakauman l-rivinen sinogrammi osataan laskea likimää-
räisesti rekursiivisen algoritmin avulla ajassa O(l2 log l) [Bra98, BD99] ja lasken-
ta onnistuu asymptoottisesti yhtä nopeasti myös Fourier-sarjojen kautta [LB98,
LTB96]. Läpivalaisukuvien orientoinnin kannalta triviaaliratkaisukin on riittävän
tehokas menetelmä sinogrammien laskemiseksi.
2.4 Yhteiset rivit ja orientointi
Kolmiulotteisen kappaleen kahden läpivalaisukuvan sinogrammeissa on (vähin-
tään yksi) yhteinen rivi eli kummastakin sinogrammista voidaan valita yksi sino-
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grammirivi siten, että valitut rivit ovat identtiset:1 Kolmiulotteisen tiheysjakau-
man kaksiulotteiset läpivalaisukuvathan voidaan tulkita origokeskisiksi yksik-
kökiekoiksi kolmiulotteisessa avaruudessa. Vastaavasti kaksiulotteisen läpivalai-
sukuvan sinogrammit voidaan tulkita niiden läpivalaisukuvaa vastaavaan kiek-
koon sisältyvien vektorien joukoksi, jotka jakavat kiekon kahteen yhtä suureen
osaan (ja siis kulkevat origon kautta). Nämä vektorit vastaavat sinogrammiri-
vejä. Kahden kaksiulotteisen läpivalaisukuvan sinogrammeissa on yhteinen ri-
vi, koska koska kaksi origokeskistä yksikkökiekkoa leikkaavat kolmiulotteisessa
avaruudessa: yhteinen rivi määräytyy tämän leikkauksen mukaisesti.
Yhteisten rivien avulla voidaan kaikille (saman kappaleen) läpivalaisukuvapa-
reille laskea (triviaalisti) leikkausvektorien projektiot niitä vastaaville kiekkopa-
reille. Kolmen kiekon välisten leikkausvektorien projektioiden avulla voidaan
päätellä kiekkojen keskinäiset orientaatiot. Orientaatiot määräytyvät yksikäsit-
teisesti leikkausvektorien projektioiden perusteella kiinnittämällä kaksi leikkaus-
vektoria (eli yhden kuvista) xy-tasoon ja päättämällä, että kolmannen leikkaus-
vektorin z-komponentti on positiivinen. Orientoimaton läpivalaisukuva voidaan
tämän jälkeen orientoida etsimällä sille yhteiset rivit kahden jo orientoidun läpi-
valaisukuvan sinogrammeista ja kiinnittämällä orientoimattoman läpivalaisuku-
van orientaatio niiden mukaisesti. [Fra96, vH87]
Olkoon A, B ja C samasta kolmiulotteisesta tiheysjakaumasta läpivalaistuja läpi-
valaisukuvia. Läpivalaisukuvien orientaatioiden oA, oB ja oC kiinnittäminen ta-
pahtuu seuraavasti:
1. Lasketaan läpivalaisukuvista A, B ja C sinogrammit SA, SB ja SC .
2. Lasketaan sinogrammien SA, SB ja SC avulla leikkausvektorien vAB, vAC ja
vBC projektioiden v
(A)
AB , v
(A)
AC , v
(B)
AB , v
(B)
BC , v
(C)
AC ja v
(C)
BC suuntakulmat α
(A)
AB, α
(A)
AC ,
α
(B)
AB , α
(B)
BC , α
(C)
AC ja α
(C)
BC läpivalaisukuvia vastaavilla kiekoilla.
3. Kiinnitetään läpivalaisukuvan A orientaatioksi
oA =
(
0, 0,−α(A)AB
)
.
4. Läpivalaisukuvan A orientaatio oA määrää myös vektorit
vAB = (1, 0, 0) ja
vAC =
(
cos
(
α
(A)
AC − α(A)AB
)
, sin
(
α
(A)
AC − α(A)AB
)
, 0
)
.
1Tämä tosin edellyttää mielivaltaista tarkkuutta ja mielivaltaisen suurta sinogrammilukujen
lukumäärää.
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5. Bhtälöistä
vAB · vBC = (1, 0, 0) · (xBC , yBC , zBC) = xBC
vAB · vBC = cos
(
α
(B)
BC − α(B)AB
)
vAC · vBC = xACxBC + yACyBC + zACzBC
vAC · vBC = cos
(
α
(C)
BC − α(C)AC
)
saadaan kolmas leikkausvektori vBC = (xBC , yBC , zBC):
xBC = cos
(
α
(B)
BC − α(B)AB
)
,
yBC =
cos
(
α
(C)
BC − α(C)AC
)
− xACxBC
yAC
ja
zBC =
√
1− x2BC − y2BC .
6. Orientaatiot oB ja oC voidaan laskea suoraviivaisesti leikkausvektorien vAB,
vAC ja vBC avulla.
Yhteisten rivien tekniikka ei toimi sellaisenaan symmetristen kappaleiden tapauk-
sessa: symmetrisillä kappaleilla on useita suuntia, joiden läpivalaisukuvat ovat
identtisiä. Tämän vuoksi kahdella symmetrisestä kappaleesta otetulla läpivalai-
sukuvalla on useampia yhteisiä rivejä, jotka liittyvät eri orientaatioihin. Kolmel-
le läpivalaisukuvalle satunnaisesti mahdollisten yhteisten rivien joukosta vali-
tut yhteiset rivit eivät välttämättä vastaa kyseisten läpivalaisukuvien mahdollisia
orientaatioita vaan orientoinnin kiinnittämiseen tarvitaan useampia läpivalaisu-
kuvia. Tässä tutkielmassa keskitytään kuitenkin vain asymmetristen kappaleiden
läpivalaisukuvien orientointiin: symmetriset kappaleet sivuutetaan degeneroitu-
neena erikoistapauksena.
On myös syytä huomata, että kaikki mahdolliset kulmat α(A)AB, α
(A)
AC , α
(B)
AB , α
(B)
BC , α
(C)
AC
ja α(C)BC eivät vastaa mitään leikkausvektorikolmikkoa: vastaavuuden takaamisek-
si koordinaatin zBC pitää olla reaaliarvoinen eli x2BC + y
2
BC ≤ 1.
2.5 Orientointi ja kohina
Valitettavasti läpivalaisukuvat ovat toisinaan mukaisesti melko kohinaisia, ku-
ten kuvan 2.5 esimerkki osoittaa. (On siis varsin mahdollista, ettei kahden läpi-
valaisukuvan sinogrammeista löydy identtisiä rivejä.) Kohina jaetaan tyypillises-
ti kahteen komponenttiin: rakenteiseen ja tilastolliseen virheeseen. Rakenteisen
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Kuva 2.5: Hyvälaatuinen kryoelektronimikroskooppikuva PRD1-viruksesta. Ku-
van on tuottanut Sarah Butcher likimäärin 0,7 mikrometrin alifokuksella 200 kV
kenttäemissielektronimikroskoopilla.
virheen – esimerkiksi kryoelektronimikroskopiassa jään kiderakenteen – mallin-
taminen edellyttää usein syvällistä fysiikan (ja mahdollisen sovellusalueen) tun-
temusta ja siksi sitä ei tässä tutkielmassa huomioida. Sen sijaan tilastolliselle vir-
heelle voidaan laatia kohtalaisen hyviä malleja ilman fysikaalisen ilmiön syväl-
listä tuntemusta yksinkertaisten tilastollisten jakaumien avulla.
Usein läpivalaisukuvien voidaan ajatella muodostuvat Poisson-prosessina [DJ00,
Fra96]. Tällöin jokainen läpivalaisukuvan piste x tulkitaan satunnaismuuttujaksi
X , jonka arvo määräytyy Poisson-jakauman
P (X = x) =
exp (−µ)µx
x!
x ∈ N
mukaisesti. Symboli µ kuvaa satunnaismuuttujanX odotusarvoa. Poisson-jakauman
mukaisen satunnaismuuttujan X varianssi on sama kuin sen odotusarvo µ.
Läpivalaisukuvien tuottamisessa on yksinkertaisen Poisson-prosessin lisäksi kui-
tenkin myös muita virhelähteitä, joten normaalijakauma
P (X = x) =
1√
2piσ
exp
(
(x− µ)2
2σ2
)
on myös varteenotettava vaihtoehto virhemalliksi, ja vaikka läpivalaisukuvat oli-
sivat syntyneet puhtaana Poisson-prosessina, niin sinogrammin jokainen piste
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(satunnaismuuttujana ja jopa satunnaismuuttujien summana) approksimoi kes-
keisen raja-arvolauseen mukaisesti normaalijakaumaa [Sha99]. Normaalijakau-
tuneen satunnaismuuttujan X odotusarvo on µ ja keskihajonta σ.
Koska kuvat ovat kohinaisia eikä täydellistä yhteensopivuutta voida saavuttaa,
on tärkeää, että yhteensopivuuden astetta voitaisiin arvioida mahdollisimman
hyvin. Läpivalaisukuvien orientoinnissa onkin sovellettu monenlaisia yhteenso-
pivuusmittoja, joista useilla on tulkinta myös joissakin tilastollisissa kohinamal-
leissa.
Korrelaatio. Suosituin sinogrammirivien samankaltaisuuden mitta on ollut kor-
relaatio [BC96, vH87, BLS98, FBCB96, Rad94, LBR99, Lin01].
Kahden satunnaismuuttujan X ja Y välinen korrelaatiokerroin on
ρ =
Cov(X, Y )√
Var(X) Var(Y )
,
missä Cov(X, Y ) muuttujien X ja Y kovarianssi ja Var(X) ja Var(Y ) niiden va-
rianssit. Korrelaatiokerroin ρ on aina välillä [−1, 1] ja se kuvaa muuttujien X ja
Y välistä riippuvuutta: jos ρ > 0 (ρ < 0), niin muuttujat korreloivat positiivisesti
(negatiivisesti). Jos ρ = 0 (eli Cov(X, Y ) = 0), niin muuttujat X ja Y ovat korreloi-
mattomia. Jos satunnaismuuttujat X ja Y ovat normaalijakautuneita, niin ne ovat
korreloimattomia jos ja vain jos ne ovat riippumattomia.
Vaiheresiduaali. Sinogrammirivien samankaltaisuutta on mitattu myös sino-
grammirivien Fourier-muunnosten vaiheresiduaalilla [FBCB96, LN97, TCC97].
Sinogrammirivien f, g ∈ Rl Fourier-muunnostenF,G ∈ Cl vaiheiden2 argF, argG ∈
R residuaali γ on
γ = min
δ
||δ + argF − argG|| δ ∈ Rl,
missä || · || on jokin etäisyysmitta. Etäisyysmittana on käytetty mm. erotusten
itseisarvojen summaa
∑
0≤u≤l−1 |Fu−Gu| [FBCB96] ja erotusten neliöiden summaa∑
0≤u≤l−1 (Fu −Gu)2 [LN97].
2Kompleksiluvun z = x + iy = r exp (iφ) ∈ C vaihe φ on arg z = arctan y/x ∈ [0, 2pi) ja
amplitudi r on |z| =
√
x2 + y2 ∈ R+ [Zwi96].
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Neliöetäisyys. Myös neliöetäisyys on luonnollinen valinta sinogrammirivien
yhteensopivuusmitaksi, sillä vektorien x, y ∈ Rl neliöetäisyydellä
(x− y)2 =
∑
0≤i≤l−1
(xi − yi)2
on läheinen yhteys normaalijakautuneisiin satunnaismuuttujiin: Neliöetäisyyden
minimointi maksimoi log-uskottavuuden. Normaalijakautuneen satunnaismuut-
tujanX arvon k log-uskottavuus saadaan laskemalla todennäköisyyden logaritmi
lnP (X = k) = ln
1√
2piσ
exp
(
(k − µ)2
2σ2
)
= −(k − µ)
2
2σ2
− ln
√
2piσ2,
missä µ on satunnaismuuttujan X odotusarvo ja σ keskihajonta.
Suurin log-uskottavuus sille, että kaksi satunnaismuuttujan X arvoa k1 ja k2 ovat
saman normaalijakauman tuottamia saavutetaan valitsemalla µ = (k1 + k2) /2.
Normaalijakautuneen satunnaismuuttujan log-uskottavuus on tällöin
lnP (X = k1)P (X = k2)
= lnP (X = k1) + lnP (X = k2)
= −
(
k1 − k1+k22
)2
2σ2
− ln
√
2piσ2 −
(
k2 − k1+k22
)2
2σ2
− ln
√
2piσ2
= −(k1 − k2)
2
8σ2
− ln
√
2piσ2 − (k2 − k1)
2
8σ2
− ln
√
2piσ2
= −(k1 − k2)
2
4σ2
− ln
√
8piσ2.
Kuvaus piirreavaruuteen. Sinogrammirivi voidaan ajatella pisteenä avaruudes-
sa Rl. Toisinaan signaali yritetään erottaa kohinasta kuvaamalla piste p ∈ Rl ava-
ruuteen Rl′ sopivan kuvauksen avulla.
Yksinkertainen menetelmä tilastollisen kohinan vaimentamiseksi on yhdistää koor-
dinaatteja. Esimerkiksi sinogrammirivien tapauksessa luonnollinen tapa yhdis-
tää koordinaatteja on yhdistää k sinogrammirivin alkiota yhdeksi alkioksi, jolloin
avaruuden Rl piste kuvataan aliavaruuden Rl/k pisteeksi. Koordinaattien yhdis-
täminen vähentää varianssin k:nnenteen osaan. Kun kahden sinogrammirivin x
ja y, missä |x| = |y| = n ja l on jaollinen k:lla, etäisyys d(x, y) on
d(x, y) =
l/k∑
j=1
k−1∑
i=0
(xjk−i − yjk−i)2 ,
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niin riveistä yhdistämällä saatavien uusien rivien x′ ja y′ välinen etäisyys d(x′, y′)
on
d(x′, y′) =
1
k
l/k∑
j=0
(
k−1∑
i=0
(xjk−i − yjk−i)
)2
ja d(x′, y′) ≤ d(x, y) kaikille sinogrammiriveille x, y ∈ Rl. Esimerkiksi kun k = 2,
d(x, y)− d(x′, y′) =
l/2∑
j=1
((x2j−1 − x2j)− (y2j−1 − y2j))2 .
Edellä kuvattua karkeistusta voitaisiin käyttää esimerkiksi mahdollisten yhteis-
ten rivien karsimiseen ja orientoinnin kustannusten alarajojen arviointiin.
Sinogrammeja on kuvattu piirreavaruuteen hyvin tuloksin mm. pääkomponenttia-
nalyysin (principal component analysis) ja vastaavuusanalyysin (correspondence analy-
sis) avulla [BCL01, Fra96].
Luku 3
Orientoinnin laskennallinen
vaativuus
Tässä luvussa havaitaan, että orientoinnin löytäminen on vaikeaa polynomisessa
ajassa millään (syötteestä riippumattomilla) laatutakuilla, ellei ratkaisun tarkis-
taminen polynomisessa ajassa ole yhtä helppoa kuin ratkaisun löytäminen po-
lynomisessa ajassa. Samankaltaisiin tuloksiin päätyivät riippumattomasti myös
Hallett ja Lagergren [HL00] etsiessään samankaltaisia geenejä.
NP-täydellisyyttä, vaativuusluokkia, approksimoituvuutta ja parametrisoitua vaa-
tivuutta on käsitelty laajemmin teoksissa [GJ79], [HO02, Pap95], [ACK+99, Vaz01]
ja [DF99].
3.1 Päätösongelmien vaativuus
Päätösongelma D on mielivaltaisen äärellisen aakkoston Σ merkkijonojen x ∈ Σ∗
osajoukko. Tavoitteena on selvittää kuuluuko jokin aakkoston Σ∗ merkkijono x
joukkoon D.
Päätösongelmat luokitellaan usein ongelman ratkaisemiseen tarvittavan ajan tai
työtilan mukaan (suhteessa merkkijonon x pituuteen |x|) vaativuusluokkiin [BDG88,
BDG90, Gar95, GHR95, HO02, Pap95]. Tärkeimmät vaativuusluokat ovat:
L: Jokaiselle x ∈ Σ∗ voidaan ratkaista logaritmisessa työtilassa kuuluuko x jouk-
koon D.
NL: Jokaiselle x ∈ Σ∗ on olemassa todiste, jonka avulla voidaan tarkistaa logarit-
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misessa työtilassa kuuluuko x joukkoon D.
P: Jokaiselle x ∈ Σ∗ voidaan ratkaista polynomisessa ajassa kuuluuko x jouk-
koon D.
NP: Jokaiselle x ∈ Σ∗ on olemassa todiste, jonka avulla voidaan tarkistaa poly-
nomisessa ajassa kuuluuko x joukkoon D.
Edellä kuvatut vaativuusluokat muodostavat hierarkian:
L ⊆ NL ⊆ P ⊆ NP.
Sisältyvyyksien uskotaan olevan aitoja [GJ79, Pap95].
Luokan P ongelmia kutsutaan tehokkaasti ratkeaviksi ongelmiksi ja luokan NP\P
ongelmia kutsutaan tehokkaasti ratkeamattomiksi ongelmiksi. Jos ongelmaan ei
löydetä tehokasta (polynomiaikaista) algoritmia, pyritään vaihtoehtoisesti osoit-
tamaan, että ongelma on yhtä vaikea kuin luokan NP vaikeimmat ongelmat. Tär-
keimmän menetelmän ongelmien vaikeuden todistamiseksi – sillä oletuksella, et-
tä luokkien sisältyvyydet ovat aitoja – muodostavat palautukset ja täydellisyys.
Palautus ongelmasta D ongelmaan D′ on kuvaus f : Σ∗ → Σ∗, jolle pätee: x ∈
D ⇔ f(x) ∈ D′.
Tämän tutkielman kannalta tärkeimmät täydellisyyden muodot ovat NP-täydel-
lisyys ja NL-täydellisyys. Ongelma D on NP-täydellinen, jos se kuuluu luokkaan
NP ja jokaiselle luokan NP ongelmalle on olemassa polynomisessa ajassa lasket-
tava palautus ongelmaan D. Ongelma D on NL-täydellinen, jos se kuuluu luok-
kaan NL ja jokaiselle luokan NL ongelmalle on olemassa logaritmisessa työtilassa
laskettava palautus ongelmaan D.
Läpivalaisukuvien orientoinnissa pyritään valitsemaan läpivalaisukuville sellai-
set orientaatiot, että läpivalaisukuvat sopivat yhteen (mahdollisimman hyvin).
Tilanne voidaan mallintaa esimerkiksi n,m-jakoisen verkon tai isoympyräasetel-
man avulla. Tarkastellaan ensin läpivalaisukuvien orientointiongelman muotoi-
lua n,m-jakoisten verkkojen avulla.
Verkko G = (V,E) on n,m-jakoinen, jos solmujoukko V voidaan jakaa n:ään puo-
lueeseen V1, . . . , Vn siten, että E ∩ Vi × Vi = ∅ ja |Vi| ≤ m kaikilla 1 ≤ i ≤
n. Tällöin verkolle voidaan käyttää yksinkertaisuuden vuoksi merkintää G =
(V1, . . . , Vn, E). Verkko G = (V,E) on täydellinen, jos sen jokaisen solmuparin vä-
lillä on kaari eli E = {e ⊂ V : |e| = 2}.
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Konsistentin orientoinnin etsintä voidaan kuvata n,m-jakoisen verkon avulla ra-
joiteoptimointitehtävänä, jossa tavoitteena on löytää n,m-jakoisen verkon G =
(V,E) = (V1, . . . , Vn, E), täydellinen n-solmuinen aliverkko G′ = (V ′, E ′). Sol-
mupuolue Vi, 1 ≤ i ≤ n, kuvaa olion i mahdollisia tiloja vi ∈ Vi – esimerkik-
si orientoitavan läpivalaisukuvan i mahdollisia orientaatioita vi ∈ Vi – ja kaari
{vi, vj}, 1 ≤ i, j ≤ n, olioiden i ja j tilojen vi ∈ Vi ja vj ∈ Vj yhteensopivuutta.
(Kutsutaan tätä päätösongelmaa ongelmaksi n,m-JAKOISEN VERKON TÄYDELLI-
NEN n-ALIVERKKO.)
Ongelma 4 n,m-JAKOISEN VERKON TÄYDELLINEN n-ALIVERKKO
Tapaus: n,m-jakoinen verkko G = (V1, . . . , Vn, E), |Vi| ≤ m, 1 ≤ i ≤ n.
Kysymys: Voidaanko jokaisesta puolueesta Vi valita solmu vi ∈ Vi siten, että sol-
mujen virittämä verkko on täydellinen?
Teoreema 1 Ongelma n,m-JAKOISEN VERKON TÄYDELLINEN ALIVERKKO on NP-
täydellinen, kun m ≥ 3.
Todistus. Merkitään G = (V,E):llä syötteenä saatua n,m-jakoista verkkoa.
Ongelma kuuluu luokkaan NP, sillä ajassa O(n2) voidaan tarkistaa, onko solmu-
jen V, |V | = n virittämä verkon G aliverkko G′ täydellinen. (Aikavaatimus O(n2)
on selvästi polynominen syötteen kokoon nähden.)
Ongelma n,m-JAKOISEN VERKON TÄYDELLINEN ALIVERKKO on NP-kova, sillä
siihen voidaan palauttaa polynomisessa ajassa ongelma VERKON k-VÄRITETTÄVYYS,
joka on NP-täydellinen, kun k ≥ 3 [GJ79].
Ongelma 5 VERKON k-VÄRITETTÄVYYS
Tapaus: Verkko G = (V,E) ja kokonaisluku k.
Kysymys: Voidaanko verkko värittää k värillä eli onko olemassa funktio f : V →
{i : 1 ≤ i ≤ k}, jolle pätee: {v, u} ∈ E ⇒ f(v) 6= f(u)?
Merkitään väritettävää verkkoaGc = (Vc, Ec):llä. Palautus ongelman n,m-JAKOISEN
VERKON TÄYDELLINEN ALIVERKKO tapaukseenG = (V1, . . . , Vn, E) tapahtuu seu-
raavasti. Kutakin solmua i ∈ Vc vastaa puolue Vi, |Vi| = k. Puolueen Vi alkiot
vi ∈ Vi vastaavat solmun i ∈ Vc mahdollisia värityksiä. Puolueiden Vi ja Vj alkioi-
den vi ∈ Vi ja vj ∈ Vj välillä ei ole kaarta, {vi, vj} /∈ E jos ja vain jos väritettävän
verkon Gc solmujen i ja j välillä on kaari ja solmut vi ja vj vastaavat solmujen i ja
j väritystä samalla värillä.
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Jos verkolla G on täydellinen n-aliverkko G′, niin verkko Gc on väritettävissä k
värillä aliverkon G′ mukaisesti. Jos verkko Gc on väritettävissä k värillä, niin ver-
kolla G on täydellinen n-aliverkko G′, joka vastaa verkon Gc väritystä k väril-
lä. Ongelma n,m-JAKOISEN VERKON TÄYDELLINEN ALIVERKKO on siis NP-kova,
kun m ≥ 3.
Koska ongelma kuuluu luokkaan NP ja on NP-kova, niin se on myös NP-täydel-
linen. 2
Ongelman laskennallinen vaativuus romahtaa, kun jokaisen puolueen Vi koko
|Vi| on korkeintaan kaksi. Tällöin ongelma ratkeaa epädeterministisesti logarit-
misessa tilassa ja siis myös rinnakkaistuu erinomaisesti, sillä epädeterministinen
logaritminen tila sisältyy polylogaritmiseen aikaan polynomisella määrällä pro-
sessoreita [GHR95].
Teoreema 2 Ongelma n,m-JAKOISEN VERKON TÄYDELLINEN ALIVERKKO on NL-
täydellinen, kun m = 2.
Todistus. Ongelma kuuluu luokkaan NL, sillä se voidaan palauttaa logaritmisessa
tilassa ongelmaan 2-TOTEUTUVUUS, joka on NL-täydellinen [Pap95].
Ongelma 6 2-TOTEUTUVUUS
Tapaus: Joukko U Boolen muuttujia ja joukko C disjunktioita c ∈ C, |c| ≤ 2.
Kysymys: Onko muuttujille u ∈ U olemassa totuusarvokiinnitystä f : U → {0, 1},
jolla kaikki disjunktiot toteutuvat?
(Literaali on joukon U muuttuja x tai sen negaatio ¬x. Literaali x (¬x) on tosi,
totuusarvokiinnityksessä f , jos f(x) = 1 (f(¬x) = 1 − f(x) = 1). Disjunktio c on
joukko literaaleja ja disjunktio on tosi, jos vähintään yksi sen literaali x ∈ c on tosi
(eli f(x) = 1).)
Palautus tapahtuu seuraavasti. Puoluetta Vi = {v0, v1} vastaa Boolen muuttuja xi
ja puolueen Vi solmuja v0 ja v1 vastaavat Boolen muuttujan xi totuusarvokiinni-
tykset xi = 0 ja xi = 1. Jos solmujen va ∈ Vi ja vb ∈ Vj välillä ei ole kaarta, lisätään
disjunktioiden joukkoon C disjunktio ¬(xa∧xb) = ¬xa∨¬xb. Selvästi verkossa G
on n:n solmun täydellinen aliverkko jos ja vain jos on olemassa totuusarvokiinni-
tys f : U → {0, 1}, joka toteuttaa kaikki disjunktiot.
Ongelma on NL-kova, sillä NL-täydellinen ongelma 2-TOTEUTUVUUS voidaan
palauttaa siihen logaritmisessa tilassa vastaavalla tavalla.
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Koska ongelma kuuluu luokkaan NL ja on NL-kova, niin ongelma on NL-täydel-
linen. 2
Käytännössä tilanne on harvoin näin mustavalkoinen. Yhteensopivuus- ja yh-
teensopimattomuustiedon sijasta orientaatiopareille tunnetaan usein laatuluvut
yhteensopivuudelle. Näin saadaan seuraava ongelma:
Ongelma 7 PAINOTETUN TÄYDELLISEN n,m-JAKOISEN VERKON TÄYDELLINEN
n-ALIVERKKO
Tapaus: n,m-jakoinen verkko G = (V1, . . . , Vn, E), |Vi| ≤ m, 1 ≤ i ≤ n, kustannus-
funktio w : E → N ja kokonaisluku k.
Kysymys: Voidaanko jokaisesta osasta Vi valita solmu vi ∈ Vi siten, että solmujen
virittämän aliverkon G′ = (V ′, E ′) paino
∑
e∈E′ w(e) on alle k?
Myös tämä ongelma on NP-täydellinen.
Teoreema 3 Ongelma PAINOTETUN TÄYDELLISEN n,m-JAKOISEN VERKON TÄY-
DELLINEN n-ALIVERKKO on NP-täydellinen, kun m ≥ 3.
Todistus. Ongelma kuuluu luokkaan NP, sillä jokainen verkon G täydellinen n-
aliverkko voidaan punnita polynomisessa ajassa suhteessa n:ään ja m:ään.
Ongelma on NP-kova, sillä ongelma n,m-JAKOISEN VERKON TÄYDELLINEN ALI-
VERKKO voidaan palauttaa ongelmaan PAINOTETUN TÄYDELLISEN n,m-JAKOISEN
VERKON TÄYDELLINEN n-ALIVERKKO polynomisessa ajassa suhteessa n:ään ja
m:ään seuraavasti. OlkoonG = (V1, . . . , Vn, E) ongelman n,m-JAKOISEN VERKON
TÄYDELLINEN ALIVERKKO tapaus ja (Gt, w, k) siitä rakennettava ongelman PAI-
NOTETUN TÄYDELLISEN n,m-JAKOISEN VERKON TÄYDELLINEN n-ALIVERKKO ta-
paus. Gt on täydellinen n,m-jakoinen verkko, jonka solmujoukko on sama kuin
verkon G solmujoukko. Verkon Gt kaaret on painotettu seuraavasti: Jos e ∈ E,
niin w(e) = 0 ja muuten w(e) = a, missä a on jokin vakio, a ≥ 1.
Tällöin verkossa G on n solmun täydellinen aliverkko jos ja vain jos verkon Gt
keveimmän n-solmuisen täydellisen aliverkon paino on 0.
Siis ongelma PAINOTETUN TÄYDELLISEN n,m-JAKOISEN VERKON TÄYDELLINEN
n-ALIVERKKO on NP-täydellinen. 2
Kahden läpivalaisukuvan välinen yhteinen rivi ei vielä kiinnitä läpivalaisuku-
vien orientaatioita kolmiulotteisessa avaruudessa. Tämän vuoksi oikeampi ta-
voite olisi etsiä isoympyräasetelmaa, jossa origokeskiset isoympyrät leikkaavat
toisensa vain isoympyröihin määritellyissä mahdollisissa leikkauspisteissä:
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Ongelma 8 ISOYMPYRÖIDEN PAIKALLISISSA KOORDINAATISTOISSA m-RAJOITETTU
ISOYMPYRÄASETELMA
Tapaus: Joukot Pij ⊂ [0, 2pi)× [0, pi), |Pij| ≤ m, 1 ≤ i < j ≤ n.
Kysymys: Voidaanko pallolle S piirtää isoympyrät c1, . . . , cn siten, että isoympyrät
ci ja cj leikkaavat toisensa jossakin pisteessä pij ∈ Pij kaikilla 1 ≤ i < j ≤ n, missä
pij = (αi, αj) on pari, joka muodostuu isoympyröiden leikkausvektorin suunta-
kulmista kummankin isoympyrän paikallisessa koordinaatistossa?
Asetelmat ovat laskennallisen ja kombinatorisen geometrian keskeisiä rakenteita
ja sen vuoksi ongelma on mielenkiintoinen itsessäänkin [BY98]. Myös tämä on-
gelma on NP-täydellinen. Todistus on helpointa hahmottaa tarkastelemalla ensin
suora-asetelman rakentamista rajoitetuin parittaisin leikkauspistein.
Ongelma 9 m-RAJOITETTU SUORA-ASETELMA
Tapaus: Joukot Pij ⊂ R2, |Pij| ≤ m, 1 ≤ i < j ≤ n.
Kysymys: Voidaanko tasolle R2 piirtää suorat l1, . . . , ln siten, että suorat li ja lj
leikkaavat jossakin pisteessä pij ∈ Pij kaikilla 1 ≤ i < j ≤ n?
Teoreema 4 Ongelmam-RAJOITETTU SUORA-ASETELMA on NP-täydellinen, kunm ≥ 9.
Todistus. Ongelma kuuluu luokkaan NP, sillä polynomisessa ajassa voidaan tar-
kistaa leikkaavatko annetun suora-asetelman suorat vain sallituissa pisteissä jot-
ka kuuluvat joukkoihin Pij, 1 ≤ i < j ≤ n.
Ongelma on NP-kova, sillä ongelma n,m′-JAKOISEN VERKON TÄYDELLINEN n-
ALIVERKKO voidaan palauttaa siihen polynomisessa ajassa seuraavasti.
Olkoon G = (V,E) = (V1, . . . , Vn, E) ongelman n,m′-JAKOISEN VERKON TÄYDEL-
LINEN n-ALIVERKKO tapaus. Jokainen solmu v ∈ Vi kuvataan suoraksi li,v, jo-
ka on ehdotus suoraksi li. Suorat li,v ja lj,u leikkaavat sallitussa leikkauspisteessä
p ∈ Pij jos ja vain jos solmujen v ∈ Vi ja u ∈ Vj välillä on kaari.
Koska ongelmanm-RAJOITETTU SUORA-ASETELMA syöte ei koostu mahdollisista
suorista vaan mahdollisten suorien leikkauspisteistä, on mahdolliset suorat ase-
teltava tasolle niin, että niiden kautta voidaan piirtää vain solmuja v ∈ V vastaa-
vat suorat, jotka leikkaavat vain sallituissa leikkauspisteissä: kahden suoran li,v
ja lj,u leikkauspiste on sallittu jos ja vain jos niitä vastaavien solmujen välillä on
kaari.
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Kuva 3.1: Hilapisteiden läpikäynti sanakirjajärjestyksessä. Numerot kuvan ala-
reunassa kuvaavat sarakkeiden käsittelyjärjestyksen ja nuolet hilapisteiden kä-
sittelyjärjestyksen kullakin sarakkeella.
Suorien li,v generointia voidaan tarkastella rajoiteohjelmointitehtävänä luonnol-
listen lukujen hilassa: kukin hilan piste (a, b) ∈ N2 vastaa suoraa y = ax + b.
Hilapisteet valitaan niin, että niitä vastaavat suorat ovat yleisessä asemassa (general
position), eli jokainen suora leikkaa toisensa, eivätkä mitkään kolme suoraa eivät
leikkaa samassa pisteessä, ja valittuja hilapisteitä vastaavien suorien leikkauspis-
teet saavat virittää vain valittuja hilapisteitä vastaavat suorat (eli tasoon ei voida
piirtää muita suoria niin, että ne kulkisivat vähintään kolmen valittujen suorien
leikkauspisteen kautta).
Etsintä voidaan suorittaa esimerkiksi sanakirjajärjestyksessä kuvan 3.1 mukaises-
ti. Tällöin hilapisteitä karsitaan taulukossa 3.1 esitettyjen rajoitteiden mukaisesti.
Polynomiaikaisuuden takaamiseksi on osoitettava, että hilasta täytyy käydä lä-
pi vain polynominen osa generoitavien suorien lukumäärän (ja täten myös n,m-
jakoisen verkon solmujen lukumäärän) suhteen. Olkoon valittuja hilapisteitä k
kappaletta. Valittujen hilapisteiden kautta voidaan piirtää korkeintaan
(
k
2
)
suo-
raa. Nämä suorat peittävät sarakkeelta k korkeintaan
(
k
2
)
kappaletta. Hilapistei-
den virittämien suorien joukosta voidaan valita kaksi suoraa
(
(k2)
2
)
tavalla, kun
vaaditaan, että suorien leikkauspiste ei ole valittu hilapiste. Suorapari peittää
kunkin k−4:n suorapariin kuulumattoman hilapisteen kanssa korkeintaan yhden
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Suora-asetelma Hilapisteistö
Suorat eivät saa olla yhdensuuntaisia. Kultakin sarakkeelta voidaan valita vain
yksi hilapiste.
Kussakin leikkauspisteessä leikkaa täs-
mälleen kaksi suoraa.
Hilaan ei voida piirtää suoraa, joka kul-
kisi kolmen hilapisteen kautta.
Kolme leikkauspistettä saavat olla sa-
malla suoralla vain, jos suoraa vastaava
hilapiste on valittu.
Kolme hilapisteiden kautta kulkevaa
suoraa leikkaavat samassa pisteessä
vain, jos leikkauspiste on valittu hilapis-
te.
Taulukko 3.1: Hilapisteiden valintarajoitteet.
sarakkeen k hilapisteen. Tämän vuoksi jo valitut hilapisteet peittävät sarakkeelta
k korkeintaan
(
k
2
)
+ (k − 4)
(
(k2)
2
)
hilapistettä. Koska k on aina enintään nm, yhtä
suoraa kohti täytyy käydä läpi korkeintaan
(
nm
2
)
+ (nm − 4)
(
(nm2 )
2
)
hilapistettä,
joten nm suoraa voidaan tuottaa polynomisessa ajassa suhteessa nm:ään.
Ongelma n,m′-JAKOISEN VERKON TÄYDELLINEN n-ALIVERKKO on NP-täydellinen,
kunm′ ≥ 3. Tällöin kahden puolueen välillä on korkeintaan yhdeksän kaarta. on-
gelma m-RAJOITETTU SUORA-ASETELMA on NP-kova, kun m ≥ 9.
Koska ongelma m-RAJOITETTU SUORA-ASETELMA kuuluu luokkaan NP ja on
NP-kova, niin se on myös NP-täydellinen. 2
Kun hyväksytään se, että suorat saavat olla samansuuntaisia tai yli kaksi suoraa
saa leikata samassa pisteessä, ongelma on NP-täydellinen, kun leikkauspisteitä
on suoraparia kohti vähintään kuusi kappaletta.
Teoreema 5 Ongelmam-RAJOITETTU SUORA-ASETELMA on NP-täydellinen, kunm ≥ 6.
Todistus. Ongelma kuuluu selvästi luokkaan NP.
Palautetaan ongelmam-RAJOITETTU SUORA-ASETELMA ongelmaan k-TOTEUTUVUUS,
joka on NP-täydellinen, kun k ≥ 3 [GJ79].
Ongelma 10 k-TOTEUTUVUUS
Tapaus: Joukko U Boolen muuttujia ja joukko C disjunktioita c ∈ C, |c| ≤ k.
Kysymys: Onko muuttujille u ∈ U olemassa totuusarvokiinnitystä f : U → {0, 1},
jolla kaikki disjunktiot toteutuvat?
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Jokaista muuttujaa u ∈ U vastaa kaksi y-akselin suuntaista suoraa lu=1 ja lu=0 ja
jokaista disjunktiota c ∈ C k x-akselin suuntaista suoraa lc1 , . . . , lck . Suorat lu=1 ja
lu=0 vastaavat muuttujan u ∈ U totuusarvokiinnityksiä. Suora lci vastaa sitä, että
disjunktion c ∈ C i:s termi on tosi (ja siten myös koko disjunktio c ∈ C on tosi).
Suorien lu=x ja lci leikkauspiste puxci kuuluu joukkoon Puc, jos disjunktion c i:s
termi ei ole epätosi, kun u = x.
Selvästi suorat voidaan asetella tasolle niin, että suorat leikkaavat sallituissa leik-
kauspisteissä jos ja vain jos on olemassa totuusarvokiinnitys f : U → {0, 1} niin,
että kaikki disjunktiot c ∈ C ovat tosia.
Kullekin suoraparille on korkeitaan 2k mahdollista leikkauspistettä. Koska ongel-
ma k-TOTEUTUVUUS on NP-täydellinen, kun k ≥ 3, on ongelma m-RAJOITETTU
SUORA-ASETELMA NP-täydellinen, kun m ≥ 6. 2
Edellä kuvattu palautus mukautuu suoraviivaisesti myös seuraavassa tarkastel-
tuun tilanteeseen, jossa tavoitteena on asetella isoympyröitä pallon pinnalle.
Ongelma 11 m-RAJOITETTU ISOYMPYRÄASETELMA
Tapaus: Joukot Pij ⊂ S+, 1 ≤ i < j ≤ n, missä S+ = {(x, y, z) ∈ S : z ≥ 0}.
Kysymys: Voidaanko pallolle S piirtää isoympyrät c1, . . . , cn siten, että isoympyrät
ci ja cj leikkaavat pallonpuoliskon S+ jossakin pisteessä pij ∈ Pij kaikilla 1 ≤ i <
j ≤ n?
Teoreema 6 Ongelma m-RAJOITETTU SUORA-ASETELMA on yhtä vaikea kuin m-
RAJOITETTU ISOYMPYRÄASETELMA
Todistus. Pallonpuolisko voidaan kuvata stereograafisen projektion avulla tasoksi
ja taso pallonpuoliskoksi [BY98]. Kuvaus on bijektio, jossa isoympyrät vastaavat
suoria. 2
Edellä mainittu pätee myös isoympyröiden paikallisissa koordinaatistoissa m-
rajoitetuille isoympyräasetelmille (ongelma 8).
Teoreema 7 Ongelma ISOYMPYRÖIDEN PAIKALLISISSA KOORDINAATISTOISSA m-
RAJOITETTU ISOYMPYRÄASETELMA on NP-täydellinen.
Todistus. Ongelman NP-täydellisyys saadaan edellisistä todistuksista, jos isoym-
pyrät voidaan kuvata yksikäsitteisesti paikallisten koordinaatistojen leikkauspis-
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teiden avulla. Tämä onnistuu lisäämällä asetelmaan kolme isoympyrää, joista jo-
kainen on valittava isoympyräasetelmaan: näiden kolmen isoympyrän keskinäi-
set leikkauspisteet kiinnittävät isoympyrät kolmiulotteiseen avaruuteen ja muut
kiinnittyvät niiden mukana, sillä jo kaksi leikkauspistettä riittää määräämään iso-
ympyrän orientaation. 2
3.2 Approksimoituvuus
Vaikka ongelman tarkka ratkaiseminen ei onnistuisikaan, saattaa sen likimääräi-
nen ratkaiseminen olla silti mahdollista. Approksimointialgoritmien tutkimus on
keskittynyt juuri tämän kysymyksen selvittämiseen. Tällöin ei kuitenkaan tar-
kastella päätös- vaan optimointiongelmia. Optimointiongelmat ovat päätöson-
gelmista poiketen konstruktiivisia: kun päätösongelman D tapauksessa riittää
tieto kuuluuko ongelman tapaus x kieleen D, optimointiongelman ratkaisu on
tapauksen x ratkaisujen joukkoon S(x) kuuluva merkkijono y.
Tärkein optimointiongelmien luokka on NPO, joka vastaa päätösongelmien luok-
kaa NP. Täsmällisemmin luokan NPO ongelma on nelikko (I, S, c, t), jolle pätee:
• Jokaiselle x ∈ Σ∗ voidaan ratkaista kuuluuko x sallittujen syötteiden jouk-
koon I polynomisessa ajassa suhteessa tapauksen x kokoon |x|.
• S(x) on tapauksen x ∈ I ratkaisujen joukko.
• Jokainen y ∈ S(x) on polynomisen kokoinen suhteessa tapauksen x kokoon
|x| ja jokaiselle polynomisen kokoiselle ratkaisuehdotukselle y voidaan rat-
kaista polynomisessa ajassa kuuluuko y joukkoon S(x).
• Jokaiselle x ja y ∈ S(x) optimoinnin kohdefunktion c arvo c(x, y) voidaan
laskea polynomisessa ajassa suhteessa tapauksen x kokoon |x|.
• t ∈ {min,max}.
Tavoitteena on löytää paras ratkaisu OPT (x) = t{c(x, y) : y ∈ S(y)}.
Ongelma on approksimoitavissa kertoimella r(n), |x| = n, jos on olemassa algo-
ritmi, joka löytää jokaiselle tapaukselle x ∈ I, S(x) 6= ∅, ratkaisun y ∈ S(x) siten,
että
max
{
c(x, y)
OPT (x)
,
OPT (x)
c(x, y)
}
≤ r(|x|).
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Luokka NPO jakautuu eri tavoin approksimoituviin aliluokkiin:
FPTAS: Ongelma on approksimoitavissa kertoimella  kaikilla  > 1 polynomi-
sessa ajassa suhteessa tapauksen x ∈ I kokoon |x| ja approksimointikertoi-
men  käänteislukuun 1/.
PTAS: Ongelma on approksimoitavissa kertoimella r kaikilla r > 1 polynomi-
sessa ajassa suhteessa tapauksen x ∈ I kokoon |x|.
APX: Ongelma on approksimoitavissa kertoimella r jollakin r ∈ O (1) polynomi-
sessa ajassa suhteessa tapauksen x ∈ I kokoon |x|.
log-APX: Ongelma on approksimoitavissa kertoimella r jollakin r ∈ O (log |x|)
polynomisessa ajassa suhteessa tapauksen x ∈ I kokoon |x|.
poly-APX: Ongelma on approksimoitavissa kertoimella r jollakin r ∈ O (|x|O(1))
polynomisessa ajassa suhteessa tapauksen x ∈ I kokoon |x|.
exp-APX: Ongelma on approksimoitavissa kertoimella r jollakin r ∈ O
(
2|x|
O(1)
)
polynomisessa ajassa suhteessa tapauksen x ∈ I kokoon |x|.
Täydelliset ongelmat ovat tärkeitä myös optimointiongelmien luokittelussa ap-
proksimoituvuusluokkiin. Päätösongelmien palautukset ovat optimointiongel-
mille usein kuitenkin liian sallivia ja tämän vuoksi approksimointiluokissa käy-
tetään approksimoinnin säilyttäviä palautuksia (approximation preserving reductions)
[Cre97]. (Approksimoinnin säilyttävien palautusten täsmällisiä määritelmiä ei
tässä tutkielmassa kuitenkaan tarvita, sillä tässä tutkielmassa käytetyt palautuk-
set ovat niin yksinkertaisia, että approksimoinnin säilyvyys on selvää.)
Approksimointialgoritmit ovat luonnollinen lähestymistapa myös läpivalaisuku-
vien orientointiin. Koska kaikille n:lle oliolle ei voida aina valita täysin yhteenso-
pivia tiloja, on usein mielekästä etsiä suurinta aliverkkoa, joka täyttää jonkin tie-
tyn ominaisuuden.
Ongelma 12 SUURIN n,m-JAKOISEN VERKON EHDON P TÄYTTÄVÄ ALIVERKKO
Tapaus: n,m-jakoinen verkko G = (V1, . . . , Vn, E), |Vi| ≤ m, 1 ≤ i ≤ n.
Ratkaisu: Ehdon P täyttävä solmujoukon V ′ ⊆ V virittämä aliverkkoG′ = (V ′, E ′)
siten, että |V ′ ∩ Vi| ≤ 1, 1 ≤ i ≤ n.
Mitta: Aliverkon G′ solmujen lukumäärä |V ′|.
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Osoittautuu, että ongelma SUURIN n,m-JAKOISEN VERKON EHDON P TÄYTTÄVÄ
ALIVERKKO on yhtä vaikea kuin seuraava näennäisesti yleisempi ongelma SUU-
RIN EHDON P TÄYTTÄVÄ ALIVERKKO.
Ongelma 13 SUURIN EHDON P TÄYTTÄVÄ ALIVERKKO
Tapaus: Verkko G = (V,E).
Ratkaisu: Ehdon P täyttävä solmujoukon V ′ ⊆ V virittämä aliverkkoG′ = (V ′, E ′).
Mitta: Aliverkon G′ solmujen lukumäärä |V ′|.
Teoreema 8 Ongelma SUURIN n,m-JAKOISEN VERKON EHDON P TÄYTTÄVÄ ALI-
VERKKO on yhtä vaikea kuin ongelma SUURIN EHDON P TÄYTTÄVÄ ALIVERKKO.
Todistus. Ongelma SUURIN n,m-JAKOISEN VERKON EHDON P TÄYTTÄVÄ ALI-
VERKKO on ongelman SUURIN EHDON P TÄYTTÄVÄ ALIVERKKO erikoistapaus,
sillä n,m-jakoinen verkko on verkon erikoistapaus.
Ongelma SUURIN EHDON P TÄYTTÄVÄ ALIVERKKO on ongelman SUURIN n,m-
JAKOISEN VERKON EHDON P TÄYTTÄVÄ ALIVERKKO erikoistapaus m = 1. 2
Ehto P on epätriviaali, jos ehdon täyttäviä verkkoja on ääretön määrä. Ehto P on
periytyvä, jos ehdon P täyttävän verkon G = (V,E) aliverkko G′ = (V ′, E ′), V ′ ⊆
V,E ′ = {e ⊂ V ′ : e ∈ E}, täyttää ehdon P . Tällaisia ominaisuuksia ovat mm.
verkon täydellisyys ja syklittömyys. Jos ehto P on epätriviaali ja periytyvä, niin
ongelmaa SUURIN n,m-JAKOISEN VERKON EHDON P TÄYTTÄVÄ ALIVERKKO ei
voida approksimoida kertoimella n millään vakiolla  > 0 ellei P=NP [Hal00].
Läpivalaisukuvien orientoinnissa kaikki orientoinnit ovat kuitenkin mahdollisia,
joten luonnollisempi muotoilu olisi etsiä parasta täydellistä n-solmuista aliverk-
koa.
Ongelma 14 KEVEIN PAINOTETUN TÄYDELLISEN n,m-JAKOISEN VERKON TÄY-
DELLINEN ALIVERKKO
Tapaus: Täydellinen n,m-jakoinen verkko G = (V1, . . . , Vn, E), |Vi| ≤ m, 1 ≤ i ≤ n,
ja painofunktio w : E → N.
Ratkaisu: Solmujoukko V ′ siten, että |V ′ ∩ Vi| = 1, 1 ≤ i ≤ n.
Mitta: Täydellisen verkon G′ = (V ′, E ′), E ′ = {e ⊂ V ′ : e ∈ E}, paino∑
v,u∈V ′,v 6=u
w ({v, u}) .
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Osoittautuu, että ongelma on yleisessä tapauksessa täysin approksimointikelvo-
ton, mutta sopivasti tapauksia rajoittamalla saavutetaan vakioapproksimaatio.
Teoreema 9 Jos P6=NP, niin ongelma KEVEIN PAINOTETUN TÄYDELLISEN n,m-JAKOISEN
VERKON TÄYDELLINEN ALIVERKKO ei ole approksimoitavissa kertoimella 2nk millään
vakiolla k, kun m ≥ 3.
Todistus. Jos ongelma KEVEIN PAINOTETUN TÄYDELLISEN n,m-JAKOISEN VER-
KON TÄYDELLINEN ALIVERKKO olisi approksimoitavissa kertoimella 2nk jollain
vakiolla k, niin sen avulla voitaisiin ratkaista päätösongelma n,m-JAKOISEN VER-
KON TÄYDELLINEN ALIVERKKO noudattamalla teoreeman 3 konstruktiota ja va-
litsemalla vakion a arvoksi 2nk + 1.
Tällöin ongelman KEVEIN PAINOTETUN TÄYDELLISEN n,m-JAKOISEN VERKON
TÄYDELLINEN ALIVERKKO verkon keveimmän täydellisen aliverkon paino on 0,
jos n,m-JAKOISEN VERKON TÄYDELLINEN ALIVERKKO verkossa on n solmun täy-
dellinen aliverkko, ja vähintään 2nk + 1 muuten. 2
Teoreema 10 Ongelma KEVEIN TÄYDELLISEN n,m-JAKOISEN PAINOTETUN VER-
KON TÄYDELLINEN ALIVERKKO on APX-täydellinen, kun m = 2.
Todistus. Ongelma kuuluu luokkaan APX, sillä se palautuu ongelmaan KEVEIN
2-TOTEUTUVUUS, joka on APX-täydellinen [KSTW01].
Ongelma 15 KEVEIN k-TOTEUTUVUUS
Tapaus: Joukko U Boolen muuttujia, joukko C disjunktioita c ∈ C, |c| ≤ k ja kus-
tannusfunktio w : C → N.
Ratkaisu: Totuusarvokiinnitys f : U → {0, 1}.
Mitta: Toteutumattomien disjunktioiden c ∈ C painojen w(c) summa.
Palautus tapahtuu teoreeman 2 todistuksen tapaan seuraavasti. Puoluetta Vi =
{v0, v1} vastaa Boolen muuttuja xi ja puolueen Vi solmuja v0 ja v1 vastaavat Boo-
len muuttujan xi totuusarvokiinnitykset xi = 0 ja xi = 1. Solmujen va ∈ Vi ja
vb ∈ Vj virittämää kaarta {va, vb} vastaa (myös painoltaan) disjunktio ¬(xa∧xb) =
¬xa ∨ ¬xb: kaari {va, vb} valitaan jos ja vain jos disjunktio ¬xa ∨ ¬xb on epäto-
si. Ongelman KEVEIN TÄYDELLISEN n,m-JAKOISEN PAINOTETUN VERKON TÄY-
DELLINEN ALIVERKKO ratkaisu G′ saadaan ongelman KEVEIN 2-TOTEUTUVUUS
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ratkaisusta f valitsemalla täydelliseen n,m-jakoiseen verkkoon totuusarvokiin-
nityksen f komplementtia vastaavat solmut V ′ ⊂ V .
Ongelma KEVEIN TÄYDELLISEN n, 2-JAKOISEN PAINOTETUN VERKON TÄYDELLI-
NEN ALIVERKKO on APX-kova, sillä ongelma KEVEIN 2-TOTEUTUVUUS palau-
tuu siihen polynomisessa ajassa approksimoinnin säilyttäen seuraavasti. Jokaista
muuttujaa xi ∈ U vastaa kaksisolmuinen puolue Vi = {v0, v1}. Solmujen va ∈
Vi ja vb ∈ Vj välisen kaaren e = {va, vb} paino w(e) on sama kuin disjunktion
(¬xa ∨¬xb) paino, jos disjunktio kuuluu joukkoon C ja 0 muuten. Ongelman KE-
VEIN 2-TOTEUTUVUUS ratkaisu f saadaan ongelman KEVEIN TÄYDELLISEN n, 2-
JAKOISEN PAINOTETUN VERKON TÄYDELLINEN ALIVERKKO ratkaisusta V ′ otta-
malla komplementti n-aliverkon V ′ määräämästä totuusarvokiinnityksestä.
Koska ongelma kuuluu luokkaan APX ja on APX-kova, niin se on myös APX-
täydellinen. 2
Teoreema 11 Ongelma KEVEIN PAINOTETUN TÄYDELLISEN n,m-JAKOISEN VER-
KON TÄYDELLINEN ALIVERKKO on approksimoitavissa polynomisessa ajassa kertoi-
mella 2− 2/n, kun kaarten painot noudattavat kolmioepäyhtälöä.
Todistus. Ongelmalle voidaan laatia 2 − 2/n -approksoimointialgoritmi ahneesti
algoritmin 2 mukaisesti laskemalla jokaiselle solmulle v ∈ V edustajat vi kaikista
muista puolueista Vi, v /∈ Vi niin, että näin muodostuneen puun paino
∑
w({v, vi})
on mahdollisimman pieni, valitsemalla näin saaduista puista kevein ja laajenta-
malla kevein puu täydelliseksi n-aliverkoksi.
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Algoritmi 2: n,m-jakoisen täydellisen verkon keveimmän täydellisen n-
aliverkon approksimointialgoritmi.
Syöte: n,m-jakoinen täydellinen verkko G = (V,E) =
(V1, . . . , Vn, E) ja metrinen painofunktio w : E → N.
Tuloste: Verkon G täydellinen n-aliverkko G′ = (V ′, E ′), joka on
enintään 2− 2/n kertaa painavampi kuin kevein verkon G täydelli-
nen n-aliverkko.
LSG(G,w)
1 vmin := NIL
2 foreach v ∈ V do
3 W := 0
4 foreach Vi, v /∈ Vi do
5 W := W + min{w({u, v}) : u ∈ Vi}
6 if vmin = NIL ∨W < Wmin then Wmin := W ; vmin := v
7 V ′ := {vmin}
8 foreach Vi, vmin /∈ Vi do
9 V ′ := V ′ ∪ {arg min{w({u, v}) : u ∈ Vi}}
10 E ′ := {{u, v} ⊂ V ′}
11 return G′ = (V ′, E ′)
Approksimointisuhteen yläraja 2−2/n voidaan osoittaa seuraavasti. OlkoonG′ =
(V ′, E ′) algoritmin 2 tuottama täydellinen n-aliverkko ja OPT (G) verkon G ke-
veimmän täydellisen n-aliverkon paino. Tarkastellaan algoritmin 2 löytämän täy-
dellisen n-aliverkon verkon G′ painoa suhteessa verkon G keveimmän täydelli-
sen n-aliverkon painoon OPT (G).
Solmuun vmin liittyvien kaarten e ∈ E ′, vmin ∈ e yhteispaino on∑
e∈E′,vmin∈e
w(e) ≤ (n− 1)OPT (G)
n(n− 1)/2 =
2OPT (G)
n
.
Solmuun vmin liittymättömiä kaaria e ∈ E ′, vmin /∈ e on
n(n− 1)
2
− n+ 1 = (n− 1)(n− 2)
2
kappaletta. Jokaiselle kaarelle {u, v} ∈ E ′, vmin /∈ {u, v} pätee:
w({u, v}) ≤ w({u, vmin}) + w({v, vmin}).
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Kukin kaari {u, vmin} ∈ E ′ esiintyy n− 2 kaaren {u, v} ∈ E ′, vmin ∈ {u, v} yläraja-
arviossa, joten verkonG′ paino saadaan laskemalla jokaisen kaaren {u, vmin} ∈ E ′
paino n− 1:een kertaa. Täten verkon G′ paino on korkeintaan∑
e∈E′,vmin∈e
w(e) +
∑
e∈E′,vmin /∈e
w(e)
=
∑
e∈E′,vmin∈e
w(e) + (n− 2)
∑
e∈E′,vmin∈e
w(e)
≤ 2OPT (G)
n
+ (n− 2)2OPT (G)
n
= (n− 1)2OPT (G)
n
=
(
2− 2
n
)
OPT (G).
Algoritmin 2 löytämä ratkaisu on siis enintään 2 − 2/n kertaa painavampi kuin
kevein ratkaisu. 2
Algoritmi 2 ei kuitenkaan näytä auttavan läpivalaisukuvien orientoinnin etsin-
nässä juuri lainkaan: kun d(a, b) on sinogrammiparin (a, b) parhaiten yhteensopi-
vien sinogrammirivien etäisyys, niin d(a, b) = d(a, c) = 0 ei välttämättä tarkoita,
että d(b, c) = 0. Sen sijaan algoritmia 2 voidaan soveltaa samankaltaisten gee-
nien etsimiseen, sillä geenien samankaltaisuusmitat toisinaan noudattavat kol-
mioepäyhtälöä.
Algoritmi 2 on myös approksimointistabiili: kolmioepäyhtälöw({i, j}) ≤ w({i, k})+
w({j, k}) voidaan korvata ehdolla w({i, j}) ≤ β (w({i, k}) + w({j, k})), missä β ≥
0, jolloin saavutetaan approksimointikerroin β (2− 4/n) + 2/n. (Approksimoin-
tistabiilisuus on määritelty artikkelissa [BcK+99].)
Jälleen voidaan arvella, että geometrista versiota olisi helpompi approksimoi-
da. Rakennettaessa rajoitettua suora-asetelmaa voidaan tarkkojen leikkauspiste-
rajoitteiden sijasta pyrkiä asettelemaan n suoraa tasolle niin, että leikkauspistei-
den etäisyydet toivotuista leikkauspisteistä olisivat mahdollisimman pienet.
Ongelma 16 PIENIMMÄN VIRHEEN m-RAJOITETTU SUORA-ASETELMA
Tapaus: Joukot Pij ⊂ R2, |Pij| ≤ m, 1 ≤ i < j ≤ n.
Ratkaisu: Tason R2 suorat l1, . . . , ln.
Mitta: Lk-etäisyyksien summa ∑
1≤i<j≤n
|pij − pˆij|k ,
missä pˆij on suorien li ja lj leikkauspiste ja pij ∈ Pij suorien li ja lj lähin hyväksytty
leikkauspiste.
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Tämäkin ongelma osoittautuu approksimointikelvottomaksi.
Teoreema 12 Ongelma PIENIMMÄN VIRHEEN m-RAJOITETTU SUORA-ASETELMA
ei ole approksimoitavissa kertoimella 2nk millään vakiolla k, kun m ≥ 3.
Todistus. Jos ongelmaa PIENIMMÄN VIRHEEN m-RAJOITETTU SUORA-ASETELMA
voitaisiin approksimoida kertoimella 2nk jollakin vakiolla k, niin tällöin approksi-
mointialgoritmin avulla voitaisiin ratkaista päätösongelmam-RAJOITETTU SUORA-
ASETELMA kasvattamalla pisteiden etäisyyksiä niin, että jokaisen leikkauspisteen
etäisyys lähimmästä (muiden) leikkauspisteiden virittämästä suorasta, joka ei
leikkaa kyseisessä pisteessä on vähintään 2nk+1 + 1. (Etäisyyden kasvatus voi-
daan laskea polynomisessa ajassa, sillä luvun 2nk binäärikoodauksen pituus on
nk ja kertolasku osataan laskea polynomisessa ajassa suhteessa lukujen binäärie-
sitysten pituuksien summaan [Vol99].)
Suora-asetelman kustannus on yli 2nk , jos ei ole olemassa suora-asetelmaa, jonka
suorat leikkaisivat vain sallituissa pisteissä. Suora-asetelman kustannus on enin-
tään 1, jos sallitut leikkauspisteet virittävät n suoran asetelman. (Approksimoin-
tisuhteen r äärellisyyden vuoksi usein oletetaan, että optimointiongelman pienin
mahdollinen kustannus on 1.)
2
3.3 Parametrisoitu vaativuus
Parametrisoidussa vaativuudessa tarkastellaan päätösongelman laskennallista vaa-
tivuutta, kun jokin ongelman parametri – esimerkiksi etsittävän täydellisen ali-
verkon koko – on vakio [DF99].
Täsmällisemmin parametrisoitu ongelma on joukko D ⊆ Σ∗ × N. Ongelma D
on kiintoparametriratkeava (fixed-parameter tractable), jos jokaiselle (x, k) ∈ Σ∗ × N
voidaan ratkaista kuuluuko (x, k) joukkoon D ajassa f(k)|x|O(1), missä f on mie-
livaltainen funktio.
Parametrisoidut ongelmat muodostavat seuraavanlaisen vaativuusluokkaraken-
nelman:
FPT ⊆W[1] ⊆W[2] ⊆ . . . ⊆W[SAT] ⊆W[P].
Sisältyvyyksien uskotaan olevan aitoja. Kiintoparametriratkeavat ongelmat muo-
dostavat luokan FPT ja muita luokan W[P] ongelmia kutsutaan kiintoparametri-
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ratkeamattomiksi. (Luokat W[SAT], W[P], W[1], W[2], . . . määritellään varsin tek-
nisesti Boolen kaavojen tiettyjen ominaisuuksien avulla, mutta tarkkoja määritel-
miä ei tässä kuitenkaan tutkielmassa tarvita.)
Parametrisoitu ongelmaD palautuu ongelmaanD′, jos on olemassa funktiot f, g :
N→ N ja h : D → D′ siten, että h(x, k) on laskettavissa ajassa f(k)|x|O(1) jokaiselle
tapaukselle (x, k) ∈ Σ∗ × N, ja (x, k) ∈ D jos ja vain jos (h(x), g(k)) ∈ D′.
Ongelman n,m-JAKOISEN VERKON TÄYDELLINEN ALIVERKKO tapauksessa mie-
lekkäitä parametrisointeja on kaksi: joko n tai m on vakio. (Jos molemmat ovat
vakioita, niin ongelma on triviaali, sillä verkot ovat tällöin vakiokokoisia.) Osoit-
tautuu, että ongelma on kiintoparametriratkeamaton kummankin parametrisoin-
nin suhteen.
Ensimmäinen tapaus (ongelma 17) on kiintoparametriratkeamaton ilmeisellä ta-
valla.
Ongelma 17 n, k-JAKOISEN VERKON TÄYDELLINEN ALIVERKKO
Tapaus: n, k-jakoinen verkko G = (V1, . . . , Vn, E), |Vi| ≤ k, 1 ≤ i ≤ n.
Parametri: Luonnollinen luku k.
Kysymys: Voidaanko jokaisesta osasta Vi valita solmu vi ∈ Vi siten, että solmujen
virittämä verkko on täydellinen?
Kun k ≥ 3, ongelma on NP-täydellinen, joten aikavaatimuksen f(k)nO(1) saavut-
taminen ei ole mahdollista, jos P6=NP.
Korollaari 1 Ongelma n, k-JAKOISEN VERKON TÄYDELLINEN ALIVERKKO ei ole kiin-
toparametriratkeava, jos P6=NP.
Sen sijaan toisessa tapauksessa (ongelma 18) kaikki mahdolliset ratkaisut kokei-
leva algoritmi toimii ajassaO(mk), jolloin kiintoparametriratkeamattomuus ei ole
heti ilmeistä.
Ongelma 18 k,m-JAKOISEN VERKON TÄYDELLINEN ALIVERKKO
Tapaus: k,m-jakoinen verkko G = (V1, . . . , Vk, E), |Vi| ≤ m, 1 ≤ i ≤ k.
Parametri: Luonnollinen luku k.
Kysymys: Voidaanko jokaisesta osasta Vi valita solmu vi ∈ Vi siten, että solmujen
virittämä verkko on täydellinen?
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Ongelman k,m-JAKOISEN VERKON TÄYDELLINEN ALIVERKKO kiintoparametri-
ratkeamattomuuden todistamisen helpottamiseksi todistetaan, että ongelma seu-
raava k,m-TOTEUTUVUUS on kiintoparametriratkeamaton.
Ongelma 19 k,m-TOTEUTUVUUS
Tapaus: Joukko U Boolen muuttujia ja joukko C, |C| = k, disjunktioita c ∈ C, |c| ≤
m.
Parametri: Luonnollinen luku k.
Kysymys: Onko muuttujille u ∈ U olemassa totuusarvokiinnitystä f : U → {0, 1},
jolla kaikki disjunktiot toteutuvat?
Lemma 1 Ongelma k,m-TOTEUTUVUUS on W[1]-täydellinen.
Todistus. Ongelma kuuluu luokkaan W[1], sillä se voidaan palauttaa polynomi-
sessa ajassa ongelmaan LYHYT TURINGIN KONEEN SIMULOINTI, joka on W[1]-
täydellinen [DF99].
Ongelma 20 LYHYT TURINGIN KONEEN SIMULOINTI
Tapaus: Epädeterministinen Turingin kone M ja syöte x.
Parametri: Luonnollinen luku k.
Kysymys: Onko Turingin koneellaM laskentapolkua, joka hyväksyy syötteen enin-
tään k:ssa askeleessa?
Ongelma k,m-TOTEUTUVUUS on W[1]-kova, sillä ongelma LYHYT TURINGIN KO-
NEEN SIMULOINTI voidaan palauttaa siihen polynomisessa ajassa Cookin lauseen
mukaisesti [HMU01]. (Palautus on laskettavissa ajassa f(k)|x|O(1).) Kaavan pituu-
deksi tulee tällöin O(k2). 2
Teoreema 13 Ongelma k,m-JAKOISEN VERKON TÄYDELLINEN ALIVERKKO on W[1]-
täydellinen.
Todistus. Ongelma kuuluu luokkaan W[1], sillä se voidaan palauttaa polynomi-
sessa ajassa ongelmaan LYHYT TURINGIN KONEEN SIMULOINTI (ongelma 20), jo-
ka on W[1]-täydellinen [DF99]. Ongelma k,m-TOTEUTUVUUS voidaan palauttaa
ongelmaan k,m-JAKOISEN VERKON TÄYDELLINEN ALIVERKKO: disjunktiot koo-
dataan puolueiksi ja kahden eri puolueen solmun välillä on kaari jos ja vain jos
ne eivät edellytä saman muuttujan vastakkaisia totuusarvokiinnityksiä. 2
Luku 4
Orientointi heuristisesti
Luvun 3 perusteella orientaatioiden etsintä näyttää olevan yleisessä tapauksessa
katsantokannasta riippumatta lähes mahdotonta. Läpivalaisukuvien orientoin-
ti on kuitenkin käytännössä ratkaistava jotenkin, sillä esimerkiksi kolmiulotteis-
ten rakenteiden päättely kryoelektronimikroskooppikuvista edellyttää sen, että
orientaatiot tunnetaan. Tässä tilanteessa heuristiset ratkaisumenetelmät ovat var-
teenotettava vaihtoehto.
4.1 Etsintäavaruuden diskretisointi ja koko
Läpivalaisukuvien orientoinnissa on tavoitteena estimoida 3n parametria, missä
n on läpivalaisukuvien lukumäärä. Uusien tiheysjakaumien päättelyyn on käy-
tetty tuhansia läpivalaisukuvia. Laskenta helpottuu olennaisesti, jos hakuava-
ruus diskretisoidaan. Tällöin voidaan taata mm. globaalin optimin löytyminen
äärellisessä ajassa.
Orientointiavaruus voidaan diskretisoida helposti kulkemalla tasaisin kulma-as-
kelin pituus- ja leveyspiirejä pallon pinnalla sekä kiertokulmia normaalin ympä-
ri. Tällöin kuitenkin mahdollisia orientaatioita on tarpeettoman tiheässä kaloteil-
la. Turhia orientaatioita voidaan vähentää kasvattamalla pituuspiirien etäisyyttä
(asteina) toisistaan lähestyttäessä kalotteja, sillä leveyspiiriä α vastaavan kehän
pituus yksikköpallon pinnalla on cosα. Yllä kuvattu mahdollisten orientaatioi-
den generointi on esitetty algoritmina 3.
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Algoritmi 3: Sallittujen orientaatioiden generointi leveys- ja pituuspiirien
avulla.
Syöte: Suurin sallittu kulma-askel δ.
Tuloste: Sallittujen orientaatioiden lista L.
LATLON(δ)
1 d := δ√
2
2 for i := 0 to b pi
2d
c do
3 αx = id
4 for j := 0 to b2pi cosαx
d
c do
5 αy := j dcosαx
6 for k := 0 to b2pi
d
c do
7 αz = kd
8 L := L ∪ {(αx, αy, αz), (−αx, αy, αz)}
9 for k := 0 to b2pi
d
c do
10 αz := kd
11 L := L ∪ {(pi
2
, 0, αz
)}
12 return L
Läpivalaisukuvien ollessa kokoa l × l on informaatioteoreettisesti riittävää vali-
ta kulma-askel δ pienemmäksi kuin pi/dpi(l − 1)e, jolloin yksiulotteista tapausta
yleistämällä orientaatioiden lukumäärä on m = O(l3).
Mahdollisia orientointeja (eli orientaatiokombinaatioita) on siismn−1/2 = O
(
l3(n−1)
)
kappaletta: ensimmäinen läpivalaisukuva voidaan kiinnittää orientaatioon (0, 0, 0)
ja toisen tapauksessa riittää käydä läpi vain puolet orientaatiovaihtoehdoista.
Kun tyypillisessä tapauksessa m on noin 2563 = 224 ja läpivalaisukuvia on noin
tuhat kappaletta, niin tarkastettavia orientaatiokombinaatioita on luokkaa(
224
)1000
= 224000 > 107224.
Kaikkien (mahdollisten ja mahdottomien) yhteisten rivien (eli keskinäisten leik-
kaussuorakombinaatiovaihtoehtojen) lukumäärä diskretoitaessa pelkästään kul-
ma αz on ln(n−1) kappaletta. Kulma-avaruuden diskretisointi on siis tehokkaam-
paa kuin kaikkien yhteisten rivien läpikäynti, kun n > 3.
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4.2 Optimaalinen orientointi ja peruuttava haku
Peruuttava haku (backtracking) on rekursiivinen menetelmä, joka tuottaa kaikki kel-
volliset muuttujakiinnitykset ratkaistavalle ongelmalle [KS99]. Etsintä voidaan
tulkita puuksi:
• Juuressa kaikki muuttujat ovat vapaita.
• Puun joka tasolla kiinnitetään yhden muuttujan arvo.
• Lehdissä kaikki muuttujat ovat sidottuja.
Etsittäessä kaikkien ratkaisujen sijasta optimaalista ratkaisua voidaan hakuava-
ruutta karsia laskemalla osaratkaisuille kustannusten alarajat. Tällöin ratkaisun
laajentaminen voidaan lopettaa, kun osittaisen ratkaisun kustannuksen alaraja on
suurempi kuin siihen mennessä pienin kustannus täydelliselle ratkaisulle. Kar-
sinnan tehokkuus riippuu etsintäjärjestyksestä, kenties muilla keinoin löydetystä
optimaalisen ratkaisun ylärajasta sekä alarajan arviosta.
Orientointiongelmassa ratkaisu siis on orientaatiokombinaatio. Peruuttava haku
ilman karsintaa vaatii vähintään ajan O (mn−1), missä m on mahdollisten orien-
taatioiden lukumäärä ja n orientoitavien läpivalaisukuvien lukumäärä.
Oletetaan, että n:lle läpivalaisukuvalle on laskettu parittaisten orientaatiovaih-
toehtojen laatuluvut. Orientointi peruuttavan haun avulla voidaan toteuttaa seu-
raavasti: käytäessä läpi k:nnen kiinnitettävän läpivalaisukuvan mahdollisia orien-
taatioita jokaisen orientaation kohdalla lasketaan kuvan yhteensopivuus jo kiin-
nitettyjen läpivalaisukuvien kanssa. Ensimmäisen läpivalaisukuvan tapaukses-
sa riittää käydä läpi yksi orientaatio ja toisen läpivalaisukuvan tapauksessa m/2
orientaatiota. Edellä kuvatun peruuttavan haun pahimman tapauksen aikavaati-
mus saadaan siis rekursioyhtälöstä
T (k) =
{
m (k − 1 + T (k − 1)) , kun k ≥ 3
m/2, kun k = 2.
Ratkaisemalla edellinen rekursioyhtälö havaitaan, että aikavaatimus
T (n) = m (n− 1 +m (n− 2 + . . . (m/2) . . .))
=
mn−1
2
+
n−2∑
i=1
(n− i)mi
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=
mn−1
2
+
n−2∑
i=0
(n− i)mi
=
mn−1
2
+ n
n−2∑
i=0
mi −
n−2∑
i=0
imi
=
mn−1
2
+ n
mn−1 − 1
m− 1 −
(n− 2)mn − (n− 1)mn−1 +m
(m− 1)2
=
mn−1
2
+
nmn − nmn−1 − nm+ n− (n− 2)mn + (n− 1)mn−1 −m
(m− 1)2
=
mn−1
2
+
2mn −mn−1 − (n+ 1)m+ n
(m− 1)2
=
mn−1
2
+
2mn −mn−1 − (n+ 1)m+ n
(m− 1)2
= O(mn−1)
on asymptoottisesti optimaalinen.
Kolmen ensimmäisen läpivalaisukuvan orientaatiot voidaan kiinnittää helpos-
ti kokeilemalla niiden kaikki mahdollisten yhteisten rivien kombinaatiot. Näin
saadaan algoritmi 4. Algoritmi toimii ajassa O(l6), sillä kullakin kuvaparilla on
O(l2) mahdollista yhteistä riviä ja kuvapareja on kolme kappaletta. Menetelmä
on siis asymptoottisesti yhtä hidas kuin yleisempikin peruuttavaan hakuun pe-
rustuva orientointi. Kaikkien mahdollisten yhteisten rivien kombinaatioiden ko-
keilemisen etuna yleisempään peruuttavaan hakuun verrattuna on mahdollisuus
tehokkaampaan etsintäjärjestykseen: kunkin kuvaparin mahdolliset yhteiset ri-
vit voidaan järjestää hyvyysjärjestykseen, jolloin osa mahdollisista orientaatio-
kombinaatioista voidaan karsia algoritmin 4 mukaisesti. (Algoritmissa 4 käytetty
aliohjelma TESTCONSISTENCY tarkistaa vastaavatko sille syötteenä annetut vek-
torien projektiot konsistenttia leikkausvektorikolmikkoa. Joukon C12 ∪ C13 ∪ C23
alkion (α(i)ij , α
(j)
ij , dij) kaksi ensimmäistä komponenttia vastaavat leikkausvektorin
projektioita ja kolmas komponentti on veikkausvektoria vastaavien sinogrammi-
rivien yhteensopivuusarvo.)
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Algoritmi 4: Kolmen läpivalaisukuvan yhteisten rivien etsintä.
Syöte: Kolmen läpivalaisukuvan yhteiset rivit C12 =
{(α(1)12 , α(2)12 , d12) ∈ [0, 2pi) × [0, 2pi) × R}, C13 = {(α(1)13 , α(3)13 , d13) ∈
[0, 2pi)× [0, 2pi)×R} ja C23 = {(α(2)23 , α(3)23 , d23) ∈ [0, 2pi)× [0, 2pi)×R}.
Tuloste: Parhaat yhteensopivat yhteiset rivit c12 ∈ C12, c13 ∈ C13 ja
c23 ∈ C23.
TRIPLET(C12, c13, C23)
1 dmin :=∞
2 C ′12 := C12
3 repeat
4 c′12 := minC ′12
5 C ′12 \ {c12}
6 C ′13 := C13
7 repeat
8 c′13 := minC ′13
9 C ′13 := C ′13 \ {c13}
10 C ′23 := C23
11 repeat
12 c′23 := minC ′23
13 C ′23 := C ′23 \ {c23}
14 if TESTCONSISTENCY(c′12, c′13, c′23) = true then
15 if d′12 + d′13 + d′23 ≥ dmin then C23 := ∅
16 else
17 c12 := c′12
18 c13 := c′13
19 c23 := c′23
20 dmin := d′12 + d′13 + d′23
21 until C23 = ∅
22 until C13 = ∅
23 until C12 = ∅
24 if dmin <∞ then return (c12, c13, c23)
25 error All common line -triplets are incompatible!
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4.3 Orientaatioiden kiinnittäminen satunnaisesti
Yksinkertaisin orientointimenetelmä on orientaatioiden arpominen. Orientaatioi-
ta voidaan valita satunnaisesti tasaisen jakauman mukaisesti seuraavien toden-
näköisyysjakaumien mukaisesti:
P (αx = α) =
{
1
2
cosα, kun α ∈ [−pi
2
, pi
2
)
0 muuten
P (αy = α) =
{
1
2pi
, kun α ∈ [0, 2pi)
0 muuten
P (αz = α) =
{
1
2pi
, kun α ∈ [0, 2pi)
0 muuten
Orientaatio voidaan jakaa siis kahteen osaan: kulmien αx ja αy määräämään läpi-
valaisukuvan normaaliin ja kulman αz määräämään kiertoon normaalin ympäri.
Kulmat αz ja αy arvotaan tasaisen jakauman mukaisesti. Kulma αx määrää le-
veyspiirin, jolta normaali (kulman αy kautta) arvotaan tasaisen jakauman mukai-
sesti. Kulman αx ∈ [−pi/2, pi/2) todennäköisyys riippuu suoraan sen määräämän
leveyspiirin pituudesta 2pi cosαx. Integraalin∫ pi/2
−pi/2
2pic cosαdα = 2pic
(
sin
pi
2
− sin −pi
2
)
= 4pic = 1
perusteella kulman αx mahdollisten arvojen α todennäköisyydet integroituvat
yhteen, kun P (αx = α) = 12 cosα.
Jos orientaatioihin sallitaan pieniä virheitä, voidaan tarvittavien arvontakierros-
ten odotusarvoa arvioida. Merkitään Pv(δv):llä ja Pr(δr):llä tapahtumien “satun-
nainen normaali poikkeaa oikeasta normaalista enintään δv radiaania” ja “satun-
nainen kiertokulma poikkeaa oikeasta kiertokulmasta enintään δr radiaania” to-
dennäköisyyksiä (0 ≤ δv, δr ≤ pi):
Pv(δv) =
∫ pi/2
pi/2−δv
P (αx = α)dα =
1− sin (pi/2− δv)
2
=
1− cos δv
2
ja
Pr(δr) = δr/pi.
Koska kulmien arvonnat ovat riippumattomia, on hyvän orientaation löytymisen
yhteistodennäköisyys
Pv,r(δv, δr) = Pv(δv)Pr(δr) =
1− cos δv
2
δr
pi
=
(1− cos δv) δr
2pi
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ja hyvän orientoinnin yhteistodennäköisyys
Pv,r(δv, δr)
n =
(
(1 + cos δv) δr
2pi
)n
,
kun orientoitavia läpivalaisukuvia on n kappaletta. Arvontakierrosten lukumää-
rän odotusarvo on siis
∞∑
i=0
(i+ 1) (1− Pv,r(δv, δr)n)i Pv,r(δv, δr)
=
∞∑
i=0
i (1− Pv,r(δv, δr)n)i Pv,r(δv, δr) +
∞∑
i=0
(1− Pv,r(δv, δr)n)i Pv,r(δv, δr)
=
1− Pv,r(δv, δr)n
Pv,r(δv, δr)
+ 1 =
(
2pi
(1− cos δv) δr
)n
.
4.4 Orientointi kokonaislukuohjelmana
Lineaarinen ohjelma (linear program) on minimoitavan lineaarisen kustannusfunk-
tion cx arvon ja lineaaristen rajoitteiden Ax = b muodostama kolmikko (c, A, b),
missä c ∈ Rn, A ∈ Rm×n ja b ∈ Rm. Lineaarisen ohjelman (c, A, b) optimaalinen
ratkaisu on vektori x′ ∈ Rn, joka minimoi kustannusfunktion cx ja on lineaarisen
yhtälöryhmän Ax = b ratkaisu [PS98, Van01]. Lineaarinen ohjelma on kokonaislu-
kuohjelma (integer program), jos ratkaisulla x′ on ehto x′ ∈ Zn. Kokonaislukuohjel-
man ratkaisu on myös vastaavan lineaarisen ohjelman ratkaisu, eikä lineaarisen
ohjelman ratkaisun kustannus ole koskaan huonompi kuin vastaavan kokonais-
lukuohjelman kustannus.
Kokonaislukuohjelman ratkaiseminen on NPO-täydellinen ongelma, joten alle
eksponentiaalisessa ajassa löytyvälle ratkaisulle ei osata antaa yleisesti minkään-
laisia laatutakuita [OM87].
Kokonaislukuohjelmia ratkotaan usein lineaarisen ohjelmoinnin kautta: ratkais-
taan kokonaislukuohjelman sijasta lineaarinen ohjelma ja pyöristetään ratkaisu li-
neaarisen yhtälöryhmän täyttäväksi kokonaislukuratkaisuksi. Pyöristäminen on
usein vaikeaa ja näin saatu ratkaisu voi olla hyvin kaukana optimaalisesta ratkai-
susta. (Parhaan mahdollisen pyöristysskeeman tuottaman approksimointisuhteen
alarajaa voidaan arvioida erilaisuuden (discrepancy) avulla [Doe01, Mat99], mutta
tämän tutkielman puitteissa niin ei tehdä.) Lineaarisen ohjelman ratkaisemisella
pyritään pääsemään kokonaislukuohjelman optimiratkaisun lähelle ja pyöristä-
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mään ratkaisu kokonaislukuarvoiseksi niin, ettei se kasvattaisi ratkaisun kustan-
nusta liikaa.
Läpivalaisukuvien orientointiongelma voidaan ilmaista kokonaislukuohjelmana
seuraavasti:
min
∑
i,j,k,l
ci,j,k,lxi,j,k,l∑
k
xi,k = 1 ∀i
xi,k −
∑
l
xi,j,k,l = 0 ∀i, j, k
xi,k, xi,j,k,l ∈ {0, 1} ∀i, j, k, l.
Muuttuja xi,j,k,l (xi,k) ja vakio ci,j,k,l vastaavat läpivalaisukuvaparin (i, j) (läpiva-
laisukuvan i) orientaatioparia (k, l) (orientaatiota k) ja sen yhteensopivuutta. Yh-
tälö
∑
k xi,k = 1 huolehtii siitä, että läpivalaisukuva i saa täsmälleen yhden orien-
taation ja yhtälö xi,k−
∑
l xi,j,k,l = 0 huolehtii siitä, että läpivalaisukuvaparin (i, j)
läpivalaisukuvien i ja j orientaatiot k ja l ovat yhteensopivat. Olkoon kuvia n
kappaletta ja mahdollisia orientaatioita m kappaletta. Tällöin kokonaislukuohjel-
massa on
(
n
2
)
(1 +m2) muuttujaa ja n+
(
n
2
)
m yhtälöä.
Koska kokonaislukuohjelmaa ei osata yleisessä tapauksessa ratkaista polynomi-
sessa ajassa millään laatutakuilla, laaditaan siitä lineaarinen relaksaatio muutta-
malla ehto x ∈ {0, 1} ehdoksi 0 ≤ x ≤ 1, jolloin saadaan seuraavanlainen lineaa-
rinen ohjelma:
min
∑
i,j,k,l
ci,j,k,lxi,j,k,l∑
k
xi,k = 1 ∀i
xi,k −
∑
l
xi,j,k,l = 0 ∀i, j, k
xi,k, xi,j,k,l ≥ 0 ∀i, j, k, l.
Relaksaatiossa on siis n+
(
n
2
)
(1 +m+m2) yhtälöä. Valitettavasti edes edellä ku-
vattu lineaarinen relaksaatio ei ole käytännössä laskettavissa edes nykyaikaisen
supertietokoneen laskentakapasiteetilla vaikka mahdollisia orientaatioita olisi vain
noin kymmenentuhatta kappaletta ja läpivalaisukuvia vain muutamia, sillä par-
haat lineaaristen ohjelmien ratkojat selviävät vain noin miljoonasta muuttujasta
ja silloinkin rajoitematriisin A tulisi olla erittäin harva. (Edellä kuvatut rajoite-
matriisit eivät ole harvoja.)
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4.5 Orientaatioiden inkrementaalinen kiinnittäminen
Läpivalaisukuvia voidaan orientoida tehokkaasti jo orientoitujen läpivalaisuku-
vien avulla. Kohinan vuoksi sinogrammirivien yhteensopivuusarvot eivät ole ko-
vin luotettavia. Jos kohina on kuitenkin tilastollista, orientoinnin luotettavuutta
voidaan parantaa vertaamalla orientoitavaa läpivalaisukuvaa mahdollisimman
moneen jo orientoituun läpivalaisukuvaan (olettaen, että jo orientoitujen läpiva-
laisukuvien orientaatiot ovat riittävän hyviä).
Edellisen perusteella voidaan laatia seuraavanlainen orientointimenetelmä:
1. Orientoidaan k läpivalaisukuvaa tarkasti esimerkiksi peruuttavan haun avul-
la.
2. Orientoidaan orientoimattomat läpivalaisukuvat yksitellen (inkrementaali-
sesti) vertaamalla kutakin orientoitavaa läpivalaisukuvaa jo orientoitujen
läpivalaisukuvien kanssa kaikissa sallituissa orientaatioissa.
Näin n:n läpivalaisukuvan orientaatiot saadaan kiinnitettyä ajassaO
(
mk−1 + kmn
)
,
kun mahdollisia orientaatioita on m kappaletta.
Orientointijärjestys voi periaatteessa vaikuttaa lopputulokseen voimakkaasti, jo-
ten järjestyksen valintaa on syytä tarkastella tarkemmin. Yksinkertaisin tapa va-
lita järjestys on olla koskematta siihen eli hyväksyä suoraan läpivalaisukuvien
järjestys syötteessä. Tämä periaate on hyvä, jos menetelmän soveltaja kiinnittää
riittävästi huomiota järjestykseen. Käytännössä näin tuskin tapahtuu.
Orientointijärjestys voidaan valita myös alkuperäisen järjestyksen satunnaisena
permutaationa. Satunnaisen permutoinnin etu suhteessa kaikkien permutaatioi-
den kokeilemiseen järjestyksessä on se, että huonon orientoinnin tuottavan per-
mutaation lähellä1 olevat permutaatiot tuottavat myös huonon orientoinnin. Toi-
saalta satunnaispermutaatioden avulla parhaan permutaation löytyminen saat-
taa kestää kauemmin: n:llä läpivalaisukuvalla on vain n! permutaatiota ja paras
permutaatio löytyy satunnaisesti permutoiden odotusarvoisesti
∞∑
i=1
i
(
1− 1
n!
)i−1
1
n!
=
1
n!
(
1− 1
n!
) ∞∑
i=0
i
(
1− 1
n!
)i
1Permutaatioden läheisyyttä voidaan mitata esimerkiksi eri järjestyksissä olevien parien luku-
määrän avulla.
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=
1
n!− 1
∞∑
i=0
i
(
1− 1
n!
)i
=
1
n!− 1
1− 1
n!(
1
n!
)2 = n!(n!− 1)n!− 1 = n!
kerralla.
Kolmas tapa orientointijärjestyksen kiinnittämiseksi on pyrkiä kiinnittämään ai-
na sen orientoimattoman läpivalaisukuvan orientaatio, joka sopii parhaiten yh-
teen jo orientoitujen läpivalaisukuvien kanssa (eli kiinnittää orientaatiot ahnees-
ti). Mahdollisia k:n läpivalaisukuvan osajoukkoja on
(
n
k
)
kappaletta, joten peruut-
tavassa haussa tarvittava aika on luokkaaO
(
nkmk−1
)
. Orientoinnin inkrementaa-
lisen vaiheen aikavaatimus säilyy ennallaan pitämällä kirjaa orientoimattomien
läpivalaisukuvien yhteensopivuuksista kaikissa orientaatioissa ja orientoitujen
läpivalaisukuvien kanssa. Orientaatioiden ahneen kiinnittämisen aikavaatimus
on siis O
(
nkmk−1 + kmn
)
. Ei ole kuitenkaan ilmeistä, että tämä johtaisi parem-
paan lopputulokseen: vanhan suomalaisen sananlaskun mukaan ahneen loppu
ei ole aina paras mahdollinen.
4.6 Orientoinnin iteratiivinen parannus
On ilmeistä, että inkrementaalisesti tuotettu orientointi ei välttämättä vastaa oike-
aa orientaatiota tai edes ole lähellä sitä: luultavasti lähes kaikki alustavan orien-
toijan, esimerkiksi inkrementaalisen orientoijan, löytämät orientaatiot ovat enem-
män tai vähemmän vääriä (jo orientaatioavaruuden diskretoinnista johtuen). Täl-
laisista ongelmista voidaan yrittää päästä eroon muuttamalla orientointia pai-
kallisesti – esimerkiksi orientoimalla jokin läpivalaisukuva uudelleen tai kääntä-
mällä kaikkia kuvia hieman niihin suuntiin, jossa kunkin kuvan yhteensopivuus
muiden kuvien kanssa näyttää parantuvan.
Tietystä orientoinnista o paikallisella muunnoksella saatavat orientoinnit o′ muo-
dostavat orientoinnin o naapuruston N(o). Mahdollisia orientointien naapurus-
toja ovat esimerkiksi
• orientoinnit, jotka saadaan muuttamalla yhden läpivalaisukuvan orientaa-
tiota hieman,
• orientoinnit, jotka saadaan muuttamalla yhden läpivalaisukuvan orientaa-
tiota mielivaltaisesti,
49
• orientoinnit, jotka saadaan muuttamalla kaikkien läpivalaisukuvien orien-
taatioita hieman, ja
• orientoinnit, jotka saadaan muuttamalla kaikkien läpivalaisukuvien orien-
taatioita mielivaltaisesti (eli valitsemalla orientointi kaikkien mahdollisten
orientointien joukosta).
Pienemmillä naapurustoilla orientoinnin korvaavan naapuriorientoinnin valinta
on usein tehokkaampaa, mutta toisaalta tarvittavien muutosten (eli orientoinnis-
ta toiseen siirtymisien) lukumäärä saattaa olla suurempi. Tämän vuoksi käytän-
nössä hyvä naapurustorakenne joudutaan etsimään usein kokeellisesti.
Paikallisessa etsinnässä orientointia yritetään parantaa siirtymällä iteratiivisesti
orientoinnista johonkin sen naapurustossa olevaan orientointiin. Yksinkertaisim-
millaan paikallisessa etsinnässä siirrytään orientoinnin naapuriin vain, jos naa-
puriorientointi on senhetkistä orientointia parempi. Muunnelmasta riippuen täl-
löin valitaan joko naapuruston paras orientointi tai mielivaltainen senhetkistä
orientointia parempi naapuruston orientointi. Tätä menetelmää kutsutaan vuo-
rikiipeilyksi (hill-climbing) [KS99]. Toinen keskeinen paikallisen etsinnän muoto on
metallin karaisemisesta innoituksensa saanut simuloitu jäähdytys (simulated annea-
ling) [AK89]. Simuloidussa jäähdytyksessä valitaan satunnaisesti uusi orientointi
senhetkisen orientoinnin naapurustosta ja hyväksytään se, jos uusi orientointi on
vanhaa parempi, ja lämpötilasta sekä uuden ja vanhan orientoinnin kustannus-
ten erotuksesta riippuvalla todennäköisyydellä myös silloin, kun vanha orien-
tointi on uutta parempi. Kun lämpötilaa lasketaan riittävän hitaasti, simuloidun
jäähdytyksen avulla löydetään optimiratkaisu todennäköisyydellä yksi [AK89].
Keskeiseksi ongelmaksi muodostuukin sopivan lämpötilafunktion valitseminen.
Luku 5
Orientointimenetelmät käytännössä
Luvussa 4 esiteltyjen orientointimenetelmien kokeilemista varten toteutettiin ori-
entointijärjestelmä ORIENT EXPRESS. Tässä luvussa käsitellään sen toimintaape-
riaatteita ja arvioidaan sen toimintaa keinotekoisella aineistolla.
5.1 Orientointijärjestelmä ORIENT EXPRESS
Orientointijärjestelmä ORIENT EXPRESS on komentorivipohjainen eräajo-ohjel-
misto. Se saa syötteenään läpivalaisukuvia ja mahdollisesti alustavia orientaa-
tioita. Syötteen avulla orientointijärjestelmä pyrkii etsimään syötteessä määri-
tellyille läpivalaisukuville yhteisten rivien neliöetäisyyksien summan mielessä
mahdollisimman hyvät orientaatiot. Tavoitteena on siis valita läpivalaisukuvil-
le orientointi, joka minimoi orientaatioiden parittaisten kustannusten summan,
kun kunkin läpivalaisukuvaparin orientaatioiden oi ja oj parittainen kustannus
on orientaatioiden määräämien sinogrammirivien x ∈ Si ja y ∈ Sj neliöetäisyys
(x− y)2 = ∑0≤i≤l−1 (xi − yi)2.
Järjestelmään liittyy myös joukko apuohjelmia, mm. tiheysjakaumanlaskentaoh-
jelma1 sekä tiheysjakaumien suuntausohjelma, joita hyödynnettiin myös koetu-
losten tarkastelussa.
Järjestelmällä on kaksi toimintatilaa: lite ja medium/huge. Tilassa lite kaik-
kien sinogrammiparien sinogrammirivien neliöetäisyydet taulukoidaan. Tämä
nopeuttaa olennaisesti erityisesti niitä etsintämenetelmiä, joissa tarvitaan alitui-
1Tiheysjakauma laskemiseen käytetään suodatettua takaisinprojisointia avulla [Tof96].
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sesti kaikkien läpivalaisukuvien yhteensopivuustietoja. Tässä toimintatilassa kes-
keiseksi ongelmaksi muodostuu muistin kulutus, sillä muistia tarvitaan neliölli-
nen määrä suhteessa orientoitavien läpivalaisukuvien lukumäärään: jo sadan lä-
pivalaisukuvan tapauksessa muistia kuluu gigatavuja, kun sinogrammit laske-
taan yhden asteen askelluksella. Tilassa medium/huge muistissa säilytetään tau-
lukoituna vain yhden läpivalaisukuvan sinogrammirivien neliöetäisyydet mui-
den läpivalaisukuvien sinogrammiriveistä. Näin muistia kuluu vähemmän, mut-
ta laskenta muuttuu olennaisesti hitaammaksi, jos kaikkien läpivalaisukuvapa-
rien sinogrammirivien neliöetäisyyksiä tarvitaan paljon.
Kaikkia orientointimenetelmiä on mahdollista ajaa myös satunnaistetusti. (Sa-
tunnaistamistapa riippuu menetelmästä.) Tämä on erityisen hyödyllistä silloin,
kun orientointi vaikuttaa toivottomalta: hyvä ratkaisu voidaan löytää silti sattu-
malta.
Järjestelmän toiminta jakautuu kolmeen osaan: esikäsittely, orientoinnin kiinnitys
ja orientoinnin iteratiivinen parannus. (Orientointijärjestelmään toteutetut orien-
tointimenetelmät ovat luvussa 4 kuvattujen menetelmien toteutuksia.)
5.1.1 Esikäsittely
Esikäsittelyvaiheessa läpivalaisukuvat valmistellaan orientointiin. Läpivalaisu-
kuvat luetaan muistiin ja normalisoidaan ne niin, että niiden intensiteettien sum-
mat ovat samat.
Läpivalaisukuvista lasketaan sinogrammit käyttäjän määräämällä tarkkuudella
ja tilassa lite sinogrammirivien neliöetäisyydet vielä taulukoidaan. Käyttäjä voi
myös kehoittaa ohjelmaa permutoimaan kuvien järjestystä sekä poistamaan ku-
vista veden. Veden poistoa varten käyttäjä määrää kaksi sädettä r1 ja r2. Veden
poistossa ohjelma laskee pisteen keskimääräisen intensiteetin säteiden määrää-
mien kehien väliin jäävässä renkaassa, vähentää kaikista läpivalaisukuvan pis-
teistä kyseisen arvon ja nollaa keskipisteestä etäisyyttä r1 kauempana olevat lä-
pivalaisukuvan pisteet.
Esikäsittelyvaihe vie tyypillisesti vain pienen murto-osan kokonaislaskenta-ajasta,
joten algoritmien toteutuksessa on painotettu yksinkertaisuutta ja luotettavuutta
tehokkuudenkin kustannuksella.
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5.1.2 Orientaatioden kiinnitys
Orientaatioden alustavaan kiinnitykseen orientointijärjestelmä ORIENT EXPRESS
tarjoaa ratkaisuina satunnaisen orientoinnin, inkrementaalisen orientoinnin, ah-
neen inkrementaalisen orientoinnin ja inkrementaalisen iteratiivisesti parante-
levan orientoinnin. Kaikissa menetelmissä käyttäjä voi määrätä referenssijoukon
koon ylärajan eli kuinka moneen jo orientoituun läpivalaisukuvaan orientoita-
vaa läpivalaisukuvaa verrataan. Oletusarvoisesti referenssijoukon koon yläraja
on orientoitujen ja orientoimattomien läpivalaisukukuvien yhteislukumäärä. Ori-
entoidut läpivalaisukuvat valitaan referenssijoukkoon orientointijärjestyksen mu-
kaisesti.
Satunnainen orientointi. Satunnaisessa orientoinnissa orientaatiot valitaan sa-
tunnaisesti tasaisen jakauman mukaisesti.
Inkrementaalinen orientointi. Läpivalaisukuvat orientoidaan inkrementaalises-
ti käyttäen annettua järjestystä. Satunnaistettu inkrementaalinen orientoija per-
mutoi läpivalaisukuvien orientointijärjestyksen, mutta toimii muuten samoin kuin
deterministinen inkrementaalinen orientoija.
Ahneen inkrementaalinen orientointi. Ahneen inkrementaalinen orientointi
etenee kierroksissa, joista jokaisella orientoidaan se vielä orientoimaton läpiva-
laisukuva, joka sopii parhaiten yhteen referenssijoukon kanssa. Deterministinen
versio valitsee kyseiselle läpivalaisukuvalle parhaan orientaation ja satunnainen
versio valitsee orientaation satunnaisesti yhteensopivuuksiin suoraan verrannol-
listen todennäköisyysjakaumien mukaisesti.
Inkrementaalinen iteratiivisesti paranteleva orientointi. Läpivalaisukuvat ori-
entoidaan inkrementaalisesti käyttäen annettua järjestystä pyrkien parantamaan
jo orientoitujen läpivalaisukuvien orientaatioita iteratiivisesti. Iteratiivisessa pa-
rantamisessa käytetään paikallista etsintää. Satunnaistettu versio permutoi jokai-
sen orientaation kiinnityksen jälkeen jo orientoitujen läpivalaisukuvien järjestyk-
sen.
53
Peruuttava haku. Orientointijärjestelmään toteutettiin täydellisyyden vuoksi myös
peruuttava haku. Peruuttava haku käy järjestelmällisesti läpi ratkaisuavaruutta
karsien hakuavaruuden ne osat, joissa ei voi olla siihen asti parasta löydettyä
orientointia parempia orientointeja. Käytännössä peruuttava haku on kuitenkin
liian hidas.
5.1.3 Orientaatioiden iteratiivinen parannus
Orientointia joudutaan usein parantelemaan orientaatioiden alustavan kiinnityk-
sen jälkeen, koska orientaatioiden ahne kiinnittäminen ei aina tuota riittävän hy-
vää orientointia. Orientointijärjestelmään toteutetut iteratiiviset orientointimene-
telmät pysähtyvät, kun orientointi ei enää muutu tai käytettävissä oleva aika lop-
puu.
Orientoinnin iteratiivinen parantaminen tapahtuu orientointijärjestelmässä seu-
raavien menetelmien avulla:
Gradienttilaskeutuminen. Gradienttilaskeutumisessa jokaiselle läpivalaisuku-
valle etsitään kunkin läpivalaisukuvan orientaation naapurustosta orientaatio,
jossa läpivalaisukuva sopii parhaiten yhteen muiden läpivalaisukuvien kanssa,
jos muita läpivalaisukuvia ei käännetä. Alustavissa kokeissa havaitiin, että kaik-
kien sallittujen orientaatioiden sisällyttäminen naapurustoon johti orientoinnin
poikkeuksetta hakoteille. Tämän vuoksi naapurustoon hyväksytään vain ne sal-
litut orientaatiot, joiden normaalit poikkeavat senhetkisestä orientaatiosta enin-
tään käyttäjän määräämän kulman δ verran. Gradienttilaskeutuminen pystyy kor-
jaamaan pieniä poikkeamia, mutta täysin väärille orientaatiolle se ei voi juuri mi-
tään.
Paikallinen etsintä. Paikallisessa etsinnässä kukin läpivalaisukuva poistetaan
vuorollaan orientoitujen läpivalaisukuvien joukosta ja orientoidaan uudelleen.
Menetelmä soveltuu erityisen hyvin muutamien täysin väärin orientoitujen lä-
pivalaisukuvien orientaatioiden korjaamiseen. Satunnaistetussa versiossa uudel-
leenorientoitava läpivalaisukuva valitaan satunnaisesti. Deterministisessä versios-
sa uudelleenorientointijärjestys säilyy vakiona.
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Ahne paikallinen etsintä. Ahne paikallinen etsintä toimii paikallisen etsinnän
tapaan orientointijärjestystä lukuunottamatta: ahneessa paikallisessa etsinnässä
orientoidaan uudelleen se läpivalaisukuva, joka sopii huonoimmin yhteen mui-
den läpivalaisukuvien kanssa.
Simuloitu jäähdytys. Kukin läpivalaisukuva poistetaan vuorollaan orientoitu-
jen läpivalaisukuvien joukosta ja orientoidaan uudelleen simuloidun jäähdytyk-
sen avulla. Lämpötila t(i), i ≥ 0, määräytyy iteraation järjestysnumeron i perus-
teella: toteutettuja jäähdytysskeemoja ovat vakiolämpötila t(i) = t0, logaritminen
jäähdytys t(i) = t0/ log(i + 1), lineaarinen jäähdytys t(i) = t0/i ja eksponentiaali-
nen jäähdytys t(i) = t0/2ri, missä t0 on alkulämpötila ja r on jäähdytyskerroin.
5.2 Kokeet
Testiaineistona käytettiin kuuden pallon ja yhden ellipsoidin muodostamaa dis-
kretoitua tiheysjakaumaa, jonka koko on 96×96×96. Tiheysjakauman on taiteillut
Teemu Kivioja Peter Toftin [Tof96] laatimia ohjelmia muokaten. Tiheysjakaumas-
ta laskettiin sata läpivalaisukuvaa satunnaisista suunnista neljällä kohinatasolla:
läpivalaisukuviin lisättiin normaalijakautunutta kohinaa keskihajonnoilla 0, 500,
1000 ja 2000 kuvien 5.1, 5.2, 5.3 ja 5.4 mukaisesti.
Tuloksia arvioitiin kustannusfunktion kehityksen avulla ja tarkastelemalla silmä-
määräisesti orientointijärjestelmän löytämien orientointien perusteella laskettu-
jen tiheysjakaumien läpivalaisukuvia. Tiheysjakaumat pääteltiin kohinattomien
läpivalaisukuvien avulla, etteivät orientoinnit katoaisi läpivalaisukuvien kohi-
naan. Edellä kuvatun kaltaiseen tulosten arviointiin päädyttiin siksi, että testit
olivat niin suppeita, että ne soveltuvat lähinnä mielenkiintoisten seikkojen ha-
vainnointiin.
Tässä tutkielmassa esitettävien pienimuotoisten kokeiden avulla pyrittiin toisaal-
ta evaluoimaan orientointijärjestelmän käyttökelpoisuus ja toisaalta tarkastele-
maan orientoinnin perusperiaatteita käytännössä uusien, parempien orientoin-
timenetelmien kehittämiseksi. Erityisesti pyrittiin löytämään vastaukset seuraa-
viin kysymyksiin:
• Kuinka voimakkaasta kohinasta ORIENTEXPRESS löytää orientaatiot?
• Kuinka monta referenssikuvaa tarvitaan eri kohinatasoilla?
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Kuva 5.1: Sata läpivalaisukuvaa tiheysjakaumasta ilman kohinaa.
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Kuva 5.2: Sata läpivalaisukuvaa tiheysjakaumasta 500 yksikön keskihajonnalla.
(Signaali-kohinasuhde on noin 1,5.)
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Kuva 5.3: Sata läpivalaisukuvaa tiheysjakaumasta 1000 yksikön keskihajonnalla.
(Signaali-kohinasuhde on noin 0,38.)
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Kuva 5.4: Sata läpivalaisukuvaa tiheysjakaumasta 2000 yksikön keskihajonnalla.
(Signaali-kohinasuhde on noin 0,097.)
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• Kuinka permutointi vaikuttaa orientaatioiden inkrementaaliseen kiinnityk-
seen?
• Onko ahneus satunnaisuutta parempi inkrementaalisessa orientoinnissa?
• Miten pienimmän sallitun yhteisten rivien välisen pienimmän kulman ra-
joittaminen alustavan orientointikolmikon osalta vaikuttaa orientointiin?
Laskennassa käytettiin Linux-työasemaa, jossa on 1333 megahertzinen Athlon-
prosessori ja gigatavu keskusmuistia. Testit jaettiin kahteen osaan: orientoinnin
alustukseen ja orientoinnin iteratiiviseen parannukseen. Kaikki koetulokset on
esitetty liitteessä A.
Orientoinnin alustavan kiinnityksen ensimmäisessä testitapauksessa orientoitiin
sata läpivalaisukuvaa inkrementaalisesti kolmen, kymmenen, kolmenkymmenen,
kuudenkymmenen ja sadan alkion kokorajoituksilla referenssijoukolle kymme-
nesti käyttäen satunnaisia läpivalaisukuvien järjestyksiä. Kulma-askeleena käy-
tettiin viittä astetta ja sinogrammit olivat satarivisiä. Yhden orientoinnin laske-
minen kesti noin puolesta minuutista kymmeneen minuuttiin referenssijoukon
koosta riippuen. Testitapaukseen liittyvien kokeiden tulokset on tiivistetty ku-
viin A.2–A.21. Orientointien kustannuskäyriä tarkasteltaessa on syytä muistaa,
että orientoinnin kustannus kasvaa neliöllisesti suhteessa läpivalaisukuvien lu-
kumäärään, sillä kustannus muodostuu orientoitujen läpivalaisukuvien parittai-
sista kustannuksista.
Kuvien perusteella voidaan orientoinneista havaita seuraavat seikat:
• Suuremmasta referenssijoukosta on hyötyä, kun kohinaa on paljon. Tämä
oli ilmeistä jo ennen testejä: Yhteisten rivien tekniikan toimivuus perustuu
siihen, että valitut yhteiset rivit ovat riittävän lähellä oikeita yhteisiä rivejä.
Suuremmassa yhteisten rivien joukossa tilastollinen virhe vaimenee.
• Syötteen permutointi auttaa inkrementaalista orientoijaa. Tämäkin oli odo-
tettavissa, sillä inkrementaalisten menetelmien suorituskyky riippuu ylei-
semminkin syötealkioiden järjestyksestä.
• Kohinatasolla 1000 kohtuulliset orientaatiot löytyvät melko usein, mutta
kohinatasolla 2000 kohtuullisen orientoinnin löytyminen vaikuttaa epäto-
dennäköiseltä.
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• Orientoinnin epäonnistuessa läpivalaisukuvien normaalit näyttävät keskit-
tyvän isoympyrälle vaikka normaalit oikeasti olisivatkin jakautuneet tasai-
sesti pallon pinnalle. Erityisen hyvin tämä ilmiö on havaittavissa kuvassa
A.21, mutta myös muissa tarkastetuissa tapauksissa epäonnistumiseen liit-
tyy normaalien keskittyminen kehälle.
Orientoinnin epäonnistuminen normaalien kehälle päätymisenä aiheutunee yh-
teisten rivien tekniikasta ja neliöetäisyydestä: Tarkastellaan tilannetta, jossa k lä-
pivalaisukuvan orientaatiot on valittu niin, että niillä on kaikilla sama yhteinen
rivi. Tällöin läpivalaisukuvien normaalit ovat tasolla eivätkä niiden yhteiset rivit
kiinnitä läpivalaisukuvien orientointeja. Oletetaan siis normaalien suuntien ole-
van satunnaisia kyseisellä tasolla. Tällöin seuraavan orientoimattoman läpiva-
laisukuvan orientoinnin määräämä normaalikin todennäköisesti päätyy samal-
la tasolle. Orientoimattoman läpivalaisukuvan sinogrammista löytyy luultavasti
sinogrammirivi, joka on jo orientoitujen kuvien yhteisen rivin kanssa yhteenso-
pivampi kuin orientoimattoman sinogrammin rivit orientoitujen sinogrammien
rivien kanssa keskimäärin, sillä jo orientoitujen sinogrammien yhteiseksi riviksi
on luultavasti kasautunut samankaltaisia sinogrammirivejä.
Kokeesta laadittiin myös keskimääräiset kustannuskäyrät kullekin kohinatasolle.
Kyseiset käyrät on esitetty kuvissa A.22–A.25. Keskimääräisten kustannuksista
voidaan havaita referenssijoukon koon kasvattamisen pääosin parantavan orien-
tointia: Kuusikymmentä referenssikuvaa näyttävät kuitenkin tuottaneen kustan-
nukseltaan sataa referenssikuvaa paremman tuloksen, mutta kymmenen kokeen
perusteella ei voida tehdä kovin luotettavia päätelmiä.
Toisessa testitapauksessa orientoitiin sata läpivalaisukuvaa ahneen inkrementaa-
lisesti määräten pienimmän sallitun yhteisten rivien välisen kulman ensimmäi-
sen kolmen läpivalaisukuvan välillä olevan vähintään nolla, kymmenen, kaksi-
kymmentä ja neljäkymmentä astetta. Kulma-askeleena käytettiin viittä astetta ja
sinogrammit olivat satarivisiä. Yhden orientoinnin laskeminen kesti noin kah-
deksan minuuttia. Tulokset on esitetty kuvissa A.26–A.29.
Tässä tapauksessa kokeiden lukumäärä on niin pieni, että kokeiden perusteella
on hyvin arveluttavaa tehdä mitään päätelmiä. Kokeiden valossa näyttää kui-
tenkin siltä, että yhteisten rivien välisen pienimmän kulman rajoittaminen kan-
nattaa. Ahneen inkrementaalisella orientoijalla näyttää olevan taipumus päätyä
kehälle inkrementaalista orientoijaa useammin. Ahneen inkrementaalisen orien-
toijan luotettava arviointi edellyttää kuitenkin laajempia kokeita eri läpivalaisu-
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kuvajoukoilla.
Kolmannessa vaiheessa edellisissä testitapauksissa tuotettuja orientointeja py-
rittiin parantamaan gradienttilaskeutumisen avulla. Kulma-askeleena käytettiin
kolmea astetta ja sinogrammit olivat satarivisiä. Kokeen tulokset on tiivistetty
kuviin A.30–A.53.
Gradienttilaskeutumisen avulla orientaatiot paranivat hieman. Osittain parantu-
minen johtui kulma-askeleen pienentämisestä. Gradienttilaskeutuminen ei pys-
tynyt kuitenkaan korjaamaan lopputulosta (eli tuottamaan hyvälaatuisia tiheys-
jakaumia).
Neljäntenä testitapauksena inkrementaalisen orientoijan löytämistä orientaatiois-
ta kohinatasojen 1000 ja 2000 läpivalaisukuville eri referenssijoukon kokorajoit-
teilla valittiin kustakin referenssijoukon koon rajoituksen määräämästä ryhmäs-
tä yksi orientointi ja paranneltiin sitä paikallisen etsinnän avulla. Kulma-askel
oli neljä astetta ja sinogrammit olivat sataviisikymmentärivisiä. Referenssijoukon
kokoa paikallisessa etsinnässä ei rajoitettu. Syy kokeiden suppeuteen johtui osit-
tain paikallisen etsinnän tarvitsemasta laskenta-ajasta: yhden orientoinnin etsintä
kesti kuudesta kymmeneen tuntiin. Tulokset on esitetty kuvissa A.54 ja A.55.
Paikallinen etsintä löysi ehkä jopa hieman yllättäen hyvät orientaatiot kohinata-
son 1000 läpivalaisukuville myös niissä tapauksissa, joissa orientointijärjestelmän
epäonnistuminen näytti ilmeiseltä. Toisaalta kohinatason 2000 tapauksessa inkre-
mentaalisen orientoijan jättämä vähäinen orientaatioinformaatio näyttää kadon-
neen paikallisessa etsinnässä.
Kokeiden perusteella vaikuttaa siltä, että orientointijärjestelmä pystyy löytämään
asymmetrisiin tiheysjakaumiin liittyville läpivalaisukuville kohtuulliset orientaa-
tiot, kun kohinataso on riittävän alhainen.
Luku 6
Yhteenveto
Kohinaisten läpivalaisukuvien orientointi on vaativuusteoreettisesti vaikeaa: ori-
entointi on NP-kovaa, approksimointikelvotonta ja kiintoparametriratkeamaton-
ta. Siitä huolimatta orientaatioita tulisi yrittää etsiä mahdollisimman hyvin.
Läpivalaisukuvien orientoinnissa riittänee työsarkaa vielä tulevillekin sukupol-
ville. Tämän tutkielman osalta keskeisimmiltä kehityssuunnilta vaikuttavat
• orientointijärjestelmä ORIENT EXPRESS:in orientointikyvyn kattava kokeel-
linen arviointi,
• uusien heurististen orientointimenetelmien kehittäminen ja toteuttaminen
sekä vanhojen menetelmien hiominen, ja
• läpivalaisukuvien orientointiongelman tarkempi teoreettinen tarkastelu, esi-
merkiksi satunnaistamisen vaikutukset ja keskimääräisen tapauksen ana-
lyysi.
Myös orientoinnin epäonnistumisen automaattinen tunnistaminen saattaisi ol-
la käytännössäkin hyödyllistä. Tässä tutkielmassa esitelty orientointijärjestelmä
ei sellaisenaan toimi symmetristen kappaleiden tapauksessa. Sen vuoksi olisikin
hyödyllistä pystyä tunnistamaan läpivalaistun tiheysjakauman symmetrisyys lä-
pivalaisukuvista jo ennen orientointia.
Läpivalaisukuvien orientointiin liittyy mielenkiintoisia laskennallisia ongelmia,
mutta läpivalaiskuvien orientointiongelman erinomainen ratkaiseminen edellyt-
tänee erityisesti läpivalaisukuviin liittyvien fysikaalisten seikkojen – esimerkiksi
elektronimikroskoopin kuvanmuodostus- ja kuvattavien näytteiden valmistus-
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prosessien – syvällisempää huomioimista, johon esimerkiksi fyysikoilla on ym-
märrettävästi tietojenkäsittelijöitä paremmat valmiudet. Läpivalaisukuvien orien-
toinnin etsinnän merkittävä kehitys edellyttänee myös parannuksia nykyisiin mit-
taustekniikkoihin tai kenties aivan uudenlaisia mittaustekniikoita.
On myös mahdollista, ettei olennaisesti nykyisiä parempien orientointimenetel-
mien kehittäminen ole enää kovin helppoa: läpivalaisukuvien orientointi on ol-
lut yli kolmekymmentä vuotta intensiivisen tutkimuksen kohteena rakennebio-
logian yhtenä keskeisimmistä laskennallisista ongelmista [BOF99, CDK70, Fra96,
LJT+98, RN01].
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Liite A
Koetulokset
Kuvien vasemmassa yläkulmassa on esitetty orientointien kustannusten kehitys,
kuvien oikeassa yläkulmassa on kuvattu löydettyjen orientaatioiden määräämät
normaalit pisteinä ellipsoidin pinnalla ja kuvien alaosassa on esitetty löydettyjen
orientointien avulla laskettujen tiheysjakaumien läpivalaisukuvat kuvassa A.1
esitetyistä suunnista. (Edellinen ei koske kuitenkaan kuvia A.22–A.25.) Tiheys-
jakaumat on laskettu kohinattomista kuvista.
Kuvissa A.2–A.21, A.30–A.49 käytetyistä tunnisteista 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 ja 10
kukin vastaa yhtä inkrementaalisen orientoijan satunnaisella läpivalaisukuvien
järjestyksellä tuottamaa orientointia, kuvissa A.22–A.25 käytetyt tunnisteet vas-
taavat referenssin kokorajoitteita ja kuvissa A.26–A.29, A.50–A.53 käytetyt tun-
nisteet vastaavat kulmarajoitteita.
Kuvissa A.54 ja A.55 viisi ylempää läpivalaisukuvariviä on läpivalaistu malleista
ennen paikallista etsintää ja viisi alempaa paikallisen etsinnän jälkeen lasketuista
malleista. Tunnisteet 3, 10, 30, 60 ja 100 vastaavat referenssijoukkojen kokoja.
Kuva A.1: Läpivalaisukuvat testitiheysjakaumasta evaluoinnissa käytetyistä
suunnista.
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Kuva A.2: Kohinatason 0 testikuvien orientointi orientoitaessa inkrementaalisesti
kolmen referenssikuvan avulla.
III
0
1
2
3
4
5
6
7
8
0 10 20 30 40 50 60 70 80 90 100
K
us
ta
nn
us
Orientoitujen läpivalaisukuvien lukumäärä
0
1
2
3
4
5
6
7
8
9
0
1
2
3
4
5
6
7
8
9
−1
−0.8
−0.6
−0.4
−0.2 0 0.2 0.4 0.6 0.8 1 −1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1
2
3
4
5
0
6
7
8
9
Kuva A.3: Kohinatason 500 testikuvien orientointi orientoitaessa inkrementaali-
sesti kolmen referenssikuvan avulla.
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Kuva A.4: Kohinatason 1000 testikuvien orientointi orientoitaessa inkrementaali-
sesti kolmen referenssikuvan avulla.
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Kuva A.5: Kohinatason 2000 testikuvien orientointi orientoitaessa inkrementaali-
sesti kolmen referenssikuvan avulla.
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Kuva A.6: Kohinatason 0 testikuvien orientointi orientoitaessa inkrementaalisesti
kymmenen referenssikuvan avulla.
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Kuva A.7: Kohinatason 500 testikuvien orientointi orientoitaessa inkrementaali-
sesti kymmenen referenssikuvan avulla.
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Kuva A.8: Kohinatason 1000 testikuvien orientointi orientoitaessa inkrementaali-
sesti kymmenen referenssikuvan avulla.
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Kuva A.9: Kohinatason 2000 testikuvien orientointi orientoitaessa inkrementaali-
sesti kymmenen referenssikuvan avulla.
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Kuva A.10: Kohinatason 0 testikuvien orientointi orientoitaessa inkrementaali-
sesti kolmenkymmenen referenssikuvan avulla.
XI
0
1
2
3
4
5
6
0 10 20 30 40 50 60 70 80 90 100
K
us
ta
nn
us
Orientoitujen läpivalaisukuvien lukumäärä
0
1
2
3
4
5
6
7
8
9
0
1
2
3
4
5
6
7
8
9
−1
−0.8
−0.6
−0.4
−0.2 0 0.2 0.4 0.6 0.8 1 −1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1
2
3
4
5
0
6
7
8
9
Kuva A.11: Kohinatason 500 testikuvien orientointi orientoitaessa inkrementaali-
sesti kolmenkymmenen referenssikuvan avulla.
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Kuva A.12: Kohinatason 1000 testikuvien orientointi orientoitaessa inkrementaa-
lisesti kolmenkymmenen referenssikuvan avulla.
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Kuva A.13: Kohinatason 2000 testikuvien orientointi orientoitaessa inkrementaa-
lisesti kolmenkymmenen referenssikuvan avulla.
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Kuva A.14: Kohinatason 0 testikuvien orientointi orientoitaessa inkrementaali-
sesti kuudenkymmenen referenssikuvan avulla.
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Kuva A.15: Kohinatason 500 testikuvien orientointi orientoitaessa inkrementaali-
sesti kuudenkymmenen referenssikuvan avulla.
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Kuva A.16: Kohinatason 1000 testikuvien orientointi orientoitaessa inkrementaa-
lisesti kuudenkymmenen referenssikuvan avulla.
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Kuva A.17: Kohinatason 2000 testikuvien orientointi orientoitaessa inkrementaa-
lisesti kuudenkymmenen referenssikuvan avulla.
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Kuva A.18: Kohinatason 0 testikuvien orientointi orientoitaessa inkrementaali-
sesti sadan referenssikuvan avulla.
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Kuva A.19: Kohinatason 500 testikuvien orientointi orientoitaessa inkrementaali-
sesti sadan referenssikuvan avulla.
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Kuva A.20: Kohinatason 1000 testikuvien orientointi orientoitaessa inkrementaa-
lisesti sadan referenssikuvan avulla.
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Kuva A.21: Kohinatason 2000 testikuvien orientointi orientoitaessa inkrementaa-
lisesti sadan referenssikuvan avulla.
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Kuva A.22: Kohinatason 0 testikuvien orientoinnin keskimääräiset kustannus-
käyrät orientoitaessa inkrementaalisesti eri kokorajoitteisten referenssijoukkojen
avulla.
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Kuva A.23: Kohinatason 500 testikuvien orientoinnin keskimääräiset kustannus-
käyrät orientoitaessa inkrementaalisesti eri kokorajoitteisten referenssijoukkojen
avulla.
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Kuva A.24: Kohinatason 1000 testikuvien orientoinnin keskimääräiset kustannus-
käyrät orientoitaessa inkrementaalisesti eri kokorajoitteisten referenssijoukkojen
avulla.
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Kuva A.25: Kohinatason 2000 testikuvien orientoinnin keskimääräiset kustannus-
käyrät orientoitaessa inkrementaalisesti eri kokorajoitteisten referenssijoukkojen
avulla.
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Kuva A.26: Kohinatason 0 testikuvien orientointi orientoitaessa ahneen inkre-
mentaalisesti.
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Kuva A.27: Kohinatason 500 testikuvien orientointi orientoitaessa ahneen inkre-
mentaalisesti.
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Kuva A.28: Kohinatason 1000 testikuvien orientointi orientoitaessa ahneen inkre-
mentaalisesti.
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Kuva A.29: Kohinatason 2000 testikuvien orientointi orientoitaessa ahneen inkre-
mentaalisesti.
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Kuva A.30: Kohinatason 0 testikuvien orientointi, kun kolmen referenssikuvan
avulla inkrementaalisesti löydettyä orientointia parannetaan gradienttilaskeutu-
misen avulla.
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Kuva A.31: Kohinatason 500 testikuvien orientointi, kun kolmen referenssikuvan
avulla inkrementaalisesti löydettyä orientointia parannetaan gradienttilaskeutu-
misen avulla.
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Kuva A.32: Kohinatason 1000 testikuvien orientointi, kun kolmen referenssiku-
van avulla inkrementaalisesti löydettyä orientointia parannetaan gradienttilas-
keutumisen avulla.
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Kuva A.33: Kohinatason 2000 testikuvien orientointi, kun kolmen referenssiku-
van avulla inkrementaalisesti löydettyä orientointia parannetaan gradienttilas-
keutumisen avulla.
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Kuva A.34: Kohinatason 0 testikuvien orientointi, kun kymmenen referenssiku-
van avulla inkrementaalisesti löydettyä orientointia parannetaan gradienttilas-
keutumisen avulla.
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Kuva A.35: Kohinatason 500 testikuvien orientointi, kun kymmenen referenssi-
kuvan avulla inkrementaalisesti löydettyä orientointia parannetaan gradientti-
laskeutumisen avulla.
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Kuva A.36: Kohinatason 1000 testikuvien orientointi, kun kymmenen referens-
sikuvan avulla inkrementaalisesti löydettyä orientointia parannetaan gradientti-
laskeutumisen avulla.
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Kuva A.37: Kohinatason 2000 testikuvien orientointi, kun kymmenen referens-
sikuvan avulla inkrementaalisesti löydettyä orientointia parannetaan gradientti-
laskeutumisen avulla.
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Kuva A.38: Kohinatason 0 testikuvien orientointi, kun kolmenkymmenen refe-
renssikuvan avulla inkrementaalisesti löydettyä orientointia parannetaan gra-
dienttilaskeutumisen avulla.
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Kuva A.39: Kohinatason 500 testikuvien orientointi, kun kolmenkymmenen re-
ferenssikuvan avulla inkrementaalisesti löydettyä orientointia parannetaan gra-
dienttilaskeutumisen avulla.
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Kuva A.40: Kohinatason 1000 testikuvien orientointi, kun kolmenkymmenen re-
ferenssikuvan avulla inkrementaalisesti löydettyä orientointia parannetaan gra-
dienttilaskeutumisen avulla.
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Kuva A.41: Kohinatason 2000 testikuvien orientointi, kun kolmenkymmenen re-
ferenssikuvan avulla inkrementaalisesti löydettyä orientointia parannetaan gra-
dienttilaskeutumisen avulla.
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Kuva A.42: Kohinatason 0 testikuvien orientointi, kun kuudenkymmenen refe-
renssikuvan avulla inkrementaalisesti löydettyä orientointia parannetaan gra-
dienttilaskeutumisen avulla.
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Kuva A.43: Kohinatason 500 testikuvien orientointi, kun kuudenkymmenen re-
ferenssikuvan avulla inkrementaalisesti löydettyä orientointia parannetaan gra-
dienttilaskeutumisen avulla.
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Kuva A.44: Kohinatason 1000 testikuvien orientointi, kun kuudenkymmenen re-
ferenssikuvan avulla inkrementaalisesti löydettyä orientointia parannetaan gra-
dienttilaskeutumisen avulla.
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Kuva A.45: Kohinatason 2000 testikuvien orientointi, kun kuudenkymmenen re-
ferenssikuvan avulla inkrementaalisesti löydettyä orientointia parannetaan gra-
dienttilaskeutumisen avulla.
XLIV
0.1
0.12
0.14
0.16
0.18
0.2
0.22
0.24
0.26
0.28
0.3
0 5 10 15 20 25 30
K
us
ta
nn
us
Iteraatio
0
1
2
3
4
5
6
7
8
9
0
1
2
3
4
5
6
7
8
9
−1
−0.8
−0.6
−0.4
−0.2 0 0.2 0.4 0.6 0.8 1 −1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1
2
3
4
5
0
6
7
8
9
Kuva A.46: Kohinatason 0 testikuvien orientointi, kun sadan referenssikuvan
avulla inkrementaalisesti löydettyä orientointia parannetaan gradienttilaskeutu-
misen avulla.
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Kuva A.47: Kohinatason 500 testikuvien orientointi, kun sadan referenssikuvan
avulla inkrementaalisesti löydettyä orientointia parannetaan gradienttilaskeutu-
misen avulla.
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Kuva A.48: Kohinatason 1000 testikuvien orientointi, kun sadan referenssikuvan
avulla inkrementaalisesti löydettyä orientointia parannetaan gradienttilaskeutu-
misen avulla.
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Kuva A.49: Kohinatason 2000 testikuvien orientointi, kun sadan referenssikuvan
avulla inkrementaalisesti löydettyä orientointia parannetaan gradienttilaskeutu-
misen avulla.
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Kuva A.50: Kohinatason 0 testikuvien orientointi, kun ahneen inkrementaalisesti
löydettyä orientointia parannetaan gradienttilaskeutumisen avulla.
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Kuva A.51: Kohinatason 500 testikuvien orientointi, kun ahneen inkrementaali-
sesti löydettyä orientointia parannetaan gradienttilaskeutumisen avulla.
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Kuva A.52: Kohinatason 1000 testikuvien orientointi, kun ahneen inkrementaali-
sesti löydettyä orientointia parannetaan gradienttilaskeutumisen avulla.
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Kuva A.53: Kohinatason 2000 testikuvien orientointi, kun ahneen inkrementaali-
sesti löydettyä orientointia parannetaan gradienttilaskeutumisen avulla.
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Kuva A.54: Kohinatason 1000 testikuvien orientointi, kun inkrementaalisesti löy-
dettyä orientointia parannetaan paikallisen etsinnän avulla.
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Kuva A.55: Kohinatason 2000 testikuvien orientointi, kun inkrementaalisesti löy-
dettyä orientointia parannetaan paikallisen etsinnän avulla.
Liite B
ORIENT EXPRESS
-orientointijärjestelmän käyttöohje
Orientointijärjestelmä ORIENT EXPRESS on komentorivipohjainen ohjelma, joka
laskee käyttäjän komentoriviparametreina antamien ohjeiden mukaisesti orien-
taatiot komentoriviparametrien määräämille läpivalaisukuville. Ohjelmaa kutsu-
taan seuraavasti:
orientexpress [optiot] [in1.mrc ...]
Ohjelman nimen jälkeen annetaan optiot ja optioiden jälkeen vielä mahdolliset
orientoimattomat läpivalaisukuvat. (Optioihin mahdollisesti liittyvät arvot ovat
tyyppiä String, Integer tai Float. Tyyppi on ilmaistu seuraavassa listassa
option jälkeen.) Ohjelman optiot ovat seuraavat:
--lite (Oletusarvo: ei käytössä) Taulukoidaan kaikki parittaiset etäisyyskartat
muistiin.
--randomize (Oletusarvo: ei käytössä) Suoritetaan ohjelma satunnaistetussa
tilassa.
--restart (Oletusarvo: ei käytössä) Käynnistetään orientoinnin parannus uu-
delleen, jos menetelmä päätyy paikalliseen optimiin eikä pääse sieltä pois.
--permute (Oletusarvo: ei käytössä) Permutoidaan orientoitavien läpivalaisu-
kuvien järjestys.
--steps Integer (Oletusarvo: 100) Optio määrää sinogrammien rivien luku-
määrän.
LIV
LV
--coarse_factor Integer (Oletusarvo: 1) Optio määrää kuinka monta si-
nogrammin saraketta yhdistetään yhdeksi.
--angle_steps Float (Oletusarvo: 5) Optio määrää orientointiavaruuden
diskretoinnin tarkkuuden eli suurimman sallitun etäisyyden asteina (nor-
maalien määräämän Voronoi-diagrammin mielessä) vierekkäisten orientaa-
tioiden välillä.
--angle_min Float (Oletusarvo: 0) Optio määrää pienimmän sallitun yh-
teisten rivien välisen kulman kolmen ensimmäisenä orientoitavan läpiva-
laisukuvan välillä.
--remove_water Float Float (Oletusarvo: ei käytössä) Poistetaan läpiva-
laisukuvista vesi ennen sinogrammien laskemista. Ensimmäinen luku mää-
rää sisemmän kehän säteen ja toinen luku määrää ulomman kehän säteen.
--iterations Integer (Oletusarvo: 2147483646) Optio määrää iteraatioi-
den lukumäärän orientoinnin parannusvaiheessa.
--subiterations Integer (Oletusarvo: 1) Optio määrää ali-iteraatioiden
lukumäärän orientoinnin parannusvaiheessa. Ali-iteraation merkitys mää-
räytyy käytettävän parannusmenetelmän perusteella.
--init Integer (Oletusarvo: 1) Optio määrää alustavien orientaatioiden et-
sintämenetelmän:
none (0) Orientaatioita ei alusteta mitenkään.
random (1) Orientaatiot alustetaan satunnaisesti.
incremental (2) Orientaatiot alustetaan inkrementaalisesti.
greedy incremental (3) Orientaatiot alustetaan ahneen inkrementaalisesti.
incremental refiner (4) Orientaatiot alustetaan inkrementaalisesti parantaen.
backtrack (5) Orientaatiot alustetaan peruuttavan haun avulla.
Oletusarvoisesti orientaatiot alustetaan satunnaisesti.
--refine Integer (Oletusarvo: 1) Optio määrää orientaatioiden parannus-
menetelmän:
none (0) Orientaatioita ei paranneta.
LVI
gradient search (1) Orientaatioita parannetaan gradienttilaskeutumisen avul-
la.
local search (2) Orientaatioita parannetaan paikallisen etsinnän avulla.
greedy local search (3) Orientaatioita parannetaan ahneen paikallisen et-
sinnän avulla.
SA, no cooling (4) Orientaatioita parannetaan simuloidun jäähdytyksen avul-
la. Lämpötilaa ei lasketa.
SA, log cooling (5) Orientaatioita parannetaan simuloidun jäähdytyksen avul-
la. Lämpötilaa lasketaan logaritmisella nopeudella.
SA, linear cooling (6) Orientaatioita parannetaan simuloidun jäähdytyk-
sen avulla. Lämpötilaa lasketaan lineaarisella nopeudella.
SA, exponential cooling (7) Orientaatioita parannetaan simuloidun jääh-
dytyksen avulla. Lämpötilaa lasketaan eksponentiaalisella nopeudel-
la.
Oletusarvoisesti orientoinnin parannus tapahtuu gradienttilaskeutumisen
avulla.
--out String (Oletusarvo: /dev/null) Optio määrää tiedoston, johon orien-
taatiot tallennetaan.
--in String (Oletusarvo: ei tiedostonnimeä) Optio määrää tiedoston, josta
orientoinnissa käytettävien jo orientoitujen läpivalaisukuvien orientaatiot
luetaan.
--statistics_refine String (Oletusarvo: /dev/null) Optio määrää tie-
doston, johon orientoinnin kustannuksen kehitys tallennetaan parannus-
vaiheessa.
--statistics_init String (Oletusarvo: /dev/null) Optio määrää tie-
doston, johon orientoinnin kustannuksen kehitys tallennetaan alustusvai-
heessa.
--temperature Float (Oletusarvo: 100000) Optio määrää simuloidussa jääh-
dytyksessä käytetyn alkulämpötilan.
--cooling_ratio Float (Oletusarvo: 0.99) Optio määrää simuloidussa jääh-
dytyksessä käytetyn jäähdytyskertoimen.
LVII
in1.mrc ... Lista sisältää niiden orientoitavien läpivalaisukuvien tiedoston-
nimet, joita ei ole määrätty option --in avulla. Läpivalaisukuvien tulee olla
samankokoisia kaksiulotteisia MRC-muodossa olevia tiedostoja.
Esimerkiksi
orientexpress --lite --init 2 --refine 1 --n_reference 43 \
--steps 200 --angle_steps 3 --randomize --restart \
--out virus_104.ori --in virus_99.ori \
virus1.mrc virus2.mrc virus3.mrc virus4.mrc virus5.mrc
käskee orientointijärjestelmää
• suorittamaan laskennan lite-tilassa satunnaistetusti,
• käyttämään tiedoston virus_99.ori määräämistä orientoiduista läpiva-
laisukuvista 43 ensimmäistä referenssijoukkona,
• käyttämään kaksisataarivisiä sinogrammeja ja orientaatioavaruuden diskre-
toinnissa kulma-askelta 3,
• alustamaan läpivalaisukuvien virus1.mrc, virus2.mrc, virus3.mrc,
virus4.mrc ja virus5.mrc orientaatiot käyttäen inkrementaalista orien-
tointia,
• parantamaan orientaatioita gradienttilaskeutumisen avulla,
• käynnistämään parannusprosessin uudelleen, jos päädytään paikalliseen
optimiin eikä käytössä olevia iteraatioita ole vielä käytetty loppuun, ja
• tallentamaan tulokset tiedostoon virus_104.ori.
