The problem of defining and checking a subtype relation between recursive types was studied in [3] 
Introduction

Background
Recursive type definitions are supported by every typed language, since they are needed to define essential data types, such as lists and trees, and occur in many important programming patterns, such as the subject-observer pattern.
Two different approaches to recursive types have been studied in the literature. Given a recursive definition let rec Ì , the strong (or equality based) approach makes equal to Ì ( [26, 3] ), while the weak (isomorphism based) approach ( [20, 21] ) only gives the programmer a couple of functions fold Ì : Ì and unfold Ì :
Ì . The weak approach makes type and subtype checking very easy. The strong approach is easier for programmers to use, but makes subtype checking much more challenging, and is the one we study in this paper.
The combination of subtyping and recursive types has a significant practical relevance. Both notions appear in every typed object-oriented language, and are even useful for the compilation of languages which do not have a subtyping relation (as in the ML to JavaVM compilation project at Persimmon IT, where subtyping between strongly recursive types is used in the intermediate language for optimization purposes [24] ).
A complete study of the problem of defining and checking a subtype relation between first-order strongly recursive types can be found in [3] .
In this paper we study the integration of strong recursion in a second order type system with subtyping. To this aim we refer to system kernel Fun, an abstract version of the language Fun [9] , a language which combines subtyping with parametric polymorphism, and which allows the definition of bounded quantified types, i.e. polymorphic types whose quantifier ranges over a set of subtypes of a given type. Languages of the Fun family, with their extensions, are the main foundational tool used to model object-oriented languages with expressive and strong types (see, for example, [1, 5, 13, 14, 16, 22] ). Although most current languages are based on some variant of type comparison by name, the structural approach to type comparison which has been pursued by the type-theoretical community has many advantages, especially in the context of open systems [3] , and it also allows comparison by name to be understood.
The main results of this paper are as follows.
We define an algorithm to perform subtype checking in a strongly recursive extension of kernel Fun, which is the first one presented in the literature, and we prove that it is correct and complete. The algorithm is non obvious, and its correctness proof is very challenging.
¯In the full paper [11] we also prove that our algorithm can be implemented in an efficient way.
Our algorithm is obtained by extending the first-order Amadio-Cardelli algorithm in a non-trivial way. Their algorithm is based on the idea of keeping track of the pairs of compared types which are met during the subtype-checking process, so that it can stop when the 'same' pair is met for the second time. We show that the obvious extension of their algorithm to kernel Fun fails to be complete when 'sameness' is generalized to «-equivalence (or, even worse, just equality), and it fails to be correct when sameness is generalized to a quite natural notion of 'similarity'. However, we obtain a correct and complete algorithm if we generalize sameness to similarity, but stop execution only when a similar pair is met for the third time.
In this work we do not study the complexity of our algorithm. We know that it may have an exponential behavior [19] , and we suspect it may be made polynomial, but in this paper this will remain an open issue.
Related work
A complete study of the problem of subtyping first-order recursive types can be found in [3] , where a natural subtype relation over recursive types is defined, and a sound and complete subtyping algorithm is presented. In [25] a more efficient subtyping algorithm is described.
In [4] another possible axiomatization of the subtype relation between first order recursive types is presented, which is equivalent to the one defined in [3] . Our axiomatization of inclusion between second order recursive types is more similar to the one in [4] than to the one in [3] . In [2] , first order recursive types are studied from a syntactic perspective and the two possible approaches to recursion, equality-based and isomorphism-based, are compared. In particular the equivalence between the two approaches is proved.
Regarding the problem of subtyping recursive types in second order systems, an important (negative) result was given in [17] : any attempt to extend system [15] with recursive types leads to the definition of a non conservative extension of the system. This problem is strictly related to the undecidability of subtyping in [27, 18] . Other papers where second order recursive types are studied don't deal with the subtype checking problem in much depth. In [5] , a recursive extension of system F [6, 7] is defined, but only as a tool to compare different models of object-oriented languages. Hence, that paper doesn't consider the algorithmical aspects of the subtyping problem, and the defined system is far less powerful than our extension of the [3] system. The extension of kernel Fun with recursive types is studied in [10] from a semantical point of view and it is proved that extending the system with recursive types is consistent.
A different strand of research deals with a notion of subtyping where an instance of a polymorphic type is a supertype of the type itself. In such a system, the subtyping problem for second order languages is undecidable even when quantification is unbounded [28] . We do not comment on papers in this family since their results and techniques cannot be applied to subtyping for languages in the Fun family.
Structure of the paper
The paper is organized as follows. In Section 2 we present a recursive version of system kernel Fun. We extend the Amadio-Cardelli first-order subtype system to system kernel Fun, adopting the style of [4] , by a set of rules whose coinductive interpretation defines the subtype relation. Our presentation is also characterized by the fact that «-renaming is explicitly managed, and no variable renaming is needed to type-check judgements where no recursive type appears. In Section 3 we give a more algorithmic version of the same system, where every type occurrence is labeled, and these labels are used to rename types in a way which makes it easier to test for type 'similarity', and to reason about the properties of the proofs in this type system. In Section 4 we modify this system so as to obtain an algorithm which is complete and sound with respect to the non-algorithmic rules. The complete proofs of soundness and completeness are given in the full paper ([11]) but they cover over thirty pages and so we only briefly describe them in Section 5. In Section 6 we show that the most natural 'algorithm' to solve the subtype checking problem is not complete; some more details are reported in Appendix A. In Section 7 we show that a version of our algorithm which stops when a similar pair is met for the second time, instead of the third time, is not sound. In Section 8 we outline our conclusions and areas of future research.
Recursive kernel Fun
Syntax
We only present here the kernel Fun types, since the type rules for terms are not affected by the introduction of recursion; for a more complete introduction to the system see [9, 15, 12, 8] ).
In our presentation, types are not considered modulo «-equivalence, because variable names play a central role in our subtyping algorithm. We require that all variables in a single type have different names, and we say that a type which satisfies this condition is an "R-Type". This condition is not restrictive with respect to the usual presentation of the system, where types are interpreted modulo «-equivalence, since every type is «-equivalent to an R-Type.
An environment defines a bound for some type variables and a body for some recursion variables, and is used to check the good formation of a type. A bi-environment gives the same information for variables appearing in the compared types Ì Íin a judgement ¥ Ì Í; moreover, an assumption´Ø Ùµ ´Ì ¼ Í ¼ µ also means that Ø inside Ì is equivalent to Ù inside Í. Bi-environments are one of the tools we use to reduce the need for variable renaming during the subtype checking process (see rule ( ), and [19] ).
Pre-judgements are the input for the subtype and good formation checking process; a judgement indicates that the corresponding pre-judgement is true.
Env 
This means for example that, in any interpretation which respects this intuition, the following equations must hold:
We consider a grammar where only function or bounded quantified types can be the body of a recursive type; as an alternative we may just add Ì to kernel Fun grammar. This is mainly a stylistic choice, with no deep effect on either the power of the language or the difficulty of the problem.
To define the rules, we first need to define the following bi-environment operations. We define them on bienvironment elements. They are lifted to the whole bienvironment in the obvious element-wise way.
The good formation rules are the standard ones, with the exception of the variable formation rule, where we adopt the following stronger variant (note that, while all variable names in a single type are different, two different types in the same judgement may define variables which have the same name, provided that (EnvForm) and (VarForm) are respected).
Our notion of good formation, called UniDef in [19] , is stronger than the standard one, but every standard well formed judgement admits an «-equivalent UniDef judgement. The UniDef good formation is needed to be able to avoid «-renaming when the (AlgTrans ) is applied, as shown in the full paper.
We now present the rules which define our subtyping relation over recursive types. We say that a relation Ê Ê ´¥ Ì Í µ ¥ Ì Í is well formed is compatible with a set of rules if Ê contains a judgment which unifies with the conclusion of a subtyping rule if and only if Ê also contains the corresponding judgements which are unified with the premises of that rule.
A set of subtype rules Ë is usually used to define the minimum relation Ê which is compatible with Ë, i.e. the set of all judgements which admit a finite proof in the system Ë (inductive interpretation). In this case, the rules we present will be interpreted coinductively, which means that our subtype relation is defined as the maximum relation which is compatible with the rules.
We may also express this fact by saying that a prejudgement holds if there exists either a finite or an infinite proof for it (see Definition 3.8 for a formal account).
WF´¥ Ì Í µ will abbreviate Left(¥) Ì Type and
Notice that in our definition of the´ µ rule, the characteristic kernel Fun requirement of equality of bound types is expressed in the premises by the mutual subtyping judge-
Since we are interested in solving the subtype-checking problem, we will comment on the rules with respect to their backwards reading (where the problem of proving the conclusion is reduced to the problem of proving the premises). The forwards reading of the same rules obviously makes perfect sense as well.
The symbol Ì denotes a renaming of both type and recursive defined variables in Ì . This renaming cannot, in general, be avoided and in the next section we will define a systematic way to perform this operation.
The use of bi-environments allows judgements such aś µ Ø Ø Ù Ù to be proved with no need to rename Ø and Ù to a common name.
Labeled recursive kernel Fun
In this section we introduce a labeled variant of recursive kernel Fun which we use as a bridge between the official system and the algorithm we are going to present.
Adding labels
To move towards our subtype algorithm we now define a specific variable renaming technique to be used in the unfolding rules. Informally, we interpret the repeated backward application of the subtyping rules starting froḿ µ Ì Í as a descent along the infinite unfoldings of the types Ì and Í, and we label every type occurrence in
as « Ø « . In this way we obtain variable unicity, and we also preserve, inside Ø « , the original name Ø of the variable it comes from; we will call such Ø the "face" of the labeled variable Ø « . Paths are represented by sequences in ¼ ½ £ , indicated by « ¬.
For example, the type "Ì Ø Ø " may be labeled as follows:
which corresponds to the following variable renaming:
We will use the following notation to represent the result of labeling and renaming a type.
Observe that in a variable occurrence Ø « ¬ , Ø « is the variable itself, while ¬ is an occurrence label, which is used during the subtype checking process.
The following definitions formalize the labeling process.
Hereafter, will indicate either a labeled variable Ø « or « . To label a type Ì we have to specify the label ¬ of the root, and a sequence Ä which contains the label of each free variable in Ì . These labels have to refer to an occurrence « such that ¬ is in its scope (definition 3.2, conditions 2 and 3). In the following, we call FV(Ì ) and DV(Ì ) the sets of free and defined variables of the type Ì , respectively. 
Definition 3.2 Ä ¬
By labeling types in R-Types according to the previous definition, we obtain a set of labeled types which we call LR-Types (Labeled Recursive Types):
LR-Types
Ì exists Ì ¼ ¾ R-Types and a labeling pair Ä ¬ for Ì ¼ such that Ì Ä ¬ Ì ¼ µ
By combining erasing with labeling we can now define the relabeling operator which takes an LR-Type Ì and a label ¬ and updates the root label of Ì to ¬, and every other variable accordingly; note that this operator renames the bound but not the free variables.
Definition 3.4 (Relabeling) The relabeling of an LR-Type
Relabeling is used when a recursion variable « ¬ is substituted with its body « Ì ; in this case, we will guarantee the uniqueness of variables by expanding « ¬ tó « Ì µ ¬.
Over LR-Types we consider the following equivalence relation.
Definition 3.5 For each Ì Í ¾LR-Types, Ì ³ ÍȨ rase´Ì µ Erase´Í µ
The relation ³ (similarity) will be used to define the stop condition of our subtype checking algorithm (Section 4). Intuitively, two types are similar if they are two residuals of the same type in the original judgement.
The labeled subtype relation
We are now ready to give a precise definition of the types and judgements of labeled recursive kernel Fun.
For brevity, Ì « will indicate a type such as « Ø « Ì Ì ¼ or « Ì Ì ¼ , while ¿ ranges over and ; if ¿ is ( ), then ¿ ½ is (resp., ).
In this variant, when a comparison « ¬ Í or Ì is met, this information is saved in the bi-environment. This is only done for uniformity with the algorithmic version, where this information is used to stop the subtypechecking process. In this abstract version, this information is not used. The Left, Right and Swap operations are now defined according to the following table.
We now present the rules which define our subtyping relation over recursive types; we will call this set of rules ½ . These rules will be interpreted coinductively (Definition 3.8). We omit good formation rules.
Hereafter, Ù will indicate that the occurrence label is an arbitrary label; likewise for .
Observe that unfolding rules now use the relabeling operation to rename the unfolded types.
If the pre-judgement È reduces to È ¼ by one or more backward applications of ½ rules, we indicate this fact with È ½ È ¼ .
To simplify our study, we will restrict ourselves to the pre-judgments which can be used to prove a closed judgement, (Definition 3.7) . Formally:
The Start-J ½ pre-judgements satisfy some invariants which we prove in the full paper; in particular, they are wellformed.
We now give our definition of inclusion between recursive types; a failure pre-judgement is a pre-judgement which does not match the conclusion of any rule.
Definition 3.8 For each pre-judgement
Equivalently, ¥ ½ Ì Í holds when either a finite or an infinite proof tree exists for it.
A subtyping algorithm
The rules presented in the previous section save the pairs « ¬ Í or Ì in the bi-environments. Thus, following [3] , we can use this information to stop backwards rule application when such a pair of types is met for the second time. Due to renaming, we cannot expect exactly the same pair to be met twice. Hence the most natural idea is to stop when we meet a pair which matches an already met pair modulo «-renaming.
This algorithm is very inefficient because of the high cost of «-equivalence comparison, but, before this study, was widely accepted as the best guess for a correct and complete algorithm. We will show in the next section that this is not the case, and we consider this as an important, though negative, result. The natural algorithm is correct, but it is not complete since there exist provable judgements which, during subtype checking, produce infinitely many pairs which, though in some sense "similar", always fail to be «-equivalent to a previously met pair.
After this result, in order to define a complete subtyping algorithm, one may look for an equivalence relation which is slightly weaker than «-equivalence, and stop the algorithm when a pair is met twice modulo this weaker equivalence. Similarity (i.e. erasure equality ³) is the first candidate for this task. Unfortunately, it is too weak. The resulting algorithm is complete, i.e. it always terminates, but is not correct, as shown in Section 6.
However, the algorithm becomes complete and correct if we use similarity but, instead of stopping the second time we meet a pair, we wait until the same pair is met, modulo similarity, for the third time, as formalized below.
Definition 4.1 We say that
The rules which define our algorithm are obtained by adding two new termination rules to the ½ system, and by modifying the unfolding rules as follows.
With this extension we have a new set of rules which we call alg-2 and whose backwards application defines a subtyping algorithm for recursive types (we outline the termination proof in the next section).
Soundness and completeness
The correctness and completeness of our algorithm, i.e. the equivalence between alg-2 and ½ , is the main result of this work. The proof is complex and very long, and is reported in the full paper [11] . We can only give a short outline here.
We first report the lemma that states a fundamental invariant which our proof exploits over and over again. DV(B) are the variables defined inside . Points 1.2 and 2.2 say that, whenever appears in a judgement, the last definition in Ì of a variable with the same face as is the definition of itself. This fact, together with the fact that the comparison in the (L/REnd ) rules is performed modulo similarity, implies that labels can be ignored altogether during subtyping checking, which makes it possible to have efficient implementations of this algorithm. Proof outline. We prove soundness by describing a way to transform any alg-2 proof tree into an ½ proof tree. To this end, we repeatedly choose one instance of the´L/REndµ rule, and substitute it with an instance of the unfolding rule together with its alg-2 proof tree. We thus obtain a succession of proofs whose limit is an infinite proof with no instance of the End rule, i.e. an ½ proof. The difficult part of the proof is to prove that for every End-proved judgement (which we call an "end-node" of the proof tree), its unfolding (according to the corresponding unfolding rule) admits a successful alg-2 proof tree. We know that every end-node Â is similar to two different unfolding-nodes Â ¼ and Â ¼¼ which have been met before (i.e. towards the root of the proof tree) and have been proved by two alg-2 subproofs È ¼ and È ¼¼ . For every rule instance in È ¼ we can find a ³-similar rule instance to use to build a proof È for Â, with the only exception of the instances of the´Id µ rule: if Ø , Ù have been unified in the environment used in È ¼ there is no way to be sure that two similar variables Ø « , Ù have been unified in the environment used to prove Â. This is a real, deep problem. If you unfold the counterexample given in Section 7, you will actually find an end-node whose expansion admits no alg-2 proof tree, and this is exactly because a Ø , Ù pair was unified the first time a similar judgement was met, but the similar pair Ø « , Ù was not unified later. Hence, in our proof we have to exploit the fact that the end-node Â corresponds to two different similar judgements Â ¼ and Â ¼¼ which have both been proved. We first prove that, if we apply to Â ¼ the same sequence of rules which transform Â ¼¼ into Â we obtain a fourth similar judgement Â ¼¼¼ which has an alg-2 proof which is contained inside the original judgement. Then we consider every Ø ¬ Ù comparison inside the proof of Â ¼¼¼ . All of these comparisons can be proved, either by rule (Id ) or by a sequence of (AlgTrans ) applications followed by a final (Id ) application; we have to prove that the same sequence of rules can be used to prove the corresponding Ø « Ù For reasons of space, we only report here the simplest judgement we have found which makes the «-based algorithm diverge; this counterexample is commented on in the full paper. To make its structure easier to grasp, we avoid useless type and recursion variables, we do not write the bound of top-bounded type variables, and we use covariant pair types and a bottom type; both of them can be encoded in kernel Fun, provided that is never used as a bound for a type variable. Observe that the counterexample does not need bounded variables nor does it need contravariant type constructors. However, it does need non-structural subtyping (either or ) and, most importantly, the nesting. The diverging pre-judgement is the following: Ø ´ ¢ ´´ ¢ Ø ¢ µ ¢ µµ Ù Ã ´´Ù ¢ ¢ Ãµ ¢ µ 7 Unsoundness of the similarity-based algorithm
The simplest pre-judgement we have found to prove the non soundness of the algorithm which stops the first time it meets a pair again, modulo similarity, is the following one. The same comments as in the previous section apply. 
Conclusions
We have studied the problem of subtyping recursive types in kernel Fun. This problem is important because the combination of subtyping, parametric polymorphism and recursion is essential in the context of strongly typed objectoriented languages.
The main result of this work is the definition of a subtyping algorithm for strongly recursive kernel Fun, which is the only one known for this class of languages. We prove it to be sound and complete and the proof is technically very challenging. We have also been able to prove, by exhibiting non trivial counterexamples, that the most natural algorithm to attack the problem is not complete, and that its first obvious relaxation is not correct.
Moreover, we have proved that our algorithm can be equivalently defined by eliminating variable renaming. This makes the algorithm very efficient in practice since, if variable renaming can be avoided, no memory allocation is needed during the execution of the subtyping algorithm, and the key step of similarity checking can be reduced to pointer equality checking. Moreover, this property may be the key to be able to adapt the efficient subtype checking algorithms which are known for first order systems ( [25] ).
As a consequence of this work, we feel now the need to study the more general field of "regular" trees with variables. Both our counterexamples involve infinite trees with variables which can be finitely described but which are not regular in the usual sense of the word. The problem of finding a weaker notion of regularity which is satisfied by these trees has some deep links with this research, and we have some preliminary results.
Finally, since in our presentation there is no rule which explicitly states the transitive property of the subtype relation, its transitivity is still to be proved. This is easier than proving correctness, but requires similar techniques to be used.
