This manuscript provides a general approach to the investigation of field quantization in highcurvature geometries. The models and calculations can help with understanding the elastic and inelastic scattering of photons and electrons in nanostructures and probe-like metallic domains. The results find important applications in high-resolution photonic and electronic modalities of scanning probe microscopy, nano-optics, plasmonics, and quantum sensing. Quasistatic formulation, leading to nonretarded quantities, is employed and justified on the basis of the nanoscale, here subwavelength, dimensions of the considered domains of interest. Within the quasistatic framework, the nanostructure material domains with frequency-dependent dielectric functions is presented. Quantities associated with the normal modes of the electronic systems, the nonretarded plasmon dispersion relations, eigenmodes, and fields are then calculated for several geometric entities of use in nanoscience and nanotechnology. From the classical energy of the charge density oscillations in the modeled nanoparticle, the Hamiltonian of the system, which is used for quantization, is derived. The quantized plasmon field is obtained and, employing an interaction Hamiltonian derived from the first-order perturbation theory within the hydrodynamic model of an electron gas, an analytical expression for the radiative decay rate of the plasmons could be obtained. The established treatment could be applied to multiple geometries to investigate the quantized charge density oscillations on their bounding surfaces. For more on this, author is reffred to [1] [2] [3] .
I. INTRODUCTION
Interaction of photos with surface plasmons has been studied extensively during the past five decades, particularly in relation to their application in scanning probe microscopy (SPM), they present a high potential for emerging applications in fields such as quantum sensing [2, [4] [5] [6] . It is known as a branch of microscopy that forms images of surfaces using a physical probe. Throughout these studies, various geometries have been investigated. In particular, Ritchie together with Crowell, Little, Ashley and Ferell [7] [8] [9] [10] [11] have studied the interaction of general and special cases of surface of a metallic sphere and oblate spheroid with photons and derives the very first relations describing the field quntization of surface plasmons. Inspired by these results, quantization relations for a special case of a long string-like cylinder has been studied by Burmistrova [12] . In this work, we wish to investigate the interaction in more detail as well as to extend the obtained results to both new finite and infinite geometries such as cylinder, paraboloid, hyperboloid, prolate spheroid and the non-simply connected case of a torus. It should be pointed out that the surface plasmon-photon interaction (SPP) can be analyzed for various cases such as absorption, emission, Thomson and Rayleigh scattering, and scattering cross-sections. Our main focus in this study, however, is the emission case and its application to the decay rate. As we shall see later in this chapter, there is a close relation between both cases of emission and absorption in terms of the interaction matrix element. As a result, our study also addresses the absorption phenomena [9, 13] .
Throughout this dissertation, we consider a metallic particle confined in vacuum whose shape is described by one of the above mentioned geometries. The conduction electrons and ion centers in a metal together to form a plasma. The authors in [14] , while studying the collective oscillations in the metallic plasma, showed that through the plasma system exhibits resonances along the directions that charge density waves propagate, with no effect of damping. Ritchie [11] in 1957 showed that the electron density can be supported at the surface of a bounded plane free-electron gas. In [15, 16] , it has been discussed both the property of plasmons and their interaction with charged particles. The properties of plasmons and details on how they interact with light or charges particles, such as photons, are also discussed and reviewed in [10, [17] [18] [19] 21] . To describe the properties of a metal, mostly from a dynamical point of view, the complex-valued dielectric function ε(ω) was used. Generally speaking, the dielectric function specifies the relation between the frequency and the wave-vector in a certain metal. It is also known as permitivity. The main assumption here is that in the incident of large wave-vectors, the dielectric function would be no longer wave-vector-dependent [14] .
Throughout this chapter, we adopt the conventions of Ritchie mostly presented in [8] , unless otherwise specified. The dielectric function, ε(ω), is mostly used to express certain properties of a metal. It is a complex and frequency-dependent function which in general also depends on wave vector of the plasmon field, k p ≡ 2π/λ p where λ p denotes the plasmon wavelength. However, under certain suitable assumptions, the wave vector dependency could be ignored [14] . Under the assumption that the wavelength is large enough, the dielectric function can be treated as independent from the wave vector. This requirement is met for all cases which have been investigated in this work.
II. FREE-ELECTRON-GAS DISPERSION RELATION
We start by considering the case of a spring oscillator, with no damping forces. The equation of motion, using Newton's second law, can be written as [22] :
where m denotes the mass and r i is the displacement vector of i-th electron with respect to the equilibrium position. Hooke's law, on the other hand, gives:
where k denotes the spring constant. From Eqs. (1) and (2), one could write the second order differential equation:
whose solutions are given by:
for some constants A and B, where ω 0 = k m is the resonant frequency. The equation of motion for the ith electron, including both the driving forces and the damping γ is written as [23] :
where e, m e denote the electric charge and the mass of an electron, respectively, and E represents the electric field. The terms ω 2 0 r i and − e m0 E represent the restoring and electric forces, respectively. The time dependent electric field of a light wave inducing oscillations is given by:
where ω is the frequency of the system and θ is denotes the phase of the wave. Eq. (6) could be written as:
where E 0 denotes the amplitude. We are mostly interested in those solutions of Eq. (5) which have the form similar to Eq. (7), namely,
where R 0 andθ represent the amplitude and phase of the oscillations, respectively. Substituting Eqs. (7) and (8) in Eq. (5), one may write:
and hence:
where ω is the frequency of the electric field. The electric polarization vector P is given by [24] :
where p(t) denotes the dipole moment per unit volume and n 0 is the number of effective electrons per unit volume. One can write:
The displacement vector D throughout the volume of the gas is written as [25] :
Assuming the substance is isotropic, the relation between polarization vector and electric field is given by:
where χ e (ω) denotes the electrical susceptibility of a dielectric material. Using Eq. (14) , one may write Eq. (13) as:
where we put:
denoting dielectric function for a materiel. Substituting Eqs. (12) and (16) in Eq. (15), one finds the dielectric function for a material as:
where ω p denotes the bulk plasma frequency also known as plasmon frequency, and is given by:
in Gaussian's unit. The Drude model for the dielectric function of metals is obtained in the assumption that the free electrons in metals are not bound to any atoms and are not subject to restoring forces. This implies the spring constant k to be zero and therefore ω 0 = 0 [23, 26] . Using this in Eq. (17) leads to:
In the absence of damping forces, the free-electron-gas dielectric function reduces to the well-known expression:
In the generalized Drude model one may assume γ is frequency-independent and that it is complex valued for ε to undergo Kramers Kroing dispersion relation, in which the real part stays constant with respect to plasma energy, while the imaginary part could be neglected. Thus the simple Drude model stays valid throughout all the steps up to plasma energy. If one ignores the damping force, then the real dielectric function of a free electron gas could be expressed by Eq. (20) . In order to determine the value of dielectric function for surface plasmon oscillations, we impose the requirement of continuity of electric potential and normal component of the displacement vector across the surface of the metal. This is where the geometric effects of the surface plays a role in finding the values of dielectric function ε(ω) and hence the value of frequency ω itself. We will discuss these geometric effects in the coming chapters thoroughly. Throughout the whole discussion, we took on the assumption that all the interactions occur without a delay, i.e. they are instantaneous. In other words, the system is considered in a way that electrostatic solutions are applicable. This gives us a relatively fair approximation as long as our assumption of having large wavevectors for plasmons (comparing to that of light) is valid. This large-wavevector region is known in the literature the as nonretarted region. This allows us to consider Poisson and Laplace's equations instead of wave equation to determine the allowed frequencies. What one might loose under this assumption is thoroughly discussed by Ritchie in [10] . We devote this chapter to describing our approach regarding the radiative decay of the surface plasmons of an excited metallic surface which mostly follows the one given in [9] . Furthermore, the geometric effect of the curvatures for such metallic surface has been investigated thoroughly in [27, 50] .
III. PRELIMINARIES
The electrical size is determined by comparing physical dimension of an electronic structure and the signal wavelength. Let us consider a field which varies at low enough frequency when compared to its wavelength. Therefore, considering a small lapse of time, one could assume that the system remains in an internal equilibrium. In other words, the time delay due to wave propagation from one point to any other point can be ignored if the circuit geometry is relatively small compared to the signal wavelength (which prevents the field distribution to vary significantly). Under these circumstances, quantities like potential and surface current (which will be defined later in this chapter) will not be dependent on position and time [28] . We start this section with elaborating the mathematical formulation in greater detail.
Let us recall Maxwell's equations in their most standard formulations as:
where E, B, J, and ρ denote electric field, magnetic field, current and charge density, respectively. As customary, c indicates the speed of light. In the absence of any magnetic field B, one could set:
where Φ(r, t) and A are scalar potential and vector potential field, respectively, and r denotes the position vector (see any classical reference on this topic, also [24, 25, [29] [30] [31] ). Furthermore, if the wave speed is relatively small compared to c, one may ignore the first term in the righthand side of Eq. (25) . Under this assumption, we can write Eq. (25) as:
By means of Eqs. (21) and (26), we may assume that the scalar potential Φ satisfies Poisson's equation:
In a charge-free system, Poisson equation is known as Laplace's equation:
It is of fundamental importance that under proper boundary conditions the solution to either Poisson or Laplace's equations is unique [33] . In terms of boundary conditions, they are discussed in the next section, for the convenience of the reader and the sake of self consistency.
IV. GENERAL APPROACH
It is well-known that the retarded potentials are due to time-varying charge densities which are associated with surface plasmons [34] . In the non-retarded limit, the instantaneous potentials are calculated assuming the source is a static charge density. Retardation for the fields can be ignored near the surface of a particle if the dimensions of the particle are much less than the wavelength of light at frequency ω.
We start by considering a pillbox with volume V at the interface of two media with dielectric function ε 1 and ε 2 , such that the areas filled with each material are the same (see Fig. 1 ). Maxwell's equations imply the continuity of the tangential component of the electric field E and the normal component of displacement vector D. We determine these boundary conditions using Gauss and Stoke's laws [35] . In view of Eq. (15), for any external sources in vacuum with ε(ω) = 1, using Gauss's law for a continuous charge density ρ, we can write:
Utilizing the identity:
where D 1 and D 2 correspond to displacement vectors of the inside and outside regions and n is the surface unit normal vector. Since the polarization charge is only confined to the surface, we may write:
It follows from Eqs. (30) and (31):
where σ notes the surface charge density on the surface boundary ∂Π. Eq. (32) presents no polarization charge and therefore indicates that the normal component of displacement vector D has a shift equals to surface charge density σ. This is the first boundary condition. Using Eq. (15), Eq. (32) may be also written as:
Making use of Eq. (26), we may also write:
the second boundary condition is widely used to determine the dielectric function and, as a consequence, normal mode frequencies for the given geometry. Using the definition C E ·dl = 0 on a closed path C, it follows that:
In virtue of Stoke's theorem, we have:
Under electrostatic condition, we derive the identity ∇ × E = 0. Considering a closed loop as shown in Fig. 1 and applying the line-integral along the loop, we obtain:
having used the fact that dl 1 = −dl 2 . In vector notation, since Eq. (37) holds for any component dl, it makes the tangential component of E to be continuous along the boundary. Therefore,
By means of Eq. (15), it follows from Eq. (38) that:
Moreover, using Eq. (26), we can obtain:
where db is shown in Fig. 1 . Once db → 0, the right hand side of Eq. (40) vanishes. Hence at the boundary we have:
Given a coordinate system (ζ, ξ, ϕ) with the scaling factors :
we consider a body Π with dielectric function ε 1 immersed in a medium with dielectric function ε 2 . Boundary surface ∂Π, finite or infinite, is described via revolution through an angle ϕ about the z-axis resulting in the usual azimuthal symmetry and is defined by fixing one of the coordinates, say ζ = ζ 0 [36] . Furthermore, we denote the inside and outside regions of Π by ζ < ζ 0 and ζ > ζ 0 as well as their respective potentials as Φ i and Φ o , respectively, noting that:
while at the boundary ∂Π,
Considering the quotient ε 1 /ε 2 , we may assume with no loss of generality, ε 2 = 1 which corresponds the dielectric constant of vacuum, and ε 1 = ε. Thus Neumann boundary condition given in Eq. (45) can be rewritten as:
An arbitrary surface of revolution along with inside and outside potentials and dielectric constants are illustrated in Fig. 2 .
FIG. 2:
The solid surface of revolution region defined by fixing ζ = ζ0, along with inside and outside scalar potentials Φin and Φout, respectively. The ε1 and ε2 denote the dielectric constant for the inside and outside regions. n denotes the normal unit vector.
V. LAPLACE EQUATION
Since the non-retarded potential Φ's inside and outside parts satisfy the Laplace equation (see Eq. (43)), we consider general form of the Laplacian in a coordinate system (ζ, ξ, ϕ) :
A coordinate system is called separable if it obeys Robertson condition (see [37] , p. 655). Except the case of a nanoring in which a quasi-separation of variables holds, all considered coordinate systems in this manuscript satisfy Robertson condition and are separable. The case of a nanoring is treated separately in Chapter ??. Inspired by the azimuthal symmetry assumption and hence the 2π-periodicity of the potential Φ, an ansatz of the form:
where m = 0, ±1, ±2, . . . is used. As a consequence, we obtain two Sturm-Liouville problems in ζ and ξ (see [37] p. 656 and Appendix A, Eqs. (??)-(??)). Denoting by F mn (ζ),F mn (ζ), and G mn (ξ),G mn (ξ) the linearly independent pair of solutions to the corresponding obtained Sturm-Liouville problems in Z(ζ) and E(ξ), where n stands for the second separation constant, the general form of eigenfunctions for the Laplacian may be written as:
For simplicity, we may assume that n takes discrete values, i.e. n = 0, ±1, ±2, . . . . However, as we shall see in Chapter ??, we will also deal with real continuous spectrum with respect to n. Utilizing the superposition principle, we may write the general solution as:
where D mn (t) is a general Fourier component with respect to time t and they are considered as the nonretarded, time-dependence amplitudes at time t. Consequently, the Inside and outside potentials, Φ i and Φ o , could be defined by considering the asymptotic behavior of the eigenfunctions F mn (ζ),F mn (ζ) and G mn (ξ), G mn (ξ) as the potential has to satisfy the following conditions:
Φ(r, t) is finite at every point of space and for all t, lim r→∞ Φ(r, t) = 0, where r = |r|.
Without loss of generality, we may assume the sets F mn (ζ) G mn (ξ) andF mn (ζ) G mn (ξ) determine finite potentials for the inside and the outside of the geometry, respectively. Using Eq. (51) together with boundary condition given in Eq. (44), we may write:
VI. HARMONIC OSCILLATOR MODEL
In this section, we will show that amplitudes D mn (t) undergo harmonic oscillator motion. We start by deriving two relations between surface charge density and quasi-static potential using the total charge for the whole space. Equating the two relations gives us an equation in amplitudes D mn (t) and their second time-derivativë D mn (t) known as the harmonic oscillator equation of motion, see Eq. (70). The total charge Q is defined by:
where ρ denotes the volume-charge density. Since the polarization charge is only confined to the surface, Eq. (53) may be written as:
where σ denotes the surface charge density and dA is the surface element. Equating Eq. (53) with Eq. (54), we have:
(55) It follows now from Eq. (55) that
where δ denotes the Dirac delta function. In view of Poisson's equation given in Eq. (27), one finds:
On the other hand, using the electric polarization vector given by [24] :
where u denotes the charge displacement of the system. Assuming there is no free-charge density on surface, then using Eq. (13), we can write:
It follows from Eq. (21) that ∇ · P = −ρ, which in view of Eq. (53) and Divergence Theorem gives:
where n = −ẽ ζ . Comparing the above equation with Eq. (54) and using Eq. (58), one can find:
The surface charge due to polarization is also derived as the motion of free electrons in the metal surface due to a time-harmonic external electric field, following standard descriptions of anomalous dispersion [30] . We can thus also describe this surface charge as σ = −n 0 e u. The electrostatic force on the electron current per unit volume is F = −n 0 e∇Φ i . Putting these together through Newton's force law, since the acceleration is the force per unit mass, we have:
Differentiating both sides of Eq. (63) twice with respect to time gives:σ = −n 0 e¨ u ·ẽ ζ ζ=ζ0 ,
which together with Eq. (64) implies:
one may write:σ
This equation is also provided in [9] without a detailed proof. Differentiating Eq. (57) twice with respect to time t gives:
By equating Eq. (68), in terms of D mn (t), and Eq. (69), in terms of second time-derivatives of amplitudesD mn (t), we obtain the harmonic oscillator equation with the frequencies ω mn of the form:
The importance of Eq. (70) is the fact that the (allowed) resonant values of the dielectric function ε can also be independently calculated from this transcendental equation obtained by imposing the quasistatic boundary conditions at the bounding surfaces of the domain within which the scalar electric field satisfies the Laplace equation [38] .
VII. CLASSICAL ENERGY
Once the scalar potential and charge density are known, we shall be able to calculate the total energy of the system. In classical mechanics, the total energy E, also known as total mechanical energy, of a position dependent force, in our case surface plasmons, is given by:
where V and T denote potential and kinetic energy, respectively. This is nothing more than an expression of the conservation of mechanical energy principle [39, 40] . We shall start by calculating potential energy. The potential energy is given by the volume integral [9] :
where V is the volume of the geometry of interest. Using Eq. (56), one could write:
Since inside and outside scalar potential Φ i and Φ o coincide on the surface, namely the first boundary condition given in Eq. (44), it is a direct computation using any of the relations of inside or outside scalar potentials. Utilizing the δ function, we can write:
Using the identity dA = h ξ h ϕ dξdϕ, we find:
The kinetic energy T of the oscillations is given by the volume integral [9] :
Depending on whether time-dependent amplitudes obey pure harmonic oscillator or not, we may take different steps in order to find kinetic energy. In all the cases investigated here, amplitudes satisfy the relation given in Eq. (70) but the case for nano-ring. We proceed by assuming the general case and we defer the discussion for nano-ring to Chapter ??. We may use the relation given in Eq. (64) to write:
Now, using Eq. (70), we may write:
Putting this in Eq. (78), we could write:
Replacing this is Eq. (77), we obtain:
Integrating both sides of the above equation with respect to time t gives:
Using the latter expression for˙ u in Eq. (76), we may write:
whereΦ mn denotes the conjugate ofΦ mn . The fact that scalar potential is real-valued allows us to replace it with its complex conjugate. Here, Fubini's Theorem [41] allows us to change the order of the summation and integration, assuming the integral is bounded. Using above argument as well as plasmon-bulk frequency relation given in Eq. (18), Eq. (83) could be rewritten as:
Since Laplace equation is independent from time t, it is easy to see that if Φ i satisfies the Laplace equation, so does its time-derivativeΦ i . We can use the following general identity:
to write the kinetic energy as:
The volume integral in Eq. (86), using Divergence Theorem could be transformed to a surface integral through the following relation:
Using the identity given in Eq. (67), we find the final expression for kinetic energy as:
From Eqs. (75) and (88), the classical energy is obtained by using Eq. (71). Depending on amplitudes being real or complex valued, they could be written in the following form:
with time-dependent operators d mn directly proportional to e iωmnt , where d * mn is its respective complex conjugate. The purely imaginary case could be assumed by multiplying the real case of Eq. (89) by i. For the simplicity of the discussion, we may consider the case for which amplitudes are real-valued. The goal is now to determine the values of α mn . First find the time-derivative of amplitudes D mn (t) using Eq. (89), i.e.:
Using Eqs. (89) and (90) to write the total energy E in terms of d mn and d * mn and comparing the new expression with Hamiltonian operator for the quantum mechanical harmonic oscillator given as [14] :
where is the Planck's constant . The following substitution allows us to find the values for δ mn :
The operators d mn ,d † mn are interpreted as the noncommuting boson creation and annihilation operators, respectively. Calculations of the interactions between surface plasmons and other excitations are often time complicated, yet have been simplified by quantizing the fields (second quantization) [11] . The total classic energy was calculated to help us finding coefficients in Hamiltonian operator. In the next section, we will use the Hamiltonian operator to calculate matrix element and probability amplitudes for interactions.
VIII. QUANTUM FIELD & SECOND QUANTIZATION
Among the many quantum numbers that distinguish particles, we can count their spin [42] [43] [44] . There are two main families of particles: bosons, with integer spin and fermions, with half-integer spin. Photons, gluons and vector bosons are examples of bosonic particles and electrons, neutrinos, and quarks are classified as fermionic particles.
There have been two main approaches to quantum field theory and on how to study the interaction between particles and surfaces. One approach is due to Feynman: His celebrated path-integral approach based on Feynman's diagram. Two detailed accounts can be found in [42] . This approach does not rely on operators and the theory behind the operator in Hilbert spaces. Another approach, by means of operator theory, can be traced back to Heisenberg, Born, Jordan, Dirac, Pauli, and von Neumann. This method, more formal than the previous one, is more difficult to apply to practical computations, due to the nonlinearities of the interactions. In [42] , the crucial aspect of a quantum field is that it can be treated as a system with infinitely many quantum particles that can be created and annihilated. The main purpose of second quantization is to describe quantum particles, either bosons or fermions, in terms of operators. The number of particles is assumed to be infinite. We first set our full system as the combined surface plasmon and photon field. Then we consider the ground state or zeropopulation for both plasmon and photon as:
A state consisting of precisely N plasmon particles is shown by the notation:
where ν mn 's are the number of plamons in the state (mn). Similarly, the state consisting of exactlyÑ photons can be represented by:
where ν sq 's show the number of photons with wavevector s and polarization q = 1, 2. Polarization vectors are chosen based on the fact that they are perpendicular to each other and to the direction of travel. It is customary to represent them by s-polarization and p-polarization vectors. We shall discuss it in more details in Chapter ??. Our main purpose concerns the investigation of interacting quantum fields in rigorous mathematical terms. We shall use the fact that the operators describing photons only act on and hence change the photon state. The same situation holds for the plasmon operators while acting over the full system. The states being orthonormal results in the Kronecker delta function as:
for some arbitrary states 1, · · · , k. Considering these facts, we are now able to write a general state for the combined plasmon and photon field in the form:
Next, we shall discuss how creation and annihilation operators,d mn andd † mn acting on an arbitrary state, including ground state of the field. A prototype of commutation relations for these operators when act on bosonic particles is given in [42, 43] :
for all plasmon states mn and m n and 0 |â s q â *
withâ andâ * , creation and annihilation operators for photon and for all photon states sq and s q .
IX. QUANTIZATION OF THE ELECTROMAGNETIC FIELD
In view of Maxwell's equations (recall Eqs. (21)- (24)), both electric and magnetic fields can be expressed in terms of vector potential A as:
In case of absence of any sources of the field, it is possible to choose the Coulomb gauge condition as:
This condition is also known as transversality condition since the vector potential under this condition is purely transverse and could be expressed as [29, 45] :
where ω s is the photon energy, the polarization vector e q is perpendicular to s for both values of polarization on index q = 1, 2 and a sq (t) and its conjugate a * sq (t) are the photon operators, such that:
therefore:ȧ
which is considered as the equations for motion of the field for all s. To write the photon field as a sum with discrete momentum eigenstates as opposed to the continuous representation, we have to make some specific choices. We consider our electromagnetic field to be confined to a volume V, which is normally taken to be represented by a cube over which we impose periodic boundary conditions. Since the electromagnetic energy confined to this volume is independent of the shape of the volume [44, 46, 47] , we take as our quantization volume as a box B, with side L. The transition to the discrete sum then follows the lattice strategy in quantum electrodynamics [42] which we summarize as follows:
1. Periodic free field: Classical free field is represented in terms of finite Fourier coefficients. The first step is to confine the photons and electrons within the above-mentioned box B.
2. We impose periodic boundary conditions by assuming that fields have the period L with respect to the position of particles. Observe that this new condition on boundary by no means contradicts the boundary conditions we first defined in Eqs. (44) and (46).
3. We introduce a momentum space which yields finite Fourier series.
4. The Fourier coefficients of the finite Fourier series are replaced by creation and annihilation operators we introduced in this section. This is the bridge from classical mechanics to quantum mechanics.
5. Using finite number of creation and annihilation operators, the matrix elements could be formed.
6. Finally, we let the finite box B tend to infinity, in other words, we undertake the limit of L → ∞. We let the period L become infinite.
In practice, we perform the transition:
to write the discretized vector potential as: 
Given the explicit form of vector potential A, the goal is to calculate the probability amplitude and interaction Hamiltonian.
Probability amplitude and matrix elements
The probability amplitude that a surface plasmon in a given state, defined by m , n will interact with a photon, described by s , q is expressed as: the propagation speed of the disturbance through elecFermi's Golden rule [24] gives the transition probability in the form:
where M em represents the matrix element given in Eq. (113) and ρ f is the density of final states. The total radiative decay rate, γ mn , is obtained by summing over final photon states as:
If we let the quantization volume, V, become large enough so that the sum over s changes into an integral, then we could write:
We could now write, using Eq. (133):
Lastly, using Eq. (134), we find: which gives the radiative decay rate per solid angle for two polarization vectors q = 1, 2. Eq. (138), as one can easily see, becomes independent from the quantization volume V, also known as normalized volume. In calculating Eq. (138), we also require to expand the plane wave e ±i s·r , using the transition expressions from the given coordinate system, here (ζ, ξ, ϕ), to Cartesian coordinates. Often time, the resulting wave functions are difficult to calculate. Depending on the case, we either avoid direct calculations of wave functions using rotating and scaling the wave vector s with algebraic substitutions, or we used numerical calculations to compute integrals due to the absence of analytical solutions.
In the next chapter, we apply the whole procedure given in the current chapter to two infinite geometries as solid paraboloid and hyperboloid and one finite geometry, prolate spheroid. The results for these two cases have been provided in [1] .
