ABSTRACT The coexistence of multiple stable equilibria in recurrent neural networks is an important dynamic characteristic for associative memory and other applications. In this paper, the existence and local Mittag-Leffler stability of multiple equilibria are investigated for a class of fractional-order recurrent neural networks with discontinuous and nonmonotonic activation functions. By using Brouwer s fixed point theory, several conditions are established to ensure the existence of 5 n equilibria, in which all the components of 4 n equilibria are located in the continuous intervals of the activation functions. and some of the components of 5 n − 4 n equilibria are located at some discontinuous points of the activation functions. The introduction of discontinuous activation functions makes the neural networks have more equilibria than those with continuous activation functions. Furthermore, some criteria are proposed to ensure local Mittag-Leffler stability of 3 n equilibria. The introduction of nonmonotonic activation functions makes the neural networks have more stable equilibria than those with monotonic activation functions. Two examples are given to illustrate the effectiveness of the results.
I. INTRODUCTION
In recent decades, dynamic characteristics of artificial neural networks have been deeply studied due to their wide application prospects in the fields of pattern recognition, associative memory, optimization and so on [1] - [6] . When neural networks are used to solve optimization problems, neural networks are expected to have only one globally stable equilibrium point, which is designed as the optimal solution of the optimization problem [7] - [11] . When neural networks are used in pattern recognition and associative memory, neural networks are expected to have multiple locally stable equilibria, which are designed as ideal patterns for pattern recognition and associative memory [12] - [14] . At present, coexistence and multistability of equilibria have
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been discussed for several classes of recurrent neural networks in quite a number of literatures [15] - [20] .
As an extension of classical calculus, fractional calculus can more truly represent the real world system. Fractional derivatives not only cover the theory of integer derivatives, but also have their unique advantages. Fractional derivatives are global and can describe the historical information of the development of system functions. Fractional derivatives can overcome the disadvantage of poor matching between integer-order models and experimental data. Fractional derivatives can describe the memory and inheritance of complex substances and processes [21] . Based on the good characteristics of fractional derivatives, the introduction of fractional derivatives into neural network model has natural advantages. The fractional-order neural network system can overcome the limitations of the integer-order neural network system and describe the characteristics of neurons more accurately [22] - [26] . In recent years, the multistability of fractional-order recurrent neural networks has also attracted the attention of scholars [27] , [28] .
It is found that the structure of the activation functions has an important influence on the multiple stability of the neural networks. Earlier, the activation functions had only two inflection points, and the activation functions are monotonically increasing and piecewise linear [1] , [16] . With the in-depth research, different forms of activation functions have been proposed. Non-strictly monotonically increasing, nonlinear and discontinuous activation functions are proposed and studied [2] , [29] - [31] . The different structure of activation functions will affect the number of equilibria and the number of stable equilibria of neural networks. Reviewing the background of the establishment of the neural network model, we can see that the network model with discontinuous activation function is also a class of very important model, and has a wide range of applications in real life [18] , [19] , [23] , [32] . For example, considering the classical Hopfield neural network with gradient feedback, the standard assumption of its activation function should be that it has a high gain limit and is close to a discontinuous hard comparator function. As Hopfield pointed out in [33] , the hypothesis of high gain of activation function was crucial, which made the function of energy function dependent on nerve selfsuppression negligible and was conducive to the formation of binary output.
It is noteworthy that few literatures have discussed the multistability of fractional-order recurrent neural networks with discontinuous activation functions. In fact, compared with integer-order operators, fractional-order model is more accurate for the description of hereditary and memory properties of various processes and materials. It is beneficial to model dynamical systems with high-slope nonlinear elements by differential equations with discontinuous right-hand side. Therefore, it is necessary to investigate multistability of fractional-order neural networks with discontinuous and nonmonotonic activation functions. The main work of this paper includes the following points. 1. We will establish sufficient conditions to guarantee the existence of 4 n equilibria for fractional-order recurrent neural networks with the characteristic that all the components of the equilibria are located in the continuous intervals of discontinuous and nonmonotonic activation functions. 2. We will analyze the existence of 5 n − 4 n equilibria with the characteristic that some components of the equilibria are located at some discontinuous points of the activation functions. 3. We will propose sufficient conditions to ensure 3 n equilibria are locally Mittag-Leffler stable. The number of equilibria of neural networks can be greatly increased by setting a discontinuous point in the activation function.
In Section 2, we will present fractional-order neural network model and define some notations used in this paper. In Section 3, the main results will be investigated in detail. Section 4 will list two examples to illustrate the effectiveness of the results. The conclusion will be drawn in Section 5.
II. PRELIMINARIES
In this paper, the following fractional-order recurrent neural networks will be investigated for i = 1, 2, · · · , n:
where 0 < α < 1, t 0; x i (t) ∈ R represents one neuron state at time t; b i > 0; a ij ∈ R is one connection weight of the neurons, f i (x i (t)) ∈ R denotes one component of activation function vector; and I i ∈ R stands for an external input component.
Consider the following activation functions,
where For the convenience of description, we define the following notations,
where (δ
i , δ
where (δ (2) = − (1) . According to the expression of , (1) and (2) , it is easy to see that there are 4 n , 3 n and 4 n − 3 n subregions in , (1) and (2) , respectively. Next, define the following functions which are continuous except at the points p i , i = 1, 2, · · · , n:
From (1), (3) and (4), we can get that
The main definitions and lemmas used in this paper can be referred in [28] , such as the definitions of solutions of discontinuous differential equations and Mittag-Leffler stability of fractional-order system, Brouwer s fixed point theory, some lemmas about fractional calculus and so on. Please see Definitions 1-6 and Lemmas 1-4 in [28] .
III. MAIN RESULTS
When neural networks are used in pattern recognition, associative memory and other applications, the stable equilibria of neural networks are designed as ideal patterns. So the number of stable equilibria determines the memory capacity of associative memory and pattern recognition. The number of stable equilibria in neural networks depends heavily on the structure of activation functions. In this section, we will establish sufficient criteria to guarantee the existence of equilibria with two kinds of characteristics, and analyze the Mittag-Leffler stability of some equilibria.
First of all, we present the following theorem on the existence of multiple equilibria of system (1) in .
Theorem 1: There exist 4 n equilibria in for system (1) , if
Proof: First, we prove there exists at least one equilibrium point in each region of . Let be any subregion of . Define the following functions for i = 1, 2, · · · , n:
It is easy to see that
and (6) . Schematic diagram of functions F i (ξ ), G i (ξ ) and H i (ξ ) is shown as Figure 2 . Meanwhile, the following conclusions can be derived for i = 1, 2, · · · , n, Let be the closure of region . Without loss of generality,
According to (7), we can get
We can derive that there exists one fixed point
such that H(x * ) = x * by using Brouwer's fixed point theorem. And x * ∈ is also the equilibrium point of system (1). There are 4 n subregions like in , so there are 4 n equilibria in for system (1). Remark 1: Ref. [18] and Ref. [19] have discussed the existence of equilibria of recurrent neural networks with activation function (2) . But the results are about competitive neural networks and complex-valued neural networks. These neural network models are integer-order. At present, there are few results to investigate fractional-order recurrent neural networks with activation function (2) . Noting that fractionalorder systems provide better hereditary and memory properties than integer-order ones, so the result of Theorem 1 is meaningful.
In Theorem 1, the result is about the existence of multiple equilibria in . is the continuous region in the state space. Now, we will study the existence of equilibria whose components are located at the points of discontinuity of activation functions. The following result will be derived.
Theorem 2: Suppose that condition (5) holds. Then system (1) can have n k=1 C k n · 4 n−k equilibria whose components are located at the points of discontinuity of activation function (2) .
Proof: For any point (
Denote the number of elements in the set I by N (I ). Suppose
i , δ 
We can get that
Let be the closure of region . By the similar discussions with the proof of Theorem 1, it can be derived that there
Therefore, there exists one fixed point
such thatH(x * ) =x * based on Brouwer's fixed point theorem. And the following formula holds for i = N (I ) + 1, · · · , n,
Moreover, we can get the following results for i = 1, 2,
is an equilibrium point for system (1) . By arbitrariness of , we can obtain 4 n−N (I ) equilibria of system (1) with activation function (2) . For an n-dimensional vector (x 1 , x 2 , · · · , x n ) T ∈ R n , the number of choice that components of N (I ) are the discontinuous points with
. Therefore, there are n k=1 c k n · 4 n−k equilibria whose components are located at the points of discontinuity of activation function (2) for system (1) .
Combining the results of Theorem 1 and Theorem 2, the number of equilibria in real number field can be calculated as follows.
Therefore, the following theorem can be derived. Theorem 3: Suppose that condition (5) holds. Then system (1) with activation function (2) has 5 n equilibria in R n .
In associative memory, pattern recognition and other applications, the stable equilibria are designed as ideal memory modes. Therefore, it is very important to study the stability of equilibria. By using Lemmas 1-3 in [28] , we can get the following results.
Theorem 4: There exist 3 n equilibria which are locally Mittag-Leffler stable if condition (5) and the following conditions hold for i = 1, 2, · · · , n,
Proof: Consider any subregion in (1) . We declare that is invariant. That is to say, for any initial condition
∈ , x(t) remains in for all t > 0. Use the reverse proving and suppose this is not true, then there exists t 1 > 0 such that x(t 1 ) escapes from . Suppose there exists k ∈ {1, 2, · · · , n} such that x k (t 1 ) escapes from (s k , p k ). There exist two cases as follows.
Case 1:
Case 2:
For Case 1, we can obtain that
This is in contradiction with D α x k (t 1 ) > 0. Through similar analysis, Case 2 is either not true. Therefore, x(t) will stay in for all t > 0. That is, is invariant. Sup-
From condition (8) , there exist positive constants ζ 1 , ζ 2 , · · · , ζ n such that
From (9), it follows that C > 0. Denote
Then there is some k ∈ {1, 2, · · · , n} such that
Meanwhile we can get from Lemma 2 in [28] that
So, the following conclusion holds,
From Lemma 3 in [28] ,
where
Obviously,
So, x * in is a locally Mittag-Leffler stable equilibrium point. is an arbitrary subregion in (1) . And (1) has 3 n such subregions. Hence, there exist 3 n equilibria which are locally Mittag-Leffler stable.
Remark 2: It is worth noting that the above results are applicable for integer-order recurrent neural networks with discontinuous and nonmonotonic activation functions. Let α = 1, system (1) is transformed into the following integerorder recurrent neural networks,
Some conclusions of integer-order recurrent neural networks similar to Theorems 1-4 can be obtained.
Remark 3: Theorem 4 shows that there are 3 n locally Mittag-Leffler stable equilibria in (1) . The attraction domains of these equilibria are 3 n invariant subregions of (1) , respectively. Neurons with initial states located in these subregions will converge to the corresponding stable equilibria in the subregions. This process can be designed as an evolutionary process from the initial pattern to the ideal pattern in associative memory and pattern recognition.
Remark 4: Ref. [27] investigated multistability of fractional-order recurrent neural network with nonmonotonic and nonlinear activation functions which were continuous functions. The discontinuous activation functions in this paper have the same form as the Mexican-hat-type activation functions in Example 2 in Ref. [27] except at the discontinuous points. By setting a discontinuous point in the activation function, the number of equilibria of the neural networks can be greatly increased.
IV. NUMERICAL EXAMPLES
We will enumerate two examples to illustrate the effectiveness of the theoretical results in this paper.
Example 1: Consider a 2-neuronal fractional-order recurrent neural network,
where α = 0.9,
is chosen as follows:
−ξ + 7, ξ ∈ (2, 10), 6, ξ ∈ (10, +∞),
Activation function (12) is piecewise linear. The above parameters satisfy conditions (5) and (8) . According to Theorem 4, there are nine locally Mittag-Leffler stable equilibria which are located in local regions, respectively. In fact, the simulation results also verify the correctness of the theoretical results. Transient behaviors of states x 1 and x 2 with 180 initial states are depicted in Figures 3 and 4 . Phase portrait of (x 1 , x 2 ) is depicted in Figure 5 . Nine locally Mittag-Leffler stable equilibria are (−7.6, −6.8), 
V. CONCLUSION
Theoretical results on the local Mittag-Leffler stability of fractional-order recurrent neural networks with discontinuous and nonmonotonic activation functions have been presented. According to the structural characteristics of discontinuous activation functions, conditions have been obtained to guarantee the existence of 5 n equilibria. Criteria have been established to ensure the local Mittag-Leffler stability of 3 n equilibria. Number of equilibria in this paper is larger than those for the similar neural networks with continuous activation functions. The theoretical results are also applicable for integer-order recurrent neural networks.
