We study the complexity of counting the (induced) occurrences of a k-node pattern graph in an n-node graph, parameterized by the degeneracy d of the latter. We introduce the piece decomposition of a pattern graph H together with its piecewidth p(H). These two notions capture the parameterized complexity of counting H: we give a dynamic programming algorithm based on the piece decomposition that counts the occurrences of H in time f (d, k)
Introduction
Counting subgraphs efficiently is an essential primitive in modern graph mining and network analysis [1, 12, 13, 25, 29, 39, 46, 47, 45] . One common formulation of the problem is the following: given a pattern graph H on k nodes and a host graph G on n nodes, compute the number of induced occurrences of H in G. Unfortunately, after decades the best algorithms available still run in time O(n ωk 3 poly(n)) [37, 21] -here, and in the rest of the paper, ω denotes the matrix multiplication exponent -which is not much better than the O(n k ) brute force enumeration. On the other hand, the problem is hard since its decision version contains e.g. clique as a special case; in fact, it is #W[1]-hard [22] and even unlikely to admit an algorithm with running time f (k) · n o(k/ ln k) [17] . To obtain better upper bounds one can parameterize the complexity by some property of the host graph G, besides n and k. One property that is commonly invoked in the design and analysis of graph algorithms is the degeneracy of G. Formally, the degeneracy d of G is the smallest integer such that we can find an acyclic orientation of G where every node has outdegree at most d. We also say that G is d-degenerate. There are three main reasons for adopting the degeneracy as a parameter of the complexity bounds. First, we know of efficient algorithms for special cases where d is small. For example, k-cliques can be counted in time O(nd k−1 ) [15] or O(nd ω (k−1)/3 ) [2] and maximal bipartite subgraphs in time O(nd 3 2 2d ) [19] . It is natural to ask whether these bounds are special cases of a more general result. Second, low degeneracy seems the right way to capture the sparsity of real-world graphs such as web and social networks. These graphs typically have d ranging in the hundreds when n ranges in the millions (see Table 1 ), and at the same time are far from satisfying strictly stronger notions of sparsity such as planarity or degree-boundedness. Finally, degeneracy-based techniques have consistently shown their prowess in building faster graph mining algorithms [15, 2, 36, 49, 28, 39] . For these reasons we aim to understand better the role of degeneracy in subgraph counting, seeking for bounds in the form f (d, k) · n g (k) . Table 1 Degeneracy of real-world graphs, computed via the standard elimination ordering algorithm. Graph datasets from LAW [8, 7] , MPI-SWS [35] , and SNAP [33] .
State of the art
Perhaps surprisingly, besides the naive O(n k ) enumeration only a few other algorithms are known for counting induced subgraphs. Today, the fastest algorithm is still essentially the decades-old method of Nešetřil and Poljak [37] , with complexity O(n ω k/3 +(k mod 3) ). The key idea is to reduce the problem to counting triangles on k/3 nodes in an auxiliary graph via matrix multiplication. The remaining algorithms are variants that attain complexity
where ω(p, q, r) is the cost of multiplying an n p × n q matrix by an n q × n r matrix (see [21] ). Faster algorithms exist for special cases; these include counting patterns on 4 and 5 nodes [1, 21, 39] and counting patterns with low treewidth [50, 43, 12] . A vast literature exists on approximate subgraph counting, based on path sampling [29, 47, 45] , random walks [5, 46, 40, 13, 25] and color coding [10, 11] .
If one parameterizes the complexity by the degeneracy d of the graph, as we do in this paper, then other results are known -but only for specific patterns. An algorithm that is now folklore is the one by Chiba and Nishizeki that counts k-cliques in time O(nd k−1 ) [15] ; it is widely employed in social graph mining [38, 26, 36, 39, 49, 28] , where d is typically small. The bound was tightened to O(nd
using the technique of Nešetřil and Poljak [37] . Other small patterns such as 4-cycles can be counted in time O(nd 2 ) [15] . Maximal bipartite subgraphs can be counted in time O(nd 3 2 2d ) [19] . Finally, in boundeddegree graphs and in planar graphs, both of which have d = O(1), one can count any pattern on k nodes in time O(f (k) n) [20] . Using those techniques to get bounds parameterized by d seems however challenging (see Appendix A.2). Despite these encouraging results, no non-trivial general upper bound parameterized by n, k, d is known.
Concerning lower bounds, counting induced subgraphs is known to be #W[1]-hard [22] when parameterized by k. Hence algorithms with running time f (k) n O (1) are unlikely to exist [22] , and in fact even with running time f (k) n o(k/ ln k) [17] . However, no lower bounds parameterized by n, k, d are known.
We remark that the problem of counting not-necessarily-induced subgraphs is markedly different, in the sense that it can be solved in time f (k) · n c+O (1) where c is the vertex-cover number of the pattern (and one cannot do substantially better) [31, 48, 6, 17 ].
Results
We give novel results on the complexity of counting subgraphs parameterized by n, d, k. Our results hold for both induced and non-induced subgraphs. Our main tool is a decomposition of pattern graphs that we call piece decomposition, and an associated measure that we call piecewidth. These concepts are similar to the classic tree decomposition and treewidth of a graph, and in a similar way they enable a dynamic programming algorithm with running time depending on the piecewidth. Unlike the treewidth, however, the piecewidth p(H) of a pattern H decreases if H is denser. We show that p(H) determines the parameterized complexity of counting the occurrences of H. Formally, we prove: 
One could paraphrase Theorem 3 as "dense patterns in sparse graphs are easy to count", where the measure of sparsity is d. We remark that the problem of counting dense patterns is popular in social graph mining, where d is often small [36, 4, 14, 28, 44, 42, 41] . Next, we prove that p(H) ≤ k 4 + 2 for any H on k nodes, and therefore:
To make a comparison with the state-of-the-art O(n ωk 3 +2 ) bound [37] 
Remark. Factors f (k) exponential or superexponential in k always appear in algorithms that, like ours, employ inclusion-exclusion arguments and homomorphism counts [21, 48, 31] . We acknowledge the importance of such factors. However, here we focus on the part of the bound in the form n
, leaving bounds on f (k) outside the scope of the paper.
Preliminaries and notation
The host graph G = (V, E) and the pattern graph H = (V H , E H ) are simple graphs. Without loss of generality we assume H is connected; one can extend our results to disconnected patterns using by the inclusion-exclusion counting argument of [39] . For any subset S ⊆ V we denote by 
then F is an induced occurrence. We denote by sub(H, G) and ind(H, G) the number of occurrences and induced occurrences of H in G. Our goal is to compute sub(H, G) or ind(H, G). When no confusion arises we can omit G in the notation. We denote by H σ an acyclic orientation of H. In most of the paper by H we intend H σ , provided no confusion arises.
Given H acyclically oriented, a source is a node r ∈ H with no incoming arcs. We denote by S(H) or S the set of all sources of H. We denote by H(r) the transitive closure of r in H, i.e. the set of nodes of H reachable from r. We use H(r) to denote H[H(r)], too. A joint is a node v reachable from two distinct sources, i.e. such that v ∈ H(r) ∩ H(r ) for some r, r ∈ S(H) with r = r . We write J(r) for the set of joints in H(r), and J (H) or J for the set of all joints of H. For any subset of sources S ⊆ S, we let H(S) = ∪ r∈S H(r) be the union of the subgraphs reachable from each r ∈ S.
As usual we use H(S) to denote H[H(S)], too. We call any such H(S) a piece of H. The width of a piece H(S) is |S|.
The degeneracy of G is the smallest integer d for which there exists an acyclic orientation of G with max
is the outdegree of u. It is folklore that such an orientation can be found in time O(|E|) by repeatedly removing from G a node of smallest degree [34, 3] . From now on we assume G has this orientation and is stored as an array of successor lists. After sorting the lists in time O(nd ln d), we can check for any arc in time O(ln d); bearing this in mind, to lighten the notation we assume arc checking takes O(1).
Organization of the rest of the paper. Section 2 is an introduction to our approach. Section 3 describes our piece decomposition. Section 4 describes our algorithm and proves Theorem 1. Section 5 bounds the piecewidth of patterns, proving Theorem 3 and Theorem 4. Finally, Section 6 proves our lower bounds. Due to space limitations, some technical parts have been moved to the Appendix.
Developing the intuition
From counting subgraphs to counting homomorphisms. Let us start by recalling that ind(H, G) and sub(H, G) can be computed in time f (k) if we know hom(H , G) for an appropriate set of patterns H -in a nutshell, the patterns that can be obtained from H by adding edges or identifying nodes. The argument is based on inclusion-exclusion or Möbius inversion. More precisely, from Equation 14 of [9] :
where D(H) is the set of all graphs obtained by adding one or more edges to H. Furthermore, if Θ is an equivalence relationships on V H , and H/Θ is the graph obtained from H by identifying the nodes in the same equivalence class and removing loops and multiple edges, then ([9] , Equation 15):
where the sum is over all Θ, and µ(Θ) = A∈Θ (−1) |A|−1 (|A| − 1)! where A runs over the equivalence classes in Θ. Finally, if we know ind(H ) for all H ∈ D(H) ∪ H, then we can compute sub(H , G) for all H ∈ D(H) ∪ H in time f (k), and the converse holds too -see Equation 7 of [16] . We thus focus on computing hom(H, G) for a generic pattern graph H.
Since we give G an acyclic orientation, we actually count hom(H σ , G) for every acyclic orientation σ of H, where homomorphisms preserve the orientation of arcs. Once again one can recover hom(H, G) by an inclusion-exclusion argument, using the fact that each φ : H σ → V can be written as φ φ for some φ : H σ → H σ where H σ = H σ /Θ for some Θ such that H σ is acyclic, and some injective φ : H σ /Θ → V . From now on we shall then assume H is acyclically oriented, and we focus on computing hom(H , G) for all H that can be obtained from H by identifying nodes or adding arcs (and preserving acyclicity).
Listing homomorphisms.
Let us then see how one can exploit the degeneracy orientation of G to count homomorphisms. We start from a simple fact: enumerating all homomorphisms from a piece
Lemma 5. Given any S ⊆ S, the set of homomorphisms
Proof. Let s = |S| and S = {u 1 , . . . , u s }. Pick a set of pairwise node-disjoint subtrees 
We can now show the intuition behind our algorithm for computing hom(H, G). The best way is through an example. Consider the pattern H of Figure 1 . First, we enumerate all homomorphisms φ : H(1) → G; by Lemma 5 this takes time O(nd 3 ). Then, we aggregate and count φ according to their restriction φ to H(1) ∩ H(5). More precisely, let hom(H(1), G, φ ) be the number of φ whose restriction to
This requires just one pass over all the φ, so takes time O(nd 3 ln n) if we store the φ e.g. in a binary search tree. We then compute the number of homomorphisms from H(1, 5) to G, but without enumerating them. Instead, we enumerate the homomorphisms φ : H(5) → G, which by Lemma 5 takes time O(nd 6 ). For each such φ, let hom(H (1, 5) , G, φ) be the number of homomorphisms from H(1, 5) to G whose restriction to H(5) matches φ, and let φ be the restriction of φ to H(1) ∩ H (5) . The crucial observation is that hom (H(1, 5) , G, φ) = hom(H(1), G, φ ). This holds since every homomorphism from H (1, 5) to G can be factored into φ : H(5) → G and φ : H(1) → G, provided φ and φ agree on H(1) ∩ H(5). After computing hom(H (1, 5) , G, φ) for all φ, we group and sum them by their restriction to
Finally, we enumerate all φ : H(9) → G, which by Lemma 5 takes time O(nd 3 ). We then compute hom(H (1, 5, 9) , G, φ) by joining hom (H(1, 5) , G, φ) and hom(H(9), G, φ ) through the restriction φ of φ to H(5) ∩ H(9), as we did in the previous step. By summing over all φ we then obtain hom(H (1, 5, 9 ), G) = hom(H, G). The total running time is O(nd 6 ln n). It is easy to see that the control flow of our computations can be represented as a rooted tree T with nodes 1, 5, 9 and arcs 9 → 5 → 1; we proceeded from the leaf 1 to the root 9. In fact, T is a piece decomposition of H, which in this case is particularly simple -a path. It is similar to the standard tree decomposition of a graph, and in fact enables the same kind of dynamic programming, but is subtly different. In general, each node of T is a subset X ⊆ S; the key property is that the corresponding piece H(X) ⊆ H must be a separator in H, in a precise sense. The next section introduces the piece decomposition formally.
The piece decomposition
This section is devoted to our main tool, the piece decomposition of H. Formally:
Definition 6. Given an acyclically oriented pattern graph H, a piece decomposition of H is a tree T = (V T , E T ) such that:
The width of T is p(T ) = max X∈V T |X|.
We usually consider T as rooted at some node. For any X ∈ T let then T X be the subtree of T rooted at X. Let V X = ∪ X ∈T X X be the set of all roots appearing in the nodes of T X . Finally, let H X = H(V X ) be the piece of H identified by the sources of V X . We need to prove an analogous of the path separator property for tree decompositions:
We intend H 0 , . . . , H l both as subgraphs of H X and as the set of nodes that induce those subgraphs. Let us prove (a). Suppose by contradiction for some j = i there
But then by point (3) of Definition 6 u ∈ H(X) = H 0 , which is absurd. Let us prove (b). Suppose by contradiction (u, u ) ∈ H X with u ∈ H i \ H 0 and u / ∈ H i . Then u is reachable from u, hence u ∈ H i , which is absurd. Suppose instead (u , u) ∈ H X with u ∈ H i \ H 0 and u / ∈ H i . Since H[H 0 ∪ . . . ∪ H l ] = H X , this implies u ∈ H j for some j = 0, . . . , l with j = i. But since u is reachable from u then u ∈ H j with j = i. Now j = 0 is absurd since we assumed u ∈ H i \ H 0 ; and j > 0 is absurd since by point (3) of Definition 6 it implies u ∈ H 0 . Lemma 7 says that H(X) is a separator for the sub-patterns H Yi in H X (and in H, too). This key property allows one to compute hom(H X ) by joining hom(H Yi ), i = 1, . . . , l. Before proceeding to formalize the result, we need one last definition.
Definition 8. Two homomorphisms
In other words φ and φ are compatible; we can compose them in the natural way into a well-defined homomorphism φφ :
. By virtue of Lemma 7, we can prove any φ : H X → V has this expression i.e. can be factored into φ 0 and φ 1 , . . . , φ l that respect φ 0 . Formally:
Proof. Obviously any φ : H X → V that respects φ 0 can be written as φ 0 φ for some φ :
However, by Lemma 7, H X \ H(X) is the union of node-disjoint subsets H Y1 \ H(X), . . . , H Y l \ H(X). Therefore φ : H X \ H(X) → V can be factored as
. . , l. Now just extend each φ i to φ i = φ i φ 0 , and we have φ = φ 0 φ 1 · · · φ l . Note that the φ i are uniquely determined by φ and T (or more precisely the subtree T X ). It is immediate to see the converse also holds -every combination φ 1 , . . . , φ l of maps respecting φ 0 gives a unique map φ = φ 0 φ 1 · · · φ l from H X to V respecting φ 0 . Therefore we have a bijection between Φ(φ 0 ) and Φ 1 (φ 0 ) × . . . × Φ l (φ 0 ).
A dynamic programming algorithm
We present below a dynamic programming algorithm HomCount() to compute hom(H X , G) using the piece decomposition T of H. The programming works bottom-up starting from the leaves of T , but we write it recursively for the sake of readability. It exploits Lemma 9 to compute |Φ(φ 0 )| as
In order to do this it first aggregates the counts Φ i (·), returned by the recursive calls on Y i , by their restriction to φ 0 . The counters c(. . .) appearing in the algorithm are dictionaries with default value 0. We can obtain hom(H, G) by calling HomCount(H, T, X 0 ) where X 0 is the root of T and summing over the dictionary returned.
Recall that Φ(φ) is the subset of Φ respecting φ. Let hom(H, φ) = |Φ(φ)|. We prove:
Lemma 10. HomCount(H, T, X) returns a dictionary c(X, ·) such that for every φ : H(X) → V it holds c(X, φ) = hom(H X , φ). The running time of HomCount(H, T, X) is
Proof. First, the correctness. If X is a leaf then c(X, φ) ← 1 for each φ : H(X) → V , and the thesis follows since H(X) = H X . In instead X is an internal node, then we use inductive hypothesis and Lemma 9. Assume then HomCount(H, T, Y i ) satisfies the thesis for each
Algorithm 1 HomCount(H, T, X)
1: if X is a leaf then 2: for every φ : H(X) → V do 3: c(X, φ) ← 1 4: else 5: let Y 1 , . . . , Y l be the children of X in T 6:
for every key φ in the dictionary c(Y i , ·) do 9: let φ i be the restriction of φ to H(X) ∩ H Yi 10:
for every φ : H(X) → V do 12: for i = 1, . . . , l let φ i be the restriction of φ to H(X) ∩ H Yi 13:
Thus, at lines 8-10, we are computing:
Finally, consider lines 11-13. 
In other words, the piecewidth for H is taken over all patterns that can be obtained from H by identifying nodes and/or adding edges and then giving an orientation. Note that we can equivalently start from H σ and then add arcs and/or identify nodes. Clearly, a piece decomposition of width p(H σ ) for H σ can be found in time f (H σ ) = f (k) e.g. by exhaustive enumeration. Combining Definition 11 with Lemma 10, we obtain Theorem 1.
In the next section we work towards bounding p(H). Bounding the piecewidth
This section is devoted to bounding the piecewidth of a generic undirected pattern graph H (Definition 11). We first prove the bound leading to Theorem 3, whose proof is short. We then turn to the bound leading to Theorem 4.
Dense patterns
Let H be an undirected pattern graph on k nodes. We prove: Combining Theorem 12 with Theorem 1, we obtain Theorem 3. On the other hand, one can show sparse patterns have in general high piecewidth. We defer the proof to Appendix A.3.
and
|X 2 | = s/2 . Thus p(H σ ) ≤ s/2 ≤
Theorem 13.
There exists a family of pattern graphs on k nodes with maximum degree 3 and piecewidth Θ(k).
General patterns
We now prove the following bound, which together with Theorem 1 gives Theorem 4:
Theorem 14. For any undirected pattern graph H on k nodes it holds p(H)
From now on we consider H as directed with the usual arbitrary acyclic orientation. The result for undirected pattern follows by Definition 11. We start by introducing a tool. Figure 2 gives an example. Note that the skeleton ignores any node u / ∈ S ∪ J . Indeed, any such u plays no role in the construction of T , since it is reachable from exactly one source and thus is irrelevant to Definition 6. Let L = L(H) for short. Using the skeleton, we progressively remove subsets X ⊆ S from L and organise them into our piece decomposition T . We start by greedily picking a subset
Definition 15. The skeleton of H is the directed bipartite graph L(H) = (S ∪J , E) where E ⊆ S × J and (r, v) ∈ E if and only if v ∈ H(r).
For each L i we obtain a subtree T i , then we combine these subtrees into T . The trickiest part is bounding the piecewidth of T i . In what follows, for a joint v ∈ J we denote S(v) = {r ∈ S : v ∈ J(r)}, and for any pair of joints v, v we let S(v, v ) = {r ∈ S : J(r) = {v, v }}. For any node u by d u we mean its degree in L. By removing u we mean removing u and every arc it belongs to.
1. Shattering the skeleton. Set X 0 = ∅. While there exists r ∈ S with d r ≥ 3, add r to X 0 and remove r ∪ J(r) from L; note that at each step we remove at least 4 nodes. When the procedure terminates, look at S. If S = ∅, one can immediately prove that T = X 0 is a piece decomposition for H and that p(T ) 
Proof. Recall Definition 6. Point (1) is trivial. Point (2) holds since
, where we use the hypothesis that T i is a piece decomposition of H(S i ) and thus ∪ X∈Ti = S i . Let us check point (3). For any i, j ∈ 1, . . . , pick any Figure 3 illustrates the concept. In what follows we use L i and U i interchangeably. Now, in U i we can see the piece decomposition as a family of subsets of edges. To find it we proceed as follows. First, we recursively remove duplicate edges. Suppose J(r) = J(r ) for some r, r ∈ S i with r = r , and suppose T i is a piece decomposition of U i = U i \ r. Create the node X r = {r} and set it as child of some X ∈ T i with r ∈ X (which exists by point (2) of Definition 6). The resulting T i is a piece decomposition of U i since H(r) ⊆ H(r ), and p(T i ) = p(T i ) since |X r | = 1.
Decomposing the shell. We then focus on decomposing
When the duplicate edge removal ends, we look at U i . If U i is a tree, then we apply the following recursive procedure. Pick a node of degree 1 from V i ∪ V 1 i and let r be its incident edge. Create the node X r = {r}. If r is the sole edge left in U i then let X r be the root of T i . Otherwise let T i be a piece decomposition of U i \ r and let r be ad edge adjacent to r. Set X r as child of any node X ∈ T i such that r ∈ X. Once again it is easy to see we obtain a piece decomposition of U i .
If instead U i is not a tree, then we can decompose it into a connected 2-core R i with minimum degree at least 2, and a collection of trees R we set its root as child of some X ∈ T i containing some r : v j ∈ J(r). This yields a piece decomposition of U i , and clearly the piecewidth is unchanged. We shall then focus on R i . 
and since p(T ) is an integer we finally obtain p(T ) ≤ k 4 + 2. . In this time we could then count the k 0 -cycles of G 0 . By Theorem 19, unless ETH fails this is false for any computable f .
Lower bounds
Remark. For p(k) ∈ Θ(k) and d = 2 we obtain a lower bound of f (k) · n o(k/ ln k) for counting (induced) k-cycles in 2-degenerate graphs.
Conclusions
We have shown how one can parameterize the complexity of subgraph counting by the degeneracy of the host graph. Our upper and lower bounds show that the piece decomposition of a pattern, and the associated measure of piecewidth, characterize precisely such a complexity. As a byproduct, we have proved that dense subgraphs such as quasi-cliques are easy to count in graphs with low degeneracy, and that for general subgraphs the dependence on k of the exponent of n can be improved compared to the current non-parameterized bounds. These results might explain, at least partially, the concrete success of subgraph mining algorithm based on the degeneracy orientation of G. The main question we leave open is whether the exponent of our general upper bound can be further improved, or whether (almost) matching lower bounds can be shown.
