In this paper we prove that the maximal operator of the Marcinkiewicz means of two-dimensional integrable functions with respect to the Walsh-Kaczmarz system is of weak type (1, 1) . Moreover, the Marcinkiewicz means M n f converge to f almost everywhere, for any integrable function f.
Introduction
In 1948Sneider [19] introduced the Walsh-Kaczmarz system and showed that the inequality lim sup n→∞ D n (x) log n C > 0 holds a.e. In 1974 Schipp [14] and Young [21] proved that the Walsh-Kaczmarz system is a convergence system. Skvorcov in 1981 [18] showed that the Fejér means converges uniformly to f for any continuous functions f. Gát [5, 7] proved, for any integrable functions, that the Fejér means converges almost everywhere to the function. In 1939 Marcinkiewicz [11] proved for two-dimensional trigonometric system that the for A ∈ N. By the definition of A , we have n (x) = r |n| (x) n ( |n| (x)) (n ∈ N, x ∈ G) (it was given by Skvorcov, see [18] ). For a function f in L 1 (G) the Fourier coefficients, the partial sums of Fourier series, the Dirichlet kernels, the Fejér means and the Fejér kernels [2, 8] where n = n or n (n ∈ P). D 0 := 0, K 0 := 0. The 2 n th Dirichlet kernels have a closed form (see e.g. [17] )
Next, we introduce some notation with respect to the theory of two-dimensional system. Let the two-dimensional Walsh group be G × G and the two-dimensional Fourier coefficients, the rectangular partial sums of the Fourier series, Dirichlet kernels, the Marcinkiewicz means and Marcinkiewicz kernels be defined aŝ f (n 1 , n 2 ) := where n = either n or n (n ∈ P). It is well known that
S n f (y) =

G×G f (x + y)D n (x) d (x),
Let A n,n denote the -algebra generated by the sets I n (x) × I n (y) (x, y ∈ G) and E n,n the conditional expectation operator with respect to A n,n (n ∈ N). Define the maximal operator of the Marcinkiewicz means and the maximal function of a function f ∈ L 1 (G × G) by
where E n,n f (y 1 , y 2 ) = S 2 n ,2 n f (
We say that the operator T :
The following lemma plays an important role during the proof of the main theorem (see e.g. [12, 16] 
and n (s) := ∞ i=s n i 2 i (n, s ∈ N). By simple calculations we get
We use the following lemmas of Gát (see [5] ).
Lemma 2 (Gát [5] ). Let A, t ∈ N, A > t. Suppose that x ∈ I t \I t+1 . Then
Lemma 3 (Gát [5] The proof of the main theorems will be based on the following decomposition of the Marcinkiewicz kernels (see [13] ).
Lemma 4. For k
To prove the main theorem, as the decomposition lemma shows, we need to know the exact values of the Marcinkiewicz kernels (see [5, 7] ). (Gát gave [6] estimations for the kernels only, but in the case of Walsh-Kaczmarz system this is not enough.) Thus, we need the following lemma and corollaries (see [13] ).
If t < s |n| then we have
K n (s+1) ,2 s (x 1 , x 2 ) = ⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ 0 if ∃l, t < t + l < s, x 2 − x 2 t e t − e t+l / ∈ I s , x 2 t+l = 0, n (s+1) (x 2 )2 2t+s+l−2 if ∃l, t < t + l < s, x 2 − x 2 t e t − e t+l ∈ I s , x 2 t+l = 0, n (s+1) (x 2 )2 t−2 n(s, t) if x 2 − x 2 t e t ∈ I s , where n(s, t) = n (s+1) 2 s+1 − 2 t (2 s − 2 t−1 + 1 2 ) − 2 s (2 s − 2). Corollary 1. Let A, t, l ∈ N, (x 1 , x 2 ) ∈ I A × (I t \I t+1 ) and t < t + l < A. Then K 2 A (x 1 , x 2 ) = ⎧ ⎪ ⎨ ⎪ ⎩ 0 if ∃l, t < t + l < A, x 2 − x 2 t e t − e t+l / ∈ I A , x 2 t+l = 0, 2 2t+l−2 if ∃l, t < t + l < A, x 2 − x 2 t e t − e t+l ∈ I A , x 2 t+l = 0, 2 t−2 n(A, t) if x 2 − x 2 t e t ∈ I A , where n(A, t) = − 2 t 2 A (2 A − 2 t−1 + 1 2 ) − (2 A − 2). If (x 1 , x 2 ) ∈ I A × I A , then K 2 A (x 1 , x 2 ) = (2 A + 1)(2 A+1 + 1) 6 . Corollary 2. Let A, t 1 , t 2 ∈ N, t 1 t 2 < A, (x 1 , x 2 ) ∈ (I t 1 \I t 1 +1 ) × (I t 2 \I t 2 +1 ). Then K 2 A (x 1 , x 2 ) = ⎧ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎩ 0 if ∃i ∈ B 1 , x 1 i = x 2 i , 0 if ∀i ∈ B 1 , x 1 i = x 2 i , ∃l ∈ B 2 , x 1 − e t 1 − e l / ∈ I t 2 +1 , x 1 l = 1, 2 t 1 +l−2 if ∀i ∈ B 1 , x 1 i = x 2 i , ∃l ∈ B 2 , x 1 − e t 1 − e l ∈ I t 2 +1 , x 1 l = 1, 2 2t 1 −1 if x 1 − e t 1 ∈ I t 2 +1 (∀i ∈ B 1 , x 1 i = x 2 i ), where B 1 = {t 2 + 1, . . . , A − 1}, B 2 = {t 1 + 1, . . . , t 2 }.
The proof of the Marcinkiewicz theorem
Define the operators SR, SL, SM, SRR, SRL and SMR by the sums of shift operators as follows: , y 2 
Following the proof of lemma, we have that any modified operator, defined in a similar way as above, is of weak type (1, 1) and of type (p, p) for all 1 < p ∞. Proof. To discuss Lf (y 1 , y 2 ), introduce the following notation:
Lemma 7. Set
By Corollary 1 we have
by Lemma 1 the operator L 1 is of weak type (1, 1) and of type (p, p) for all 1 < p ∞, then we need to discuss the other three operators. Next, we decompose the set I A
the set J t := I t \I t+1 can be represented as the disjoint union
where
=:
If t < T < A and x 2 ∈ I T t , then we have two cases
Thus, we have to discuss the first case only. Set Corollary 1) . Therefore, we decompose the set I T t as the following:
By Lemma 6 the operator L 2 is of weak type (1, 1) and of type (p, p) for all 1 < p ∞. In the same way we can investigate the operator L 3 .
At last, we will investigate
We will discuss i 2 (i 1 can be discussed in a similar way) by the help of Corollary 2.
First of all, we discuss
To discuss the operator T set l := A − j − 1.
That is, the operator T is bounded by a modified shift operator, Remark 1 give that the operator T is of weak type (1, 1) and of type (p, p) for all 1 < p ∞.
Finally, we will discuss 1 L by the help of Corollary 2.
If j 2 = A − T 2 − 2, then T 1 T 2 and we have four subcases while
and there exists an index l ∈ {j 1 + 1, . . . , j 2 } for which ( A (x 1 )) l = 1 and A (x 1 ) − e j 1 − e l ∈ I j 2 +1 , then
These mean that subcases (ai) and (biii) (see R 1 f ), (aii) and (biv) (see R 2 f ) can be discussed in the same time, but (bi) (see R 3 f ) and (bii) (see 
×|f | * (y 1 + e t 1 + e T 1 + e l + x, y 2 + e t 1 + e T 1 + e k + x).
That is, R 1 f is bounded by a modified shift operator, by Remark 1 the operator R 1 is of weak type (1, 1) and of type (p, p) for all 1 < p ∞. The investigation of the operator R 2 goes by the same way as above.
Discuss the operator R 3 (and set l := A − j 2 − 1). A−1 
For more information see Remark 1. At last, we have to discuss the operator R 4 . Set l := A − j 2 − 1 and k := A − j 1 − 1. sup 
This and Remark 1 complete the proof of Lemma 7.
Lemma 8. Set
Mf (y 1 , y 2 ) 
and
To show that M 1 is of weak type (1, 1), we will prove that M 1 is of type (1, 1) . First, fix an q, A ∈ N and set |n| = q A. By the theorem of Fubini we have
These inequalities imply that
Discuss the operator M 2 .
By the definition ofK n (|n| < A) we have for
This and Lemma 1 give that the operator M 1 2 is of weak type (1, 1) and of type (p, p) for all 1 < p ∞. Next, we decompose the set I A and the set J t := I t \I t+1
Thus, by Lemma 6 the operator 
This allows us to define the operators T 1 , T 2 , T 3 and T 4 by
The operator T 3 can be defined and investigated in a similar way as the operator T 2 . Now, we discuss the operator T 1 . Define the stopping time in the following way:
It is known that ( < ∞) f 1 / . Denote the characteristic function of set B ⊂ G by 1 B . This and 
