Abstract-Aiming at a mathematical foundation for kernel methods in coefficient regularization for multi-task learning, we investigate theory of vector-valued reproducing kernel Banach spaces (RKBS) with Lp,1-norms, which contains the sparse learning scheme p = 1 and the group lasso p = 2. We construct RKBSs that are equipped with such group lasso norms and admit the linear representer theorem for regularized learning schemes. The corresponding kernels that are admissible for the construction are discussed.
I. INTRODUCTION
Learning theory focuses on finding good-performed predictors based on limited data. But solving such problems could often arise ill-posed problems [27] , [37] . Regularization is a widely used method to deal with such phenomena. It is formulated as an optimization problem involves an error term and a regularizer. Consider the following optimal problem min f ∈F {L(f (x), y) + λΩ(f )},
where F is a space of functions on some data set X, (x, y) is a set of input/output data, λ > 0 is a regularization parameter, L is an error function and Ω is called the regularizer function. Classical cases of (1) are regularized by Euclidian norms, or more general, Hilbertian norms. These have been thoroughly studied in the literature, [4] , [11] , [30] . Learning in reproducing kernel Hilbert spaces (RKHSs) have received considerable attentions over the past few decades in machine learning [3] , [30] , [31] , statistical learning [4] , [40] and stochastic process [28] , etc. There are many reasons account for the success of learning methods in RKHSs. Firstly, kernels can be used to measure the similarity between input points due to the "kernel tricks". Secondly, an RKHS is a Hilbert space of functions on X for which point evaluations are continuous linear functionals. Sample data available for learning are usually modeled by point evaluations of the unknown target function. Finally, by the Riesz representation theorem, the point evaluation functionals on X can be represented by its associated reproducing kernel. These facts lead to the celebrated representer theorem [2] , [19] , which is desirable for learning approach in high dimensional or infinite dimensional spaces.
However, it is difficult to enhance the performance of learning approaches in an RKHS due to its simple geometrical structure. Recently, theoretic work on learning in scalar-valued RKBSs [24] , [32] , [34] , [35] , [38] , [43] , [46] , [48] and in the multi-task learning settings [1] , [5] , [7] , [8] , [20] , [25] , [47] , [49] have been systematically studied. The work on L 1 -norm RKBSs [34] has caught much attention. This is due to that L 1 -norm regularization [36] in single-task learning problems often result in sparse solutions [6] , [13] , [39] , which is desired in machine learning. Sparsity is essential for extracting relatively low dimensional features from sample data that usually live in high dimensional spaces.
Multi-task learning appear more often in applications. Methods based on single task learning techniques assume unnaturally that tasks are independent from each other, and usually tend to perform poorly for small data sets. By contrast, multi-task learning uses correlated information to improve the performance of the whole learning process. Many multi-task learning approaches have been proposed to boost the efficiency of lasso in coping such problems, such as, the smoothly clipped absolute deviation [15] , [41] , the adaptive lasso [50] , the relaxed lasso [23] , the group lasso [45] and the sparse group lasso [16] , [33] . Numerical experiments in [9] , [14] , [16] , [23] , [25] show that the multi-task learning tends to provide better learning results than the single task learning.
The main task of this paper is to develop the learning theory for vector-valued RKBSs with the L p,1 norms. When p = 1, this reduces to the ℓ 1 -norm vector-valued RKBS recently studied in [20] . Our approach is more general and includes the important group lasso case when p = 2. Our first objective is to construct an L p,1 -norm vector-valued RKBS based on admissible kernels, and then to derive the representer theorem for regularized learning schemes. These are the main contents of section 3 and 4. Our second objective focuses on the admissible kernels. In section 5, we give a family of new admissible kernels, and then discuss kernel functions with their Lebesgue constants bounded above by 1.
Before entering the subject of the paper, we make a list on former researches on RKBSs:
1) Scalar-valued RKBSs [46] , [48] and vector-valued RKBSs [49] built on uniformly convex and uniformly smooth Banach spaces via semi-inner products [22] . 2) Scalar-valued RKBS with the L 1 -norm [34] , [35] .
3) The s-norm scalar-valued RKBSs [44] developed via dual-bilinear forms and the generalized Mercer kernels. 4) Vector-valued RKBSs with the L 1 -norm [20] . 5) Generic definitions and unified framework of construction of scalar-valued RKBSs [21] .
II. PRELIMINARIES AND NOTATIONS
Throughout this paper, p always denotes a real number lies in the extended interval [1, +∞] , and q is its conjugate number such that 1/p + 1/q = 1 (if p = 1 then q = +∞; and if p = +∞ then q = 1). The notation N denotes the set of all positive integers and N k := {1, 2, . . . , k} is defined for every k ∈ N. Let C, R and R + be the sets of complex numbers, real numbers and nonnegative real numbers, respectively. For any Banach space, denote by 0 its zero element.
For a Banach space B, denote its dual Banach space by B * . When p = 2, denote B 2 := ℓ 2 be the classical countable infinite dimensional Hilbert space. When p = 2, B p is assumed to be a finite dimensional complex Euclidian space with the ℓ p -norm. Note that B * p = B q and B p = B * * p as for p = 2, B p has assumed to be finite-dimensional. Denote the bilinear form on B p ×B q by ·, · p . Thus, for elements x ∈ B p , y ∈ B q , x, y p := y(x) = x(y) =: y, x q and | x, y p | ≤ x p y q .
Let E 1 , E 2 be two Banach spaces, then L(E 1 , E 2 ) denote the space of all bounded linear operators from
For any nonempty set Ω, we introduce
Here, the set Ω might be uncountable, but this causes no trouble, as any element in l p,1 has at most countable nonzero coordinates.
We denote the set of m samplings in an input space X by x = {x i ∈ X : i ∈ N m }, and the corresponding observations by y = {y i ∈ B q : i ∈ N m }. For later convenience, we introduce the following notation. Denote by
an m × m matrix with entries in L(B p , B q ). Its associated vectors are denoted by
A. Reproducing kernel Banach spaces of vector-valued functions
Before giving a formal definition of RKBSs of vector-valued functions, we recall some terminologies. 
(iii) In addition, the reproducing properties hold true in the sense that
Under these assumptions, K is called the reproducing kernel of B and B # .
B. Admissible kernels
The requirements of a kernel function that can be used to construct a vector-valued RKBS with the L p,1 -norm are formulated as follows. (A1) For any m pairwise distinct sampling points x ⊆ X, the matrix 
(A3) For any pairwise distinct points x i ∈ X, i ∈ N and
We denote the corresponding assumptions for the scalar case in [34] by (A1
We make some remarks on the assumption (A1) in the Definition II.3 below. Note that for p < q, we have ℓ p ⊆ ℓ q and there do exist two linear operators A :
If both the linear operators A, B are bounded, then most of the theoretic work in this paper would hold for B p = ℓ p . But unfortunately, for 1 ≤ s = t ≤ +∞, there do not exist two bounded linear operators A : ℓ s → ℓ t , B : ℓ t → ℓ s , such that AB = I t or BA = I s . This is the main reason why we have to assume B p (p = 2) to be a finite-dimensional subspace of ℓ p .
C. Further preliminaries on matrix theory
We discuss some useful facts about the operator norm
m×n and a vector c = (c 1 , c 2 , . . . , c n ) ∈ B n p , we have the following compatible inequality for · p,1 ,
where B k denotes the k-th column of B. When the entries of c are scalar-valued, c p,1 = c 1 .
Also, the following inversion of a 2 × 2 blockwise matrix will be used many times in this paper:
where
III. CONSTRUCTION
To begin with, we will use a similar method as in [34] to construct vector-valued Banach space with the norm · p,1 based on a kernel satisfying (A2) and (A3) in Definition II.3.
Let X be a given input space whose cardinality is infinite. We shall construct the following two RKBSs of vector-valued functions from X to B q . The first one is
with the norm
And the second one is
A. The bilinear form and point evaluations
and a linear space
The above two linear spaces both consist of functions from X to B q . We then define a bilinear form
By (A3), we know that the norm in (8) and the above bilinear form in (9) are well-defined on their underlying spaces.
To proceed, we have to show that the point evaluation operators 
K , where κ > 0 is the constant in (A2).
This shows that the point evaluation operators are continuous on B := sup
is well-defined. Moreover, by a similar reasoning as in Proposition III.1, we can show that the point evaluation operators on B 0,# K are continuous and
for every g ∈ B 0,# K . The norm defined as in (10) has another equivalent but simpler form.
Proof: By (11), we have sup
. We shall prove the opposite direction. For any f ∈ B 0 K , there exist pairwise distinct points x i ∈ X, c i ∈ B p , i ∈ N n such that K . Let {f n : n ∈ N} be a Cauchy sequence in N 0 . Then by Proposition III.1 and the fact that B q is a Banach space, for any x ∈ X, the sequence {f n (x) : n ∈ N} is convergent to some point in B q . We denote this limit by f (x), which defines a vector-valued function f : X → B q . It is easy to see that f is well-defined. We then let N be the set consist of all such limit vector-valued functions with the norm f N = lim n→∞ f n N0 . Here, N denote either
Since the rest of the completion process is the same as in [34] , we only have a quick review and conclude the followings without proof. 
K . We conclude the above discussion as follows.
a kernel function satisfying (A2) and (A3). Then the spaces B K and B
# K , which are defined in (4) and (6) with their norm as in (5) and (7) (12) and
for every f ∈ B K , g ∈ B # K .
IV. THE REPRESENTER THEOREM
The linear representer theorem is very important in regularized learning schemes in machine learning. It enables us to transform the optimization problem in an infinite-dimensional space to an equivalent one in a finite-dimensional subspace. The representer theorem for the regularized learning schemes on RKBSs and for the minimal norm interpolations are often related [2] , [24] , [34] .
Here in this section, we use the assumptions (A1), (A2) and (A4) in Definition II.3 to deduce a corresponding representer theorem for the constructed vector-valued RKBSs B K and B # K . Recall that a linear operator between norm vector spaces F : N 1 → N 2 is said to be completely continuous [10] on N 1 , if for any sequence {z k } ⊆ N 1 weakly convergent to z 0 ∈ N 1 , F (z k ) converges to F (z 0 ) strongly. Note that every linear compact operator is completely continuous. For example, the projection P from an infinite dimensional Banach space to its finite dimensional subspace is completely continuous. We borrow the terminology from this definition for general vectorvalued functionals on Banach spaces. Note that if the space B q is a finite-dimensional vector space or the classical ℓ 1 , then strongly continuity is equivalent to continuity.
Definition IV.2 The space B K is said to satisfy the linear representer theorem for the acceptable regularized learning if every acceptable regularized learning scheme (14) has a minimizer of the form
One should be aware that although the space S x defined here is the "span" of {K(x i , ·) : i ∈ N m } with their coefficient in B p , but it may not be a finite-dimensional subspace of B K . That is why we impose the complete continuity on L.
A minimal norm interpolant in B K with respect to (x, y) = {(x i , y i ) : i ∈ N m } is a function f min satisfying
where I x (y) := {f ∈ B K : f (x) = y}. Without stated otherwise, we assume that f min always exists. Hence, to consider connections between the assumption (A4) and the acceptable regularized learning scheme is equivalent to considering the connections between (A4) and the minimal norm interpolation problem. The advantage for finding such equivalence is that the minimal norm interpolation problem is much easier to deal with. The following lemma confirms this fact.
Lemma IV.5 Let x = {x 1 , x 2 , . . . , x m } consist of pairwise distinct elements in X, x m+1 ∈ X \ x, and set x = x ∪ {x m+1 }. Then
for every y ⊂ B 
Therefore, if the above equation holds true, then by the fact that I x (y) ∩ S x ⊆ I x (y) ∩ S x ⊆ I x (y), we obtain (17) and by Lemma IV.5, the assumption (A4) holds true for every
Turning to the sufficiency, we notice
To finish the proof we have to show that the reverse of the aforementioned inequality also holds true. To this end, for any g ∈ I x (y) ∩ B 0 , we can express g
K(x i , ·)c i for some n ≥ m and pairwise distinct x i ∈ X, c i ∈ B p , i ∈ N n . This is true since we can always add extra samplings from X \ x by setting the corresponding coefficients c i to zero, and relabelling if necessary. Let y j = g(x j ) : m + 1 ≤ j ≤ n and
Note that x = x m and y = y m and g ∈ I xn (y n ) ∩ S xn . Therefore we have
Also, by Lemma IV.5 and the fact that I xn (y n ) ⊆ I xn−1 (y n−1 ),
Thus, we have
Repeat this process until (18) holds true for g ∈ I x (y) ∩ B 0 . For a general g ∈ I x (y), a limiting process would do the work. In fact, let {g k ∈ B 0 : k ∈ N} be the sequence that converges to g in B K . If we take f, f k ∈ S x as follows
Since g k − g BK → 0 as k → ∞ and the point evaluation functionals are continuous on
Since we already knew that g k BK ≥ f k BK for all k ∈ N, the inequality
follows by taking the limit. The proof is complete.
Combining Theorem III.3 with Theorem IV.4 and IV.6, we have the following corollary for any p ∈ [1, +∞]. (5) and (7) respectively, are both vector-valued RKBSs on X. And the bilinear form (·, ·) K satisfies (12) and the Cauchy inequality (13) Furthermore, every acceptable regularized learning scheme as in Definition II.3, has a minimizer f 0 of the form
The converse is also true. That is, for the constructed spaces B K and B # K to enjoy the above properties, K must be an admissible kernel on X × X.
V. ADMISSIBLE KERNELS
We have seen that admissible kernels are fundamental to our construction. We give examples of admissible kernels in this section.
Recall the term
, which usually refers to the Lebesgue constant [18] of the kernel K that measures the stability of the kernel-based interpolation.
Define
to be the Lebesgue constant of a kernel G : X × X → C, where w is a finite subset of X and · s is some specified norm. For example, s = 2 corresponds to the the classical Hilbert norm and s = 1 to the L 1 -norm. We desire for kernels G such that
It is shown in [34] that both the Brownian bridge kernel
and the exponential kernel
are admissible scalar-valued kernels. Here we present a new family of admissible scalar-valued kernels. We can then utilize these scalar-valued kernels to construct admissible operatorvalued kernels for our purpose in [1] , [7] :
where G : X × X → C is a single-task kernel and A denotes a positive-definite matrix.
A. A new family of admissible scalar-valued kernels
The new family is Proof: Let m ∈ N and 0 < x 1 < x 2 < · · · < x m < 1. An easy computation shows that the determinant of the kernel matrix 
B. Admissible kernel for multi-task learning
We will show that the multi-task kernel defined in (19) is admissible whenever G is. Let G be an scalar-valued kernel and A ∈ L(B p , B q ) is an invertible operator as in (A2). Then we have the following lemma. (19) and x be a set of m pairwise distinct points. If the Lebesgue constant Λ p,1
Then we have Λ p,1 
The connections between the assumptions (A3 ′ ) and (A3) are stated as below.
Proof: Let {x i : i ∈ N} be pairwise distinct points in X and c i ∈ B p , i ∈ N. Suppose that i∈N K(x i , x)c i = 0 for every x ∈ X. Then the sequence
As a consequence, i∈N K(x i , x)(c i ) k = 0 coordinately for every k ∈ N. Then we know that (c i ) k = 0 for every i, k ∈ N. That is, c i = 0, i ∈ N.
It follows from the above Lemma that (A3) is automatically satisfied by the kernel with the form K(x, x ′ )A. Then we are now ready to present the following proposition. As a conclusion, we know that, for any invertible operator A ∈ L(B p , B q ), K t = K t A and K exp = K exp A are all admissible multi-task kernels.
C. More admissible kernels
The Wendland's kernel function in [42] has some wellbehaved properties and is widely used in interpolation and kernel based learning problems. We consider restriction form of the Wendland's function K w (x, y) = max{1 − |x − y|, 0}, where x, y ∈ (0, 1). (21) We are able to show that positive linear combinations of K t and K w have Lebesgue constants bounded above by 1.
We have the following result for K w .
Proposition V.5 The Wendland kernel K w in (21) satisfies (A4 ′ ).
Also, the positive linear combinations of K t and K w still have their Lebesgue constants being bounded by 1. Denote K := C 1 K t + C 2 K w , where C 1 , C 2 > 0.
Proposition V. 6 The following class of kernel functions
The proof of the above proposition relies on much mathematics and is available in the full version of this paper on arXiv.
VI. CONCLUSION
We established a theory for multi-task learning in vectorvalued RKBS with L p,1 -norms. These norms include the classical L 1 -norm and the group lasso norm. We explicitly construct the vector-valued RKBS by using admissible kernel functions. We prove that the representer theorem for acceptable learning schemes, the representer theorem for minimal norm interpolation, and the admissible assumption (A4) are all equivalent. As for admissible kernels, we present a new family of admissible scalar-valued kernels and based on which we construct admissible kernels for multi-task learning.
