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Chapter 11
Bioimpedance Spectroscopy
Beate Klösgen, Christine Rümenapp, and Bernhard Gleich
Abstract In the context of biology, electrical phenomena are usually identified with
ionic currents through protein channels, for example as they are postulated during
nerve signalling (Andersen et al. Prog Neurobiol 88(2):104–113, 2009; Sakmann
and Neher Annu Rev Physiol 46:455–472, 1984). However, there are more electrical
phenomena that play a significant role in biological systems, namely those arising
from polarization effects (Grimnes Bioimpedance and Bioelectricity, 2008; Polk
Handbook of Biological Effects of Electromagnetic Fields 1996). Local inhomo-
geneities in charge distributions give rise to the formation of permanent molecular
dipoles as in uncharged molecules such as (hydration) water, or due to the polar
groups in proteins and lipid molecules. Non-permanent electrical dipoles can orig-
inate from the presence of ions in solution. Structured distributions of counter-ions
at all polar interfaces, for example along the surface of proteins and especially along
the polar membrane interfaces of cells, cause the formation of Stern and Helmholtz
layers. All non-uniform distributions of charges and dipoles initiate and modify
internal local electrical fields. Moreover, the application of external fields causes
relaxation processes with characteristic contributions to the frequency-dependent
complex dielectric constant. These dipolar relaxations were initially described by
Debye (Polare Molekeln 1929). They are the basis of impedance spectroscopy
(K’Owino and Sadik Electroanalysis 17(23):2101–2113, 2005; Schwan Adv-Biol-
and-Med-Phys (5):147–209, 1957; Schwan et al. J Phys Chem 66(12):2626–2635,
1962). The dispersion and the related adsorption contributions of the dielectric spec-
trum yield the dipole-specific relaxation frequencies and also give information about
the dipole density. Redistributions of dipoles, binding events and changes in local
viscosity will all appear as modifications of the signal amplitude and in system-
specific frequency shifts. These changes in the measured spectra can be used in a
variety of technical devices, for example for biosensing as well as for monitoring
the properties of cells in cell culture.
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11.1 Introduction
Non-invasive techniques for the investigation of complex processes such as the
monitoring of chemical reactions and changes of composition and shapes are
considered attractive tools in many areas of science and engineering and espe-
cially for medical applications. Among the early options, the in vitro and even in
vivo investigation of electrical properties of materials was identified as a poten-
tial tool for non-invasive methods: apparatus were seemingly simple and ready
at hand, consisting essentially of power supplies and electrodes. The acquisition
of electroencephalograms or electrocardiograms is nowadays standard in medical
diagnosis. Still, electrodes may be considered in a more general way as a tool
either for the injection of currents into biomaterial with the goal of measuring
impedance responses or for the application of fields to investigate dielectric polar-
ization responses. These two apparently different methods address two aspects of
the same phenomenon, namely the frequency-dependent complex dielectric con-
stant that is a material property of specific constituents, composition and geometry
and micro-surroundings.
At zero field frequency, in the case of a so-called direct current (DC) situa-
tion, the electrical properties of the material are essentially represented by the Ohm
resistance with its specific conductivity due to mobile charges. The dielectric prop-
erties are hidden in the presence of the passive capacitance due to interfacial charge
accumulation and dipole alignment within the dielectricum. They only show up
during the switching-on or switching-off process (see Section 11.2.5.1) but do not
contribute to the steady current (DC).
At very high frequency, in the case of an AC situation, the dielectric properties
are reflected in the complex refractive index, consisting of a dispersion (real) and
an absorption (imaginary) part. The relative impact of conductivity versus dipole
orientation is shifted as frequency increases. Therefore, DC resistance is replaced by
AC impedance that takes both contributions into account. Results may be depicted
in Cole–Cole plots [23, 91, 92] of the impedance or in plots of the two components
of the dielectric constant as a function of frequency [28]. The methods are still
under development and refinement, especially with the goals of miniaturization and
of enhanced resolution, but can now be considered as established [8, 51, 70, 109].
11.2 Theoretical Background of Bioimpedance Spectroscopy
11.2.1 General Considerations
Isolated charges are rare in nature under equilibrium conditions: each charge usu-
ally has a countercharge close by so that matter seen from the outside is essentially
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electrically neutral. Only within small volumes, differences in electronegativity lead
to local charge inhomogeneities as for example the formation of ions upon the dis-
solution of salts in aqueous solution or the formation of polar regions in molecules
(partial charges).
Charges are the sources of fields. Their separation results in electric field gradi-
ents, and thus in differences of electric potential. Negative charges will be drawn
to higher potential, and positive ones to lower potential. This is the origin of elec-
tric currents, and of the formation of shells of counter-ions around dissolved ions of
opposite charge.
It will be shown that in principle all these phenomena may be integrated into the
concept of dipoles (or multipoles). The ionic currents in electrolyte solutions are
in a sense always dual currents where an electric potential difference 	 causes
a motion of cations in one direction and a related flow of anions in the opposite
direction. The fractional respective contributions to the total current are described
by ionic transfer numbers, and the solution is polarized as long as the field is applied.
The total current i follows Ohm’s law:
i =	R = 	 · G
=	 · σ · g (11.1)
where R is the resistance and its inverse G the conductance.
The conductance can be broken down to a material-specific conductivity σ and a
geometrical factor g (usually g = Al , for the case of a current between two parallel
metallic plates of area A and distance l that are connected to a power supply).
However, with increasing frequency ions become restricted to move due to inertia
but rather respond to the potential by re-orientation of their dipole moments: the
ionic conductivity σ drops from the steady state value σ 0. In this case (details see
below), the system is better described by the complex dielectric constant
ε = ε′ + ι ε′′ (11.2)
11.2.2 Dipoles and Polarization
Dipoles are abundant in nature: they appear as soon as the centres of negative and
positive charge distributions do not coincide. Their strength is described by the
dipole moment μ (the vector character of the dipole moment is abandoned here
and μ is adopted for ease of discussion as scalar dipole moment). Upon bond for-
mation among atomic partners of very different electronegativities, molecules with
permanent dipole moments are formed [28]. The most prominent example is water
[22] (see Fig. 11.1), not only because of its large quantity but also because of its
role as a solvent for many chemical reactions and especially its role in biosystems
[7, 22, 58, 97, 100, 114, 121]. External electric fields may enhance permanent dipole
moments [99, 117, 123, 129], and initially nonpolar material may acquire an induced
non-permanent dipole moment [10, 73, 116, 117].
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Fig. 11.1 Schematics of
water molecule H2O as an
example for molecular dipole
due to partial charges δ+ and
δ−. Dipole moment:
μ=1.85 D, angle suspended
between oxygen–hydrogen
bonds: 104.5◦.
Dipoles interact with each other. Molecules with permanent molecular dipole
moments tend to align and to develop ordered structures with a spontaneous macro-
scopic polarization P = ∑
i
μi as in liquid crystals [25]. The dipole characteristic of
fluctuating electron density even gives rise to the van der Waals interaction [83]. The
degree of structure formation is hampered by temperature as thermal energy induces
fluctuations into the system of interacting dipoles and thus prevents the formation
of perfect dipole crystals at all realistic temperatures. As a result, the spontaneous
polarization obtained from dipole interactions is permanent only below a sufficiently
low temperature (called Curie temperature) and then the material is ferroelectric
[5, 6, 54, 60, 81, 99].
Still, some local order may spontaneously arise due to dipole interactions, for
example along charged interfaces. This is the case when electrodes are in contact
with electrolyte solutions. Here, an electrochemical reaction with electron charge
transfer results in the built up of an interfacial Nernst potential [41] (see also Galvani
potential). A different case is the interface between cell surfaces (biomembranes)
and adjacent liquid. Most cell membranes carry a net negative surface charge as
there are only neutral or negatively charged lipids in nature. Moreover, most proteins
are as well slightly negatively charged under physiological conditions (pH∼7.4).
Therefore, biointerfaces are typically negatively charged and exhibit a surface elec-
tric potential 	surface that exponentially decays into the equilibrium potential of the
bulk liquid with a characteristic constant λD, the Debye length
	surface(x) = 	0 · e−λDx (11.3)
where x signifies the distance from the cell surface with potential 	0. If the cell was
not immersed in electrolyte solution, the surface potential would decay infinitely
slowly. The presence of charges and polarizable components in the electrolyte solu-
tions around a charged surface (ions, cell membranes, electrodes, etc.) causes a
faster decay of the electric potential. This is evident in a smaller Debye length –
the surface charge is said to be screened.
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The value of the Debye length λD depends on the ionic strength I of the elec-
trolyte solution around the biological cell or tissue, the dielectric constant ′ of the
solution and the temperature T so that for dilute salt solutions and in the limits of
the Debye–Hückel theory [51, 97],
λD =
√
ε0ε′ · kT
2NAe20 · I
(11.4)
with I = 12
∑
i
ciz
2
i for the ionic strength.
ci and zi are the molar concentration and charge number, respectively, of the ith
type of ions in the electrolyte solution; ε0 the vacuum electric permittivity; NA the
Avogadro constant; e0 the elementary charge and k the Boltzmann constant. All
ions present in the electrolyte solution contribute to the value of I. For example,
Eq. (11.4) yields values of λD ≈ 1 nm for 100 mmol NaCl but λD ≈ 0.6 nm for
100 mmol CaCl2, because of the higher ionic strength due to the divalent Ca2+, and
λD ≈ 0.8 nm for 140 mmol NaCl (∼physiological osmolarity). Equation (11.4) is an
approximation for dilute ionic solutions and it will, for many ions, fail in the range of
physiologically relevant concentrations. In that case, either semi-empirical correc-
tions must be applied or the effective values of λD must be determined experimen-
tally by measuring the zeta potential for ion concentrations above 100 mmol [51].
11.2.3 Electric Dipole Layers
Following the Gouy–Chapman theory, the reason for the decay of the surface poten-
tial is the formation of interfacial dipolar layers whenever the interface is immersed
in electrolyte solution (see Fig. 11.2). In biological systems, the dipoles of the sol-
vent water will wet the polar interface by orienting themselves appropriately: the
end of the water dipole with the positive partial charge will on average be closer to
a negatively charged interface than the opposite end. A first hydration layer forms.
At the same time, the layer potential will decrease proportionally to
√
ε′, where ε′
is the zero frequency real part of the dielectric constant of water (∼ 81). ε′ is also
called electric permittivity.
Through the first hydration layer a dielectric polarization is generated that
decreases the electric field in the solvent as compared to the value it would have had
without the dielectric polarization. The next water layer has the same orientation but
is less ordered due to the higher distance from the charged interface. Proceeding fur-
ther towards the bulk water phase, the orientation of the dipoles gets more and more
diffuse until finally no net polarization persists and the water dipoles are uniformly
oriented on average: this condition is reached for λDx ∼= 8.
In electrolyte solutions when there are ions dissolved in water, each ion car-
ries its own hydration shell (see Fig. 11.2) and can be envisaged as a dissolved
dipole by its own. Thus, another type of polarization will additionally be caused by
a redistribution of the ions along polar interfaces, causing the formation of Stern
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Fig. 11.2 Formation of
interfacial layers. Solvent
shells of decaying
polarization due to negative
interfacial charges.
Accumulation of positively
charged ions in layers close to
the interface. Bulk ions in
hydration shell. 1, inner
Helmholtz layer; 2, outer
Helmholtz layer.
and Helmholtz layers [12, 19, 69, 93, 97, 100, 138]. In the example of Fig. 11.2,
positively charged ions are preferentially dragged towards the negatively charged
interface whereas their negatively charged counter-ions are repelled. Thus, ionic
double layers are formed (Helmholtz layers), again with decreasing order as the
distance from the interface increases. It might even occur that ions partially slip
off their hydration shell and get specifically adsorbed to form a well-defined Stern
layer (not shown here). The potential drops exponentially, its course being deter-
mined by the Debye length λD as approximated by Eq. (11.4), depending both on
the ionic strength due to the electrolyte and on the dielectric constant of the solvent.
Again, thermally induced fluctuations counteract the formation of such meta-stable
dipole-driven structures and the layers become increasingly diffuse with increasing
distance from the polarizing interface. Finally, at sufficient distance, the interfa-
cial charge is totally screened and the electrolyte solution becomes a homogeneous
liquid of uniformly distributed dissolved ions.
11.2.4 Effect of External Fields
11.2.4.1 Motion in External Fields
External electric fields may be applied to any kind of sample by firmly contact-
ing metallic electrodes to it (see Fig. 11.3, to be discussed further later on) and
then connecting the electrodes to a power supply. The presence of the external field
will influence and enhance the formation of dipoles, and will induce a macroscopic
polarization (see below). The electric forces on charges may cause electro-migration
or electro-rotation [39, 47, 107]. Electro-migration may be used to position and
guide colloidal particles, like small drug crystals, vesicles or whole cells [124].
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Fig. 11.3 Sketch of set-up
for performing impedance
measurements on a cell
culture under the fluorescence
microscope. Cells are grown
on an agar gel in a Petri dish
in proper buffer conditions.
Metallic electrodes are
attached to the bottom of the
dish and attached to an AC
power supply and serve to
apply various types of electric
fields. The top view exhibits
that some cells migrated to
one of the electrodes under
the influence of an applied
field and firmly attached to it.
Alternatively, in electrophoresis, it may serve for analytical purposes, making use
of the electrophoretic mobility u of charged particles
u = v
E
(11.5)
where
E = 	applied
d
(11.6)
is the electric field due to the applied external potential difference (voltage)
	applied between the electrodes of spacing d, and v is the so-called drift speed
of the colloidal particles. The drift speed may be observed directly when watching
the motion of the particles via optical microscopy. It depends on the effective charge
of the moving particle (zi · e0) as well as on the friction the object experiences when
moving in its surroundings
u = zi · e0
6π · η · r . (11.7)
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Here, η is the local viscosity which the mobile particle of radius r experiences
from its surrounding medium (usually, the buffer). However, such a simplified sys-
tem is not realistic since the particle carries its double layer (Fig. 11.2). In a more
precise approach, one has to consider the surface charge of the particle with the
resulting polarization of the adjacent Helmholtz layers and the contribution of the
diffuse layer to the viscosity. Two extreme cases can be distinguished here, namely
the one where the particle is small compared to its Debye length (λD · r = 1, small
particle with relatively thick double layer) and the other one, where a very big par-
ticle is surrounded by a relatively thin double layer (λDr → ∞). Both are described
by the theory of Hückel and Smoluchowski, respectively:
u = 2ε0ε
′ζ
3η
for λD · r = 1 (11.8)
u = ε0ε
′ζ
η
for λD · r → ∞ (11.9)
The term ζ in these equations is the so-called zeta potential [83, 91, 93] that sig-
nifies the value of the surface potential at the location of the slipping plane that
separates the surface-bound fluid (Helmholtz layers) and the freely mobile bulk
fluid. The value and position of ζ can be determined experimentally.
11.2.4.2 Polarization in Electric Fields
External fields will apply forces to charged particles and dipoles, and they induce
dipole moments to initially nonpolar systems and as well enhance initial dipole
moments. As another effect, external fields may partially compensate the disturb-
ing effect of thermal fluctuations. Therefore, the dipole–dipole interactions are
strengthened compared to the situation where the external field is zero.
The external electric field will introduce a preferred direction into a system.
It will apply an external force to the dipole moments. Thus, it will re-orient all dipole
moments towards its direction if the viscosity is low enough, and it will stabilize the
orientation of dipole moments in the direction of the field against thermal fluctua-
tions. As a response to the external field, an additional polarization is induced into
the dipole system that may overcome the spontaneous one by far. The dependency
of the polarization on a steady applied field (DC field) is described by the Langevin–
Debye function that accounts for the interplay of thermal disturbance (entropy) and
electric organization (enthalpy).
11.2.4.3 Oscillating (AC) Fields
In general, the field must not be constant but may oscillate with a frequency f.
The response of a system then depends on the system dynamics because the dif-
ferent possible processes are not equally compatible with the exciting frequency.
The general course of the dielectric spectrum is schematically shown in Fig. 11.4.
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Fig. 11.4 Principal course of dielectric spectra, consisting of dispersion (ε′) and absorption (ε′′)
loss spectrum. (a) dipole relaxations, (b) atomic vibrations and (c) electronic transitions. Each
individual process contributes by a step to the total course of the dielectric spectrum. The initial
decay on the very low-frequency slope of ε′′ arises from conductivity contributions. The initial
constant contribution in ε′ is the steady-state dielectric constant.
11.2.5 Dielectric Spectrum
The dielectric spectrum, as schematically shown in Fig. 11.4, exhibits two curves,
namely the dispersion curve ε′(f ) and the loss/absorption curve ε′′(f ). Depending on
the frequency range, two characteristic courses of the curves can be distinguished,
attributed to relaxation (a) and to resonance processes ((b) and (c)). Of course, each
system exhibits a whole series of these transitions.
The resonances are observed in the frequency range above 1 GHz ((b) and (c))
and occur when quantum mechanical processes take place: the (b) region is typi-
cal for transitions in molecular excitations (rotations, vibrations) and the (c) region
accounts for the electronic transitions. Typical for resonance processes, the loss
curve shows absorption peaks of Lorentzian shape with a natural line width fL
(width of the line at half maximum intensity) and an ideal decay/transition life-
time τL0 = fL2π at low temperature and dilution. This ideal condition is almost
never met as the excited particles cannot be prevented to exchange momentum when
they bump into one another due to their thermal motion. This causes the so-called
Doppler broadening of the natural line width such that τLD > τL0. The absorption
peak is still very sharp, and its shape is still of Lorentzian type. The related dis-
persion curve exhibits abnormal dispersion with a negative slope in the region of an
absorption peak and, in between two different resonance peaks, normal dispersion is
found as it is known from optics, with the refractive index n (n = √ε0ε′) increasing
with frequency.
The course of the dispersion and loss curves is totally different in the low-
frequency range (a): first, the absorption peaks are much broader compared to the
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resonance peaks, exhibiting a Debyean shape. The dispersion curves start with a
constant value of ε′ followed by a smooth continuous drop ε′j for each distinct
relaxation event that takes place (see Fig. 11.16). This part of the dielectric spectrum
is the range of the dipole relaxations.
11.2.5.1 Properties of the Dipole Relaxation Spectrum
Dipole relaxations occur in the frequency range Hz to GHz. They are characterized
by a typical course of dispersion (ε′(ω)) and absorption (ε′′(ω)) curves that are con-
nected by the Kramers–Kronig relations [48, 64, 65, 68]. The course of ε′(f) and
ε′′(f) was first described by Debye [28] as
ε′(f ) = ε∞ +
∑
j
εj
1
1 + (f /fj)2 (dispersion, permittivity) (11.10)
ε′′(f ) = εj (f /fj)1 + (f /fj)2 (absorption, loss). (11.11)
Here, f is the frequency of the exciting field (electromagnetic wave) and fj the
relaxation frequency of the jth dipole system. Each type of dipole (dipole system)
contributes to a drop ε′j to the decay of ε′ until the final value ε∞ at infinitely high
frequencies (optical range) is assumed.
In the purely Debyean case, the course of ε′ and ε′′ is symmetric on ln(f) and the
peak maximum of the loss curve (ε′′) is found at a frequency where the dispersion
curve (ε′) exhibits a turning point (see Fig. 11.4). Dielectric relaxation processes
can be modelled by a harmonic oscillator that is excited by the electric force of the
field on the dipole moments, resulting in a characteristic response eigenfrequency
for each type of responding dipole system. This frequency is called relaxation fre-
quency f0, and it corresponds to a relaxation time τ 0. The relaxation frequency is
characteristic for the dipole system (e.g. the dipoles of bulk water) and coupled to
the relaxation time by
fj = 2πωj = 2π
τj
(11.12)
At zero frequency (constant field), the system is characterized by its resistance
R and its electrical capacitance C. C = ε0 · ε′(f = 0) · g is determined by the zero
frequency dielectric constant ε′(0) that describes the steady polarization obtained in
a material filled capacitor with the according dielectric properties. g is a geometric
factor, which in case of a parallel plate capacitor is g = Ad with d being the distance
between two metallic plates of area A. The dipoles present will acquire a constant
polarization P = ε0ε′E. The presence of mobile charge carriers like ions in water
will lead to a current i = 	R = const with an Ohm-type resistance R.
In the case of ions, R is given by the respective ionic conductivities following,
e.g., the Debye–Hückel theory [97]. The presence of the direct current appears in the
dielectric spectrum at the very low end with a decaying wing in ε′′. Apart from the
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switching-on and switching-off processes, a steady situation with constant current
and polarization develops.
As soon as time-dependent fields are applied, the situation changes: as discussed
above, the response obtained now depends on the system dynamics. Most evident,
the mobility of the ions is limited. Therefore, the direct current decreases to zero
as frequency increases (see Fig. 11.4) – the hydrated ions can no longer move in
the field. Still, dipole polarizations will occur up to the GHz range when the relax-
ation of liquid water (∼19 GHz) sets the end of dipole relaxations (all other dipoles
in electrolyte solutions are less mobile) and the spectrum continues with the reso-
nances. This is first realized in the context of the switching-on and switching-off
processes when both the current and the polarization response are observed to be
delayed with respect to the field:
P(t) = Pmax · e−τ t (switching-on process) (11.13)
P(t) = Pmax · (1 − e−τ t) switching-off process (11.14)
In such a so-called time-domain experiment, the measured time course can
be disintegrated into contributions of j characteristic exponential rates of typical
relaxation times τ j such that
P(t) = Pmax ·
∑
j
e−τjt (switching-on process) (11.15)
P(t) = Pmax ·
⎛
⎝1 −
∑
j
e−τjt
⎞
⎠ (switching-off process) (11.16)
Each characteristic rate obtained signifies system properties that depend on the
interaction between specific dipoles, the temperature and the viscous properties of
the dipole surroundings.
11.3 Experimental Set-up
Since the times of Debye, the investigation of the frequency-dependent response
of dipole systems became the basis of the emanating techniques of dielectric spec-
troscopy or electrochemical impedance spectroscopy [12, 19, 52, 58, 69, 85, 93,
96, 104, 109, 110, 112, 114, 118–120, 138]. The names essentially result from the
different application communities: dielectric spectroscopy focuses on the spectro-
scopic aspect that considers the dipole relaxations as a peculiar part within the
total dielectric spectrum (this starts with the classical dipole relaxations and con-
tinues into the resonance spectra of the high-frequency regions that are dominated
by quantum mechanical effects). The term impedance spectroscopy on the other
hand emphasizes the aspect of measurement and engineering, interpreting the relax-
ations as contributions to the complex electrical resistance (impedance), observed in
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a system responding to the excitation of an external field from the mHz to the GHz
radiofrequency range [111].
Equations (11.13), (11.14), (11.15), and (11.16) represent prescriptions to per-
form dielectric spectroscopy by measuring the build-up or decay of polarization as
a function of time after an instantaneous change of the electric field (electric step
function). Such experiments are called time-domain spectroscopy. The alternative
are the so-called frequency-domain experiments that are based on measuring the
response of a system as it is excited by an oscillating field of frequency f and subse-
quently scanning the frequency stepwise in the (whole) dipole relaxation range 0 Hz
to GHz. The different options are shown in Fig. 11.5. The results obtained from
either method are equivalent and may be interconverted by Fourier transformation.
The total macroscopic polarization of the system can be measured by electrode
set-ups that compare the amplitudes and phase shifts of a transient or reflected wave
with the initial field applied or by impedance set-ups that determine the value and
phase shift of an electric current upon an applied voltage [8]. Both methods are
equivalent and yield the field response that can be described by the complex dielec-
tric constant ε = ε′(ω) + ιε′′(ω), with an absorption term ε′′ and a dispersion
term ε′.
In terms of electrical components, this time-dependent behaviour can be
described by complex impedances Zj as a combination of resistances Rj and
Time-domain 
Unity voltage step 
Fourier-transformation of the current signal necessary 
Low signal to noise ratio 
White noise 
Very fast measurement 
Fourier-transformation of the current signal necessary 
Difficult signal generation 
Better signal to noise ration than voltage step 
Frequency-domain 
Slow measurement 
No mathematical treatment necessary 
Very good signal to noise ratio 
Expensive instrumentation 
Fig. 11.5 Principal options for conducting frequency- or time-domain dielectric experiments.
Excitation voltage as a function of time is either a step-function or a sinoidal wave. In the latter
case, the acquisition of the full spectrum requires scanning all possible frequencies.
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Fig. 11.6 Scheme of set-up
for impedance spectroscopy
capacitors Cj. The principal set-up for such an experiment is sketched in
Fig. 11.6.
An incident wave Uj AC,in = U0 · eι(ωt+ϕI ) with an amplitude U0, angular fre-
quency ω and phase ϕU is applied to a sample. The outgoing wave Uj AC,out and
the measured current Ij AC,out = I0 · eι(ωt+ϕI ) are phase shifted by ϕ=ϕU−ϕI as
observed in a delay time t.
The complex impedance is then defined as
Zi = UiAC,outIiAC,in (11.17)
and consists of a real part called resistance (coinciding with the value of R found
under steady-state DC conditions) and an imaginary part called reactance.
The reactance accounts for the build-up of internal fields due to the exciting
wave, in our case the polarization P as a response to the exciting field E. This term
is responsible for the overall delay/phase shift.
The impedance Z is given as
Z = ZR + ZC = R − ι 1
ωC
(11.18)
where ZR and ZC = 1ιωC are the resistance and reactance parts, respectively, of the
impedance,
with
|Z| =
√
R2 +
(
1
ωC
)2 (11.19)
and
ϕ = arctan
(
1
ωCR
)
.
(11.20)
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11.4 Applications
There are many and very diverse applications of dielectric relaxation/impedance
spectroscopy. The option of distinguishing between free and bound water makes
these methods attractive to investigate corrosion [18, 133], changes in hydration
in nanoporous systems [1] or transitions of thermo-responsive polymers [63, 118].
Dipole responses in biomaterials include studies covering a broad range of applica-
tions [62, 89, 119] from molecules [11, 34, 59, 130] via cells [84, 101, 103, 132] to
tissues [27, 104]. In the framework of this book, two examples for application from
the biosciences are being presented, both acquired in AC fields. The first one exem-
plifies the use of dielectric spectroscopy to identify and investigate specific dipole
systems. The second one involves a miniaturized system developed for the purpose
of biosensing.
11.4.1 Application to Colloidal Model Systems – Lipid Vesicles
Lipid membranes are frequently used as a biomimetic model scheme to investigate,
in a controlled reduced system, basic properties and processes of biomaterial. In
Fig. 11.7, a complete dielectric relaxation spectrum from a system of fully hydrated
membranes of DMPC at ∼308 K is shown, acquired with a coaxial probe that is
connected to a network analyser [58]. Detailed analysis [13, 38, 58] exhibited two
independently responding dipole systems that could be attributed to the polar head-
groups of the lipids including their first tightly bound hydration shell of water and,
as a second system, to a sequence of hydration layers. The headgroup system is
relaxing with a pure Debyean characteristic, signified by a relaxation frequency
f1 = 41 MHz, whereas the hydration shell behaviour is best described by an expo-
nentially decaying distribution of relaxation times, centred around 345 MHz and
well below the value of 19 GHz for bulk water.
From the temperature course as depicted in an Arrhenius diagram (see Fig. 11.8),
typical activation energies were determined for the two relaxation processes, namely
42 kJ/mol for the phosphatidylcholine headgroups connected to the myristoyl chains
of DMPC, and 32 kJ/mol for the relaxation of the bound water. Most remarkably,
a small jump in the relaxation frequency of the headgroups at ∼297 K indicates
the gel/liquid main phase transition of DMPC. This results in a sudden reduction of
chain packing with a related release of headgroup dipole mobility.
Such an appearance is absent in a system like DOPC (Tm <273 K). Moreover,
the presence of the kink in the oleoyl chain results in a lower chain packing and
a related increase in the freedom of rotation for the attached choline group, which
is evident in a reduced activation energy of 34 kJ/mol. Of course, the headgroup
relaxation frequency is unchanged and likewise the hydration water along a DOPC
interface exhibits essentially the same activation energy (31 kJ/mol) as measured for
a DMPC interface.
Evidently, the dielectric spectrum allows tracing changes in molecular packing
within the lipid membrane. Thus, it is a promising tool to monitor adhesions and
insertions of, for example, drug molecules. One of the most obvious applications
11 Bioimpedance Spectroscopy 255
Fig. 11.7 Frequency-domain dielectric spectrum acquired on a system of lipid vesicles (DMPC).
Analysis revealed two overlapping dipole resonances signified by the frequencies f1 and f2.
Fig. 11.8 Separate Arrhenius
plots of the relaxation
frequencies from the two
dipole systems of lipid
headgroups
(phosphatidylcholine) and
interfacial water (hydration
shells). Note the mobility
jump upon phase transition at
∼23◦C.
is the investigation of the state of interfacial water. Here, the dielectric spectra
give insight into modifications in hydration [63, 76, 100, 119], for example due to
solutes that change the local water structure (as sugars do) or upon surface binding
of macromolecules that will disturb the hydration shell.
11.4.2 Application to Living Biomaterial
11.4.2.1 Lab-on-a-Chip Systems in General
Impedance measurements can be used to monitor cell behaviour in vitro [101] and
in vivo [4, 45, 131]. Recently developed chip-based methods allow for spatial and
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temporal control of cell growth and cell stimuli. These approaches lead to new
microsystems, which are multifunctional platforms and permit the monitoring of
basic biological parameters. Besides that, they may as well serve as cell-based
sensors with implemented biochemical, biomedical, biophysical and environmen-
tal functions. These microsystems may imply many steps from the preparation of
a cell culture sample, subsequent specific treatment and cell selection and, finally,
biochemical analysis [105]. Such cell-based biosensors can report the physiologi-
cal changes of the cells during the culturing and during treatment including their
proliferation activity and changes in morphology. The chip read-out can be done
using optical methods, for instance via fluorescence markers or microspectroscopy,
and via an electrical output by measuring changes in the impedance or electrical
potential as mentioned above, or via a combination of both methods [36].
Lab-on-a-chip devices are used in a wide variety of fields. They are being con-
tinuously developed, taking up the new trends and methods from technological
developments. With modern techniques such as AFM and advanced fluorescence
methods (e.g. single-particle tracking [31]), it is now possible to study single
molecules in conditions that resemble in vivo circumstances. Another famous exam-
ple is the Patch-Clamp technology, developed by Sakmann and Neher that allows
studying single-molecule ion channels in living cell membranes [104]. All these
methods are in detail very tedious and therefore mainly used in the experimental
research field. Still, they are the foundation of chip-based methods which in the
future shall serve as manageable tools in the application lab. Complex devices are
being engineered that process multiples of events and reactions in order to simulta-
neously acquire manifold information, not restricted to only one type of molecule
or an isolated reaction.
At the same time, sample volumes are minimized and observation scales
shall reach sizes for features below the micrometre range. Therefore, lithographic
approaches for processing hard and soft materials are used and combined with
microfluidics and biochemical patterning [24]. An example for this continuing inte-
gration and minimization process is the development of planar parallel Patch-Clamp
devices that make it possible to run 48 Patch-Clamp recordings at a time [14, 36].
The pre-patterning of active biomaterial on surfaces, known from AFM and from
studies with optical tweezers [49], is now also used to specifically deposit and orient
cells with respect to single chip elements [24].
Another application of lab-on-a-chip systems is the scaling down of chemical and
biochemical analytical reactions. This is very attractive since smaller volumes of
reagents are needed. This is more cost effective, the product output is faster and the
production process is more environmentally appealing [55]. Miniaturization already
started in 1999 when Agilent launched their 2100 Electrophoresis Bioanalyzer. This
system contains a microfluidic-based platform for the analysis of DNA, RNA, pro-
teins and cells. In 30 min 16 samples of reverse transcriptase–polymerase chain
reactions (RT-PCRs) could be processed, an analysis that takes many hours with tra-
ditional methods. In continuation of the technological evolution, digital array chips
were developed that carry microfabricated compartments for 9000 PCRs at a time
[72]. This is only possible by use of semiconductor fabrication techniques from
interdisciplinary crossover and exchange of technologies. Nowadays, solid-phase
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and combinatorial chemistry and molecular biology micro-arrays are created with
millions of probes for DNA and RNA diagnostics [55]. As another step of integra-
tion, medical diagnostics made use of both systems, PCR and DNA micro-arrays,
and combined them for the detection of viral and bacterial pathogens [21, 105].
However, this kind of medical diagnostics is not restricted to DNA and RNA detec-
tion. Other approaches are immunological techniques that can be combined with
chip technologies to detect virus particles or protein variations caused by infec-
tions [21] in a fast and reliable way. The amount of potential applications seems
unlimited.
In summary, lab-on-a-chip systems constitute a new generation of devices for
miniaturization and integration of a complex set of functions. Combined with
microfluidic systems, there is now the opportunity to develop new diagnostic sys-
tems for health care. Lab-on-a-chip systems have many advantages, such as being
inexpensive, precise and reliable, and they can easily be adopted for the creation of
portable point-of-care systems.
11.4.2.2 Impedance Spectroscopy with IDES in Lab-on-a-Chip Devices
As an example for an integrated lab-on-a-chip system, cell-based sensors using
interdigitated electrode structures (IDES) for measurements of cell impedances with
the goal of monitoring physiological changes are presented [56].
With the cell-chip technology two different subjects can be addressed. First, dif-
ferent influences on cells during their cultivation on chips, such as temperature,
chemical compounds or nutrition factors, can be monitored; second, basic biolog-
ical insights in the cell and tissue behaviours can be obtained. For the monitoring
of cell proliferation and morphology, impedance measurements are a non-invasive
tool which allows measurement of cell kinetics simultaneous to cultivation. Invasive
procedures such as collecting cell samples or addition of chemicals, as commonly
used in molecular testing approaches, are avoided [46].
The electric field of planar electrodes on a chip does not extend deeply into the
volume of the working solution. Therefore, signal-to-noise ratio is best and analysis
is easiest for samples that are confined closely to the electrodes or, optimally, tightly
attached to the chip surface. In a non-chip conformation, parallel electrodes at short
distance may serve to investigate cells suspended in the enclosed volume between
the electrodes.
In Fig. 11.9 an example of an integrated chip for the monitoring of cell prolif-
eration is shown. The chip contains sensor electrodes for impedance measurements
and sensors for the measurement of the physiologically relevant parameters of pH,
pO2 and temperature. For a detailed description of the chip, please refer to Chapter
10 of this issue.
There are different protocols for impedance measurements. For example, the
attaching and spreading of cells on a chip surface easily requires a period of hours
or even days. In such a case, it is sufficient to restrict the impedance measurements
to one defined test frequency. This optimal frequency differs among different cell
types and needs to be determined ahead of the experiments using cells attached onto
the chip surface [101]. The test frequency is then determined from the maximal
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Fig. 11.9 Lab-on-a-chip device with integrated temperature, pH and oxygen sensors. For
impedance measurements, IDES structures can be used (provided by cellasys GmbH, Munich,
Germany).
Fig. 11.10 Principal set-up
for the measurement of cell
impedance of a confluent cell
layer on a planar electrode
structure
response obtained from full impedance spectra in the range of beta-dispersions (see
Section 11.5).
There is non-linearity in the response of biological systems that requires the
impedance measurements to be done at very low excitation amplitude with AC volt-
ages in the order of ∼10 mVpp (pp: peak-to-peak). A general set-up for confluent
cell layers is shown in Fig. 11.10.
A typical normalized impedance spectrum of attached cells and of cells after a
Triton X-100 treatment is shown in Fig. 11.11. Healthy cells exhibit a characteristic
course of the spectrum with a maximum at a specific frequency. Treatment of the
cells with Triton X-100 leads to the destruction of the cell membranes and therefore
to the detachment of the cells from the chip surface. As a consequence, the spectrum
is modified: the signal amplitude around the initial maximum drops. Hence, the
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Fig. 11.11 Normalized impedance over frequency of three different chips with a confluent cell
layer. Curves with full circles are impedance spectra of confluent cells before the treatment with
0.2% Triton X-100 (mean values). Curves with empty circle are impedance spectra of confluent
cells after the treatment with 0.2% Triton X-100 (mean values). Data of the green, the blue and the
red curves are obtained from the same chip, respectively. Error bars indicate the standard deviation.
system can be calibrated according to the change of signal amplitude at the specific
test frequency to determine the mass of the adhered cells.
Further experiments can then be carried out using only this frequency, and the
cell response towards different influences (e.g. chemical treatment and temperature)
can be monitored over time. An example for an impedance measurement at this
optimal test frequency is given in Fig. 11.12.
Figure 11.13 schematically shows the results from impedance measurements
over time during the attachment of the cells onto the chip surface together
with results from a measurement without any cells, both conducted at the same
well-defined excitation frequency.
A model for the interpretation of such impedance measurements of cells on
the surface of the chip, together with its electronic equivalent circuit diagram,
is depicted in Fig. 11.14. The result from the experiments consists of a set of
frequency-dependent complex impedances, given as imaginary and real parts of
the impedance. These data can be entered into a Cole–Cole plot (see Fig. 11.15).
Now, an attempt can be made to fit these data to a theoretical model. The physical
parameters of the biological material under study can then be expressed as specific
values in terms of resistances and capacitances that are entered into the fitting from
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Fig. 11.12 Normalized values of the impedance of cells measured at their optimal test frequency
over the time before and after the treatment with Triton X-100
Fig. 11.13 Impedance measurement over the time during the attachment and spreading of cells on
the chip surface (red curve) and without any cells (blue curve)
the model. Essentially, the parameters of an equivalent electrical circuit are fitted
to the points of a measured impedance spectrum by means of complex least square
fitting [8].
The basis of such a fit is derived from a properly chosen equivalent circuit like
the one proposed in Fig. 11.14, right. It represents a simple model for the electri-
cal current in a layer of biological cells on a chip. For the case given, it consists of
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Fig. 11.14 Left: Current paths at high (full line) and low frequencies (dotted line) through a
confluent cell culture on IDES. Right: equivalent electrical circuit of a cell.
Fig. 11.15 Impedance spectra of a confluent cell layer (dots) and a fit on the equivalent circuit
two parallel current paths, one that runs exclusively through the extracellular liq-
uid and a second current which flows through the cells. The extracellular liquid is
represented by the resistance Re, which is mainly dependent on the ionic composi-
tion of the fluid. In the case of tightly packed cells this current can be omitted. The
second current is more complex and runs through the intracellular part of the cytosol
represented by the resistance Ri and through a transmembrane part (two times, as
the current crosses the cell membrane twice). In the model, this transmembrane
part is entered as a parallel combination of a capacitor and a resistor. The capacitor
is described by the capacitance of the cell membrane Cm, and the parallel resistor
represents the membrane through which the leak current flows and is entered as a
membrane resistance Rm [70]. On the left side in Fig. 11.14, a schematic top view
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of the chip with the cultured cells is given. At low frequencies, the capacitor Cm
acts like an open circuit and therefore most of the current flows through the pure
Ohm part of the circuit, represented by Re and Rm, Ri. Rm is in the range of M
and therefore exceeds typical values of Re by far. Thus, the current flows mainly
through the extracellular path (Re) instead of through the cells. At high frequencies,
the situation changes and the capacitor Cm acts like a short circuit. The alternating
electric potential is transmitted via Cm into the intracellular volume and results in an
intracellular current that is limited by Ri, in parallel to the leakage current across Rm.
Rm contributes only a small portion and can be neglected in most cases. The total
current is thus essentially composed of a transmembrane intracellular portion (Cm,
Ri) and a parallel extracellular portion (Re). The relative contributions depend on the
packing density of the cells and on the composition of the intra- and extracellular
ionic solutions.
The complex impedance for a resistor in parallel to a capacitor is given by
ZR||C = Rm1 + ιωRmCm (11.21)
Hence, the total complex impedance of the equivalent circuit shown in Fig. 11.14
is given by
Zι = (2 · ZR||C + Ri)ReRe + Ri + 2 · ZR||C (11.22)
Complex Numbers
Complex numbers consist of two contributions, called the real and the imaginary parts. A
complex number z may be written as
z = x + ιy, where x signifies the real part and y the imaginary part of the number, and
ι is the imaginary unit with ι2 = −1. The numerical value (or modulus) of z is given as
|z| = √x2 + y2. Complex numbers are often geometrically represented in Argand diagrams
which resemble 2D vector diagrams, where z is then found as a position vector of length r
under an angle (or phase) ϕ, resulting from the vector sum of x and y. Accordingly, z can be
written in polar form as z = r · eιϕ , and |z| = r.
The complex conjugate of z is z∗, defined as z∗ = x − ιy, such that z · z∗ = |z|2, or
|z| = |z∗|. This allows to extract the imaginary and real parts from z by use of the complex
conjugate:
Re (z) = 1
2
(
z + z∗) and Im (z) = 1
2ι
(
z − z∗) .
Added by the editors
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Fig. 11.16 Scheme of
electric permittivity of
biological materials (details
see below). The α, β, γ drops
with ε′j with j = α, β, γ
account for typical relaxation
processes relevant for
biomaterial (details see text).
The impedance Z can be represented in a Cole–Cole plot [20, 23, 51, 91]
that gives a semicircle plot in the complex space. Figure 11.15 shows a complex
non-linear fit of a measured impedance spectrum of a confluent cell layer to the
equivalent electric circuit shown in Fig. 11.14. The impedance spectrum was mea-
sured in a finite frequency range up to 100 kHz, and the simulation was performed
between 0 Hz and 100 MHz.
11.5 Phenomenological Relaxation Regions in Biomaterial
Electrical bioimpedance spectroscopy addresses the measurement of the electrical
impedance of a biological sample. It can reflect some interesting physiological con-
ditions and events such as changes in mobility and hydration, or it can serve as a
phenomenological fingerprint of a tissue/cell type to be distinguished from another
species. It thus supplements other system information, as proliferation rate, gene
expression, oxygen consumption or local pH value. The passive electrical proper-
ties of materials can be described by their dielectric constants εi as well as by their
electric conductivity σ . For biological tissue and for cells those parameters depend
dramatically on the frequency. This frequency dependence is noted as dispersions
(Fig. 11.16). The origin of dispersion in biological materials is briefly discussed in
the following [41, 46, 106, 108].
At low frequencies (<1 MHz) the conductivity of the tissue is determined by
the conductivity of the electrolyte in the extracellular space. The total conductivity
depends dramatically on the volume of the extracellular space. Some materials show
dispersion (α-dispersion) with a middle frequency in the kHz range. It is assumed
that interactions between counter-ions (ions bound at slightly charged surfaces) and
biological membranes are responsible for this type of dispersion. Furthermore, it
is believed that polarization of structures in the membranes (headgroup regions) is
also involved in α-dispersion [58]. At frequencies below α-dispersion, the relative
dielectric constant increases dramatically up to 107.
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At radio frequencies (3 kHz–1 GHz), biological materials show the so-called
β-dispersion with middle frequencies in the range of 100 kHz–10 MHz. The origin
of this dispersion is the charging of intra- and extracellular ions and their interac-
tions. At frequencies above β-dispersion, the impedance of the cell membranes can
be neglected. An applied voltage causes a current which flows through the extracel-
lular space as well as through the intracellular space/medium (Fig. 11.12, left). The
β-dispersion can be superimposed by side dispersions caused by the relaxation of
amino acids or by the charging of intracellular organelles.
At microwave frequencies (>1 GHz), biological materials show γ-dispersion
which is mainly determined by the relaxation of water molecules in the material.
Here, the presence of hydration shells can be detected, e.g. along lipid mem-
branes [58]. The middle frequency is at 19 GHz, which is the relaxation frequency
of free water. Frequency shifts can be caused by e.g. water-bounded proteins.
Hydrated proteins show a large spectrum in the range from a few MHz to GHz
that reflects the charged macro(ionic) molecule with its shells of bound water and
electrolytes.
11.6 Conclusion
Dielectric relaxation spectroscopy (DRS)/electrochemical impedance spectroscopy
(EIS) has turned out to be a powerful technique for studying dynamic properties
in systems with polar components or reaction mechanisms in ionic solutions or
at charged interfaces (electrodes, surfaces of cells, etc.). The beginnings of EIS
can be traced to the work of Heaviside and Warburg, more than a century ago.
Applications are as diverse as the investigation of corrosion processes (when the
results of Epelboin and co-workers [18] in the 1960s propelled EIS into the fore-
front as a corrosion mechanism analytic tool [1, 74, 98, 133]), the properties of
dissolved polymers [54, 62, 63, 78, 88, 118, 134, 136] and colloidal systems [9,
12, 17, 19, 29, 39, 53, 112, 115, 128]. The latter two topics directly connect to the
biosciences as suspensions of isolated cells represent a special case of colloidal sus-
pensions: accordingly, DRS and EIS are emanating techniques nowadays that are
applied to colloidal systems including dissolved polymers [50, 51, 56, 62, 63, 87,
88, 89, 90, 135, 137] and cell suspensions [3, 20, 30, 39, 42, 43, 69, 75, 80, 86,
90, 94, 95, 103, 114], and even whole tissue [27, 79, 108, 137, 139]. A special and
almost omnipresent case is the contribution of water that is found in hydration shells
of dissolved ions [97, 100], polymers [59, 121, 126] and suspended colloids as cells
[38, 40, 58, 59, 63, 76, 77, 80, 100, 121, 123, 129], behaving very different from the
dielectric behaviour of bulk water [22, 77, 113]. Complex systems as an assembly
of cells in a matrix of polymers and in aqueous electrolyte solution do however not
obey the simple Debye law but require modifications that account for the geometry
and related physical details of such distributed impedance systems [13, 17, 38, 52,
58, 66, 95, 96]. New technical developments as to the spectrometers [33], minia-
turization of samples and probes [32, 61] and better mathematical modelling now
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Abbreviations Quantity Unit, value
Cm Membrane capacity [F]; 1 F = 1 CV–1
e0 Elementary charge 1.602 × 10−19 C;
C: Coulomb
ε0 Vacuum electrical permittivity 8.854 × 10–12 . C2J–1m–1
ε′ Electric permittivity: real part of
dielectric constant
ε′′ Imaginary part of dielectric constant
f Frequency; ω=2πf [Hz], Hertz
G Conductance [−1]; G = 1/R
i Electric current
I Ionic strength [mol/l]
ι Imaginary unit
k Boltzmann constant 1.380×10–23 JK−1
λD Debye length [m]
μ, μ Dipole moment [D=Cm]; Debye
NA Avogadro constant 6.022 ×1023 mol–1
	 Electrical potential [V=JC–1]
	, (U) Electrical potential difference, (voltage) [V], Volt
ϕ Phase (of a wave) [◦]
ω Angular frequency [Hz]
P Electric polarization [Cm]
R Resistance [], Ohm
Rm Membrane resistance []
σ Conductivity [–1m–1]
T Thermodynamic temperature [122] [K], Kelvin
Tm Melting temperature [K], Kelvin
z Ionic charge number
AFM Atomic force microscopy
DMPC Di-myristoyl-phosphatidylcholine
DOPC Di-oleoyl- phosphatidylcholine
DNA Deoxyribonucleic acid
IDES Interdigitated electrode structures
RT-PCR Reverse transcriptase–polymerase chain reactions
PCR Polymerase chain reaction
RNA Ribonucleic acid
allow applying DRS and EIS to many systems and in advanced applications such
as continuous process monitoring [32, 56, 57, 67, 119, 127, 134, 136] and medi-
cal diagnosis [27, 32, 35, 37, 71, 79, 84, 139] including non-invasive monitoring of
glucose concentrations for diabetes patients [15, 16, 82, 125, 129, 130].
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