ABSTRACT. The aim of the paper is to study problem of image segmentation and missing boundaries completion introduced in [Mikula, K.-Sarti, A.--Sgallarri, A.: Co-volume 
Studied equation and assumptions on the data
We consider the following problem arising in image segmentation as a generalisation of the approach given in [1] , find an approximate solution to the equation 0 is a given image, typically on this image is an object we want to segment.
We consider zero Dirichlet boundary condition
and initial condition u(x, 0) = u 0 (x), a.e. x∈ Ω.
The assumptions on the data in (1)-(3) are similar as in [1] and [3] . We can summarize them into the following hypothesis: 
for now in our model we consider the case a 1 = a and
For practical numerical computation we use g(s) = 1 1+Ks 2 , where K is constant of sensitivity of function g and we choose it, (H7):
is a smoothing kernel (Gauss function), with width of the convolution mask S and such that
whereĨ 0 is extension of image I 0 to R d given by periodic reflection through boundary of Ω and for which
for ∀x ∈ Ω due to properties of the convolution.
Definition of the numerical scheme and the space discretisation of the equation we are generalising in this paper could be found in [1] . We apply method presented in [1] in the field of image segmentation, but in addition, we have function g and convolution of the initial image with smoothing kernel in our approach (see [3] or [4] ). For now just remark that discretisation of Ω, denoted by D, is defined as the triplet D = (M, E, P), where M is a finite family of non-empty connected open disjoint subsets of Ω (the "control volumes") with measure marked by |p|, h p denote the diameter of p and h D denote the maximum value of (h p ) m∈M , E is a finite family of disjoint subsets of Ω (the "edges" of the mesh) with measure marked by |σ| and P is a family of points of Ω indexed by M, denoted by P = (x p ) p∈M , such that for all p ∈ M, x p ∈ p and p is assumed to be x p -star--shaped so for all x ∈ p the inclusion [
We say that (D, τ) is a space-time discretisation of Ω × [0, T ] if D is a space discretisation of Ω in the sense we mentioned above and if there exists N T ∈ N with T = (N T + 1)τ , where τ is a symbol for the time step.
Another important assumption on the discretisation we make is that
where E p denotes the set of the edges of the control volume p, x σ ∈ σ, d pσ is a symbol for the Euclidean distance between x p and hyperplane including σ (it is assumed that d pσ > 0) and n p,σ denotes the unit vector normal to σ outward to p. We define the set H D ⊂ R |M| × R |E| such that u σ = 0 for all σ ∈ E ext (the set of boundary interfaces). We define the following functions on H D :
where u p is defined as
defines a norm on H D (see [9] ). Under the above mentioned assumptions and notations the semi-implicit scheme is defined by u
and
where the following relation is given for the interior edges
∀n ∈ N, ∀σ ∈ E int (the set of interior interfaces) where σ is the edge between p and q. For the explanation of the selection of u 0 p and u 0 σ , which impacts the assumptions given on function u 0 in (H2) see [7] .
The g p is in (13) ∀p ∈ M defined by
Now we define some symbols we will be using in the next sections:
for a.e. x ∈ p, for a.e. t ∈ [nτ, (n + 1)τ ], ∀p ∈ M, ∀n ∈ N,
for a.e. x ∈ D pσ , for a.e. t ∈ [nτ, (n + 1)τ ], ∀p ∈ M, ∀σ ∈ E p , ∀n ∈ N, where D pσ is the cone with vertex x p and basis σ.
CONVERGENCE OF THE NUMERICAL SCHEME...
Finally, we define function F (see [1] ), which we need to use in the following sections. Let F be function defined by
Definition of function f implies that
where constants a and b are the same as in the definition of the function f in (H4).
Stability estimates
and by 
P r o o f. Now follow the ideas from [1] and suppose that for fixed time step (n + 1) the maximum of all u n+1 p is achieved at the finite volume p. We can write (13) in the following way
On the other hand, from (14) we know that the value u n+1 σ satisfies the equality
Let us write this equation in the following way
which is a convex linear combination of points u n+1 p and u n+1 q . We obtain
Because u 
If we look back to the equality (23), we can see that it leads to
Applying this method recursively for n we get
So we get our estimate. Proof for the minimum values is similar.
Remark 2.1 (Uniqueness of the discrete solution)º The consequence is that there exists one and only one solution to the semi-implicit scheme (13), (14).
and let ν S be defined in (H7). Let (u n p ) p∈M,n∈N be the solution of (13), (14). Then there exists C θ > 0, only depending on θ, such that it holds:
P r o o f. Based on idea from [1] we multiply the scheme (13) by u n+1 p − u n p and sum over p. We obtain
We can write it in the form
where
In term T 2 we have used the property (14) of the finite volume scheme. At first we remark that, thanks to Young's inequality and to the Cauchy--Schwarz inequality,
where we have in last step used (11).
In the study of the T 2 we apply approach presented in [1] . Using (19)-the definition of function F, we have
We have Φ c (c) = 0, and
Thanks to Hypothesis (H4) is f (non-strictly) increasing so we get
Thanks to (7) we know we can set
Now we multiply (33) by |p| and sum it over all
Note that the Cauchy-Schwarz inequality implies
which in turn gives us
Putting the above together we obtain
After rewriting, summing this inequality over n = 0, . . . , m − 1 for all m = 1, . . . , N T and using (5) and (H5), we get that
where we define u 0 σ by (10).
As the last step we use the following inequality, proven in [8] : there exists C θ > 0, only depending on θ, such that
and we get
which concludes the estimate (28).
Convergence of the scheme
This section is based on the approach presented in [1] , so we list few lemmas without proofs as there are no changes from [1] . The others are given with proofs as the generalisation and new point of view were needed. 
Ä ÑÑ
m → ∞. Let (u m ) m∈N be such that u m ∈ D m , τ m , such that ||u m || 1,D m ,τ m ≤ C for all m ∈ N and such that there exists u ∈ L 2 (Ω × [0, T ]) such that sequence of functions u D m ,τ m defined for u = u m , D = D m and τ = τ m by u D,τ (x, t) = u n+1 m , for a.e. x ∈ p, t ∈ nτ, (n + 1)τ , ∀p ∈ M, ∀n = 0, . . . , N T , satisfies u D m ,τ m →ū in L 2 (Ω × [0, T ]) as m → ∞. Thenū ∈ L 2 0, T ; H 1 0 (Ω) . Moreover, defining G m ∈ L ∞ 0, T ; L 2 (Ω) by G m (x, t) = d u
