Infants and adults are well able to match auditory and visual speech, but the cues on which they rely (viz. temporal, phonetic and energetic correspondence in the auditory and visual speech streams) may differ. Here we assessed the relative contribution of the different cues using sine-wave speech (SWS). Adults (N = 52) and infants (N = 34, age ranged in between 5 and 15 months) matched 2 trisyllabic speech sounds ('kalisu' and 'mufapi'), either natural or SWS, with visual speech information. On each trial, adults saw two articulating faces and matched a sound to one of these, while infants were presented the same stimuli in a preferential looking paradigm. Adults' performance was almost flawless with natural speech, but was significantly less accurate with SWS. In contrast, infants matched the sound to the articulating face equally well for natural speech and SWS. These results suggest that infants rely to a lesser extent on phonetic cues than adults do to match audio to visual speech. This is in line with the notion that the ability to extract phonetic information from the visual signal increases during development, and suggests that phonetic knowledge might not be the basis for early audiovisual correspondence detection in speech.
a b s t r a c t
Infants and adults are well able to match auditory and visual speech, but the cues on which they rely (viz. temporal, phonetic and energetic correspondence in the auditory and visual speech streams) may differ. Here we assessed the relative contribution of the different cues using sine-wave speech (SWS). Adults (N = 52) and infants (N = 34, age ranged in between 5 and 15 months) matched 2 trisyllabic speech sounds ('kalisu' and 'mufapi'), either natural or SWS, with visual speech information. On each trial, adults saw two articulating faces and matched a sound to one of these, while infants were presented the same stimuli in a preferential looking paradigm. Adults' performance was almost flawless with natural speech, but was significantly less accurate with SWS. In contrast, infants matched the sound to the articulating face equally well for natural speech and SWS. These results suggest that infants rely to a lesser extent on phonetic cues than adults do to match audio to visual speech. This is in line with the notion that the ability to extract phonetic information from the visual signal increases during development, and suggests that phonetic knowledge might not be the basis for early audiovisual correspondence detection in speech.
Ó 2013 Elsevier B.V. All rights reserved.
Introduction
Human speech is inherently audiovisual (AV) as the auditory speech signal is accompanied by the articulating mouth of a speaker (here referred to as 'visual speech'). It has been demonstrated repeatedly that both the adult and infant brain combine auditory and visual speech into a single percept (e.g., Burnham & Dodd, 2004; Burnham & Sekiyama, 2004; Kuhl & Meltzoff, 1982 , 1984 McGurk & MacDonald, 1976; Patterson & Werker, 1999 , 2003 Rosenblum, Schmuckler, & Johnson, 1997; Sumby & Pollack, 1954) . In order to do this, listeners may rely on at least three cross-modal cues in the signal: (i) temporal cues, (ii) energetic cues, and (iii) phonetic cues.
Cross-modal temporal cues consist of bimodally shared characteristics such as a speaker's speech rate and the AV onset of syllables. When unimodal signals are presented out of synchrony, both adults and infants (4 month-olds and older and given sufficiently offset unimodal stimuli) are able to detect the AV asynchrony (e.g., Grant, van Wassenhove, & Poeppel, 2004; Lewkowicz, 2000 Lewkowicz, , 2010 van Wassenhove, Grant, & Poeppel, 2007; Vatakis & Spence, 2006) , indicating that both adults and infants are sensitive to violations in the AV temporal correlation. In fact, as demonstrated with non-speech stimuli, listeners may even rely on this correlation to infer causal relationships (Parise, Spence, & Ernst, 2012) .
