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Abstract
The theory of random matrices contains many central limit theorems. We have central limit
theorems for eigenvalues statistics, for the log-determinant and log-permanent, for limiting dis-
tribution of individual eigenvalues in the bulk, and many others.
In this notes, we discuss the following problem: Is it possible to prove the law of the iterated
logarithm? We illustrate this possibility by showing that this is indeed the case for the log of
the permanent of random Bernoulli matrices and pose open questions concerning several other
matrix parameters.
1 Introduction
Let ξi, i = 1, 2 . . . be an infinite sequence of iid random variables with mean 0 and variance 1.
The most important result in probability, the classical central limit theorem (CLT), asserts that for
Yn :=
∑n
i=1 ξi, one has
Yn
σn
d−→ N(0, 1),
where σn :=
√
VarYn =
√
n, N(0, 1) denotes the standard gaussian and
d−→ denotes convergence in
distribution.
In the 1920s, Khinchin and Kolmogorov proved the famous law of the iterated logarithm (LIL)
[5, 6] , which asserts that
P
[
lim sup
n→∞
Yn
σn
√
2 log log n
= 1
]
= 1.
What is remarkable about the LIL is that it takes into account the correlation between the ξi,
which was not needed for the CLT. For instance, the CLT holds if one considers a triangular array
ξij , j ≤ i of iid variables and define Yn =
∑n
j=1 ξnj . All logarithms in this paper have natural base.
In this paper, we consider the possibility of proving LIL in random matrix setting. Let
M∞ := (ξij)ij ,
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where ξij are independent random variables, be an infinite matrix and Mn be its principle minor
formed by the first n rows and columns (having entries ξij , 1 ≤ i, j ≤ n). Let Yn be a parameter of
Mn which satisfies the central limit theorem, that is, there are real numbers µn, σn such that
Yn − µn
σn
d−→ N(0, 1).
A natural question is whether Yn satisfies LIL, namely
P
[
lim sup
Yn − µn
σn
√
2 log log n
= 1
]
= 1. (1)
The above setting is non-hermitian. For hermitian (or symmetric) matrices, one naturally adds the
condition that ξij = ξ¯ji (or ξij = ξji) and an appropriate condition on the diagonal entries.
The main result of this paper is the LIL for the permanent of random matrices.
Theorem 1.1. Consider the infinite (non-hermitian) matrix M∞ with entries ξij being iid Bernoulli
variables (taking values 0 and 1 with probability 1/2). Let Xn be the permanent of Mn and Yn =
logXn. Then Yn satisfies the LIL,
P
[
lim sup
Yn − log n!2n√
2 log log n
= 1
]
= 1. (2)
The corresponding CLT was proved earlier by Janson [3, Theorem 14] and also by Rempala et al.
[8] in a more general form.
Apparently, Theorem 1.1 is only the tip of an iceberg. To motivate further investigation in this
direction, let us state a few concrete open problems.
LIL for log-determinant. Let ξij be iid sub-gaussian random variables with mean 0 and variance
1. Let Yn = log |detMn|. Nguyen et al. [7] proved that
Yn − 12 log(n− 1)!√
2 log n
d−→ N(0, 1).
Problem. Does Yn satisfy the LIL ?
LIL for linear statistic of eigenvalues. Consider the Hermitian model with the upper diagonal
entries ξij , i < j be iid sub-gaussian random variables with mean 0 and variance 1, and the diagonal
entries be iid sub-gaussian random variables with mean 0 and variance 2. Let φ be a nice test
function, and define Yn :=
∑n
i=1 φ(λi). It is well known that Yn satisfies the CLT. There is a large
literature on this phenomenon (with many different definitions of nice); see, for instance, [10, Section
18.4] for details.
Problem. Does Yn satisfy the LIL ?
We note that for some parameters, it could happen that the right normalization is not
√
log logn
(and it is natural to view the above questions in this broader sense). In [9] Paquette et al. considered
the infinite GUE matrix and defined Yn := (λn−2
√
n)n1/6, where λn is the largest eigenvalue. They
showed, for an explicit constant c, that
P
[
lim sup
Yn
log2/3 n
= c
]
= 1. (3)
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Thus, one obtained a fractional logarithm, rather than iterated logarithm, law. On the other
hand, this particular Yn does not satisfy the CLT, either. Another relevant result is [2, Proposition
5.4] which studied the LIL in a very different setting.
The rest of the paper is organized as follows. In Section 2, we state a slightly more general
version of our theorem and the main lemma behind its proof. Section 3 is devoted to the verification
of the lemma. In the last section, Section 4, we prove the theorem. In order to main the flow of the
arguments, we delay the proofs of several technical estimates to the appendix.
2 A more general statement and the main technical lemma
2.1 Bernoulli matrices with arbitrary density
Our theorem still holds if we allow the Bernoulli random variables to have mean p, for any constant
0 < p < 1. Moreover, it also has a combinatorial interpretation. To see this, one needs to define a
bipartite graph Gn associated with Mn. Technically, Gn is the bipartite graph with vertices indexed
by the rows and columns of Mn and a vertex i (in the “row” color class) is connected to a vertex j
(in the “column” class) if and only if the corresponding matrix entry ξij = 1. The permanent of Mn
is precisely the number of perfect matchings in Gn.
The random matrix M∞ (with mean p) then gives rise to an infinite bipartite graph G(N,N, p),
where the two color classes consist of natural numbers, and any two vertices i, j (from different
classes) are connected independently with probability p. Let G(n, n, p) be the finite graph spanned
by the first n vertices in each color class. This way, the general version of Theorem 1.1 can be
combinatorially formulated as follows
Theorem 2.1. Let 0 < p < 1 be a constant and Xn be the number of perfect matchings in G(n, n, p).
Set Yn := logXn. Then
P
lim sup
n→∞
Yn − log(n!pn)√
2 log log n
√
1−p
p
= 1
 = 1 (4)
This setting is more convenient for our proof, which relies on combinatorial estimates. In partic-
ular, our main tool will be the concentration result discussed in the next section.
2.2 Concentration of the number of perfect matchings
Let m be a natural number. We define a new model of random bipartite graph, denoted by
G(n, n,m), as follows. Consider two color classes with n vertices each (labelled by numbers from 1
to n as usual). The edges of G(n, n,m) are a (uniformly) random subset of exactly m elements of
the set of all possible n2 edges between the two color classes. Let Xn,m denote the number of perfect
matchings in G(n, n,m).
Lemma 2.2. Let 0 < δ < 1/2 be a constant. There is a constant C depending on δ such that for
any δn2 ≤ m ≤ (1− δ)n2, and k = o(n1/3), we have
EXkn,m ≤ Ck(EXn,m)k. (5)
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For more information about random graphs and matchings, we refer the reader to [4]. Using
Lemma 2.2, Markov’s bound implies that for all K ≥ C
P(Xn,m ≥ KEXn,m) ≤ (C/K)k.
By taking δ := min{p/2, (1− p)/2}, k = 4 log n and K = Ce, we obtain the following corollary
Corollary 2.3. Let 0 < p < 1 be a constant. There is a constant K (depending on p) such that for
any p2n
2 ≤ m ≤ 1+p2 n2
P(Xn.m ≥ KEXn,m) ≤ n−4.
3 Proof of the concentration lemma
We denote by Kn,n the complete bipartite graph (on the vertex set of G(n, n,m)) and let P to
denote the set of all perfect matchings in Kn,n. Clearly, we have
|P| = n!.
For each P ∈ P, let XP to denote the indicator random variable for the event “P appears in
G(n, n,m)”. It is easy to see that
EXP =
(m)n
(n2)n
, (6)
where (N)n := N(N − 1) . . . (N − n+ 1). Thus,
EXn,m = n!
(m)n
(n2)n
.
A routine calculation (see the Appendix) shows that
(m)n
(n2)n
= pnm exp
(
−1− pm
pm
+O(1/n)
)
, (7)
where pm :=
m
n2
. In general, for any fixed bipartite graph H with h edges, the probability that
G(n, n,m) contains H is precisely
(m)h
(n2)h
.
We will make a repeated use of the following estimate which its simple proof appears in the Appendix
(N)` = N
` exp
(
−`(`− 1)
2N
+ o(1)
)
(8)
for all N, ` such that ` = o(N2/3).
Thinking of H as the (simple) graph formed by the union of perfect matchings P1, . . . , Pk, ob-
serving that XH = XP1 · · ·XPk , we obtain that
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EXkn,m =
∑
P1,...,Pk∈P
E[XP1 . . . XPk ] =
(k−1)n∑
a=0
M(a)
(m)kn−a
(n2)kn−a
, (9)
where M(a) is the number of (ordered) k-tuples (P1, ..., Pk) ∈ Pk, whose union contains exactly
kn− a edges. Our main task is to bound M(a) from above.
Fix a and let L := L(a) be the set of all sequences L := `2, . . . , `k of non-negative integers where
`2 + · · ·+ `k = a.
For each sequence L = `2, . . . , `k, let NL be the number of k-tuples (P1, . . . , Pk) such that for every
2 ≤ t ≤ k, we have |Pt ∩ (∪j<tPj)| = `t. Clearly, we have
M(a) =
∑
L∈L
NL.
We construct a k-tuple in NL according to the following algorithm:
• Let P1 be an arbitrary perfect matching.
• Suppose that P1, . . . , Pt−1 are given, our aim is to construct Pt. Pick `t edges to be in Pt∩∪t−1j=1Pj
as follows: first, pick a subset B1,t of `t vertices from the first color class (say V1). Next, from
each vertex pick an edge which appears in ∪t−1j=1Pj so that the chosen edges form a matching.
Let us denote the obtained partial matching by Et, and observe that |Et| = `t, and that
B2,t := (∪Et) ∩ V2 is a set of size `t (where V2 denotes the second color class).
• Find a perfect matching Mt between V1\B1,t and V2\B2,t which has an empty intersection with
∪t−1j=1Pj , and set Pt := Et ∪Mt.
Next, we wish to analyze the algorithm. There are n! ways to choose P1. Having chosen P1, . . . , Pt−1,
there are
(
n
`t
)
ways to choose B1,t. Each vertex in B1,t has at most t − 1 different edges in ∪t−1j=1Pj .
Thus, the number of ways to choose Et is at most (t−1)`t . Moreover, once B1,t and B2,t are defined,
the number of ways to choose Mt is at most (n− `t)!. This way, we obtain
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NL ≤ n!
k∏
t=2
(
n
`t
)
(t− 1)`t(n− `t)! = n!
k∏
t=2
n!
(t− 1)`t
`t!
= (n!)k
k∏
t=2
(t− 1)`t
`t!
.
By the multinomial identity and the definition of the set L,
∑
L∈L
k∏
t=2
(t− 1)`t
`t!
=
1
a!
(1 + · · ·+ (k − 1))a =
(
k
2
)a
a!
.
Therefore
M(a) =
∑
L∈L
NL ≤ (n!)k
∑
L∈L
k∏
t=2
(t− 1)`t
`t!
= (n!)k
(
k
2
)a
a!
. (10)
This estimate is sufficient in the case a is relatively large. However, it is too generous in the case a
is small (the main contribution in LHS of (9) comes from this case). In order to sharpen the bound,
we refine the estimate on the number of possible Mt’s that one can choose in the last step of the
algorithm, call this numberMt (clearly, Mt also depends on the Bi,ts and we estimate a worse case
scenario). Let Gt be the bipartite graph between V1\B1,t and V2\B2,t formed by the edges which are
not in ∪t−1j=1Pj . For each v ∈ V1\B1,t, let dv be its degree in Gt. By Bregman-Minc inequality (see
the Appendix)
Mt ≤
∏
v∈V1\B1,t
(dv!)
1/dv .
It is clear from the definition that for each v
d := n− `t − (t− 1) ≤ dv ≤ n− `t := D
Call a vertex v good if dv = d and bad otherwise. It is easy to see that v is good iff it has exactly
t− 1 different edges in ∪t−1j=1Pj and none of these edges hits B2,t. It follows that the number of good
vertices is at least
n− `t(t− 1)−
t−1∑
j=2
`j ≥ n− a(k − 1)− a = n− ka.
Since (d!)1/d is monotone increasing, it follows that
Mt ≤ (d!)
n−ka
d (D!)
ka−`t
D .
Comparing to the previous bound of (n− `t)!, we gain a factor of
(d!)
n−ka
d (D!)
ka−`t
D
(n− `t)! =
[
(d!)1/d
(D!)1/D
]n−ka
. (11)
A routine calculation (see Appendix) shows that whenever ka = o(n), the RHS is
(1 + o(1))e−(t−1). (12)
6
Thus, for such values of a, we have
M(a) ≤ (n!)k
(
k
2
)a
a!
k∏
t=2
(1 + o(1))e−(t−1) < 2k exp
(
−k(k − 1)
2
)
(n!)k
(
k
2
)a
a!
, (13)
where the constant 2 can be replaced by any constant larger than 1.
Now we are ready to bound EXkn,m. Recall (9)
EXkn,m =
(k−1)n∑
a=0
M(a)
(m)kn−a
(n2)kn−a
.
We split the RHS as
T∑
a=0
M(a)
(m)kn−a
(n2)kn−a
+
(k−1)n∑
a=T+1
M(a)
(m)kn−a
(n2)kn−a
= S1 + S2.
where T = pek2. The assumption k3 = o(n) of the lemma guarantees that kT = o(n). Let pm :=
m
n2
.
By (13) and (8) and a routine calculation, we have
S1 =
T∑
a=0
M(a)
(m)kn−a
(n2)kn−a
≤ 2
k(n!)kpnkm
e(
k
2)
exp
(
−k
2(1− pm)
2pm
+ o(1)
) T∑
a=0
(
(
k
2
)
)a
a!
p−am .
On the other hand,
T∑
a=0
(
(
k
2
)
)a
a!
p−am <
∞∑
a=0
(
(
k
2
)
)a
a!
p−am = e(
k
2)/pm ,
so
S1 ≤ 2
k(n!)kpnkm
e(
k
2)
exp
(
−k
2(1− pm)
2pm
+ o(1)
)
e(
k
2)/pm = Ck1 (n!)
kpnkm ,
where C1 is a constant depending on p. (In fact we can replace the constant 2 by any constant larger
than 1 in the definition of C1; see the remark following (13)). To bound S2, we use (10) and (8) to
obtain
S2 =
∑
a>T
M(a)
(m)kn−a
(n2)kn−a
≤ (n!)kpnkm exp
(
−k
2(1− pm)
2pm
+ o(1)
)∑
a>T
(
(
k
2
)
)a
a!
p−am .
Notice that we no longer have the term 2
k
e(
k
2)
. However, as a is large, there is a much better way
to bound
∑
a>T
((k2))
a
a! p
−a
m . Stirling’s approximation yields
∑
a>T
(
(
k
2
)
)a
a!
p−am ≤
∑
a>T
(
ek2
2pma
)a
<
∑
a>T
(
1
2
)2
= o(1).
It follows that
S2 = o((n!)
kpnkm ),
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and thus is negligible for our needs. Therefore,
EXkn,m = S1 + S2 ≤ Ck1 (n!)pnkm .
Finally, note that (7) implies
(EXn,m)
k = (n!)kpnkm exp
(
k(pm − 1)
pm
+O(k/n)
)
≤ Ck2 (n!)kpnkm ,
where for C2 = exp(
pm−1
pm
+ o(1)). We conclude the proof of (5) by setting C := C1C
−1
2 .
4 Proof of Theorem 2.1
4.1 Upper Bound
We need to prove that for any fixed ε > 0
P
 logXn − log(n!pn)√
1−p
p
≥ (1 + ε)
√
2 log log n2 for infinite many n
 = 0. (14)
We combine Corollary 2.3 with an argument from [3]. By Corollary 2.3, there is a constant K
such that for all p2n
2 ≤ m ≤ 1+p2 n2
Xn,m ≤ KEXn,m
with probability at least 1− n−4. Taking log, we conclude that with the same probability
Yn,m ≤ logEXn,m + logK. (15)
Recalling the estimate (7), we have
logEXn,m = log(n!p
n
m) +
pm − 1
2pm
+ o(1),
with pm :=
m
n2
.
The RHS can be written as
log(n!) + n log
m
n2
− n
2
2
(
1
m
− 1
n2
)
+ o(1).
Let En be the random variable that counts the number of edges in G(n, n, p). By conditioning on
En = m and using the union bound (over the range
p
2n
2 ≤ m ≤ 1+p2 n2), we can conclude that with
probability at least 1− n−2
IE logXn ≤ IE
(
log(n!) + n log
En
n2
− n
2
2
(
1
En
− 1
n2
)
+ logK + o(1)
)
,
where Xn denotes the number of perfect matchings in G(n, n, p), and IE is the indicator of the event
E that G(n, n, p) has at least p2n2 and at most 1+p2 n2 edges. By Chernoff’s bound, IE = 1 with
probability at least 1− n−2. By the union bound
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logXn ≤
(
log(n!) + n log
En
n2
− n
2
2
(
1
En
− 1
n2
)
+O(1)
)
, (16)
with probability at least 1− 2n−2.
Note that with probability at least 1 − n−2, En = pn2 + O(n log2 n), in which case n22En = O(1).
Again by the union bound, we have with probability at least 1− 3n−2,
logXn ≤
(
log(n!) + n log
En
n2
+O(1)
)
. (17)
Let E∗n := (En −E[En])/
√
Var (En) , we have
log
En
n2
= log
(√
Var (En)E
∗
n
n2
+
EEn
n2
)
= log
((
p(1− p)
n2
)1/2
E∗n + p
)
= log
(
p
(
1− p
p
)1/2 E∗n
n
+ p
)
= log p+ log
(
1 +
(
1− p
p
)1/2 E∗n
n
)
= log p+
(
1− p
p
)1/2 E∗n
n
+O(1/n2).
Plugging the last estimate into (17) we obtain, with probability at least 1− 3n−2
logXn ≤ log(n!pn) +
(
1− p
p
)1/2
E∗n +O(1),
or equivalently
logXn − log(n!pn)√
1−p
p
= E∗n +O(1). (18)
Since
∑
n n
−2 <∞, we have, by Borell-Cantelli lemma (see the Appendix) that the event in (18)
holds with probability 1 for all sufficiently large n. On the other hand, by Kolmogorov-Khinchin
theorem, E∗n satisfies LIL and thus
E∗n ≤ (1 + ε/2)
√
2 log log n2 ≤ (1 + 2ε/3)
√
2 log log n
happens with probability 1 for all sufficiently large n. Note that En is the sum of n
2 iid random
variables, and thus we have log logn2 here instead of log log n. Finally, for all sufficiently large n,
(ε/3)
√
2 log log n is larger than the error term O(1), and we have
logXn − log(n!pn)√
1−p
p
≤ (1 + ε)
√
2 log log n,
proving the upper bound.
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4.2 Proof of the Lower bound
For the lower bound we need to show that there exists a sequence nk, k = 1, 2 . . . of indices such
that with probability 1,
logXnk − log(nk!pnk)√
1−p
p
≥ (1− ε)
√
2 log log nk,
holds for infinitely many k.
By Theorem [3, Theorem 14], we know that VarXn,m = O
(
1
n(EXn,m)
2
)
. Markov’s bound then
implies that
Xn,m ≥ 3
2
EXn,m (19)
with probability at least 1 − O(1/n). This bound is sufficient here, as we only need to consider a
very sparse subsequence. From the standard proof of LIL for sum of iid random variables [5, 6], we
see that there is a sequence {nk} := {ck} (where c is an integer larger than 1) for which we have:
E∗nk ≥ (1− ε/2)
√
2 log log n2k ≥ (1− ε/2)
√
2 log log nn
happens infinitely often with probability one. Restricting ourselves to this subsequence and repeating
the calculation in the previous section, we obtain for every nk
logXnk − log(nk!pnk)√
1−p
p
≥ E∗nk +O(1),
with probability 1−O(n−1k ).
Let Ak denote the event that equation (19) fails for nk. Then
PAk = O(1/c
k)
so in particular we have ∑
k
PAk <∞.
By Borel-Cantelli lemma (see Appendix), we have with probability equal to 1 that for infinitely many
k the following two estimates holds.
• E∗nk ≥ (1− ε/2)
√
2 log log nk.
• logXnk−log(nk!pnk )√
1−p
p
= E∗nk +O(1).
The lower bound now follows as for every large enough k, as (ε/2)
√
2 log log nk is greater than
the error term O(1).
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5 Appendix
Approximation lower factorial: Let N, ` be such that ` = o(N2/3). Then,
(N)` = N(N − 1) · · · (N − `+ 1)
= N `
`−1∏
i=0
(1− i/N)
= N `
`−1∏
i=0
e−i/N+O(i
2/N2)
= N ` exp
(
`−1∑
i=0
−i/N +O(i2/N2)
)
= N ` exp
(
−`(`− 1)
2N
+O(`3/N2)
)
= N ` exp
(
−`(`− 1)
2N
+ o(1)
)
as claimed.
Computation of equation (11): We are going to use the following upper and lower bounds for
the factorial: √
2pis(s/e)s ≤ s! ≤
√
2pis(s/e)se1/12s
Hence, [
(d!)1/d
(D!)1/D
]n−ka
≤
[
(
√
2pid(d/e)de1/12d)1/d
(
√
2piD(D/e)D)1/D
]n−ka
=
[
(1 +O(n−2))
d(2pid)1/2d
D(2piD)1/2D
]n−ka
= (1 +O(n−1)
[
(2pid)1/2d
(2piD)1/2D
]n−ka [
d
D
]n−ka
= (1 + o(1))
[
1− t− 1
n− `t
]n−ka
= (1 + o(1))et−1
as desired. (Here we use the assumption that ka = o(n).)
Lemma 5.1 (Borel-Cantelli Lemma). Let (Ai)
∞
i=1 be a sequence of events. Then
(a) If
∑∞
k=1P [Ak] <∞, then
P [Ak holds for infinitely many k] = 0.
(b) If
∑∞
k=1P [Ak] =∞ and in addition all the Ak’s are independent, then
P [Ak holds for infinitely many k] = 1.
11
Theorem 5.2 (Bregman-Minc inequality; [1]). Let G be a bipartite graph with two color classes
V = {v1, . . . , vn} and W = {w1, . . . , wn}. Denote by M the number of perfect matchings and dvi the
degree of vi. Then
M ≤
n∏
i=1
(d(vi)!)
1/d(vi)
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