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a b s t r a c t
In this paper we study the existence of properly colored spanning trees in edge-colored
graphs, under certain assumptions on the graph, both structural and related to the
coloring. The general problem of proper spanning trees in edge-colored graphs is not only
combinatorially difficult but also computationally hard. Here, we focus on some questions
of this important combinatorial problem on sufficient degrees involving connectivity and
colored degrees.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction and notation
An edge-colored graph is properly edge-colored (or proper) if any two adjacent edges are colored differently. In this paper,
we consider sufficient conditions that guarantee the existence of proper spanning trees in graphs whose edges are colored
(not necessarily properly) with a fixed number of colors. The conditions we impose are relationships between various
parameters of colored graphs, such as total number of colors, number of vertices, connectivity and number of differently
colored edges incident to a vertex. These special conditions are of interest because the problem is known to be NP-hard for
general graphs [3].
Edge-colored graphs arise in modeling various real world problems in areas as diverse as genetic biology, computer
programcontrol anddemographic studies (see [4,8–10]). The problemswe consider, aswell as several others on edge colored
graphs (see [7]), are generalizations of their classical counterparts on uncolored graphs. For awell-rounded introduction and
exposure to work on edge colored graphs see [1]. In some cases, the study of colored graphs does not change the framework
much, while in others the problems differ significantly, both combinatorially and algorithmically. Most notably, the problem
of spanning trees which we study in this paper is well known on uncolored graphs. Even in the case of weighted graphs,
the minimum spanning tree problem, while non-trivial, has been well studied and there are efficient algorithms for solving
it. By contrast, there are no simple conditions guaranteeing the existence of properly colored spanning trees in arbitrary
edge colored graphs, and the algorithmic versions are NP-complete. In fact, the problem of finding a properly colored
spanning tree in an edge colored graph is NP-complete, even when we restrict attention to just complete graphs colored
with at least three colors. In the same paper, the authors also derive necessary and sufficient conditions and corresponding
efficient algorithms for finding properly colored spanning trees in edge-colored acyclic graphs. By this they refer to edge-
colored graphs, in which there are no properly colored cycles. Other works on rainbow colored trees in edge colored graphs
are [5,6,11].
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As iswell-known, proper edge coloring of graphs is of paramount importance inmodeling and solving problems involving
conflict-free scheduling of interactions between entities in any kind of network system. The problem we address here,
namely, searching for properly colored structures within already (improperly) colored graphs, represents a closely related
problem, where it is not possible to schedule all the interactions in a conflict-free manner, within a prespecified number of
slots. Thus, the revised goal is to maximize the number of interactions scheduled. In terms of the graph theoretic model, we
are required to pick a large subset of edges, such that the subgraph induced by them is properly colored. The fact that the
edges are precolored represents the important domain of constrained colorings, which are very important both as subroutines
in normal colorings as well as in their own right, due to numerous applications.
Thus, properly colored subgraphs are of particular interest in many applications. Spanning trees are also central, due to
the fact that they correspond to edge-minimal connectedness of any network. We combine these two important structures
in our investigations in this paper. The study of properly colored spanning trees is very challenging from a theoretical point
of view. The last decade has witnessed significant development in the study of this problem from a theoretical and practical
perspective.
We now present the notation we use in this paper. Any notation used and not mentioned here is assumed to have its
standard meaning, in widespread use. Formally, let χc = {1, . . . , c} be a given set of c ≥ 2 colors. Throughout the paper, Gc
denotes an edge-colored simple graph such that each edge is colored with some color i ∈ χc and for each color i ∈ χc there
is at least one edge which receives that color. The vertex and edge-sets of Gc are denoted by V (Gc) and E(Gc), respectively.
When it is clear from the context, we write V and E instead of V (Gc) and E(Gc), respectively. The order n of Gc is the number
of its vertices.
The edge between the vertices x and y is denoted by xy, and its color by c(xy). Let H and K be subgraphs of Gc . The
set of edges that join x and a vertex in V (H) is denoted by E(x,H), i.e., E(x,H) = {xy ∈ E(Gc) such that y ∈ V (H)} and
E(K ,H) = ∪x∈V (K) E(x,H). For the sake of readability, when we write xy ∈ E(K ,H), the reader should understand that
x ∈ V (K) and y ∈ V (H). We also use E(K) and c(E) instead of E (K , K) and ∪e∈E c(e), respectively.
If H is a subgraph of Gc , let NH(x) denote the set of neighbors of a vertex x ∈ V (Gc) in V (H), i.e., the set {y ∈ V (H)
such that xy ∈ E(Gc)}. We shall write NG′H (x) to denote the set of neighbors of x in V (H) that are joined to x by edges in
E(G′), i.e., {y ∈ V (H) such that xy ∈ E(G′)}. Let us consider the subgraphs H and K of Gc , then NH(K) = ∪x∈V (K) NH(x) −
∪x∈V (K) NK (x). Also, NG′H (K) = ∪x∈V (K) NG′H (x)− ∪x∈V (K) NG′K (x).
Finally, if G′ is a subgraph of G, let G− G′ denote the subgraph induced by the set V (G)− V (G′) of vertices.
A path in a Gc is a sequence of distinct vertices such that there is an edge of Gc joining every pair of consecutive vertices
in the sequence. A cycle in a Gc is a sequence of vertices, with the first being equal to the last, and every other vertex being
distinct, and where every pair of consecutive vertices in the sequence is adjacent in Gc .
A graph is connected if there is a path connecting every pair of vertices. An edge-colored graph Gc is connected if its
underlying non-colored graph is connected. A graph that is not connected can be partitioned into connected components
(maximal connected subgraphs). Throughout this paper Gc stands for an edge-colored connected graph.
A cut or vertex-cut of a connected graph Gc is a set of vertices whose removal renders Gc disconnected. The connectivity
or vertex-connectivity is the size of the smallest vertex cut. A graph is called k-connected or k-vertex-connected if its vertex-
connectivity is greater than or equal to k.
Analogous concepts can be defined for edges. A bridge (also known as a cut-edge) in E(Gc) is an edge whose deletion
disconnects the graph. This concept also applies for any subgraph K of Gc . We shall write B(K ,H) to denote the set of
bridges in E(K ,H). More generally, an edge-cut is a set of edges whose removal also increases the number of components
of the graph. The edge-connectivity is the size of the smallest edge-cut and a graph is called k-edge-connected if its edge-
connectivity is k or greater.
Recall that a properly edge-colored graph is one where any two adjacent edges are colored differently. We use the term
rainbow graph for edge-colored graphs in which there is at most one edge of each color.
A tree is a graph in which any two vertices are connected by exactly one path. In other words, it is a connected graph
without cycles. A tree T in Gc is spanning if it covers all vertices of Gc , i.e., V (T ) = V (Gc). For simplicity, a properly edge-
colored (spanning) tree is called a proper (spanning) tree.
The rainbow degree of x, denoted rd(x), is the number of distinctly colored edges in E(Gc) incident to x. We denote by
rdH(x) the number of distinctly colored edges incident to x and with an end in H , so in particular rd(x) = rdGc (x). Let rdH(K)
be the minimum number in {rdH(x) such that x ∈ V (K)}, then rd (Gc) = min{rd(x) such that x ∈ V (Gc)}.
The paper is organized as follows. In Section 2, we state some general results about rainbow spanning subgraphs using
all colors in Gc . In Section 3, we give sufficient conditions on the total number of colors of the graph Gc which guarantee the
existence of proper spanning trees in Gc . In this section, the number of colors depends on the connectivity. In Section 4, we
obtain conditions on the number of colors and the rainbow degree of the graph for the existence of proper spanning trees.
All the above results hold for graphs with a lower bound on the number of vertices, which are specified in the statements
of the theorems.
2. Some general results
In this section, we state some general results for edge-colored connected graphs which we will use in the rest of the
paper. In order to facilitate discussion, we will introduce some additional notation which will be used extensively in this
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and the following sections. We letHrs denote a rainbow spanning subgraph of Gc containing all the used colors. Clearly such
a subgraph exists, as for instance you can define it by considering one edge per color. We shall useH0 to denote the largest
connected component ofHrs andH1 to denote the subgraph induced by V (Gc) − V (H0) inHrs. We let p denote the order
ofH1. Consequently n − p will be the order ofH0. Notice that p may be 0. Furthermore, for some fixed non-zero positive
integer k, the order n of Gc and the number c of used colors are supposed to satisfy the following two inequalities:
n >
k2 + 3k+ 4
2
(1)
and
c ≥ (n− k− 1)(n− k− 2)
2
+ k+ 1. (2)
In particular, the parameter k will represent the connectivity of the graph in Section 3, while in Section 4 it will be used as
a lower bound of the rainbow degree.
In the following two lemmas we study the order and edge-connectivity ofH0.
Lemma 2.1. Let Gc andH0 be as defined above. Then the order of H0 is at least n− k− 1.
Proof. Consider the rainbow spanning subgraphHrs of Gc . AsHrs uses all colors of Gc , its number of edges is equal to the
number of colors in the original graph, whose lower bound is (n−k−1)(n−k−2)2 + k+ 1 by (2). Further, the number of edges of
Hrs must be at most
p(p−1)
2 + (n−p)(n−p−1)2 , assuming that bothH0 andH1 are complete graphs.
Combining these two facts, we obtain
p(p− 1)
2
+ (n− p)(n− p− 1)
2
≥ (n− k− 1)(n− k− 2)
2
+ k+ 1
which reduces to the following inequality:
2p2 − 2np+ 2n+ 2nk− k2 − 5k− 4 ≥ 0.
Solving this inequality on p, we conclude that
p ∈ {0, . . . , k+ 1} ∪ {n− k− 1, . . . , n} .
Assume first that p ∈ {0, . . . , k+ 1}. As |V (H0)| = n− p, we obtain |V (H0)| ≥ n− (k+1)which is the required result.
Assume next that p ∈ {n− k− 1, . . . , n}, i.e., p ≥ n− k− 1. Then the order ofH0 (and hence the order of each component
inHrs) is at most k+ 1. In this case, the total number of edges in the rainbow spanning subgraph is at most nk+1 (k+1)k2 = nk2 ,
which is strictly less than (n−k−1)(n−k−2)2 + k + 1 for n > k
2+3k+4
2 (see Condition (1)), contradicting the hypothesis of the
lemma. This completes the proof. 
Lemma 2.2. Let Gc andH0 be as above. If H1 is not empty, then the number of bridges inH0 is at most k− p+ 1.
Proof. Clearly, the number of edges inH1 is at most p(p−1)2 , with p ≥ 1. Now suppose by contradiction that the number of
bridges in E (H0) is at least k− p+ 2. Then the number of edges inHrs is smaller than or equal to (n−k−2)(n−k−3)2 + k− p+
2 + p(p−1)2 . (This upper bound corresponds to the worst case where the deletion of the k − p + 2 bridges decomposesH0
into a ‘‘big’’ component and k− p+ 2 singletons.)
The following inequality holds:
(n− k− 1)(n− k− 2)
2
+ k+ 1 ≤ (n− k− 2)(n− k− 3)
2
+ k− p+ 2+ p(p− 1)
2
.
This inequality reduces to
n− k− 2 ≤ (p− 1)(p− 2)
2
and, since p ≤ k+ 1 by Lemma 2.1, implies that
n− k− 2 ≤ k(k− 1)
2
which contradicts the hypothesis that n > k
2+3k+4
2 . 
Lemma 2.3. Suppose that H0 contains precisely m bridges, m = k− p+ 1. If the deletion of these bridges disconnectsH0 into
a component H0 of order n− k− 1 and m singletons, then H0 is at least (k−m+ 2)-edge-connected.
Proof. The number of edges in H1 is at most (k+1)k2 since |V (H1)| ≤ k + 1 by Lemma 2.1. We have m bridges in E (H0)
connectingm singletons to the ‘‘big’’ component, say H0, so that the number of edges in H0 is at least (n−k−1)(n−k−2)2 + k+
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1− (k+1)k2 −m. Therefore at least (n−k−1)(n−k−2)2 − (k+1)k2 edges remain after the removal of any k−m+ 1 edges from that
component. Indeed, as (n−k−1)(n−k−2)2 corresponds to the number of edges in a complete graph onn−k−1 vertices, the former
deletion results in a deficit of at most (k+1)k2 edges. Since n >
k2+3k+4
2 , we have
(k+1)k
2 = (k+1)k2 +k+2− (k+2) < n−k−2,
the edge-connectivity of a complete graph on n− k− 1 vertices. 
3. Minimum number of colors in terms of the connectivity
In this section we consider Gc to be a c edge-colored simple k-connected graph of order n again satisfying Conditions (1)
and (2). The main theorem, stated at the end of the section, follows as a direct consequence of the two propositions below
which consider different cases depending on the number of bridges that can appear inHrs.
Proposition 3.1. Assume Gc is a c edge-colored simple k-connected graph of order n. If the number m of bridges inH0 satisfies
m ≤ k− p, then Gc has a proper spanning tree.
Proof. By Lemma 2.1H0 has at least n−k−1 vertices. Since |V (H1)| = p and Gc is k-connected, then
NH0(x) ≥ k−p+1
for all x ∈ V (H1). LetB0 be the set of vertices of H0 that have neighbors both in V (H0) and in V (H1). LetB be the set of
vertices x ∈B0 such that NH0(x) = {x′}, xx′ is a bridge inH0 and c(xx′) = c(E(x,H1)).
Let us now apply Hall’s theorem (see [2]) to the bipartite graphG, defined as follows:G = V Gc , E(Gc)− E(H0) ∪ E(H1) ∪ E B,H1 .
This bipartite graph contains a matching of size p crossing the cut (H0,H1) unless |S| >
NGH0(S) for some subset S of
V (H1), where N
G
H0
(S) denotes the neighbors of S in V (H0) joined by edges in E
G, i.e.,
NGH0(S) = x ∈ V (H0) such that xy ∈ E G for some y ∈ S .
In that case, the order of NG(S) is given by
|NG(S)| =
NH0(S)+ NH1 (S) = NGH0 (S)+ NG−GH0 (S)+ NH1(S) < s+ k− p+ p− s = k,
since
NG−GH0 (S) is bounded by the number of bridges in H0. This contradicts the fact that G is k-connected, since there is
a subset S of G that can be disconnected from the rest of the graph by removing a number of vertices strictly smaller than
k. Therefore we have proved thatG contains a matching M of size p, say x1y1, . . . , xpyp, where xi ∈ H1 and yi ∈ H0 \ B˜.
Now consider a graph with vertex set V (Gc) and edge set E(H0) ∪ E(M) from which we delete all edges of the form yiz,
where z ∈ V (H0) \ {yi} and c(yiz) = c(yixi). As yi does not belong to B˜, it follows that this graph is connected and properly
colored. Therefore it contains a proper spanning tree which can be found by using any classical algorithm for spanning trees
in non-colored graphs and the result follows. 
Proposition 3.2. Let Gc be a c edge-colored simple k-connected graph of order n. If the number m of bridges in H0 satisfies
m = k− p+ 1, then Gc has a proper spanning tree.
Proof. We shall denote by Y0 = {y1, . . . , ym} the set of vertices inH0, such that for every i ∈ {1, . . . ,m} ,NH0 (yi) = xi and
bi = xiyi is a bridge. The deletion of {b1, . . . , bm} divides H0 into a total of m + 1 components. Then by lightly modifying
the proof of Lemma 2.1 we may easily conclude that among all these components, at leastm of them are singletons.
Let us denote H0 = (V (H0)− Y0, E (H0)− {b1, . . . , bm}). By Lemma 2.3 H0 is at least (k−m+ 2)-edge-connected.
Since the graph Gc is k-connected, there is a matching of size k crossing the cut
 H0, Y0 ∪H1. Denote the edges of
this matching by EM = {b1, . . . , bm, em+1, . . . , ek}. Let the endpoints of these edges in H0 be denoted, respectively, by
X = {x1, . . . , xk} and the corresponding ones in H1 by Y1 = {ym+1, . . . , yk}. Let Y be Y0 ∪ Y1 and z be the unmatched vertex
inH1, then H1 = (V (H1) ∪ Y0, E (H1))where V (H1)∪Y0 = Y ∪{z}. We shall distinguish the two cases according to N(z).
Case 1: N(z) ⊈ X ∪ Y .
Let z ′ ∈ N H0(z) − X . In this case, we add zz ′ and b1, . . . , bm, em+1, . . . , ek toHrs, deleting any edge inHrs incident at z ′
with color c(zz ′), and also any edge incident to ei with color c(ei) for all i ∈ {m+ 1, . . . , k}. Any such deletion on account
of ei happens at exactly one of xi or yi, but not both. Observe that there is no edge in H0 incident to bi for i ∈ {1, . . . ,m}
with color c(bi) since bi was the unique edge inHrs colored in c(bi). So this entire process leads to the deletion of at most
k−m+ 1 edges from H0, which thus remains connected.
All the vertices of H1 have been connected to H0 to get a connected spanning properly colored subgraph. Hence this
subgraph, and also Gc , has a proper spanning tree.
Case 2: N(z) ⊆ X ∪ Y.
If there is a vertex xi0 ∈ NX (z), 1 ≤ i0 ≤ m, such that c(zxi0) ≠ c(bi0) (respectively, c(zxi0) ≠ c(ei0), m + 1 ≤ i0 ≤ k),
then we simply add all the edges in EM and zxi0 , deleting any edge incident to xi of the same color for i ∈ {m+ 1, . . . , k}
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(recall again that there is no edge in H0 incident to bi0 for i ∈ {1, . . . ,m}with color c(bi) since bi0 was the unique edge inHrs
colored in c(bi)). Similarly if there is an edge of the form zyi0 with c(zyi0) ≠ c(ei0), 1 ≤ i0 ≤ m (respectively, c(zxi0) ≠ c(bi0),
m + 1 ≤ i0 ≤ k). In both cases, this fact allows to connect all the vertices of H1 to the rest of the graph, preserving the
connectivity of H0. This yields to a properly edge colored connected spanning subgraph implying the existence of a proper
spanning tree for this subgraph and Gc .
We now consider the scenario where for every edge zxi and zyj we have c(zxi) = c(ei) and c(zyj) = c(ej) for all
i ∈ {1, . . . , k} such that {zxi, zyj} ∈ E (Gc). Since the number of edges inHrs is exactly c , which is at least (n−k−1)(n−k−2)2 +k+1
and
V  H0 ≤ (n−k−1)(n−k−2)2 , there are at least k + 1 differently colored edges in H1. Thus one of these edges must be of
the form yiyj in E
 H1where c yiyj ∉ c (E (z, Y1)). Wemay assume, by relabeling the edges in EM , if necessary, along with
their endpoints in X and Y2, that this edge is indeed the one between ym+1 and ym+2.
If there exists a vertex z ′ ∈ N(z) ∩ {xm+1, xm+2, ym+1, ym+2}, we connect z using e = zz ′ and add up ym+1ym+2 and all
edges in EM except for the one which is incident to e in order to connect all the points in Y1. We again must delete all the
edges in H0 which are incident to any ei colored with c(ei) for all i ∈ {m+ 1, . . . , k}. This preserves the connectedness ofH0 and the properness, and the resultant subgraph is spanning and connected.
If N(z) ∩ {xm+1, xm+2, ym+1, ym+2} is the empty set, then NG (H1) ⊆ {x3, . . . , xk}. Then we disconnect H1 by deleting
k− 2 vertices from original graph Gc , which contradicts the k-connectivity of Gc . This completes the proof. 
Theorem 3.3. Let Gc be a c edge-colored simple k-connected graph of order n. If n > k
2+3k+4
2 and c ≥ (n−k−1)(n−k−2)2 + k+ 1,
then Gc has a proper spanning tree.
Proof. By Lemma 2.2 the number of bridges inH0 is at most k−p+1. Then, the result follows directly from Propositions 3.1
and 3.2. 
This bound is the best possible, in the sense that there exist edge-colored simple k-connected graphs colored with
(n−k−1)(n−k−2)
2 + k colors and without a proper spanning tree. More precisely, consider a rainbow complete edge-colored
simple graph on n−k−1 vertices. Add k+1 newvertices x1, . . . , xk+1. Consider, also, k new colors, say c1, . . . , ck, not already
used in the rainbow complete graph. Pick now k vertices y1, . . . , yk in the complete graph and then add all monochromatic
edges on color ci, between each xi and all yj, 1 ≤ j ≤ k, i = 1, . . . , k. Finally add edges xk+1xi each on color ci, for i = 1, . . . , k.
The resulting graph, although colored with (n−k−1)(n−k−2)2 + k colors, has no proper spanning tree as vertex xk+1 cannot be
appended to each component of any proper spanning forest of the rest of the graph.
4. Minimum number of colors in terms of the rainbow degree
In this section we consider Gc to be a connected graph of order n and rainbow degree rd (Gc) = k, satisfying Conditions
(1) and (2). As in the previous section, the main result is presented as a direct consequence of the two propositions below
which consider different cases depending on the order ofH0.
Proposition 4.1. Let Gc be a c edge-colored simple graph of order n andwith rainbowdegree rd (Gc) = k. If |V (H0)| = n−k−1,
then Gc has a properly edge-colored spanning tree.
Proof. Since |V (H0)| = n− k− 1 we have that |V (H1)| = k+ 1. Let X be the set {x1, x2, . . . , xk} and V (H1) = {x} ∪ X .
We shall consider two different cases depending on rdH1(H1).
Case 1: rdH1(H1) = k.
The graph Gc is connected, then NH0 (H1) ≠ ∅. Suppose without loss of generality that there exists NH0(x) ≠ ∅. Since
rdH1(x) = k, then xxi ∈ E (Gc) and c (xxi) ≠ c

xxj

for all i, j ∈ {1, . . . , k} such that i ≠ j.
Let y ∈ NH0(x) and e = xy. In this case we can considerH0 ∪ e ∪ E (x, X) unless there is an edge b ∈ E (Hrs), adjacent
to e, such that c(b) = c(e).
1.A: If b ∈ E (H0), considerH0 ∪ e∪ E (x, X)− b. The subgraphH0 remains connected after the deletion of the edge b since
it is (k+ 2)-edge-connected (see Lemma 2.3). We then have a connected, spanning and properly colored subgraph and we
can extract a properly edge-colored spanning tree.
1.B: If b ∈ E (H1), i.e., b is of the form xxi for some i ∈ {1, 2, . . . , k}, say i = 1. We consider NH1 (x2), the neighborhood of x2
inH1. Since NH1 (x2) = V (H1), necessarily x1 ∈ NH1 (x2). We also know that c (x1x2) ≠ c (xx2) since rdH1 (x2) = k, then
we join x1 toH0 via the path yxx2x1.
Case 2: rdH1(H1) < k.
We shall consider two cases:
2.A: There is a (k+ 1)-matchingM betweenH0 andH1.
Let us denote by EM = {e, e1, . . . , ek} the set of edges running betweenH0 andH1. We shall use this matching in order
to join every vertex in V (H1) toH0 and delete any edge bbi ∈ E (H0) adjacent to e and ei, respectively, such that c(e) = c(b)
and c (ei) = c (bi). There are at most k+ 1 such edges, therefore the deletion of all of them preserves the connectivity ofH0
sinceH0 is (k+ 2)-edge-connected.
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2.B: There is no (k+ 1)-matchingM betweenH0 andH1.
Let l ∈ N such that k− l is the maximum rainbow degree inH1 for all vertices in V (H1). Suppose again without loss of
generality that k − l = rdH1(x) and {x1, . . . , xk−l} = NH1(x). Since rd(x) ≥ k, there also exist at least l vertices, y1, . . . , yl,
in NH0(x) such that all edges xxi and xyj are pairwise differently colored. Let Y be {y1, . . . , yl}. Our aim is to connect the
vertices of the set V (H1) −

NH1(x) ∪ {x}
 = {xk−l+1, . . . , xk} to H0. For the sake of readability, let us rename this set
as Z = {z1, z2, . . . , zl}. Since rdH1(zi) ≤ k − l and rd(zi) ≥ k for all i ∈ {1, . . . , l}, thus all these vertices must have at
least l neighbors inH0 and therefore we can always find an l-matching

Z, NH0 (Z)

. If for some i ∈ {1, . . . , l}, there exists
yl+1 ∈ NH0 (zi)− Y , then there is an (l+ 1)-matching

Z ∪ x, NH0 (Z ∪ x)

and by deleting, if necessary, all edges adjacent
to the extreme vertices of the matching inH0 colored the same way, we get the desired result.
We can now assume Y = NH0 (zi) = NH0(x) for all i ∈ {1, . . . , l}, and all but one vertex in Z , say z1, are connected via
the edges yizi for all i ∈ {2, . . . , l} and y1x. We have to find a new way to connect z1 toH0.
Since the number of colors in c (E (H1)) is greater than or equal to k+ 1, there is at least one extra color apart from the
ones in E (x, X). We shall study different cases depending on where this new colored edge lies, i.e., the new colored edge is
of the form:
• zizj or zixj. Thenwe can add the edge z1yi, delete the edge of thematching yizi and use the path yjzjzi or y1xxjzi, respectively
to connect back zi.
• xixj, for some i, j ∈ {1, . . . , k− l}. In this case, as
NH1 (z1) = k − l, we simply change the roles that x and z1 play and
we will be back to the previous case. 
Proposition 4.2. Let Gc be a c edge-colored simple graph of order n with rd (Gc) = k. If |V (H0)| > n − k − 1, then Gc has a
properly edge-colored spanning tree.
Proof. Let l ∈ N such that p− l is the maximum rainbow degree inH1 for all vertices in V (H1). Let x ∈ V (H1) be a vertex
such that rdH1(x) = p − l, then
rdH0(x) ≥ k − p + l. This number is greater than or equal to k − p + 1, which is the
maximum number of bridges that can appear in E (H0) as was proved in Lemma 2.2.
We shall study two different cases depending on the value of l.
Case 1: l = 1.
Since rdH1(x) = p − 1, x is adjacent to every point in V (H1) and the edges of type xxi are pairwise differently colored.
Additionally,
rdH0(x) ≥ k − p + 1 ≥ 1 since p ≤ k. Therefore, there exists y ∈ NH0(x) such that c(xy) ∉ c (x,H1). The
subgraphH0 remains connected after removing a possible edge in E (H0) adjacent to xy and colored in c(xy), so we get the
desired result.
Case 2: l > 1.
Let us set NH1(x) =

x1, x2, . . . , xp−l

. Since rdH0(x) ≥ k − p + l and the number of bridges in H0 is less than or
equal to k − p + 1, there are at least l − 1 vertices, y1, y2, . . . , yl−1, in NH0(x) such that all edges xyi are pairwise
differently colored and such that there is no bridge in E (H0) incident to them. Let Y be {y1, . . . , yl−1} (|Y | = l− 1). Define
Z = V (H1)−

NH1(x) ∪ {x}
 = {z1, z2, . . . , zl−1}. Our aim is again to connect the vertices of the set Z toH0. Since rdH0 (zi)
are greater than or equal to k − p + l for all i ∈ {1, 2, . . . , l− 1}, there is an (l− 1)-matching between NH0 ({x} ∪ Z) and
H0 so that none of the adjacent edges in E (H0) is a bridge. Then only one vertex, say z1, is left to be joined. Since rd(z1) ≥ k
and rdH1(z1) ≤ p − l, then rdH0(z1) ≥ k − p + l which is greater than or equal to l since k ≥ p. Thus there exists a vertex
y ∈ V (H0)− Y such that yz1 ∈ E (Gc) and c(yz1) ∉ c (z1, V (H1) ∪ Y ) and we obtain an l-matching between NH0 ({x} ∪ Z)
andH0. Hence the proof is finished. 
Theorem 4.3. Let Gc be a c edge-colored connected graph of order n, n > k
2+3k+4
2 , with rainbow degree rd (G
c) = k. If c ≥
(n−k−1)(n−k−2)
2 + k+ 1, then Gc has a proper spanning tree.
Proof. It follows directly from Propositions 4.1 and 4.2. 
References
[1] J. Bang-Jensen, G. Gutin, Digraphs, Theory, Algorithms and Applications, Springer, 2002.
[2] A. Bondy, Graph Theory, in: Graduate Text in Mathematics, vol. 244, Springer Verlag, 2008.
[3] V. Borozan, W. Fernandez de La Vega, Y. Manoussakis, C. Martinhon, R. Muthu, R. Saad, Maximum colored trees in edge-colored graphs (submitted for
publication).
[4] R. Brent, The parallel evaluation of general arithmetic expressions, J. ACM 21 (1974) 201–206.
[5] R.A. Brualdi, S. Hollingsworth, Multicolored trees in complete graphs, J. Combin. Theory Ser. B 68 (1996) 310–313.
[6] R.A. Brualdi, S. Hollingsworth, Multicolored forests in complete bipartite graphs, Discrete Math. 240 (2001) 239–245.
[7] J. Feng, H.-E. Giesen, Y. Guo, G. Gutin, T. Jensen, A. Rafiey, Characterization of edge-colored complete graphs with properly colored Hamilton paths,
J. Graph Theory 53 (2006) 333–346.
[8] T.C. Hu, Y.S. Kuo, Graph folding and programmable logical arrays, Networks 17 (1987) 19–37.
[9] P.A. Pevzner, DNA physical mapping and properly edge colored Eulerian cycles in colored graphs, Algorithmica 13 (1995) 77–105.
[10] P. Pevzner, Computational Molecular Biology: An Algorithmic Approach, The MIT Press, 2000.
[11] K. Suzuki, A necessary and sufficient condition for the existence of a heterochromatic spanning tree in a graph, in: Graphs and Combinatorics, vol. 22,
Springer-Verlag, 2006, pp. 261–269.
