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 Abstract 
Recently, the use of digital images in various fields is increasing rapidly. To increase the num-
ber of images stored and get faster transmission of them, it is necessary to reduce the size of these 
images. Single bitmap block truncation coding (SBBTC) schemes are compression techniques, 
which are used to generate a common bitmap to quantize the R, G and B planes in color image. As 
one of the traditional SBBTC schemes，weighted plane (W-plane) method is famous for its simplic-
ity and low time consumption. However, the W-plane method also has poor performance in visual 
quality. This paper proposes an improved SBBTC scheme based on W-plane method using parallel 
computing and hill climbing algorithm. Compared with various schemes, the simulation results of 
the proposed scheme are better than that of the reference schemes in visual quality and time con-
sumption. 
Key words: block truncation coding, common bitmap, parallel computing, hill climbing algo-
rithm.
0 Introduction 
With the rapid development of the Internet, the 
number of digital images used by the public has be-
come more and more huge. As a result, a large amount 
of storage space is required for digital images and the 
transmission of these images through limited band-
width channel is time consuming. Therefore, image 
compression techniques have become one of the nec-
essary way to overcome these issues. 
Image compression refers to the process of rep-
resenting an image in a compact way by reducing var-
ious redundancies in the image and it is generally   
classified into two categories: lossless compression 
and lossy compression [1]. Lossless compression 
techniques provide excellent visual quality of recon-
structed images since there is no distortion introduced 
in their processes, but the compression ratio of them is 
low. So far, many lossless compression techniques 
have been proposed, such as run length coding [2], 
Huffman coding [3], arithmetic coding [4], etc. These 
techniques generally used in some special fields such 
as medical images and military images. Lossy com-
pression provides high compression ratio and good 
visual quality of restored images. There are quite a few 
lossy compression techniques, such as vector quanti-
zation [5], fractal image compression [6], wavelet 
transform coding [7], block truncation coding [8], etc. 
These techniques are usually used to compress gen-
eral-purpose digital images. As one of the lossy com-
pression techniques, block truncation coding is fa-
mous for its simplicity. 
Block truncation coding (BTC) first was pro-
posed by Mitchel and Delp [8] for grayscale image 
compression. Due to the advantages such as low com-
putational and fault tolerance, BTC has been also used 
extensively in many fields, such as image retrieval [9], 
data hiding [10] and image authentication [11], etc. In 
BTC, the grayscale image is divided into non-overlap-
ping blocks and each block is encoded using a repre-
sentative set of quantization values. Many schemes 
were proposed for improving the bit rate and visual 
quality of BTC. For instance, Mitchell et al. [12] pro-
posed the absolute moment BTC, L. Hui [13] pro-
posed the adaptive BTC, Haung et al. [14] proposed 
the hybrid BTC. The three typical schemes both have 
better visual quality than BTC. Later, BTC has been 
extended to the compression of color images. 
A color image is typically composed of three 
channels, i.e., R, G and B. Apparently, color images 
contain a lot of data which are triple the data in gray-
scale images. Conventionally, BTC is used to code the 
three channels separately. However, this scheme has a 
low compression ratio. Therefore, it is important to 
utilize the correlation among the three channels to 
  
reduce the bit rate. To achieve this goal, some schemes 
have been proposed. In 1992, Wu and Coll [15] pro-
posed the single bitmap BTC (SBBTC) scheme, which 
preserved the spatial details of the color image by us-
ing a common bitmap for the three channels. In this 
scheme, the weighted plane (W-plane) method which 
has low complexity and good performance regarding 
the mean square error (MSE) was proposed. Kurita 
and Otsu [16] used an adaptive one-bit vector quanti-
zation algorithm to generate the common bitmap in 
1993. Tai et al. [17] proposed a new SBBTC scheme 
in 1997. The scheme used the Hopfield neural network 
to generate the common bitmap. Later, Tai et al. [18] 
proposed another new scheme using the genetic algo-
rithm and the absolute moment BTC (GA-AMBTC) 
in 1998. The simulation results showed that this 
scheme had a better performance than the scheme they 
proposed earlier. In 2002, Chang and Wu [19] em-
ployed the gradual search algorithm with BTC to gen-
erate the common bitmap (GSBTC). This scheme has 
low complexity and acceptable visual quality. In 2013, 
Cui et al. [20] described a new scheme that incorpo-
rates the cat swarm optimization algorithm for gener-
ating the common bitmap (CSO-BTC). Recently, Li et 
al. [21] employed the binary ant colony optimization 
with BTC to generate the common bitmap (BACO-
BTC). GA-AMBTC and CSO-BTC both are com-
bined with the intelligence optimization algorithms, 
and they can be used to find the global optimal com-
mon bitmap after multiple iterations of the intelligence 
optimization algorithms they employed. However, the 
time consumption for them to find the global optimal 
common bitmap is huge. GSBTC and BACO-BTC 
have low computation complexity and can be em-
ployed to generate effective common bitmaps which 
have acceptable visual quality. 
This paper proposes an improved scheme based 
on W-plane method. According to the characteristics 
of BTC, we employ the hill climbing algorithm to gen-
erate a near-optimal common bitmap and use parallel 
computing to reduce the time consumption. The sim-
ulation results show that our scheme has lower time 
consumption and better visual quality than that of 
other related schemes. 
The remainder of this paper is organized as fol-
lows. Section 1 reviews some related works. Section 2 
describes the proposed scheme in detail. Simulation 
results are given in Section 3 and conclusions are pre-
sented in Section 4. 
 
 
1 Preliminaries 
1.1 Block truncation coding 
 Block truncation coding (BTC) was proposed for 
compressing grayscale images. The basic steps of 
BTC are as follows. 
Step 1. Partition grayscale image into nonover-
lapping m × n blocks and the mean intensity of each 
block can be computed by  
  (1) 
where 𝑥𝑖𝑗 is the value of pixel in each block at the 
position (𝑖, 𝑗). 
 Step 2. The bitmap B and two quantization values 
𝑥𝐻 and 𝑥𝐿 are generated. Each pixel block is classi-
fied individually into two levels. For each pixel 𝑥𝑖𝑗 
in one block, if 𝑥𝑖𝑗 < ?̅?, it is assigned to the low level 
and the value at the position (𝑖, 𝑗) in the bitmap is set 
to 0; otherwise, the pixel is assigned to the high level 
and the value at the position (𝑖, 𝑗) in the bitmap is set 
to 1. The two quantization values can be computed by 
  (2) 
  (3) 
where q is the number of pixels with a value higher 
than ?̅?. The bitmap is generated by  
  (4) 
 Step 3. Each block of the grayscale image M is 
reconstructed as follows: 
  (5) 
An example of this section is shown in Fig.1. 
Fig.1(Ⅰ) is a 4 × 4 pixel block of original image. The 
mean intensity ?̅? and the two quantization values 𝑥𝐻 
and 𝑥𝐿 of this block can be computed as 62, 86 and 
22. Fig.1(Ⅱ) shows the bitmap which is generated ac-
cording to the Step 2. Then, the reconstructed block is 
created by Eq. (5) as the Fig.1(Ⅲ) shows. 
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Fig.1 The procedure of BTC, Ⅰ pixel block of original image, 
Ⅱ bitmap of the block, Ⅲ the reconstructed pixel block 
 
1.2 W-plane method 
 SBBTC was proposed to compress color images. 
Unlike traditional BTC of color images, SBBTC is 
used to compress the color image as one bitmap. W-
plane method is one of the traditional SBBTC scheme.  
In the W-plane method, the source color image is 
also partitioned into nonoverlapping m × n blocks. 
Let 𝑅𝑖𝑗 , 𝐺𝑖𝑗 and 𝐵𝑖𝑗 denote the pixel value of the R, 
G and B channels in each block, 𝒙𝒊𝒋 = (𝑅𝑖𝑗 , 𝐺𝑖𝑗 , 𝐵𝑖𝑗) 
denote the pixel vector. The weighted plane of each 
block is constructed by 
  (6) 
and the mean intensity of each weighted plane can be 
computed by: 
  (7) 
Then, the common bitmap of each block can be 
constructed according to 𝑤𝑖𝑗 and  ?̅?. Each bit of the 
common bitmap is determined by  
  (8) 
According to the common bitmap, the quantiza-
tion vectors 𝒙𝑯 and 𝒙𝑳 can be computed: 
  (9) 
  (10) 
where 𝑞 stand for the number of 𝑏𝑖𝑗 which equals 
1. 
Finally, each block of the color image C can be 
reconstructed as follows: 
  (11) 
1.3 Hill climbing algorithm 
 Hill climbing algorithm attempts to compute a lo-
cal optimal solution of the target function 𝑓(𝑥). The 
process of hill climbing algorithm can be summarized 
as follows: 
Step 1. Select an initial point 𝑥0 and record the 
optimal solution 𝑥𝑏𝑒𝑠𝑡 = 𝑥0 . Have 𝑇 = 𝑁(𝑥0)  de-
note the neighbourhood points of 𝑥0.  
Step 2. Stop the algorithm and output 𝑥𝑏𝑒𝑠𝑡 if 
𝑇 = ∅ (∅ denote the empty set) or other stopping cri-
terions are reached. Otherwise, go to Step 3. 
Step 3. Select one point 𝑥𝑛 from 𝑇 and calcu-
late 𝑓(𝑥𝑛) . Set 𝑥𝑏𝑒𝑠𝑡 = 𝑥𝑛 , 𝑇 = 𝑇 − 𝑥𝑛 and go to 
Step 2 if 𝑓(𝑥𝑛) is larger than 𝑓(𝑥𝑏𝑒𝑠𝑡) . Otherwise, 
keep the value of 𝑥𝑏𝑒𝑠𝑡 , set 𝑇 = 𝑇 − 𝑥𝑛 and go to 
Step 2. 
2 The Proposed Scheme 
 In this paper, we propose an improved method 
based on w-plane method using parallel computing 
and hill climbing Algorithm. The proposed scheme 
consists of five phases as the Fig.2 shows. 
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Fig.2 Flowchart of the proposed scheme 
 
2.1 Partition the color image into nonoverlapping 
blocks 
 In the proposed scheme, the original color im-
age should be divided into a series of nonoverlapping 
blocks at first and the number of the nonoverlapping 
blocks is recorded as 𝐵𝑛𝑢𝑚. Since the subsequent 
operations for each block are identical and there is no 
interaction between these operations, these blocks 
can be processed independently. Therefore, the pro-
posed scheme uses parallel computing for the opera-
tions of these blocks to fully utilize the CPU re-
sources and reduce the time consumption. 
Partition the blocks evenly into several parts ac-
cording to the number of the cores on your machine 
so that we can use parallel computing. Assuming the 
machine has C𝑛𝑢𝑚 cores, then the number of blocks 
allocated to each core can be calculated: 
  (12) 
 To confirm the effectiveness of the parallel com-
puting, we compare the time consumption of the par-
allel computing with that of no parallel computing 
for the proposed scheme. Fig.3(Ⅰ) shows the result of 
comparison with 4 × 4 block size and Fig.3(Ⅱ) 
shows the result of comparison with 8 × 8 block 
size. The blue line in Fig.3 represents the proposed 
scheme using parallel computing and the red line 
stands for the proposed scheme without using paral-
lel computing. It is obvious that the proposed scheme 
using the parallel computing has better time con-
sumption. 
Ⅰ
Ⅱ  
Fig.3 Comparison for the time consumption of the parallel 
computing with that of no parallel computing 
 
2.2 Perform W-plane method on each block 
 For each block, W-plane method is used to gen-
erate the initial common bitmap 𝐵𝑖𝑛𝑖𝑡𝑖𝑎𝑙. The quanti-
zation values 𝑥𝑅𝐻 , 𝑥𝑅𝐻 , 𝑥𝐺𝐻 , 𝑥𝐺𝐿 , 𝑥𝐵𝐻 , 𝑥𝐵𝐿 for the R, 
G and B channels are calculated according to 𝐵𝑖𝑛𝑖𝑡𝑖𝑎𝑙, 
respectively, as is shown in Eq. (13). 
  
  
  (13) 
where 𝑅𝑖𝑗 , 𝐺𝑖𝑗  and 𝐵𝑖𝑗  are the pixel values at 
position (𝑖, 𝑗) of the R, G and B channels, 𝑏𝑖𝑗 is the 
value at position (𝑖, 𝑗) of the initial common bitmap, 
𝑞 refers to the number of 𝑏𝑖𝑗 that equals 1, m and n 
stand for the size of each block. 
2.3 Compute the final common bitmap based on 
hill climbing algorithm 
 The initial bitmap which is generated by w-
plane method always results in poor visual quality. 
To overcome this issue, the proposed scheme uses 
hill climbing to generate the final bitmap. 
 Considering the huge time consumption when 
we optimize the entire bitmap at once using intelli-
gent optimization algorithms and the independent ef-
fect when we change different bit of bitmap inde-
pendently, the proposed scheme optimizes each bit of 
the bitmap separately. The detailed steps are as fol-
lows. 
 Step 1. Create an empty matrix BF. Calculate 
the initial MSE M using the initial bitmap 𝐵𝑖𝑛𝑖𝑡𝑖𝑎𝑙 
by Eq. (14). 
 (14) 
where 𝒙𝒊𝒋 = (𝑅𝑖𝑗 , 𝐺𝑖𝑗 , 𝐵𝑖𝑗) stand for the pixel vector 
in the block, 𝒙𝑯 = (𝑥𝑅𝐻, 𝑥𝐺𝐻 , 𝑥𝐵𝐻)  and 𝒙𝑳 =
(𝑥𝑅𝐿 , 𝑥𝐺𝐿 , 𝑥𝐵𝐿) are two vector consist of the six quan-
tization values. 
 Step 2. Select one element 𝑏𝑚𝑛  at position 
(𝑚, 𝑛) of 𝐵𝑖𝑛𝑖𝑡𝑖𝑎𝑙 and initialize the optimal solution 
𝑏𝑏𝑒𝑠𝑡 and target function 𝑓(𝑏𝑚𝑛) with 𝑏𝑚𝑛 and 𝑀 
respectively.  
 Step 3. Find the neighbourhood points of 𝑏𝑚𝑛. 
Since the range of each element in 𝐵𝑖𝑛𝑖𝑡𝑖𝑎𝑙 is {0,1}, 
there is only one neighbourhood point of 𝑏𝑚𝑛. Hence, 
the neighbourhood point t of 𝑏𝑚𝑛 is calculated as fol-
lows: 
  (15) 
 Step 4. Construct a temporary bitmap BT by Eq. 
(16) and calculate 𝑓(𝑡) by Eq. (17). Note that there 
is only one difference between BT and 𝐵𝑖𝑛𝑖𝑡𝑖𝑎𝑙, which 
is located at position (𝑚, 𝑛). 
  (16) 
 (17) 
 Step 5. Update 𝑏𝑏𝑒𝑠𝑡 as follows: 
  (18) 
    Step 6. Update the final bitmap BF according to 
the position of 𝑏𝑚𝑛 as follows: 
  (19) 
Step 7. Repeat Step 2 to Step 6 until all the ele-
ments of 𝐵𝑖𝑛𝑖𝑡𝑖𝑎𝑙 have been selected.  
When all the elements of 𝐵𝑖𝑛𝑖𝑡𝑖𝑎𝑙 have been se-
lected, all the element of BF are assigned. Up to this 
point, the final bitmap is obtained. 
The main procedure of this part can be summa-
rized as Algorithm 1. 
Algorithm 1.  Computation for the final common 
bitmap based on hill climbing algorithm 
Input: Block 𝐂𝒃𝒍𝒐𝒄𝒌  of the original color image, six 
quantization values 𝒙𝑹𝑯 , 𝒙𝑹𝑯, 𝒙𝑮𝑯, 𝒙𝑮𝑳, 𝒙𝑩𝑯, 𝒙𝑩𝑳 , the 
initial common bitmap 𝑩𝒊𝒏𝒊𝒕𝒊𝒂𝒍 of 𝐂𝒃𝒍𝒐𝒄𝒌. 
Output: Final common bitmap BF of 𝐂𝒃𝒍𝒐𝒄𝒌. 
1. Set 𝑴 as the initial MSE; 
2. Set BF as an empty matrix; 
3. Set BT as a temporary bitmap 
4. for i:=1 to m do 
5.   for j:= 1 to n do 
6.     𝒃𝒃𝒆𝒔𝒕 ← 𝒃𝒊𝒋; 
7.     𝒇(𝒃𝒊𝒋) ← 𝑴; 
8.     𝒕 ← 𝟏 − 𝒃𝒊𝒋; 
9.     𝒃𝒕𝒊𝒋 ← 𝒕; 
10.    𝒇(𝒕) ← 𝒏𝒆𝒘 𝑴𝑺𝑬 𝒄𝒐𝒎𝒑𝒖𝒕𝒆𝒅 𝒂𝒄𝒄𝒐𝒓𝒅𝒊𝒏𝒈 𝒕𝒐 𝑩𝑻 
11.    if 𝒇(𝒃𝒊𝒋) ≥ 𝒇(𝒕) then 
12.      𝒃𝒇𝒊𝒋 ← 𝒃𝒃𝒆𝒔𝒕 
13.    else 
14.      𝒃𝒃𝒆𝒔𝒕 ← 𝒕 
15.      𝒃𝒇𝒊𝒋 ← 𝒃𝒃𝒆𝒔𝒕 
16.  end do 
  
17. end do 
 
There is an example in Fig.4. The selected ele-
ment of initial common bitmap is 𝑏42 and the target 
function 𝑓(𝑏42) is 1.2. First, find the neighbourhood 
point t of 𝑏42  and construct the temporary bitmap. 
Second, the result of target function 𝑓(𝑡) is 1.3 ac-
cording to the temporary bitmap. Then, the optimal so-
lution 𝑏𝑏𝑒𝑠𝑡  is updated to 𝑏42  since 𝑓(𝑏42)  is 
greater than 𝑓(𝑡),. In the end, the final common bit-
map is updated by setting 𝑏𝑓42 to 𝑏𝑏𝑒𝑠𝑡. 
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1 0 0 0
0 1 0 0
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Fig.4 An example for Algorithm 1 
 
2.4 Recalculate the quantization values 
 The quantization values are one of the main 
components for reconstructing the image in BTC. To 
reconstruct the color image, the quantization values 
need to be recalculated. According to the final com-
mon bitmap BF which is generated in Section 2.3, 
the quantization values can be recalculated by Eq. 
(20). 
  (20) 
where 𝑐𝑅𝐻 , 𝑐𝑅𝐿 , 𝑐𝐺𝐻 , 𝑐𝐺𝐿 , 𝑐𝐵𝐻 , 𝑐𝐵𝐿  denote the six 
quantization values, 𝑏𝑓𝑖𝑗 stand for the value at posi-
tion (𝑖, 𝑗) of the final common bitmap BF, 𝑞𝑐 is the 
number of 𝑏𝑓𝑖𝑗 which equals 1. 
 
2.5 Reconstruct the color image 
 After getting the final common bitmap and the 
quantization values, the color image can be recon-
structed as follows: 
  (21) 
 An example for this section is shown in Fig.5. 
Assume that the quantization values  
𝑐𝑅𝐻 , 𝑐𝑅𝐿 , 𝑐𝐺𝐻 , 𝑐𝐺𝐿 , 𝑐𝐵𝐻 , 𝑐𝐵𝐿  are equal to 
235,226,182,156,255,250. According to the final com-
mon bitmap in Fig.5, the three channels can be recon-
structed. R channel is reconstructed using 𝑐𝑅𝐻 , 𝑐𝑅𝐿. G 
channel is reconstructed using 𝑐𝐺𝐻 , 𝑐𝐺𝐿. B channel is 
reconstructed using 𝑐𝐵𝐻, 𝑐𝐵𝐿. 
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Fig.5 An example for the reconstruction of the color image 
3 Simulation Results 
 The proposed scheme was simulated by 
MATLAB 2016a and the simulation environment was 
a PC with 8 GB RAM and two 3.4 GHz CPU. The 
color images used to evaluate the performance of the 
proposed scheme are show in Fig.6.   
 
Pepper Fruits Baboon
Tiffany Lenna Frymire  
Fig.6. Color test images 
 In Table 1 and Table 2, we compare the pro-
posed scheme with W-plane method. MSE is used to 
measure the performance of the two schemes, and it is 
defined as follows: 
 
 (22) 
where 𝑅𝑖𝑗 , 𝐺𝑖𝑗 , 𝐵𝑖𝑗 stand for the pixel values of the 
three channels of the original color image at position 
(𝑖, 𝑗) and 𝑅𝑖𝑗
𝑟 , 𝐺𝑖𝑗
𝑟 , 𝑅𝐵𝑖𝑗
𝑟  refer to the pixel values of 
the three channels of the reconstructed color image at 
position (𝑖, 𝑗), m and n are the size of the color image. 
 Table 1 shows the comparison of MSE between 
the W-plane method [15] and the proposed method. 
The block size of this comparison is 4 × 4. It is seen 
that the proposed scheme has better MSE performance 
than W-plane method on each color image. Table 2 
shows the comparison of MSE with the block size of 
8 × 8. It is obvious that the MSE performance of the 
proposed scheme is also better than W-plane method 
on each color image. These results illustrate that the 
improvement in the proposed scheme based on the W-
plane method is efficient. 
To further verify the validity of the proposed 
scheme, we compared the proposed scheme with other 
three related schemes, GA-AMBTC [18], GSBTC 
[19], BACO-BTC [21]. The parameters of GA-
AMBTC are set according to Chang et al.’s works [18]. 
Table 3 and Table 4 show the comparison of 
MSE among the four different schemes. The block 
size of the color images used in Table 3 and Table 4 
is 4 × 4 and 8 × 8, respectively. From the two ta-
bles, it is apparent that the MSE of the proposed 
scheme is lower than that of the other three related 
schemes, which means that our scheme is better. 
Table 5 and Table 6 show the comparison of 
structural similarity(SSIM) index among the four dif-
ferent schemes with block sizes of 4 × 4 and 8 × 8, 
respectively. SSIM is a method for measuring the sim-
ilarity between two images. It can be calculated by Eq. 
(23). 
 
 (23) 
where X is the original color image, Y is the recon-
structed color image, 𝜇𝑋 and 𝜇𝑌 refer to the average 
of the two images, 𝜎𝑋𝑌 is the covariance of the two 
images, 𝜎𝑋 and 𝜎𝑌 stand for the variance of X and 
Y respectively, 𝐶1 and 𝐶2 are two default constants. 
In the two tables, the proposed scheme has higher 
SSIM values than the other three schemes. This result 
confirms that the proposed scheme has better visual 
quality.
 
  
Table 1. MSE for images reconstructed by W-plane method and the proposed scheme with block size 4 × 4 
Images W-plane-BTC [15] Proposed scheme 
Pepper 11.1420 10.4734 
Fruits 19.5508 16.8978 
Baboon 95.9592 90.7861 
Tiffany 19.2256 12.7837 
Lenna 19.9605 18.7425 
Frymire 254.1143 213.5586 
 
Table 2. MSE for images reconstructed by W-plane method and the proposed scheme with block size 8 × 8 
Images W-plane-BTC [15] Proposed scheme 
Pepper 32.8668 29.8284 
Fruits 35.9711 30.6846 
Baboon 145.6842 135.5584 
Tiffany 31.7653 22.9964 
Lenna 38.6159 35.6684 
Frymire 468.8183 394.8452 
 
Table 3. MSE for images reconstructed by the four schemes with block size 4 × 4 
Image GA-AMBTC [18] GSBTC [19] BACO-BTC [21] Proposed scheme 
Pepper 10.6488 13.2820 10.5253 10.4734 
Fruits 18.4856 19.1409 16.9901 16.8978 
Baboon 95.1157 98.5005 90.7963 90.7861 
Tiffany 13.5013 24.1907 14.9005 12.7837 
Lenna 19.6789 20.1871 18.7826 18.7425 
Frymire 239.3385 336.0331 226.0877 213.5586 
 
Table 4. MSE for images reconstructed by the four schemes with block size 8 × 8 
Image GA-AMBTC [18] GSBTC [19] BACO-BTC [21] Proposed scheme 
Pepper 32.0923 35.4107 29.9243 29.8284 
Fruits 34.4711 35.3892 31.2399 30.6846 
Baboon 145.9833 146.2950 136.1672 135.5584 
Tiffany 33.2753 35.0836 26.0522 22.9964 
Lenna 38.4107 36.5837 35.4927 35.6684 
Frymire 447.5942 551.3695 414.1567 394.8452 
 
Table 5. SSIM for images reconstructed by the four schemes with block size 4 × 4 
Image GA-AMBTC [18] GSBTC [19] BACO-BTC [21] Proposed scheme 
Pepper 0.9924 0.9911 0.9925 0.9926 
Fruits 0.9793 0.9790 0.9804 0.9806 
Baboon 0.9007 0.9029 0.9059 0.9060 
Tiffany 0.9854 0.9758 0.9838 0.9865 
Lenna 0.9859 0.9855 0.9867 0.9867 
Frymire 0.9409 0.9218 0.9449 0.9471 
 
Table 6. SSIM for images reconstructed by the four schemes with block size 8 × 8 
Image GA-AMBTC [18] GSBTC [19] BACO-BTC [21] Proposed scheme 
Pepper 0.9777 0.9768 0.9790 0.9791 
Fruits 0.9607 0.9606 0.9636 0.9641 
Baboon 0.8539 0.8598 0.8640 0.8645 
Tiffany 0.9694 0.9639 0.9740 0.9769 
Lenna 0.9748 0.9760 0.9767 0.9767 
Frymire 0.8837 0.8633 0.8927 0.8970 
Table 7 and Table 8 show the comparison of 
time consumption among the four different schemes. 
To reflect the differences in time consumption among 
the four methods more intuitively, the size of the test 
images is set to 1024 × 1024. The block size in Ta-
ble 7 and Table 8 is 4 × 4 and 8 × 8 respectively. 
  
Consistent with the analysis in the introduction, the 
time consumption of GA-AMBTC in the two tables 
is significantly higher, and the time consumption of 
GSBTC and BACO-BTC is relatively small. It is 
obvious that the time consumption of the proposed 
scheme is lower than the other three related schemes. 
Therefore, the proposed scheme is more efficient.
 
Table 7. Time consumption (second) for images reconstructed by the four schemes with block size 4 × 4 
Image GA-AMBTC [18] GSBTC [19] BACO-BTC [21] Proposed scheme 
Pepper 666.9923 14.3152 9.8987 9.5844 
Fruits 665.5733 13.7884 9.6280 9.4037 
Baboon 678.5988 14.3051 9.4130 9.4043 
Tiffany 667.8971 15.5259 9.7571 9.6200 
Lenna 671.9080 14.2471 9.6702 9.4689 
Frymire 677.2049 12.6800 9.6017 9.0140 
 
Table 8. Time consumption (seconds) for images reconstructed by the four schemes with block size 8 × 8 
Image GA-AMBTC [18] GSBTC [19] BACO-BTC [21] Proposed scheme 
Pepper 331.2923 12.4233 10.2679 8.1790 
Fruits 329.5832 11.4148 10.2335 8.1065 
Baboon 330.6240 11.7746 10.2838 8.2000 
Tiffany 328.8598 13.5416 10.3134 8.3956 
Lenna 330.8747 12.2374 10.4508 8.2104 
Frymire 329.8919 10.2554 10.2649 7.9732 
 
4 Conclusion 
 In this paper, an efficient color image scheme 
based on W-plane method is proposed. According to 
the characteristics of BTC, we use parallel computing 
to reduce the time consumption. To obtain a near-op-
timal common bitmap, hill climbing algorithm is em-
ployed in this scheme. The simulation results show 
that the visual quality of the proposed scheme is better 
and the time consumption of the proposed scheme is 
lower than the related schemes. These results indicate 
that our scheme is efficient for color image compres-
sion and beneficial to store and transmit color images. 
In the future, this scheme can be further improved and 
used in other fields. 
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