Estimating spectral data such as camera sensor responses or illuminant spectral power distribution from raw RGB camera outputs is crucial in many computer vision applications. Usually, 2D color charts with various patches of known spectral reflectance are used as reference for such purpose. Deducing n-D spectral data (n»3) from 3D RGB inputs is an ill-posed problem that requires a high number of inputs. Unfortunately, most of the natural color surfaces have spectral reflectances that are well described by low-dimensional linear models, i.e. each spectral reflectance can be approximated by a weighted sum of the others. It has been shown that adding patches to color charts does not help in practice, because the information they add is redundant with the information provided by the first set of patches. In this paper, we propose to use spectral data of higher dimensionality by using 3D color charts that create inter-reflections between the surfaces. These inter-reflections produce multiplications between natural spectral curves and so provide non-linear spectral curves. We show that such data provide enough information for accurate spectral data estimation.
Introduction
The outputs of color cameras are the inputs of most of the computer vision algorithms, from which decisions are taken about the observed scene (segmentation [19] , tracking [24] , classification [2] , object detection [19] , ...). However, these RGB coordinates do not only characterize intrinsic properties of the observed surfaces since they depend on the light illuminating the scene as well as on the camera characteristics such as the sensor responses. Indeed, the same objects under two different lights or acquired by two different cameras can be characterized by significantly different RGB coordinates [10, 11, 13] . Thus, the light spectral power distribution (SPD) and the camera sensor sensitivities are relevant information that can be added as input to computer vision algorithms along with the RGB data. This c 2017. The copyright of this document resides with its authors. It may be distributed unchanged freely in print or electronic forms.
can be particularly important regarding the current trend in computer vision that consists in providing large amount of raw data to deep networks and let them extract and combine the most relevant ones. Furthermore, this knowledge (about the sensor sensitivities and the light SPD) is also essential in many applications such as multispectral imaging, spectral reflectance estimation, color constancy, intrinsic image decomposition from RGB coordinates, shadow removal, etc [5, 6, 17, 22] .
There exist calibrated color charts used to get such spectral data from raw RGB coordinates. As described later in this paper, the idea consists in exploiting a model accounting all the physical elements: the sensor sensitivities, the illuminant SPD, the spectral reflectances of the surfaces constituting the color charts and the RGB coordinates of the pixels. Then, the equation provided by the model is solved for one unknown spectral curve (sensor response or illuminant SPD), while the other parameters are known [3] . In order to get accurate spectral estimation results, one possible approach is to increase the number of 2D color patches on the observed color chart. Nevertheless, it is known that natural (printed) spectral reflectances are well described by a low-dimensional linear model, i.e. the spectral reflectance of a surface can be well approximated by a weighted sum of other spectral reflectances [20] . Consequently, adding new patches to color charts does not help for such kind of applications, as the added spectral reflectances are redundant with the ones already available. This point is well discussed in Darrodi's et al. work [3] , where the authors showed that the spectral sensor sensitivities are not better estimated with 1995 surfaces than with only 24 surfaces.
In this paper, we propose to 'simulate' surfaces that would have spectral reflectances not redundant with the classically used ones. This is done by folding homogeneous surfaces and so creating inter-reflections between both sides of these folded surfaces (see Figure 1) . The resulting colors are also modeled by a physic-based equation in which the used spectral reflectances are the results of multiplications between the classical spectral reflectances. Consequently, these resulting reflectances can not be so easily approximated by a linear combination of the classical natural reflectances. So, it is not surprising that taking into account such 'non-linear' reflectances in the matrix equation increases the accuracy of the resulted spectral estimation. This would confirm the results of a recent psycho-visual study showing that human observers are better at color constancy (estimating the intrinsic color of a surface under unknown light source) when inter-reflections are present in the scene [16] . The idea is illustrated in Figure 2 , where we have displayed one homogeneous color patch sampled with 8x14 facets. When the patch is flat and the illumination is diffuse and far enough from the patch, all the facets have the same colors. When the same patch is folded, creating a concave surface as shown in the top-center illustration of this figure, the facets have different colors due to the inter-reflection effect, that can be described by the One 'virtual' flat paper whose facets have the same appearance colors as the ones in the folded green paper. Bottom-right: the apparent reflectances of these virtual facets. The equation of these reflectances R ap λ is detailed later in this paper. We can note that they are more narrow-banded than the natural green reflectance because they are the results of reflectance multiplications. model exposed later. In Section 3 we show how to estimate the so called apparent spectral reflectances of 2D facets so that they have the same color as in a folded surface but with only one non-folded surface, as shown in the top-right illustration of this figure. It is worth mentioning that we do not need to measure their reflectances, we just estimate them from our model. The apparent reflectances of these facets are displayed on the bottom-right plot and can be compared with the real reflectance on the bottom-left plot. Because they are obtained by multiplication of the same initial reflectance, they are much more narrow-banded than the natural reflectances and help to extract complementary information in addition to the one extracted from natural reflectances.
In the following, we present the background for spectral data estimation as well as the related works. We concentrate in this paper on the problem of spectral camera response estimation, especially because of the higher dimensionality of this problem compared to illuminant SPD estimation. Off course, the same approach can be applied to illuminant SPD estimation from RGB data. In Section 3, we exploit the results of Nayar et al. [15] to deduce a physical model of inter-reflections. The properties of the obtained inter-reflection apparent reflectances are discussed in Section 4 and their exploitation in sensor response estimation is presented in Section 5.
Background and Related works
In this section, we first present the classical approach used to estimate spectral curves from RGB data and second we explain how inter-reflections have been used to help solving problems in computer vision.
Spectral data estimation
The raw (linear) RGB outputs of a camera, observing a Lambertian surface S i with spectral reflectance R i (λ ), under an illuminant with SPD E(λ ) is given by:
where k ∈ {R, G, B}, ω is the spectral range over which the camera is sensitive and C k (λ ) is the spectral response of the sensor k of the camera. A discrete version of this equation has the form:
where ρ i is a 3 × 1 vector containing the 3 red, green and blue outputs of the pixel, C is a 3 × n λ matrix containing in each row k the sensor sensitivity of the sensor k of the camera, n λ being the number of wavebands over the range ω, E is a n λ × n λ diagonal matrix containing the SPD of the illuminant and R i is a n λ × 1 vector containing the spectral reflectance of the observed surface S i . In order to estimate the matrix C, more than one pixel with different RGB coordinates are needed. All the n P pixel color coordinates can be stored into a 3 × n P matrix ρ expressed as follows:
where R is a n λ × n P matrix containing, on each column i, the spectral reflectance of the observed surface S i . Starting from this equation and considering that we know ρ, E and R, we can get an estimateĈ of the sensor responses by using the Moore-Penrose pseudo-inverse:
This least-square solution is the one that minimizes ||ρ − 1 π C E R|| 2 . Regularization terms can be added to this equation in order to prevent high norm sensor sensitivities or to get smoother spectral curves [26] .
The number of color patches is crucial to get accurate results because the inputs are 3-D RGB and the outputs are n λ -D spectral curves (n λ >> 3). So the number of independent equations has to be high enough to get accurate solutions. Nevertheless, natural reflectances generally lie in a low dimensional linear space (6-D or 7-D), thus adding new patches introduces no or very little improvement on the reconstruction quality [3] . A classical approach is to use various illuminants. In this paper, we propose an alternative approach that consists in folding the available natural patches in order to create inter-reflections, which creates variations in color values corresponding to more than one spectral input.
Inter-reflections in computer vision
Inter-reflections occur in concave surfaces or between different nearby surfaces when light beams bounce between surface elements before reaching the eye or the camera sensor in a vision system. The properties of the spectral distribution of the radiances describing the light rays after each bounce depend on the surface spectral reflectance as well as on the geometry of the scene. This phenomenon, that can have a strong impact on the observed colors, has gained a lot of attentions in computer graphics [1, 14, 23] , but only few methods have been proposed in the literature to handle inter-reflections in computer vision applications. Most of them focus on removing the effect of inter-reflections [7, 8, 15, 18, 21, 25] , generally for shape from shading applications. On the other side, some other papers proposed to use inter-reflections as additional information to find illumination spectral power distribution and surface spectral reflectance from RGB data [4, 9, 12] . For example, Funt et al. [9] proposed to use inter-reflections as extra information in order to obtain surface spectral reflectance and illuminant spectral power distribution. However, only one bounce of inter-reflection between surface elements was taken into consideration. In addition, the two surfaces must have different spectral reflectances, and an area on each surface should not be affected by inter-reflection. These conditions are rather hard to meet in real-life situations.
The model that we present hereafter follows a similar aim as Funt et al. [9] , but it takes into consideration infinite light bounces, which is crucial for good accuracy, and relies on inter-reflections between surfaces having same reflectance. This model will be used in this paper to estimate sensor response from RGB data and could also be used to estimate illuminant SPD.
Inter-reflection model
Being given a concave surface sampled into m facets f i , according to Nayar et al. [15] , the radiances for a single wavelength λ of the m facets can be described by a vector L λ satisfying the following equation:
where L no−inter λ is a m-dimensional vector containing the respective radiances reflected by the facets in absence of inter-reflections, R λ is a diagonal m × m matrix containing the spectral reflectances r i,λ of each facet f i , i = 1,...,m for the considered wavelength λ . Note that, if the concave surface is homogeneous, with a reflectance r λ at wavelength λ , then R λ = r λ I m , where I m is the m × m identity matrix. It is worth mentioning that this model is considering only Lambertian surfaces. Nevertheless, although the surfaces used in our practical tests are not perfectly Lambertian, we got accurate results. In the previous equation, the matrix K is called Kernel matrix, whose elements k i j are driven from the geometrical extent subtended by the pair of facets f i and f j . This term k i j is expressed as:
where N i is the normal to the facet f i , the point operator (.) is the dot product between two vectors, ∆ i j is the euclidean distance between the centers of the facets f i and f j and V ( f i , f j ) is a binary visibility function giving 1 if the two facets can "see" each other and 0 otherwise. It is worth mentioning that the radiance vector L no−inter λ that neglects the inter-refections can be expressed with the classical Lambertian reflection equation:
where E λ is a m-dimensional vector containing the irradiance, for the considered wavelength λ , received from the light source by the m facets. Note that if the source is diffuse and far enough from the surface, the elements of this irradiance vector are all the same since all the facets receive the same irradiance from the light source. From equations (5) and (7), we can deduce the analytical expression of the radiance vector L λ as follows:
We propose to introduce the matrix R ap λ = (R λ −1 − K) −1 , called hereafter the apparent reflectance matrix. Thus, the previous equation becomes:
If the kernel matrix is a zero matrix 0, i.e. no inter-reflections occur, then R ap λ = (R λ −1 − 0) −1 = R λ . Hence, inter-reflections modify the reflectance matrix R λ into R ap λ and change accordingly the output radiance. This means that, if we could have created a flat surface (without inter-reflections) made of facets having the apparent spectral reflectances provided by the matrix R ap λ , we would have obtained the same output radiance vector as if we had observe the considered homogeneous concave surface with inter-reflections. This is why we propose to call this matrix R ap λ the apparent spectral reflectance matrix. It is important to note that the reflectances in this matrix are calculated with the previous equations and do not need to be measured. In the next sections, the properties of such apparent reflectances are studied in order to measure their impact on the considered application, i.e. sensor response estimation.
Non-linearity of inter-reflections
It is known that most natural reflectances lie in a low dimension linear space [3, 20] . This is a problem when we want to construct a color chart for camera calibration and spectral reconstruction. Indeed, it has been demonstrated in [3] that adding color patches to the 24 patches of the Macbeth color checker does not provide a significant improvement since these 24 patches already cover a large part of this low-dimensional spectral space. However, in case of inter-reflection, the apparent spectral reflectances are the results of natural reflectance multiplications, and they are not completely linearly related to the natural reflectances. In the following experiment, this observation is studied in practice.
Let us extract n linear basis functions of the 24-patches Macbeth color checker, n = 1, ..., 9, and check how well the natural reflectances can be reconstructed from these basis functions. We project the natural reflectances on these basis and project them back to the reflectance space. The obtained reflectancesR are compared with the original reflectances R thank to the spectral recovery error SE = 100 ||R−R|| ||R|| as recommended by [3] . Figure 3 displays the evolution of these errors according to the dimension of the linear space n, for 3 different reflectance sets. The first set corresponds to the 24 reflectances of the Macbeth Color Checker, the ones used for the basis extraction. The second set corresponds the 1269 Munsell reflectances and the last one to the 24 apparent reflectances provided by the inter-reflections of the Macbeth color patches. For each dimension n, we have displayed the average spectral recovery error computed over each set. We can see that the reconstruction error of the apparent reflectances is always higher than the 2 other errors, whatever the dimension used. This means that the apparent spectra can not be reconstructed easily from the linear basis of the Macbeth color chart, so they should bring complementary information in the spectral reconstruction process. 
Experiments
In this section, we propose to assess the quality of the spectral response reconstruction from raw RGB data, with and without inter-reflections. We first run experiments from synthetic data, as usually done in the litterature [3] , then we reconstruct spectral curves from real color images.
Synthetic data
In this section, we propose to use a physical model in order to construct a synthetic image and then to evaluate spectral sensitivities from these RGB data. For that purpose, we consider one known SPD illuminant E and one known spectral reflectance R from which we can simulate a spectral radiance vector L no−inter , obtained for a flat surface without inter-reflections thanks to equation (7) . This radiance hits the 3 sensors C R , C G and C B of the camera which allows us to get 3 color coordinates
. When creating the synthetic data, we used sensor sensitivities C R , C G and C B that are considered unknown at test time. The optimization problem consists in finding the spectral curvesĈ R ,Ĉ G andĈ B that minimize the following objective function:
The first term is the euclidean distance between the RGB coordinates obtained from the model and the available data. The second term is a regularization one that helps to get smoother sensor sensitivity curves based on the norm of the their second derivative. α enables controlling the balance between the two parts of the equation. L no−inter i is the radiance of the i th patch in the image.
As a second test, we consider folded patches and use equation (9) instead of equation (7) in order to obtain the radiance with inter-reflections. Then we minimize a similar objective function:
In this case, we have more input data compared to the previous one. Indeed, if we consider the 24 patches of the Macbeth color checker, i goes from 1 to 24 in equation (10) while it goes from 1 to 24 × n f in equation (11) , where n f is the number of facets used to sample each patch. Thus, for each color patch, we consider n f different RGB triplets in the case of inter-reflections (folded patches) but only 1 triplet per patch without inter-reflection (flat patches). Practically, we have tested different level of sampling from 6 × 6 to 16 × 16 and noticed that 10 × 10 is a good tradeoff. The results in this paper are evaluated with n f = 10 × 10 = 100 facets.
Since we are working with synthetic data in this section, we propose to add different levels of noise to these data before running the optimization process. Figure 4 illustrates the evolution of the spectral recovery error between real sensor sensitivities and estimated ones with respect to the noise introduced in the RGB data. We added Gaussian noise whose standard-deviation is increasing along the horizontal axis. By comparing the two cases with and without inter-reflections, we can see that whatever the noise level is, taking into account the inter-reflections with 3D color charts always improve the accuracy of the results. Indeed, the spectral recovery error is almost twice higher when considering flat classical color chart than when using folded patches. For information we have added a third curve on this plot, which corresponds to the spectral recovery error that would have been obtained if it was possible to create a very big chart with 1269 color patches that correspond to the 1269 Munsell spectral refectances. Off course no color chart exists with such number of patches and furthermore we can see that when the noise level is increasing (> 10 −7 ), the quality of the reconstruction with these 1269 patches is not better than the one obtained with the 24 folded Macbeth patches. For the sake of clarity we have displayed the results for the noise range [0; 10 −5 ], but it interesting to know that with greater noise such as 10 −2 , our method get an error of 81.02 while the method without inter-reflection get 90.67. This confirms the outperformance of our approach for greater noise level. Furthermore, we have also tested the sensitivity of the results according to the folded angle. For example, with an error of 10 • in the angle (test with 35 • while using the model for 45 • ), our results still outperform by more than 16% the ones obtained without interreflections.
Real data
In this section, we acquired real images with the color camera Canon EOS 1000D and reconstruct the spectral sensitivities of its sensors from the obtained raw RGB coordinates. Six different Lambertian surfaces available in our lab were used in these experiments. They are either acquired as planar surfaces or as folded ones depending on the experiments (see figure 5 ). The spectral reflectances of these patches have been measured in our lab with the Xrite i7 spectro-photometer (one measure per patch, we do not measure the apparent reflectances), as well as the SPD of the light illuminating the scenes during the real acquisitions. We use the same objective functions as the ones presented in the previous section. We reconstruct the sensor sensitivities either from one color image representing the flat patches (left image of figure 5) or from six color images representing the same patches but folded (right images of figure 5 ). The curves obtained with these two experiments are plotted in Figure 6 . We can see that the spectral reconstructions obtained by taking into account the inter-reflections (in green) are much closer to the ground-truth curves (in red) that the ones obtained without these inter-reflections (in black). The associated spectral recovery errors are 13.10% when inter-reflections are accounted and 23.50% when they are not. 
Conclusions and future works
In this paper, we have studied the advantage of using 3D color charts in spectral camera sensibility estimation. On each folded homogeneous patch, inter-reflections take place introducing different RGB values over its surface. We have demonstrated that these new RGB values are the results of what we called apparent spectral reflectances. These reflectances, compared to the natural reflectances, add less redundancy when used for spectral estimation as they are not completely linearly related to the natural reflectances. Our results showed that using folded patches improves the spectral estimation of sensor sensibility for both synthetic and real data compared to using non-folded patches. One of the future directions is to study inter-reflections when patches with non-homogeneous sides are used. We believe that this case is worth a stand-alone study as the corresponded apparent spectral reflectances are resulted from multiplications of different natural spectral reflectances. This point was studied in [9] but, unlike [9] , our solution is based on an infinite-bounces inter-reflection model with sampling points all over the surfaces.
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