Scour around bridge piers is one of the main causes of bridge failures and is of great importance for hydraulic engineers and scientists. Prediction of the scour depth around piers is complicated, and accurate results are rarely achieved by the existing models. Recently, data mining approaches such as artificial neural networks and fuzzy inference systems have been applied successfully to predict scour depth around hydraulic structures. In this study, an alternative robust data mining approach was used for the predictions of the scour depth around piers, and the results were compared with those of three empirical approaches. Performances of developed models were tested by experimental data sets collected in laboratory experiments and field measurements, together with existing empirical approaches. Statistical measures indicate that the proposed M5 0 model provides a better prediction of scour depth than the empirical approaches.
This discrepancy comes from the complexity of the problem, limited number of considered variables (Ettema et al. ) , and the scaling effects (Lee & Sturm ) , which is more vital in the prototype cases (Gulbahar ). Gaudio et al.
() showed that some of the semi-empirical scour formulae are very sensitive to different input parameters and a small error in an input parameter might significantly change the scour depth. However, they did not provide or suggest the most accurate formula.
Nowadays, traditional statistical analysis is replaced by artificial intelligence (AI)-based approaches which have been applied in different fields of engineering (Muzzammil & Ayyub ) . Researchers have recently invoked data mining approaches to resolve the above-mentioned issues.
Recently, these approaches have been used for tackling various complex problems in hydraulic engineering (e.g., 
where S is the scour depth, ρ is the fluid density, μ is the fluid dynamic viscosity, U is the approach flow velocity, Y is the flow depth, g is the gravity, d 50 is the median sediment diameter, U c is the critical velocity for initiation of sediment motion, and D is the pier diameter. The formulae obtained from small-scale laboratory experiments commonly invoke dimensional analysis for the estimation of scour depth.
One of the commonly used functional relationships between dimensionless numbers is as follows (Ataie-Ashtiani & Beheshti ):
where Fr is the Froude number of approach flow U/(gY) 
K ¼ f (nose shape, current angle of attack, mode of sediment transport, armoring by bed material) This is mainly because in this formula scour depth is zero for U/U c < 0.5.
The following statistical parameters were used for the quantitative evaluation of the models skills: index of agreement (I a ), scatter index (SI), and 'Bias' where x i and y i denote the predicted and the measured values, respectively, and n is the number of measurements.
x and y are the corresponding mean values of the predicted and measured parameters. The error measures of these formulae are also shown in The advantage of a model tree is that it can efficiently handle large data sets with a high number of attributes and high dimensions.
DECISION TREE AND M5
In this study, first, M5 0 model trees algorithm constructs a tree by recursively splitting the instance space. 
where T is the set of examples that reach the node, T i are the sets that result from splitting the node according to the In the second stage, all sub-trees are considered for pruning. Pruning occurs if the estimated error for the linear model at the root of a sub-tree is smaller or equal to the expected error for the sub-tree. After pruning, there is a possibility that the pruned tree might have discontinuities between nearby leaves. Therefore, to compensate discontinuities among adjacent linear models in the leaves of the tree a regularization process is made, which is called smoothing process. In this process, the estimated value of the leaf model is filtered along the path back to the root.
At each node, that value is combined with the value predicted by the linear model for that node as follows:
where P 0 is the prediction passed up to the next higher node, p is the prediction passed to this node from below, q is the value predicted by the model at this node, n is the number of training instances that reach the node below, and k is a constant (Wang & Witten ) . This process usually improves the prediction, especially for models based on training sets containing a small number of instances (Zhang & Tsai ) . M5 has been used successfully in prediction of scour around pipelines and pile groups (Etemad-
The software used in this study was WEKA developed by University of Waikato, New Zealand. After uploading the data set, the required classifier (trees in this case) needs to be selected. In trees classifier, different algorithms are available and M5 0 was the one chosen in this study. Then, the user can determine the minimum number of instances in each leaf and the percentage of the data set to be used for training the model. The developed model can be validated either by a new set of data or using the so-called cross-validation method.
MODELING, RESULTS, AND DISCUSSION
The success of data mining methods such as M5 0 depends on the quality and quantity of the used data. In this study, 283 data records from 14 different data sets were used for developing the models. Models based on dimensionless variables have a wider domain of applicability and can be applied to the prototype cases. Hence, the governing input parameters considered in the modeling were the dimensionless ones mentioned in Equation (2). This ensures the generalization ability of the results. First, a conventional nonlinear multivariate regression model was developed using the data set as a base prediction model, and a single formula was derived (Table 1) . Then, the data set was randomly divided into two parts: 70% of them were used for training and the rest were used for testing the M5 model. However, the ranges of parameters used for training were checked to cover those used for testing to guarantee a proper modeling. The ranges of parameters used for the training and testing phases are shown in Table 3 . As seen, the used ranges for training are wide and cover both clear water and live bed conditions. The first developed model (hereafter called M1) was based on all the dimensionless parameters of Equation (2). The comparison between the measured and predicted scour depth using this linear model is presented in Figure 5 . As seen, the scatter is less compared to those of previous
figures, but the model slightly underestimates high values of scour depth. This could be due to the lack of data records in this range. The error statistics of all models including the existing ones, nonlinear regression model, and developed model trees are given in Table 2 between the measured and predicted scour depths using this model is presented in Figure 6 . As seen, the data points still fall close to the 1:1 line, and the scatter is comparable to that of M1. As shown in the figure, M2 provides better predictions in the region of small scour depth than that of large scour depths. The error statistics of this model for testing data and all data, listed in Table 2 In terms of dimensional parameters, Equation (8b) implies that in live bed conditions, the scour depth is linearly related to the pier diameter and is independent of water depth in relatively deep waters. On the other hand, Equation (8c) was that it yielded a physically sound and simple equation relating the input variables to the output. This is not the case with traditional data mining methods such as ANN.
The performance of Equation (8) while using M5 the only parameter that needs to be determined is the minimum number of data sets in each leaf. In addition, the execution of heuristics models generally is computationally expensive while executing a M5 model usually takes a couple of seconds.
APPLICATION TO THE FIELD MEASUREMENTS
Field data were also used to evaluate the performance of different models. The field data were obtained from the study of Sheppard et al. () . This data set contains 791 good quality field equilibrium local scour data points. A total of 71 field data sets were selected and used to evaluate the performance of different formulae.
All these data were for single, circular piers founded in non-cohesive sediments. The error statistics of different models are given in Table 4 . As seen, even in this case, the developed model outperforms other formulae in predicting the scour depth. Compared to Table 2 , the 'Bias' of M2 has increased significantly. This is mainly because the maturity of the scour depth is not known in the field during measurements which results in a larger 'Bias' for most of the models. In addition, the conditions in the field are not ideal, and therefore the measurements Using the statistical measures, it was shown that the obtained model is superior to the existing empirical approaches using both laboratory and field measurements.
The used approach is very promising considering the time savings in both the development and run-time of the model tree compared with those of other AI-based approaches such as ANN, SVM, GMDH-BP, and especially genetic programing. The appropriate transformation of the governing parameters combined with using rule-based models such as M5 provide an alternative and quick solution to provide compact and transparent design formulae with reasonable accuracy.
