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Hypersonic vehicles are no longer just an idea that occasionally draws funding and 
research attention from industry and military. With an ever-increasing desire to understand 
and realize high speed flight, hypersonic flight is the new focus in attempt to reduce travel 
time, gain access to space, and enhance global defense capabilities. Hypersonic vehicle 
research and development has historically and is still primarily isolated to the defense 
industry and select collaborations in the academic field. It serves to greatly benefit the 
general hypersonic research and development community for academic research tools to 
be at state-of-the-art level.  
While much of hypersonic research, development, and data is highly proprietary, 
the hypersonics community has been able to produce air-breathing, two-dimensional 
generic hypersonic vehicle (GHV) configurations and waverider geometries. Given the 
difficulty of the hypersonic flight regime, there are regions of the vehicle design that are 
not well modeled. Hypersonics research and development was previously limited by 
insufficient computational capabilities, which could only capture a portion of the vehicle’s 
flight performance characteristics. However, now with enhanced computational analysis 
tools, the models to which the tools are applied must also be improved to keep pace. As 
such, much of hypersonics attention is now directed towards hypersonic glide vehicles 
(HGV). 
Unlike design of subsonic aircraft, a hypersonic system cannot be optimized strictly 
for a single design parameter or performance characteristic. For this reason, there are still 
a lot of uncertainties in the hypersonics design process. The uncertainties stem from the 
extremely tight coupling between aerodynamics, aerodynamic heating, structures, controls, 
 xii 
trajectory, and mass properties. As a result, there are gaps in the ability to analyze a 
hypersonic vehicle that simultaneously captures the critical components of the relevant 
disciplines. Aerodynamic heating is a region of interest because its effects can heavily 
impact the other design disciplines. Aerodynamic heating effects are often only accounted 
for through the application of computational fluid dynamics (CFD). Unfortunately, the 
process of analyzing aerodynamic heating with CFD and then modifying the geometry is 
computationally expensive. Recent work has provided shape parameterization methods 
that are analytical and allow direct control of geometry changes. Incorporating these 
methods with existing stagnation point heat flux equations may allow for geometric 
changes earlier in the design process, thereby accounting for an aspect of aerodynamic 
heating further upstream in the geometry generation process. Thus, the purpose of this 
thesis is to develop a shape parameterization approach to generate parametric three-





CHAPTER 1: INTRODUCTION 
The hypersonic flight regime is an incredibly exciting yet extremely daunting 
design area to explore. There have been many efforts towards hypersonic develop from 
intercontinental ballistic missiles to space re-entry vehicles such as the Apollo vehicles. 
While much of hypersonics development has been done and continues in the space domain, 
atmospheric hypersonics has only recently been given a jumpstart. In the 1950s, a class of 
hypersonic vehicles was developed by Nonweiler by the name of waverider. [1] Within the 
realm of atmospheric hypersonic vehicles, waverider geometries are one of the most 
popular configurations for hypersonic air-breathing and boost-glide systems. Waverider 
geometries are of particular interest due to high aerodynamic performance which is 
especially useful for HGV. Throughout hypersonic research, many vehicles have been 
designed to have a similar geometry as the waverider in order to capture the aerodynamic 
performance. A shape parameterization method that has been used to model vehicles 
similar to the waverider is the Class-Shape Transformation (CST) method. [2] 
Simultaneously, while the waverider concept was in development, Allen and Eggers 
discovered that blunt bodies would be better in preventing the nose of ICBMs from melting. 
It was found that the maximum value of heat transfer is inversely proportional to the square 
root of the leading-edge radius. [3] [4] [5] Provided that the CST method is capable of 
modeling hypersonic vehicle geometries, this thesis aims to use the CST method to design 




Through decades of aircraft and spacecraft design, traveling at ever increasing speeds 
has always been a long-running objective. Within the realm of supersonic air-breathing 
vehicles, there has been the Concorde, a supersonic transport vehicle and the SR-71, a 
supersonic stealth reconnaissance aircraft. Beyond supersonic speeds, there is the 
subsequent flight regime of hypersonic speeds which is generally classified as traveling at 
speeds greater than Mach 5. The first vehicle to achieve hypersonic flight was a WAC 
Corporal boosted by a German V-2 rocket, which reached maximum velocity of just over 
5000 mph. [6] In the decades to follow, numerous hypersonic vehicles have emerged such 
as the X-43, X-51, Apollo mission capsules, and space shuttles. For the space shuttle and 
Apollo capsules, re-entry velocities reached Mach 25 all the way to Mach 36. [7] 
 As design and analysis tools have progressed, hypersonics research and 
development have been revitalized. The surge is fueled in large part due to foreign powers, 
such as China and Russia, developing and testing hypersonic technologies. According to 
the Business Insider, the US Air Force has already awarded contracts to develop these new 
capabilities. [8] While foreign powers have tested capabilities, it is suspected that the 
hypersonic vehicles will not be deployed for another 3-5 years. The vehicles are of great 
concern because they travel at such high speeds that it becomes difficult to track and 
intercept. Previously, hypersonic technology development has been hindered due to 
fluctuations in investment and deficiencies in computational tools to perform the necessary 
analyses.  
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Now with near billion-dollar development contracts being awarded by the 
government, companies and academia cannot afford to be wasteful with the massive 
amount of funding that is being directed towards hypersonics. [9] The development of 
hypersonic vehicles can directly impact defense capabilities, transport times, and less 
expensive method to access space.  
In the subsonic regime, it is safe to assume that the density of the air is constant 
when the freestream Mach number is less than or equal to 0.3. Beyond Mach 0.3, flows are 
considered to be compressible. In the supersonic and hypersonic regime, the flow around 
an object is characterized by the shock waves that form. Shock waves are pressure waves 
generated from a body traveling at supersonic speeds. The pressure waves coalesce, 
forming a large compression wave at the front of a body. An essential aspect of hypersonic 
flow is the strength of shock waves which causes the boundary layer also grows to be very 
large around the vehicle surface. In addition, across the shock wave, thin shock layers 
forms where flow properties change drastically; pressure, density, and temperature increase 
behind the shock wave while the Mach number decreases. [6] These changes in the flow 
properties directly affect the lift, drag, pressure, aerodynamic heating, and controllability 
of the vehicle. The change in various properties shows that the disciplines involved in 
designing a hypersonic vehicle are highly coupled. Figure 1depicts important components 
from each of the different flow regimes. [6]  
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Figure 1: Flow Regimes 
Given the revived interest of hypersonics in the defense and aerospace field, it is 
critical and an urgent task to develop models suitable for high-fidelity analysis. Due to the 
high level of coupling, hypersonic vehicles are developed around numerous parameters. In 
the conceptual phase of design, however, it becomes a cumbersome process to account for 
every design parameter as it can be computationally expensive. As a result, critical relations 
and parameterizations must be identified to create a parametric model.  
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Figure 2: Sequential design process for traditional aircraft 
 
 
Figure 3: Hypersonic design discipline coupling 
Figure 2 depicts a high-level design process for traditional aircraft where only select 
parameters are sequentially passed through discipline analyses. This is in stark contrast to  
Figure 3 which shows that disciplines in hypersonic design become heavily dependent on 
each other. 
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1.2 Aerodynamic Optimization 
Aerodynamic optimization has become a critical component for effective and robust 
aircraft design. With increasingly complex geometries, geometry development and 
aerodynamic analysis can no longer be accomplished by using trial and error wind tunnel 
experiments. For this reason, computational fluid dynamics (CFD) is useful for accurate 
and quicker analyses of designs with the objective of determining lift and drag performance 
of geometries. 
For a certain set of operating conditions, there may be multiple solutions for the given 
conditions. Optimization is the process of taking the operating conditions with additional 
constraints to find the best solution among the many potential solutions. Coupling 
optimization with aerodynamic analysis permits for the designer to determine the most 
aerodynamically efficient solution. For hypersonic vehicles, aerodynamically efficient 
typically indicates maximum lift and minimum drag. Optimization then, allows for 
exploration of a larger design space to find the best solution for a specific set of conditions. 
Not only does aerodynamic optimization enable larger design space exploration, but it can 
usually perform the analyses in a computationally efficient manner. 
1.3 Aerodynamic Heating and Efficiency 
One of the more dominant couplings at hypersonic speeds is aerodynamic heating 
and efficiency. An example of the importance of aerodynamic heating is the Space Shuttle 
Columbia accident that occurred in 2003. [10] The thermal protection system (TPS) 
material had been damaged in the launch process. Then during the vehicle’s re-entry phase, 
high temperatures and hot gases propagated through the wing structure which resulting in 
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material failure and disintegration of the entire vehicle. Figure 4 illustrates the location of 
wing damage spread of high-speed flow and temperatures. [10] This is a major risk factor 
for hypersonic vehicles and must therefore be considered in the design process. The 
aerodynamic heating presents a challenge in hypersonic flight as the scaling is proportional 
to ρM3 where M is the Mach number. [11] This is also seen later in heat stagnation point 
heat flux equations. 
 
Figure 4: Space Shuttle Columbia failure analysis 
Through a series of derivations from the heat transfer coefficient known as the 
Stanton number, it is determined that the total heat input into the vehicle is proportional to 
the ratio of skin friction drag to total drag. The full derivation of the total heat input can be 
examined in Anderson. To reduce the total heat input, it is better to utilize a blunt body 
over a sharp and slender body. However, the use of a blunt body means that the overall 
drag coefficient, CD, would increase. The increased CD indicates that the aerodynamic 
efficiency, often measured by the lift-to-drag ratio, will decrease. Equation 1 is the total 
heat input for the vehicle where Cf is the skin friction drag coefficient and CD is the pressure 
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drag coefficient. For slender bodies, skin friction is more dominant than pressure and so 
Equation 2 is applied. In contrast, blunt bodies experience more pressure drag and so it can 
be reasonably assumed that Equation 3 can be applied to total heat input. Applying the 
increased coefficient of drag assumption to Equation 4 shows that the lift-to-drag ratio 
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It can be concluded from the previously mentioned mathematical relationships that an 
important tradeoff exists between aerodynamic heating and efficiency. [10]  
1.4 Research Objective 
As previously mentioned, the presence of aerodynamic heating is an important 
design factor that affects vehicle structure and flight performance. Therefore, hypersonic 
shape design can be improved by: 
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1.4.1 Integrating aerodynamic heating with shape parameterization 
Hypersonic vehicles can have sharp and slender, blunt, or a combination of the 
bodies. The shape of the body holds valuable information that is directly related to the 
aerodynamic heating that is experienced in hypersonic flight. Consequently, the objective 
of this research involves obtaining geometries based on desired heat transfer rates 




CHAPTER 2: BACKGROUND 
2.1 Shape Parameterization 
There have been numerous methods developed to model vehicle geometries. 
Researchers and analysts face the challenge of choosing which methods shape 
parameterization methods to use depending on desired application or conditions. Provided 
that design disciplines are tightly coupled, the selected shape parameterization method 
should be parametric where vehicles are defined by a manageable amount and meaningful 
design variables.  
2.1.1 Inverse Aerodynamic Design 
A unique aspect of supersonic and hypersonic flow is the presence of shock waves. 
For hypersonic flow, in specific, the oblique shock that is formed on the leading edge lies 
very close to the surface of the body and can be seen in Figure 5. [6] However, the presence 
of the shock wave is detrimental to the aerodynamic efficiency of the vehicle because as 
the freestream Mach number increases, so does the strength of the shock wave which 
increases wave drag, profile drag, and friction drag. As such, the aerodynamic efficiency 
which is governed by the maximum lift-do-drag ratio, (L/D)max, will decrease significantly. 
[6] The shock wave that is created by the body provides important information regarding 
the lift, wave drag, and noise. 
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Figure 5: Thin shock layer at hypersonic speeds 
A design method that utilizes the information from the shock wave is known as 
the inverse aerodynamic design method, also known as waverider design. [13] [14] [15] 
[16] This method utilizes a set freestream Mach number and a deflection angle from the 
flowfield around an arbitrary wedge. The waverider design methodology follows a 
process where the vehicle surfaces are enclosed by a designated shockwave geometry, 
and the leading edges are traced on the shockwave. The advantage of the waverider 
vehicle shape is that the lift-to-drag ratio is slightly increased from a vehicle that is 
detached from the shock wave. [6] Examples of waverider geometries are shown in 
below in Figure 6. [6] [17] 
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Figure 6: Waverider geometries derived from inverse aerodynamic design 
By tracing the leading on the shockwave, it keeps the shockwave attached to the 
geometry. In doing so, it limits the pressure leak from the bottom surface to the upper 
surface which would reduce the amount of lift on the vehicle. The increased aerodynamic 
efficiency for waverider geometries can be seen below in Figure 7. [6] 
 
Figure 7: Aerodynamic efficiency comparison for generic and waverider geometries  
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2.1.2 Class Shape Transformation (CST) 
Another method of generating three-dimensional hypersonic vehicles is using the 
class-shape-transformation (CST) parameterization method. In order to geometrically 
define any aircraft, Sobieczky states that most aero-vehicle components can be grouped 
into two basic types of configurations. [13] [14] The first configuration group, wing type 
shapes or class 1, consists of aircraft wings, helicopter rotors, turbomachinery blades, 
empennage fins, pylons, struts, and variable airfoils. The second group, the body type 
shapes or class 2, consists of aircraft fuselages, rotor hubs and shrouds, channels and 
tubing, axisymmetric bodies, nacelles, containers, and variable cross sections. When 
considering shapes from both class 1 and 2, many of the geometries tend to have rounded 
noses or pointed ends. The challenge with the special geometries is that they can only be 
described mathematically with continuous but nonanalytic functions. Therefore, the class 
1 and 2 geometries are then often represented by a cloud of coordinate points. However, 
the coordinate points are not suitable for the purpose of creating a parametric or optimizable 
geometry.  
The CST method, first developed by Kulfan and Bussoletti, is a method in which 
analytic expressions are developed to represent the geometries that would otherwise 
encounter singularities. [18] [19] The CST method was initially developed to better 
represent airfoil geometries. This is achieved by first defining a class function which 
represents general geometries such as classes of airfoils, axisymmetric bodies, or 
axisymmetric nacelles. The method then employs shape functions which provides a way to 
change the general shape to form unique geometries defined by well-behaved analytic 
function. The shape function allows control over key parameters to create unique 
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geometries within a class. The class and shape functions are then transformed and 
represented using Bernstein polynomials. Bernstein polynomials allow the functions to be 
decomposed into separate component shapes. Following the application for airfoil 
geometry, the method is expanded to represent three-dimensional shapes.  
2.2 Review of Past Research 
2.2.1 Examination of parameterization methods and aerodynamic optimization  
This effort involved examining three different shape parameterization techniques 
and comparing performance aspects of the different shape optimization process. [20] The 
CST method was introduced primarily due to its ability to overcome complex geometric 
representation from large surface curvature and infinite second derivatives at the leading-
edge of airfoils. The CST method was employed to model the geometry of an ONERA M6 
wing, a target pressure distribution, and drag minimization. Results from the modelling 
showed that the CST method was able to model the wing such that the target pressure was 
capture within acceptable accuracy with a low number of design variables. In the drag 
minimization test cases, the CST method was also shown to be efficient in drag reduction. 
Though all the shape parameterization techniques performed well, there is a need to utilize 
few design variables while still being able to achieve optimized performance properties 
with acceptable accuracy. 
2.2.2 Three-dimensional CST method with aerodynamic optimization  
This effort involved using the CST method and its ability to be extended to 3-D. 
[21] A single class-shape function does not contain the necessary degrees of freedom to 
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model an entire aircraft geometry. The research by Hua et al. highlighted the use of 3D 
CST to build an aircraft by creating a library of basic components such as the fuselage, 
wings, and empennage. The aircraft is then formed into one geometry using a component 
combination method, example aircraft generated with 3D CST can be seen in Figure 8. [21] 
Using the 3D CST and component combination, the X-33 hypersonic aircraft was modelled 
and optimized for maximum lift-to-drag with the volume selected as the optimization 
constraint.  
 
Figure 8: Vehicle geometries generated by combination of 3D CST components 
2.2.3 Parameterization and optimization of HGV configurations  
 This research effort involved implementing the 3D CSRT method to generate an 
HGV with geometry similar to that of a waverider. [2] The waverider geometry was of 
particular interest for hypersonic applications due to its aerodynamic performance. The 
HGV was created by adding more class and shape functions to include additional 
parameters. For simplicity, the shape functions were set equal to 1. The HGV was then 
integrated into a multi-objective algorithm to determine the optimal lift-to-drag ratio and 
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volumetric efficiency. As expected, the results indicated that volumetric efficiency and lift-
to-drag ratio conflict and cannot be simultaneously maximized. Figure 9 depicts feasible 
HGV geometries generated in the research done by Zhang et al. [2] Expanding the scope 
of this research to include other design disciplines such as aerodynamic heating will 
provide more accurate and robust design options. 
 
Figure 9: Feasible HGV designs 
2.3 Summary of Research and Research Gaps 
The review of prior research highlights several strengths, limitations, and/or gaps 
in hypersonic shape parameterization. First, prior research shows that the CST method is a 
popular and useful method used for vehicle shape parameterization. The research also 
shows that the CST method can generate geometries fit for hypersonic analysis such as the 
experimental X-33 aircraft and waverider geometries. Second, all efforts involving the CST 
method have been integrated with the optimization of volumetric efficiency as well as 
aerodynamic efficiency. This is particularly important because hypersonics often requires 
maximum lift-to-drag. An ideal hypersonic geometry would have a very slender profile, 
but the volume constraints are necessary for instrumentation, cooling, and structural 
purposes.  
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 There has been plentiful research in using the CST method to generate geometries 
and then performing aerodynamic and volumetric optimization. It is important to note, 
however, that most efforts have not included aerodynamic heating. This research aims to 
address this gap by including an aspect of aerodynamic heat. Ignoring the effects of 
aerodynamic heating could lead to erroneous or incorrect evaluation of hypersonic 
geometries. The coupling between aerodynamics and aerodynamic heating has important 
design; therefore, it is useful to begin including aerodynamic heating into the hypersonics 
design process.  
2.4 Research Questions  
The research questions formulated below are motivated by the limitations in the 
research highlighted in section 2.3 as well as the overarching research objective. 
2.4.1 Research Question 1 
As discussed in section 2.3, past studies have primarily focused on using the CST 
to create hypersonic vehicles that are optimized for aerodynamic and volumetric efficiency. 
Little to no work has been conducted to include aerodynamic heating with the CST 
hypersonic shape parameterization. Thus, the research question is as follows: 




2.4.2 Hypothesis 1 
The hypothesis for Research Question 1 is: 
Hypothesis 1: If the leading-edge from stagnation point heat flux is linked with the first 
weight coefficient in the CST method, then aerodynamic heating can be incorporated into 
CST shape parameterization. 
2.4.3 Research Question 2 
As discussed in Chapter 1, there is a trade-off between aerodynamic efficiency and 
aerodynamic heating. For reduced aerodynamic heating, blunt geometries must be 
introduced but sharper geometries are preferable for higher aerodynamic efficiency. This 
leads to the following research question: 
Research Question 2: How will aerodynamic efficiency for 2D airfoils change with heat 
transfer rates and area constraints? 
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CHAPTER 3: TECHNICAL APPROACH 
In order to successfully achieve the research objectives and answer the research 
questions outlined in the previous chapter, it was important to identify and implement an 
effective method. The following steps provide an overview of the approach: 
3.1 Problem Definition 
As mentioned in section 1.4, the objective of this research is to: 
1. Generate geometries based on desired heat transfer rates while maintaining 
optimized aerodynamic efficiency 
To achieve the objective, there was a need to determine relationship between shape 
parameterization and heat flux. For this research, the parameter of interest is the leading-
edge radius of the airfoil. As it is described in section 3.2.1, a special characteristic of the 
CST method is the ability to control the shape of the leading-edge radius. Thus, the 
previously mentioned CST method was selected as the shape parameterization to be linked 
with aerodynamic heating, specifically stagnation point heat flux.  
3.2 Proposed Method 
Figure 10 illustrates the proposed method towards obtaining aerodynamically 





Figure 10: Overview of proposed method 
3.2.1 CST Application 
The CST method, first developed by Kulfan, is a method in which analytic 
expressions are developed to represent the geometries that would otherwise encounter 
singularities. [18] The CST method was initially developed as a way to better represent 
airfoil geometries. This is achieved by first defining a class function which represents 
general geometries such as classes of airfoils, axisymmetric bodies, or axisymmetric 
nacelles. The method then employs shape functions which provides a way to change the 
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general shape to form unique geometries defined by well-behaved analytic function. The 
shape function allows control over key parameters to create unique geometries within a 
class. The class and shape functions are then transformed and represented using Bernstein 
polynomials. Bernstein polynomials allow the functions to be decomposed into separate 
component shapes. Following the application for airfoil geometry, the method can be 
expanded to represent three-dimensional shapes.  
In two – dimensions, a geometry is expressed with the following mathematical function:  
 𝜍(𝜑) =  𝐶𝑁2
𝑁1(𝜑) 𝑆(𝜑) (5) 
where ς = z/c, φ = x/c, where c is the chord length of a wing. The class of a given curve is 
defined by N1 and N2 in the function below: 
 𝐶𝑁2
𝑁1(𝜑) =  𝜑𝑁1(1 −  𝜑)𝑁2 (6) 
The shape function is then represented by:  
 
 






𝜑𝑖(1 − 𝜑)𝑛−𝑖 
(7) 
where bi is the location of the control node and (
𝑛
𝑖
) are Binomial coefficients. [18] [19] 
[22] 
The shape function is represented as a general Bernstein polynomial, where n is the order 
of the polynomial and bi is the Bernstein coefficient. Implementing parametric functions, 
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Cartesian coordinates can be mapped into a new coordinate system of (φ, η). The x-
direction is mapped axially as: 
 𝑥(𝜂) =  𝜂 (8) 
The y-direction is then mapped as a function of η, resulting in: 
 











Here, bk and Bt
k are the Bernstein polynomial coefficient and basis function, respectively. 
φ is then the normal coordinate defined as a function of η. The third coordinate that will 
allow for three dimensions is then mapped as a function of both φ and η: [2] [23] 
 
𝑧(𝜑, 𝜂) =  𝐶𝑁2
𝑁1(𝜑)𝐶𝑀2







𝑗 (𝜂) +  Δ𝜍𝑀,𝑁(𝜑, 𝜂)|𝑢𝑝𝑝,𝑙𝑜𝑤 (11) 
The CST method is then modified by Straathof et al [24] by implementing B-splines as an 
additional shape function. By doing so, the CST method has more ability to change the 
geometry locally. This method then becomes the Class-Shape-Refinement-Transformation 
(CSRT) method. The B-spline is defined as: 
 





where p is a vector of control points. The B-splines are now independent of the control 
points with the basis function Ni,k. The combined Bernstein polynomials and B-splines 
class-shape equation that defines the geometry then becomes Equation 13: 
 𝜍(𝜑, 𝜂) =  𝐶𝑁2
𝑁1(𝜑) ∙  𝑆(𝜑, 𝜂)  ∙ 𝑅(𝜑) (13) 
 
Figure 11: Bernstein polynomial and B-spline shape functions 
Figure 11 shows the application of the CST method with Bernstein polynomial and B-
spline shape functions. [24] The blue line illustrates shape modification using Bernstein 
polynomials as shape functions and the red line illustrates the use of B-spline shape 
functions. Changing one component of the B-spline weight vector leads to very localized 
change in the geometry. Having only local control is not entirely practical as it would 
require tedious evaluation to modify the geometry. Therefore, the use of both Bernstein 
polynomials and B-splines are effective for shape parameterization.  
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The CST method possesses two special characteristics. When x = 0, the first weight 
coefficient corresponds directly to the leading-edge radius seen in Equation 14: [18] [19] 
[25] 
 




Additionally, when x = 1, the last weight coefficient of the Bernstein polynomial 
corresponds to the trailing-edge boat-tail angle and thickness, as seen in Equation 15: [18] 
[19] [25] 
 





3.2.2 Aerodynamic Heating 
The goal for this step is to incorporate aerodynamic heating parameters linked with 
the vehicle’s leading edge. It was previously mentioned that aerodynamic heating becomes 
a major concern for hypersonic vehicles. As the vehicle travels at increasingly large 
velocity, the heat buildup and transfer to the vehicle shell could result in the material 
melting. This is especially true at the leading edge because it is often the location of the 
stagnation point. Based on boundary-layer equations, dissociative flow, and effects of 
diffusion and molecular recombination in high speed flight, Fay and Riddell were able to 
develop numerical solutions for the stagnation point equation. [26] [27] [28] [29] [30]The 
equilibrium heat transfer rate at the stagnation point was computed to be the following 
Equation 16 and Equation 17:  
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2(𝜌𝑒 −  𝜌∞)
𝜌𝑒
 (17) 
However, the issue with the equations developed by Fay and Riddell is that the equation 
contains parameters that are not easily attainable for initial estimation. The unknown 
parameters include density and absolute viscosity at the edge of the boundary layer. The 
Lewis number, Le, is dependent on the mass and thermal diffusivity of the flow. Additional 
aerodynamic heating equations have been derived from boundary-layer theory, laminar, 
and turbulent convective heating. The general form of the aerodynamic heating is as 







The values of C, N, and M vary depending on the application; for aerodynamic heating at 
the stagnation point, the values for the constant are listed in Table 1. This then results in 
Equation 19, a stagnation point heat flux equation given by Tauber and Meneses with 
variables defined in Table 2: [6] 
Table 1: Numerical values of aerodynamic heating constants 
Stagnation Point Constants 
C N M 




?̇?𝑤 =  𝜌∞
0.5𝑉∞





Table 2: Variable description for Tauber and Meneses heat flux equation 
𝜌∞ Freestream density 
𝑉∞ Flight velocity 
R Effective Nose Radius 
ℎ𝑤 Wall enthalpy 
ℎ𝑜 Total enthalpy 
From the equation it can be seen that the heat flux or heat transfer per unit area is 
proportional to the freestream velocity cubed. It can also be seen that the heat flux is 
inversely proportional to the square root of radius, R, of the nose.  
Equation 20 – Equation 24 are another set of simplified stagnation point heat flux equations 
have also been derived by Sutton-Graves. [27] [33] 
 







where 𝑘 = 1.7415 × 10−4 when operating in the Earth’s atmosphere. [15] K =
3.6 × 10−4 for air in Equation 21 and Equation 23. [33] 
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 Pst ≈ 𝜌∞
2 𝑢∞
2  (24) 
It is assumed that the local enthalpy of the gas is significantly greater than the local wall 
enthalpy. The local wall enthalpy is therefore negligible. It is also assumed that the kinetic 
energy of the fluid impacting the stagnation point is assumed to be completely converted 
to pressure. Equations 19, 20, and 21, are rearranged to solve for the radius of the leading-
edge under a set of hypersonic heat flux conditions. The leading-edge radius for the Tauber-





























Depending on which operating conditions are known to the user, the equations provided 
above produce radius values that can be inserted into Equation 14.   
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3.2.3 Inverse Airfoil Fitting 
The CST method is used to generate a variety of geometries. The CST method can 
also be employed to approximate existing geometries. [34] This inverse CST method 
involves reading in a list of x and z – coordinates from an xlsx file. The x and z – 
coordinates for specific airfoils are obtained from Airfoil Tools. [35] The x – coordinates 
are used with an initial weight coefficient guess in the CST method to calculate z – 
coordinates. The difference between the CST approximation and original value is 
calculated. The least squares error is minimized using the ‘Nelder-Mead’ optimizer in the 
Python SciPy package. The ‘Nelder-Mead’ optimizer is selected because it only requires 
the objective function to be evaluated and does not need to calculate the derivatives for 
optimization. Additionally, it can handle several independent variables. [36] [37] The 
minimization stops once maximum number of iterations or tolerance of 1x10-4 has been 
achieved. The first optimization process results in a new set of weight coefficients for a 
specific airfoil geometry. 
3.2.4 Aerodynamic Performance 
Aerodynamic efficiency analysis is needed to understand how geometries perform 
once it has been altered by the effects of stagnation point heat flux. The algorithm was first 
built around XFoil which is a design and analysis tool used for airfoils under subsonic 
conditions. The framework is designed such that it can read in an airfoil, Reynolds number, 
Mach number, angle of attack, and number of iterations. The output of XFoil gives the lift 
and drag polars for the specific airfoil under the given conditions. [38] [39] The metric of 
interest is the lift-to-drag ratio. However, XFoil analysis is only valid for subsonic flow. In 
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order to analyse the airfoils generated under hypersonic conditions, a low-fidelity 
hypersonic analysis tool, MicroCFD, is incorporated into the algorithm. MicroCFD, like 
XFoil, is used to obtain the necessary lift and drag polars. However, the hypersonic analysis 
cannot be automated as there is no existing Python API for MicroCFD. 
3.2.5 Aerodynamic Shape Optimization 
Aerodynamic shape optimization is necessary to find the optimized airfoil after the 
stagnation point heat flux radius is applied. The SLSQP optimizer from the Python SciPy 
package is used to employed to minimize the inverse lift-to-drag ratio or maximize CL/CD. 
[40] The SLSQP optimizer is selected for the second optimization due to several 
constraints. [41] [42] The first constraint is keeping the first weight coefficient for the upper 
and lower surface constant as this is determined from the heat flux equations. The optimizer 
is the given bounds for the remaining coefficients, the lower bounds for the upper surface 
are kept to 80% of the original weight and the limit of the upper bounds is 120%. For the 
lower surface, the lower bound is limited to 120% and the upper bound is set to 80%. The 
lower surface bounds are flipped due to typically having negative values. The third 
constraint pertains to having an inequality constraint for the area of the airfoil. The area of 
the airfoil is calculated through each iteration but is constrained such that it cannot fall 
below 95% of the starting area. This area constrain is similar to that employed by Straathof 
et al. and Zhu. [25] [43] This constraint is in place as the optimizer would solve for the 
thinnest airfoil possible, but in reality, the airfoil has to have space for sensors and internal 








subject to A0 = 𝐴0, V ≥ V0 
(28) 
where A0 is the weight coefficient set by stagnation point heat flux, and V is the area of 
the entire airfoil.   
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CHAPTER 4: RESULTS AND ANALYSIS 
This chapter highlights the use of importing existing airfoils, calculating new 
leading-edge radii, and applying the radius values to the CST method. This chapter also 
includes the steps taken to examine the aerodynamic performance of the heat flux generated 
airfoils and optimize the airfoils for maximum aerodynamic efficiency given the 
constraints mentioned in section 3.2. 
4.1 Application of CST Method 
As previously mentioned, the objective of this research is to take the CST method 
and integrate the parameterization with stagnation point heat flux. The CST method is 
benchmarked to create a series of geometries airfoils as well as importing existing airfoils. 
The airfoils generated herein are the: unit airfoil, NACA0012, NACA66-206, and the NSC 
2-0714. Figure 12 below shows the unit airfoil when all weight coefficients are set to 1 
making the shape function, S(x) = 1. Figure 13 shows a shape change caused by altering 
the exponents used with the class function. The shapes generated are verified with function 
parameters and geometries in research by Kulfan. [18] [19] 
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Figure 12: Round nose, pointed trailing edge unit airfoil 
 
Figure 13: Sear-Haack body with N1 = 0.75 and N2 = 0.75 
Additional steps to verify that the CST method is working properly involves perturbing the 
values of the weight coefficients.  
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Figure 14: Round nose, pointed trailing edge geometry with mid-body adjustments 
Figure 14 shows the alteration of the unit airfoil by changing the middle values of the 
weight coefficients. The values are set to A = [1, 1, 0.0001, 1, 1.9, 1]. The weight 
coefficients for the lower surface possess the same magnitude but are negative as this 
makes a symmetrical geometry. Figure 15 illustrates an airfoil geometry produced using 
unsymmetrical weights for the upper and lower surface.  
 
Figure 15: Airfoil geometry generated using unsymmetrical weights 
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Figure 16: CST approximation of NACA0012 airfoil 
Figure 16 shows the NACA0012 airfoil approximated with the CST method using 82 x-
coordinate points. The approximated curve is shown with the orange superimposed on top 
of the original airfoil shown by the blue curve. It can be seen that the approximation of the 
NACA0012 airfoil is extremely accurate. Figure 17 shows the approximation of the 
NACA66-206 airfoil with the CST method. It can be seen that the approximated airfoil, 
shown again in orange, is not perfectly superimposed on the original blue curve though it 
is extremely close. 
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Figure 17: CST approximation of NACA66-206 airfoil 
The third approximated airfoil is the NSC 2-0714 airfoil as shown in Figure 18. It can be 
seen that there is a slightly discrepancy at the trailing edge of the geometry. The original 
airfoil in blue depicted in blue does not form a closed geometry with the given 
coordinates. [44] The CST method is able to approximate the curve and form a closed 
geometry. However, the approximated curve from the CST method does not accurately 
approximate the curvature of the trailing edge. It can be seen that the CST method is 
implemented correctly and can be used to approximate the existing geometries. 
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Figure 18: CST approximation of NSC 2-0714 airfoil 
4.2 Stagnation Point Heat Flux 
Using the equations detailed in section 3.2, several leading-edge radii are calculated 
with hypersonic operating conditions extracted from literature. The first test case utilized 
data from Anderson which are provided in Table 3: [1] 












1.075E-4 219.58 1110 1004.5 45.78 1.29 
The radius of the leading-edge is a given value from Anderson and Equation 19 was used 
to solve for the heat flux in W/cm2. The chord was not given as part of the data and so the 
radius value of 1.29m is normalized with a chord value of 1m. Figure 19 shows the 
comparison of R = 1.29m in green to a unit airfoil in blue.  
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Figure 19: Leading-edge radius comparison with unit airfoil 
Subsequently, it is of interest to examine radius values obtained using the Sutton-Graves 
equations. Additional parameters are required to determine the leading-edge radius using 
Equation 27. The parameters provided in Table 4 correspond to an altitude of 68.9 km. For 
the purpose of obtaining freestream temperature, the altitude is rounded up to 70 km. [26] 
Table 4: Leading-edge radius using Sutton-Graves 
cp (J/kg K) T∞ (K) ρ∞ (kg/m
3) V∞ (km/s) K R (m) 
1004.5 219.58 1.075E-4 6.61 3.6E-4 1.414 
Another leading-edge radius value is obtained using the second Sutton-Graves heat 
flux equation. Equation 26 only needs the freestream density, flight velocity, heat flux 
value, and a thermal coefficient which is set to k = 1.71415E-4 for Earth’s atmosphere. The 
parameters and resulting radius value are provided in Table 5. 
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Table 5: Leading-edge radius using second Sutton-Graves equation 
ρ∞ (kg/m
3) V∞ (km/s) k R (m) 
1.075E-4 6.61 1.71415E-4 1.298 
 
Figure 20: Comparison of radii between Tauber-Meneses and Sutton-Graves equations 
Figure 20 shows the different radii determined from Table 5 conditions. The second Sutton-
Graves equation results in a 0.62% error, likely due to the fact that it does not require the 
temperature assumption.  
The second test case also involves hypersonic conditions applied to space shuttle research 
which are tabulated in Table 6: [46]  















Hypersonic 74 4 210 6700 444,011 4.637E-5 
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The assumptions for the proceeding values included the atmosphere being 
calorically perfect and a density value obtained from PDAS tables. [45] The study utilizes 
the NACA0012 airfoil as the baseline airfoil with the radius of curvature equal to 0.690 m. 
The weight coefficients are determined by first importing the NACA0012 airfoil. Knowing 
that at x = 0, A0 = √
2𝑅𝑙𝑒
𝑐
 the chord value, c, is calculated. By holding the chord value as a 
constant value, a new A0 can be calculated with the three heat flux equations as tabulated 
in Table 7. The error for the Tauber-Meneses equation is 12.5%, significantly larger than 
the error for the Sutton-Graves equations. The larger error can be attributed to assuming 
that the given stagnation temperature is equal to the wall temperature. The Tauber-Meneses 
heat flux equation is therefore more sensitive because it needs more accurate values, in this 
case the actual wall temperature.  
Table 7:  Leading-edge and first weight coefficient for all heat flux equations 
Heat Flux Equation RLE (m) A0 
Percent Error 
(%) 










 0.702 0.158 1.74 
?̇?𝑤 =  𝜌∞
0.5𝑉∞
3(1.83 × 10−8𝑅−0.5) (1 −  
ℎ𝑤
ℎ𝑜
) 0.604 0.147 12.5 
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Boost-glide vehicle operating altitudes are not as high 70 km rather in the range of 
10 – 30 km. In works presented by Kasen and Steeves, a set of operating conditions in 
Table 8 are provided for an air-breathing hypersonic vehicle traveling Mach 6 – 8 at a 
dynamic pressure of 48kPa. The radii values that are extracted from these conditions are 
on the scale of millimeters which match the values can be seen in Figure 21. [47] Table 9 
gives the leading-edge radius for three selected heat flux values at Mach 6, 7, and 8.  
















6 26.93 0.0296 1.80 1.85 1651 95.90 
7 28.98 0.0215 2.11 2.46 2122 95.72 
8 30.76 0.0160 2.42 3.16 2627 93.70 
 




















Figure 21: Cold-wall heat flux for Mach 6-8 at dynamic pressure of 48 kPa 
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4.3 Two-dimensional Aerodynamic Shape Optimization 
The objective of this second optimization is to analyze assess the aerodynamic 
efficiency of the two-dimensional airfoils that have heat flux conditions applied to the 
leading-edge of the geometry. As mentioned before, the optimization process takes an 
airfoil and holds the first weight coefficient obtained from the heat flux conditions constant. 
The remainder of the weight coefficients are allowed to be perturbed with limits of 80% 
and 120% of the original coefficient. The limits pertain to the movement of z-coordinates 
so that the optimizer does not obtain an extremely thin airfoil. An additional inequality 
constraint is imposed in the optimizer such that the area of the airfoil must be greater than 
or equal to 90% of the original airfoil. The steps taken to obtain aerodynamically optimized 
airfoils are as follows: 
1. Import airfoil coordinates list using “pandas.read_excel” function [48] 
2. Optimize initial weight coefficients  
3. Calculate leading-edge from heat flux conditions 
4. Replace first upper and lower weight coefficient with new leading-edge radii 
value 
5. Run CST method to obtain new geometry, calculate new area 
6. Output geometry to .shp file 
7. Adjust tunnel settings in MicroCFD, import airfoil geometry [49]  
8.  Run test to obtain CL and CD  
9. Input CL and CD into optimizer to obtain new weight coefficients 
10. Repeat steps 5 – 9 
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Once the optimizer exits, the output will contain an optimized lift-to-drag ratio as well as 
a new area for the airfoil geometry.  
4.3.1 MicroCFD Wind Tunnel Settings 
The leading-edge radius values that are calculated in section 4.2 are assumed to be 
applied airfoils with a chord value of 1m. As such, the wind tunnel in MicroCFD is adjusted 
to analyse airfoils that are 1m in length. The wind tunnel length is then set to be 4m as 
recommended by user documentation. [49] The flow Mach number is set to Mach 6, and 
the pressure and temperature are set to 16 hPa and 224.5 K which are values obtained from 
PDAS, assuming an altitude of 28 km. [45] The angle of attack for the experiments is set 
to 2°. 
4.4 Experiments 
The NSC 2-0714 supercritical airfoil, NACA 0012-64, and NACA 66-206 are 
selected as the test airfoils for heat flux application. The heat flux conditions from the 
research done by Steeves et al are applied using Equation 27. The initial weight coefficients 
that are supplied to the optimizer are: 
 𝐴 = [ 1 1 1 −1 −1 −1] (29) 
After the initial optimization, the weight coefficients become: 
 𝐴 = [0.18572 0.16598 0.24203 −0.16544 −0.25936 0.00663] (30) 
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The Mach 6 with heat flux of 6 × 106 MW/m2 conditions from Table 8 are applied and the 
radius value is then used in Equation 14 to determine the weight coefficient values 
assuming a chord value of 1. Equation 30 then becomes the following: 
 𝐴 = [0.04861 0.16598 0.24203 −0.04861 −0.25936 0.00663] (31) 
Figure 22 shows the lift-to-drag ratio history through the iterations with a mean of 1.6235 
through 56 iterations. The optimization showed no variation after 48 iterations. The lift-to-
drag ratio between the initial application of heat flux and aerodynamic optimization 
increased by 4.3% while the area of the airfoil increased by less than 1% as show in Table 
10. After iterating through the SLSQP optimizer, the resulting aerodynamically optimized 
airfoil is shown in Figure 23. The final weights after the optimization are as follows: 
 𝐴 = [0.04861 0.14938 0.26623 −0.04861 −0.26695 0.00597] (32) 
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A comparison of the coefficients in Equation 31 and Equation 32 shows that the first 
weight coefficient was kept the same throughout the optimization process, thereby 
keeping the leading-edge geometry constant.  
 
Figure 22: Optimal L/D iterative search for NSC 2-01714 




Initial Area Final Area 
Percent 
Change (%) 
1.7207 1.7946 4.3 0.06799 0.06865 0.97 
 
Given that the airfoils are under hypersonic flow conditions, a small 4.3% increase in lift-












Optimal L/D Search for NSC 2-0714
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Figure 23: Aerodynamic shape optimization of NSC 2-0714 airfoil 
The Mach number variation shown in Figure 24 indicates the Mach number is lowest at 
the leading-edge. 
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Figure 25: Pressure variation for the optimized NSC 2-0174 airfoil with heat flux 
Figure 25 and Figure 26 show the pressure and temperature variation over the NSC 2-0714 
under the Mach 6 flow conditions. 
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Figure 26: Temperature variation for the optimized NSC 2-0714 airfoil with heat flux 
The Mach 6 conditions and a heat flux value of 6x106 W/m2 are applied to the 
NACA 0012-64 airfoil. Equation 33 are the weight coefficients for the NACA 0012-64 
airfoil. The conditions in MicroCFD are set to be identical with the conditions as the NSC 
2-0174. After 19 iterations through the optimizer, it is found that the optimal airfoil is the 
same as the initial airfoil. Following the optimization history shown in Figure 27, the 
optimal airfoil was found after the 12th iteration. The lift-to-drag ratio and areas for initial 
and optimized are tabulated in Table 11 which also shows there was no change in the airfoil 
shape. Figure 28 shows the shape of the original NACA 0012-64 along with the airfoil with 
the leading-edge radius obtained the heat flux.  








Initial Area Final Area 
Percent 
Change (%) 
1.4587 1.4587 0 0.065501 0.065501 0 
 
Figure 27: Optimal L/D iterative search for NACA 0012-64 airfoil 
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In Figure 29, it can be observed that the Mach number at the leading-edge is low, as 
expected due to it being at the stagnation point of the airfoil. 
 




Figure 30: Pressure variation for the optimized NACA 0012-64 airfoil with heat flux 
The pressure distribution over the airfoil is shown in Figure 30. It can be seen that 
the maximum pressure occurs at leading-edge of the airfoil. Similarly, Figure 31 shows the 
temperature distribution over the airfoil where the maximum temperature for the airfoil 
occurs at the stagnation point of the leading-edge.  
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Figure 31: Temperature variation for the optimized NACA 0012-64 airfoil with heat flux 
Equation 34 provides the initial weight coefficients that fit the NACA 66-206 
airfoil. The first coefficient on the for the upper and lower surfaces are the same values as 
the NSC 2-0714 and NACA 66-206 airfoils as they are subject to the same heat flux 
conditions.  
 𝐴 = [0.04861 0.12666 0.14080 −0.04861 −0.06688 −0.03554] (34) 
The optimization history for the NACA 66-206 airfoil is shown in Figure 32. The 
optimization for the NACA 66-206 finished in 26 iterations, almost half that of the NSC 
2-0714. This can be attributed to the thickness of the airfoils where the initial NACA 66-
206 is already less than the initial thickness of the NSC 2-0174.  
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Figure 32: Optimal L/D iterative search for NACA 66-206 airfoil 
Equation 35 gives the new weight coefficients after optimizations of the NACA 66-
206 airfoil. Once again, the first and lower surface weight coefficients are kept constant to 
maintain the same leading-edge radius. 
 𝐴 = [0.04861 0.12033 0.13376 −0.04861 −0.07022 −0.03732] (35) 
 




Initial Area Final Area 
Percent 
Change (%) 
1.112 1.153 3.69 0.040645 0.040009 1.57 
After the 26 iterations through the optimization process, the lift-to-drag ratio was increased 
by 3.7% and area was decreased by 1.57% as tabulated in Table 12. The area within the 
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Figure 33: Aerodynamic shape optimization of NACA 66-206 airfoil 
It is observed that there is only a slight change in the airfoil geometry that results in a 
3.7% increase in lift-to-drag ratio. The Mach, pressure, and temperature variation for the 
NACA 66-206 airfoil are shown in Figure 34, Figure 35, Figure 36, respectively. 
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Figure 35: Pressure variation for the optimized NACA 66-206 airfoil with heat flux 
 
Figure 36: Temperature variation for the optimized NACA 66-206 airfoil with heat flux 
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It is important to note here that the NACA 66-206 is the most relevant airfoil of the three 
selected to the hypersonic regime. This is because it is designed to be a supersonic airfoil. 
[50] 
4.5 Summary 
Table 13 provides a summary of the lift-to-drag ratios and areas of the selected 
airfoils. It can be seen that the aerodynamic efficiency for two of the selected airfoils are 
increased through the optimization process. The maximum temperature for the NSC 2-
0174 airfoil is 2,073K and 2,194K for the NACA 0012-64 and NACA 66-206 airfoils at 
the leading-edge, as determined by MicroCFD.  
















NSC 2-0174 1.7207 1.7946 4.3 0.06799 0.06865 0.97 
NACA 
0012-64 
1.4587 1.4587 0 0.065501 0.065501 0 
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CHAPTER 5: CONCLUSION AND FUTURE WORK 
5.1 Review of Research Questions and Hypotheses 
The literature review revealed an important gap previously mentioned in section 
2.3 which led to the formulations of several research questions and hypotheses. This section 
focuses on re-addressing the research questions and the associated hypotheses using the 
results obtained from the previous chapter. 
Research Question #1: How can aerodynamic heating be incorporated into CST 
hypersonic parameterization? 
5.1.1 Research Question 1 
The hypothesis connected with Research Question 1 is: 
Hypothesis 1: If the leading-edge from stagnation point heat flux is linked with the first 
weight coefficient in the CST method, then aerodynamic heating can be incorporated into 
CST shape parameterization. 
Hypothesis 1 
There is very tight coupling between disciplines for the hypersonic design process. 
While the CST method has been utilized to produce hypersonic geometries, which are then 
optimized for aerodynamic efficiency. A major gap in CST hypersonic design is the 
inclusion of aerodynamic heating as a constraint. The CST method enables direct control 
over specific parameters such as the leading-edge radius and boat-tail angle and thickness. 
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The shape of the leading-edge radius is a critical variable in stagnation point heat flux. 
Leveraging the CST method led to the ability to generate geometries with leading-edge 
shapes specific to desired or allowable heat flux. Thus, hypothesis 1 is validated through 
connecting the leading-edge radius from stagnation point heat flux formulas to the weight 
coefficient in the CST method 
Research Question 2: How will aerodynamic efficiency for 2D airfoils change with heat 
transfer rates and area constraints? 
The aerodynamic efficiency of aircraft is often measured by the lift-to-drag ratio. 
Thinner objects typically experience lower drag which results in higher aerodynamic 
efficiency. However, due to area or volume constraints as well as having specific leading-
edge geometry, reducing airfoils down to extremely thin shapes is no longer feasible. After 
producing geometries that hold the leading-edge radius constant, it is shown that the 
optimization process is able to increase the aerodynamic efficiency by a small percentage 
while still staying within the limits of the area.  
5.2 Summary 
The primary research objective in this thesis was to enhance the CST method.in its 
use as parameterization of hypersonic shape design. This was done by incorporating the 
effects of aerodynamic heating, specifically stagnation point heat flux, into the shape 
design process.  
The first part of this thesis consisted of examining methods used to parameterize 
hypersonic geometries. The CST method was selected as the parameterization method as 
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it allows for flexible control over the geometry. It is also mathematically well-behaved 
when designing geometries with high curvature and pointed regions. The CST method also 
allows for representation of geometries using a low number of design variables with 
inexpensive computational time. The second part of the thesis involved investigating the 
effects of aerodynamic heating on the leading-edge of a surface. Stagnation point heat flux 
equations have been developed and the heat flux experienced by a surface was found to be 
inversely proportional to the square root of the leading-edge radius. This was then coupled 
with a special characteristic of the CST method where S(0) is directly related to shaping 
the leading-edge radius. This allowed for the creation of unique geometries from specific 
heat flux conditions. Existing airfoils were parameterized with the CST method and then 
the leading-edge geometry was subjected to the heat flux conditions which resulted in a 
modified airfoil. The modified leading-edge resulted in altered aerodynamic efficiency. 
Therefore, like other research that have utilized the CST method, an SLSQP optimization 
algorithm was implemented in order to find optimal aerodynamic efficiency. The 
optimization was constrained by having to keep the heat flux derived leading-edge in place 
as well as limiting the change in area of the two-dimensional airfoils. Using a low-fidelity 
CFD tool, the lift and drag coefficients were input as the objective function in order to 
minimize the inverse lift-to-drag or CD/CL. The optimization process was able to produce 
a second modified airfoil where the lift-to-drag ratio was increased. This then resulted in a 
new method of implementing the CST method to design for hypersonic geometries; the 
leading-edge of airfoils could be controlled by desired heat flux values and the resulting 
airfoils could subsequently also be optimized for aerodynamic efficiency. 
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5.3 Future Work 
5.3.1 Implement Heat Flux with Three-Dimensional CST 
In previous research, it has been shown that the CST method can be extended to 
produce three-dimensional shapes. The stagnation point heat flux may not be constant 
throughout the entirety of vehicle. Hypersonic geometries and vehicles have been created 
using the CST method, and so it would be beneficial to include the effects of aerodynamic 
heating in generating three-dimensional shapes and hypersonic vehicles. 
5.3.2 Aerodynamic heating on the entire geometry surface 
Hypersonic flight makes for a more complex and increased difficulty in flow 
analysis. While aerodynamic heating at the stagnation point is the most extreme, the rest 
of the geometry or vehicle will also experience aerodynamic heating which can impact 
thermal protection systems (TPS) or cooling capabilities. Therefore, the tools that are 
integrated with the CST method to study hypersonics will need need to be medium – high 
fidelity to obtain more accurate models. 
5.3.3 Complete hypersonic design 
As stated previously, hypersonics is an extremely complex design process. The 
vehicle design will need to be optimized in all applicable disciplines, not just aerodynamic 
efficiency. The CST method allows for parametric shape design and it can be used to map 
critical parameters from different disciplines to specific components of the geometries. The 
connection of all relevant design disciplines to a parametric vehicle will allow for larger 
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