Abstract. We obtain estimates on the uniform convergence rate of the Birkhoff average of a continuous observable over torus translations and affine skew product toral transformations. The convergence rate depends explicitly on the modulus of continuity of the observable and on the arithmetic properties of the frequency defining the transformation. Furthermore, we show that for the one dimensional torus translation, these estimates are essentially optimal.
Introduction and statements
Consider a uniquely ergodic and minimal dynamical system (X, µ, T ). That is, X is a compact metric space, µ is a Borel probability measure on X and T : X → X is a continuous transformation.
Let φ : X → R be a continuous observable and for every integer N let It is then natural to ask whether for certain more specific systems there is an effective rate of uniform convergence of the Birkhoff averages, one which depends explicitly on the data.
Standard examples of uniquely ergodic systems are the torus translation by an incommensurable frequency as well as the affine skew product toral transformation. These are precisely the systems considered in this paper. Let us introduce them more formally.
Let T = R/Z be the one dimensional torus endowed with the Lebesgue measure. Let ω ∈ (0, 1) \ Q be a frequency and define T ω : T → T, T ω x = x + ω to be the corresponding translation. Moreover, a continuous observable φ : T → R may also be regarded as a 1-periodic function on R or as a function on [0, 1] with φ(0) = φ(1).
Let T d = (R/Z) d with d ≥ 1 be the d-dimensional torus endowed with the Haar measure and also regarded as an additive compact group. Points on T d are written as x = (x 1 , . . . , x d ) and we choose on TIf 1, ω 1 , . . . , ω d are linearly independent over Q, that is, if for all nonzero k ∈ Z d , k ·ω = 0 mod 1, then T ω is an ergodic (in fact, a uniquely ergodic) transformation.
The second type of toral transformation considered in this paper is the affine skew product.
1 Given an irrational frequency ω ∈ T, define S ω : T 2 → T 2 , S ω (x 1 , x 2 ) = (x 1 + x 2 , x 2 + ω) .
More generally, for any dimension d ≥ 2, let
. . , x d ) = (x 1 + x 2 , x 2 + x 3 , . . . , x d + ω) .
The map S ω is also an example of a uniquely ergodic transformation (see [1] ).
Given a uniquely ergodic and minimal dynamical system (X, µ, T ) and a continuous observable φ, let
be the convergence rate of the Birkhoff means of φ. Thus the goal is to make the statement ρ N = O(1) more explicit in the setting of the examples described above. The ideal scenario is when φ − X φ is a co-boundary, that is, when there exists a continuous function ψ : X → R satisfying the co-homological equation:
showing that in this case,
Using Gottschalk-Hedlund theorem one can see that this rate of convergence is in fact optimal.
In the case of the one-dimensional torus translation, a simple Fourier analysis argument shows that for the co-homological equation to have a solution, a certain amount of regularity of the observable φ and good arithmetic properties of the frequency ω are both necessary conditions. Furthermore, by means of multipliers on Fourier coefficients, conditions of this kind can be shown to be sufficient, as stated below. Definition 1. If t ∈ R, let t := dist(t, Z) denote its distance to the nearest integer. We say that a frequency ω ∈ T satisfies a Diophantine condition if there exists γ > 0 such that
Denote by DC(T) γ the set of all frequencies ω ∈ T satisfying (1.1) and note that its measure is 1 − O(γ). Hence the set of frequencies satisfying a Diophantine condition (for some γ > 0) has full measure. Proposition 1 (see Section I.8.10 in [4] ). Assume that the observable φ ∈ C 1+α (T) (that is, φ is differentiable and its derivative is α-Hölder continuous) and that the frequency ω ∈ T satisfies the Diophantine condition (1.1)
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. Then the corresponding co-homological equation has a solution, and so the rate of convergence {ρ N } N ≥1 of the Birkhoff averages over T ω is optimal, namely of order
The goal is then to address the question of the convergence rate {ρ N } N ≥1 of the Birkhoff means in the low regularity setting, for instance when the observable φ is only Hölder continuous (or in fact when φ has any other modulus of continuity).
Let us recall these notions in the general setting of a compact metric space (X, d).
Let C α (X) be the Banach space of α-Hölder continuous functions on X, endowed with the usual Hölder norm
A map w : [0, +∞) → [0, +∞) is called 3 a modulus of continuity if it is strictly increasing, sub-additive, continuous and w(0) = 0.
Then a continuous function φ : X → R is said to have modulus of continuity w if for some constant C < ∞,
For example, the modulus of continuity w(h) = h α = e −α log 1 h , where 0 < α ≤ 1, defines α-Hölder continuity; w(h) = e −α (log 1 h ) κ for some constants α, κ ∈ (0, 1] defines weak-Hölder continuity, as κ = 1 corresponds to Hölder continuity; w(h) = (log 1 h ) −1 defines log-Hölder continuity. Any continuous (hence uniformly continuous) function φ : X → R has a modulus of continuity, namely the function
Given a modulus of continuity w, let C w (X) be the Banach space of continuous functions on X endowed with the norm
Returning to the one-dimensional torus translation by a frequency ω, we recall Denjoy-Koksma's inequality, proven by M. Herman (see [3, Chapter VI.3] ). Let φ : T → R be a function of bounded variation and let
and gcd(p, q) = 1 (for instance, p q is a convergent of ω). Then
2 We note that even if the observable φ were smooth, an arithmetic condition in the spirit of (1.1) would still be necessary, as the convergence rate {ρ N } N ≥1 can be made arbitrarily weak for an appropriate choice of a Liouville frequency ω. 3 There are other, more general notions of modulus of continuity; however, in our setting, this definition is not restrictive.
The same argument also applies to Hölder continuous observables (or indeed to observables of any modulus of continuity) and leads to the following estimate: given φ ∈ C α (T), where 0 < α ≤ 1, for every q as above we have:
The Ostrowski numeration says that any integer N can be represented as
where {q n } n≥1 are the denominators of the principal convergents of ω and the coefficients b n are positive integers such that b n < qn+1 qn for all 0 ≤ n ≤ s + 1. Arithmetic conditions like (1.1) can be characterized by a bound on the lacunarity of the sequence {q n } n≥1 . Thus Ostrowski's numeration can be used to derive the following extension of Denjoy-Koksma's inequality to all Birkhoff sums.
Proposition 2 (see Proposition 4.2.8 in [7] ). Assume that the observable φ is an α-Hölder continuous function on T and that the frequency ω ∈ T satisfies the Diophantine condition (1.1). Then for all integers N we have In this paper we present a new proof of the Denjoy-Koksma type inequality in Proposition 2 above. Our approach uses Fourier analysis tools (effective approximation by trigonometric polynomials along with an effective rate of decay of the Fourier coefficients of continuous functions) and estimates of (in this case, some simple) exponential sums. Furthermore, this general Fourier analysis approach allows us to prove that (save for some logarithmic factors) the estimate (1.2) is optimal. Theorem 1. Let α ∈ (0, 1]. For almost every frequency ω ∈ T (thus for a.e. Diophantine frequency) there exists an observable φ ∈ C α (T) and an increasing sequence of integers {N k } k≥1 such that the Birkhoff averages of φ over the transformation T ω satisfy
A similar result holds for any other modulus of continuity w: there exists an observable φ ∈ C w (T) such that the rate of convergence of the Birkhoff means along a subsequence is slower than w 1 N . 4 In the statements of the main results, and indeed throughout the whole paper, const stands for a universal constant, one which could (but will not) be specified, and which may change from an estimate to another. Moreover, for two varying quantities a and b, a b will mean that a ≤ const b, where const is such a universal constant, while a b will mean that a b and b a. Furthermore, a d b will mean that a ≤ Cb, where the constant C, rather than simply being universal, only depends on the parameter d.
Returning to the extension of Denjoy-Koksma's inequality in Proposition 2, we note that the estimate (1.2) is the prototype of what we aim for regarding the other dynamical systems considered (the higher dimensional torus translation and the affine skew product): the dependence on the data (frequency and observable) is explicit and stable under appropriate perturbations.
J.-C. Yoccoz (see [10, Appendice 1] ) constructed an example showing that there is no analogue of the Denjoy-Koksma inequality for the two dimensional torus translation. More precisely, he showed that given any (arbitrarily slow) rate of convergence to zero {ρ N } N ≥1 , there are an analytic observable φ : T 2 → R and a rationally independent frequency ω ∈ T 2 such that for almost every x ∈ T 2 , and for N large enough,
However, the frequency vector ω = (ω 1 , ω 2 ) was constructed in such a way that its components ω 1 and ω 2 are (highly) Liouville. The question is then what happens for typical (in a measure theoretical sense) frequency vectors.
Again, as in the one-dimensional case, by means of Fourier analysis arguments, the co-homological equation has a solution provided that the observable be regular enough 5 and the frequency satisfy a Diophantine condition. Our goal is then to study the low regularity setting. We are now ready to formulate the main results of this paper, regarding the rate of convergence of the Birkhoff means of Hölder 6 observables over a higher dimensional toral translation and over an affine skew product.
where β = 5 In the d-dimensional setting, more regularity is needed, namely at least that φ ∈ C d+α (T d ). 6 It will be evident from their proofs that similar kinds of estimates can be derived for observables with any modulus of continuity; however, for simplicity, we will not formulate them.
The rest of the paper is organized as follows. In Section 2 we present a new proof of Proposition 2, the extension of Denjoy-Koksma's inequality, and construct an example showing its optimality, thus proving Theorem 1. While more technical than the proof of M. Hermann, our argument for establishing the Denjoy-Koksma type inequality (1.2) is modular and versatile; as such, it provides a simple case study for the proofs of Theorem 2 and Theorem 3, which are presented in the subsequent two sections and follow the same scheme.
A case study: the one dimensional torus translation
We obtain 7 a different proof of the extension (1.2) of Denjoy-Koksma's inequality. Our approach can be described as a quantitative version of the proof of Weyl's equidistribution theorem.
Some arithmetic considerations. We begin with a review of some basic arithmetic properties that will be used in the sequel. The interested reader will find all necessary details in [7, Chapter 3] or in [5] .
For a real number t, we denote by t := dist(t, Z) its distance to the nearest integer and by t := max{n ∈ Z : n ≤ t} its integer part. It is easy to verify that for all t ∈ R and n ∈ N,
and for each n ≥ 1, the corresponding n-th (principal) convergent
where the integers p n = p n (ω), q n = q n (ω) are relatively prime. Setting p 0 = 0 and q 0 = 1, the convergents satisfy the recurrence relations p n+1 = a n+1 p n + p n−1 and q n+1 = a n+1 q n + q n−1 for all n ≥ 1.
Thus the sequence {q n } n≥1 of denominators of the convergents of ω is strictly increasing, qn+1 qn a n and q n ≥ 2 (n−1)/2 for all n ≥ 1. Moreover, q n ω = |q n ω − p n | and the following inequalities hold:
We call a best approximation to ω any (reduced) fraction p q such that qω = |qω − p| and jω > qω for all 1 ≤ j < q .
It turns out that the best approximations to ω are precisely its principal convergents. In fact, q n+1 is the smallest integer j > q n such that jω < q n ω (see [5, Chapter 1, Theorem 6]).
Furthermore, the Diophantine condition (1.1) on ω ∈ T (or any other type of Diophantine condition) can be described in terms of the relative sizes of the gaps 7 Our method provides a slightly weaker bound, an extra factor log N .
between the denominators q n . More precisely, since by (2.2) we have q n ω = |q n ω − p n | < 1 qn+1 , it follows that
Thus if N ≥ q 1 , choosing s to be the largest integer such that q s ≤ N , we have that
We then conclude the following: given γ > 0 and ω ∈ DC(T) γ , for all N ≥ 1 there is a principal convergent p q of ω such that
The following lemma is the main arithmetic tool used in the proof of (1.2).
Lemma 1. Let ω ∈ (0, 1) be an irrational number and let p q be a best approximation to ω.
Proof. If p q is a best approximation to ω, then q = q n+1 for some n ≥ 0. Then for all 1 ≤ j < q = q n+1 we must have that jω ≥ q n ω , which combined with (2.2) implies that
It is easy to see that if a rational number r ∈ (0, a 0 − 1, a 1 , . . . , a n ], for all n ≥ 1. Therefore,
. . , a n , . . .] and for all n, q n+1 (1 − ω) = q n (ω).
In other words, up to a shift, the denominators of the principal convergents (and hence best approximations) of ω and 1 − ω are the same.
Since for j > 0, −jω = j − jω = j(1 − ω) , we conclude that if p q is a best approximation to ω, then inequality (2.5) also holds for −j in place of j.
Effective approximation by trigonometric polynomials. We review some Fourier analysis notions used in our proof of (1.2) (see [9] or [4] for more details).
Given a continuous observable φ : T → R and k ∈ Z, let
be its k-th Fourier coefficient, where we use Vinogradov's notation e(x) := e 2πix . It is known that if φ ∈ C α (T), then the Fourier coefficients of φ have the decay
More generally, given a modulus of continuuity w, if φ ∈ C w (T), then
These estimates will play a crucial rôle in our proof of the Denjoy-Koksma type inequality.
Consider the Fourier series associated with φ
For every n ≥ 0, let
be the n-th partial sum of the Fourier series of φ.
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The partial sums S n φ(x) do not, in general, converge uniformly (or even pointwise, for all points) to φ(x). However, by Fejér's theorem, their Cesàro averages do converge uniformly, and at a rate that depends explicitly on the modulus of continuity of the function φ. More precisely, let
be the Cesàro means of the Fourier series of φ. Then
where
is the n-th Fejér kernel. If 0 < α ≤ 1 and φ ∈ C α (T), then for all n ≥ 1
This is a quantitative version of the Weierstrass approximation theorem. Since F n (x) is a trigonometric polynomial of degree ≤ n, so is φ n , its convolution with the function φ. Thus α-Hölder continuous functions can be approximated by trigonometric polynomials of degree ≤ n with error bound of order log n n α .
9
A similar result holds for continuous functions on T with any (sub-additive) modulus of continuity w. If φ ∈ C w (T) then φ − φ n ∞ ≤ const φ w w log n n .
8 For a given observable φ and an integer n, we have defined its n-th Birkhoff sum φ (n) (over some transformation T ) and the n-th partial sum Snφ of its Fourier series; we also define a trigonometric polynomial φn that approximates φ. The reader should mind the difference between all of these notations. 9 This approximation is not optimal. The convolution with the n-th Jackson kernel (instead of the Fejér kernel) provides an error bound of order 1 n α , which is optimal (this result is called Jackson's theorem, see [4] or [8] ). However, using (the lesser known) Jackson's summability kernel in this particular instance would not provide any additional advantage.
Birkhoff averages of Fourier modes. Consider the Fourier series associated with the continuous observable φ:
Then for all j ∈ Z,
It follows that the Fourier series of the N -th Birkhoff average of φ is
  e(kx) .
Considering the (averaged) exponential sum
e(jt), the above Fourier series representation becomes
Since E N (t) is the sum of a finite geometric sequence, we have
which, when combined with the trivial bound |E N (t)| ≤ 1 implies
Lemma 2. Let p q be a best approximation to the irrational number ω. Then
Proof. Split the sum into
and recall that (up to a shift) ω and 1−ω have convergents with the same denominators. In particular p q is a best approximation to 1 − ω as well. It is then enough to bound the first of the two sums above.
Recall that by Lemma 1, for all 1 ≤ |j| < q, jω > 1 2q .
Thus for every k, k ∈ {1, . . . , q − 1} with k = k we have
Divide T into the 2q arcs Note that if x ∈ C j with 1 ≤ j ≤ q − 1, then x ≥ j 2q and similarly, if
which proves the lemma.
We are now ready to prove the following Denjoy-Koksma type inequality.
More generally, given a modulus of continuity w, if φ ∈ C w (T) then
Proof. Let φ ∈ C α (T), fix N ≥ 1 (the length of the Birkhoff sum) and let 1 ≤ n ≤ N (the degree of approximation) to be chosen later. Write
By (2.7) we then clearly have
The proof is then reduced to estimating the N -th Birkhoff sum of the trigonometric polynomial (of degree ≤ n) φ n = φ * F n . By (2.8), for all x ∈ T,
kx) .
For all k = 0, the corresponding Fourier coefficient of φ n = F n * φ satisfies
Since the sequence {q j } j≥0 of the denominators of the principal convergents of ω is strictly increasing, there is an integer s such that q s ≤ n < q s+1 . Thus combining with the preceding, for all x ∈ T we have:
where the last estimate follows from Lemma 2.
If ω ∈ DC(T) γ , then using (2.3), for all 0 ≤ j ≤ s we have:
Moreover, the sequence {q j } grows exponentially, so s log q s ≤ log n. It follows that for all x ∈ T,
Combining (2.14), (2.15) and (2.17), we get
where we chose n = N to (essentially) optimize the last estimate.
The case of an observable φ with an arbitrary modulus of continuity w is treated in the same way. The main ingredients of the proof regarding φ are the order of trigonometric polynomial approximation and the decay of its Fourier coefficients. Recall that if φ ∈ C w (T), then ψ n ∞ = φ − φ n ∞ φ w w( log n n ) and | φ(k)| φ w w( 1 n ). Then the estimate (2.16) becomes:
We have that q j+1 ≤ 1 γ q j log 2 q j ≤ 1 γ q j log 2 n. Moreover, since w is sub-additive and increasing, if q ≤ n then
Putting it all together we get:
where the last estimate was obtained by choosing n
Sharp lower bound on the rate of convergence. For Lebesgue almost every frequency ω, we construct examples of observables φ showing that (save for some logarithmic factors), the rate of convergence of the corresponding Birkhoff sum obtained in Proposition 2 is optimal. We begin with a technical result. (ii) Let C be a sufficiently large absolute constant. If for a given large enough integer m we have q m+1 ≥ Cm q m , then the corresponding q m -th Birkhoff sum of φ over T ω satisfies
Proof. Since the sequence {q k } k≥1 is rapidly increasing (namely q k ≥ 2 (k−1)/2 ), the series ∞ k=1 1 q α k e(q k x) converges absolutely, hence uniformly, and its sum, the function f (x) is well defined and continuous. Let us prove that it is in fact α-Hölder continuous, which will then imply the same about its real part, the observable φ.
Let x, h ∈ [0, 1). Then
We split the last sum above into two parts, depending on whether q k h < 1 or q k h ≥ 1. Let m := min{k : q k h ≥ 1}. Then 1 qm ≤ h, q m−1 < 1 h and we have:
which proves the α-Hölder continuity of f , and thus establishes item (i). Using (2.8) we have that
Taking the real part on both sides we get:
We will show that the first sum in (2.18) dominates the second. Let us bound the first sum from below. To do that, we first verify that if k ≥ m, then
Recalling (2.1) and (2.2) we have that if 0 ≤ j < q m then
Averaging we have:
Thus we may assume that if
We now derive an upper bound for the second sum in (2.18). Clearly
Using (2.9), (2.1) and (2.2), the exponential sums above can be bounded as follows:
Combining (2.18), (2.19) and (2.20), we obtain
for a large absolute constant C. This completes the proof of item (ii).
Remark 2. The same argument applies to any modulus of continuity w. Indeed, defining f (x) := ∞ k=1 w 1 q k e(q k x) and φ := f , it turns out that φ ∈ C w (T); moreover, if q m+1 mq m , then
Proof of Theorem 1. Let ω ∈ (0, 1) be an irrational frequency and recall that if ω = [a 1 (ω), a 2 (ω), . . . , a m (ω), . . .] is its continued fraction expansion, and if {q m (ω)} m≥1 are the denominators of its convergents, then for all m,
Since the series m is satisfied for infinitely many integers m.
In other words, there is a full measure set in (0, 1) such that for every element ω of that set, there is an increasing sequence of integers {m k } k≥1 such that
By Proposition 4, the observable φ defined as
is α-Hölder continuous and for all k ≥ 1,
The proof concludes by putting N k := q m k . The general modulus of continuity case follows the same way, using instead the observable defined in Remark 2.
The higher dimensional torus translation case
We begin with a review of some Fourier analysis notions on the additive group
We note here that as in dimension one, the Fourier coefficients of a function
This follows from Fubini's theorem and the one variable estimate. Consider the Fourier series expansion of φ ∈ L 2 (T d ):
Given n ≥ 0, the n-th (square) partial sum of the Fourier series of φ is
Assume that φ is a continuous function. While the sequence {S n φ} may not converge uniformly to φ, the Cesàro averages of {S n φ}, do, and at a rate that depends on the modulus of continuity of φ, as in dimension 1. For a slightly better estimate, instead of using Cesàro averages, which are given by the convolution with the Fejér kernel, we consider the Jackson kernel, which provides the optimal approximation by trigonometric polynomials. Let us introduce this summability kernel (see [8] for more details).
For all n ∈ N, let J n :
is the Fejér kernel and c n 1 n is a normalizing factor chosen so that T J n = 1. Note that J n (x) is a trigonometric polynomial of degree ≤ n and that uniformly in n and k, J n (k)
1. Moreover, {J n } n≥1 is a summability kernel and in fact, given
Then (essentially by Fubini's theorem) J n has similar properties to those of its one dimensional counterpart. More precisely, J n (k) 1 uniformly in n and k. Moreover, φ n := φ * J n is a trigonometric polynomial in d variables of degree ≤ n and if φ ∈ C α (T d ), then for all n ≥ 1,
We note that, as in dimension one, similar estimates to (3.1) and (3.2) hold for any modulus of continuity.
Proof of Theorem 2. Fix N ≥ 1 and let n = O(N ) (to be chosen later). Recall that φ n = φ * J n is a trigonometric polynomial of degree ≤ n on T d , that is
We first estimate the (Fourier) coefficients of φ n . For all k ∈ Z d with |k| = 0,
where the last inequality follows from (3.1) and the fact that J n (k) 1.
Now we estimate the Birkhoff sums of the multiplicative characters e k . We have:
Hence for all x ∈ T d , also using (1.3),
It follows that
Combining the last estimate with (3.2) we have
provided we choose n := N 1 A+d .
The affine skew product case
The rate of convergence of the Birkhoff means over the affine skew product toral transformation is established using the same scheme as the one employed for the torus translation. In this case, however, the Birkhoff sums of the multiplicative characters e k (x) on T d are much more complex, leading to certain exponential sums of degree d, which are estimated using Weyl's finite differencing method (see [6] ).
Proof of Theorem 3. Fix N ≥ 1 and let n = O(N ) (to be made explicit later). Define φ n := φ * J n where, as before, J n is the Jackson kernel. Thus φ n is a trigonometric polynomial of degree ≤ n on T d and
where the implicit constant in O 1 n α is an absolute multiple of φ α . Writing
Hence from (4.2), for all
We now estimate the Birkhoff sums e (N ) k (x) of the Fourier modes e k (x), over the transformation S ω . We have:
The expression above turns out to be a polynomial exponential sum, which we estimate using Weyl's theorem.
To see how e (N ) k (x) can be regarded as an exponential sum, let us first consider the (less technical) case d = 2.
Given j ∈ N, the j-th iterate of the transformation S ω is
If k 1 = 0, then p k (j) is a polynomial in j of degree 2, with leading coefficient
Let us now consider the general case,
and j ∈ N, it is not hard to see that the j-th iterate of the transformation S ω is given by
, where
These formulas can be verified by induction in j, using the identity 
That is, p k (j) is a polynomial of degree d, with leading coefficient
That is, p k (j) is a polynomial of degree d − 1, with leading coefficient
which is a polynomial of degree 1 with leading coefficient a k = k d ω. 
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There is a principal convergent p q of a k with q N . Indeed, since ω ∈ DC(T) γ , it is easy to see that a k = ki (d−i+1)! ω ∈ DC(T) γ , where
Then by (2.4), there is a principal convergent Remark 3. Unlike in the case of the one dimensional torus translation, the rate of convergence O 1 N β of the Birkhoff means for the other two models considered in this paper are probably far from optimal.
It would be interesting to see if using multidimensional continued fractions could improve (or indeed, optimize) the estimates for the higher dimensional torus translation model.
In the affine skew product case, the estimates could be slightly improved in high dimensions (d > 10), by combining Weyl's differencing method of bounding exponential sums with that of Vinogradov. It would also be interesting to obtain some (any) lower bounds on the rate of convergence for this model.
Finally, it is evident from the proofs that other types of transformations can be analyzed using the same scheme. It would thus be interesting to obtain a more general framework for the applicability of this method.
