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Abstract
The Index Selection Problem (ISP) is a phase of fundamental importance in the physical
design of databases, calling for a set of indexes to be built in a database so as to minimize
the overall execution time for a given database workload. The problem is a generalization of
the well-known Uncapacitated Facility Location Problem (UFLP). In an earlier publication
[A. Caprara, J.J. Salazar Gonzalez, TOP 4 (1996) 135{163], we formulate ISP as a set pack-
ing problem, showing that our mathematical model contains all the clique inequalities, and de-
scribe a branch-and-cut algorithm based on the separation of odd-hole inequalities. In this paper,
we describe an eective exact separation procedure for a suitably-dened family of lifted odd-hole
inequalities, obtained by applying a Chvatal-Gomory derivation to the clique inequalities. Our
analysis goes in the direction of determining a new class of inequalities over which ecient
separation is possible, rather than introducing new classes of (facet-dening) inequalities that
later turn out to be dicult to separate. Our separation procedure is embedded within our
branch-and-cut algorithm for the exact solution of ISP. Computational results on two dier-
ent classes of instances are given, showing the eectiveness of the new approach. We also
test our algorithm on UFLP instances both taken from the literature and randomly generated.
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1. Introduction
The Index Selection Problem (ISP) is a phase of fundamental importance in the
physical design of a database. It consists of choosing the indexes to be created in
the database, in order to globally minimize the response time for a given database
workload. A detailed description of the problem would require a whole paper itself;
the interested reader is referred to the excellent work of Finkelstein et al. [14].
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ISP can be dened as follows. Let us consider a set of potential indexes and a set of
queries. Each index can be built or not, each built index requiring a given maintenance
time. Every query has to be answered, the answer time depending on the set of the
indexes used for answering the query, which must be chosen among the indexes built.
The problem calls for choosing the indexes to be built so as to minimize an overall
execution time, given by the sum of the maintenance times of the indexes built plus
the answer times for all queries.
For certain database management systems, each query can be answered either by
using no index, with a given answer time, or by using one built index, with a gain in
answer time specied for every index usable for the query. In this case, ISP can be
formulated as an Uncapacitated Facility Location Problem (UFLP), which is dened
as follows. Let us consider a set of potential facilities and a set of clients. Each facility
can be either opened paying a xed cost, or left closed; each client has to be served by
an opened facility paying a transportation cost. UFLP calls for deciding the facilities
to be opened so as to minimize the overall sum of xed costs and transportation costs.
This problem is known to be NP-hard in the strong sense. It has several practical
applications, and has been widely studied in the last 30 years, see [10,17] for surveys.
In formulating ISP as a UFLP, each facility corresponds to an index, and each client to
a query. The xed cost of a facility is the maintenance time of the corresponding index.
The transportation cost of a client-facility pair is the answer time for the corresponding
query-index pair. For details, see Caprara, Fischetti and Maio [7].
For the most advanced database management systems, not only single indexes but
(more generally) sets of indexes can be used for a query, and ISP can no longer
be formulated as a UFLP. In [5] we studied this latter general version of ISP, for
which, to our knowledge, no previous analytical approach had been proposed in the
literature, with the exception of some particular cases, see e.g. [1,18]. In the sequel,
with the term ISP we indicate the specic problem described below. Let us consider
a set of potential indexes and a set of queries. Moreover, let us consider a set of
congurations, each associated with a set of indexes. Each index can be built, requiring
a given maintenance time. A conguration is active only if all the associated indexes
are built. Each query can be answered either by using no conguration, with a given
answer time, or by using an active conguration, with an answer time gain depending
on the conguration (in practical cases, only a limited number of congurations are
usable for each query). The objective is to choose the indexes to be built so as to
maximize the sum of the answer time gains minus the sum of the maintenance times.
An instance of the problem can therefore be dened as follows. Let N := f1; : : : ; ng
be the set of indexes, M := f1; : : : ; mg the set of queries, and P := f1; : : : ; pg the set
of congurations. Each index j2N has a maintenance time fj > 0, and for each
query-conguration pair (i; k)2M  P there is an answer time gain gik>0 (in most
cases equal to 0). Each conguration k 2P is associated with a set Nk N , representing
the subset of the indexes which must be built for conguration k to be active. Let
Pj := fk 2P: j2Nkg denote the set of congurations associated with an index j2N .
Without loss of generality, we assume Pj is a nontrivial subset of P for all j2N , i.e.
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Pj 6= ; and Pj 6= P. Indeed, if Pj = ;, then index j will not be built in any optimal
solution, since by building j the cost fj is paid and no gain is achieved. If Pj = P,
then either index j is built in any optimal solution, or the optimal solution value is 0,
corresponding to no index built. ISP then calls for a subset S N of indexes to be built,
so as to maximize the objective function z(S) :=
P
i2M maxfgik : Nk  Sg −
P
j2S fj,
where we dene max; := 0. It is easy to see that this problem is a generalization of
UFLP, which arises whenever each conguration is associated with exactly one index.
Therefore ISP is NP-hard in the strong sense.
In [5], we formulate ISP as a set packing problem, showing that our mathemati-
cal model contains all the clique inequalities, and describe a branch-and-cut algorithm
based on the separation of odd-hole inequalities. In this paper, we describe an eective
exact separation procedure for a suitably-dened family of lifted odd-hole inequali-
ties, obtained by applying a Chvatal-Gomory derivation to the clique inequalities. Our
analysis goes in the direction of determining a new class of inequalities over which
ecient separation is possible, rather than introducing new classes of (facet-dening)
inequalities that later turn out to be dicult to separate, as it is often the case in the
literature. Our separation procedure is embedded within our branch-and-cut algorithm
for the exact solution of ISP.
The paper is organized as follows. Section 2 describes the integer linear programming
model used, obtained by formulating ISP as a set packing problem. In Section 3 we
introduce the class of lifted odd-hole inequalities mentioned above, for which ecient
separation algorithms are presented in Section 4. Section 5 outlines our branch-and-cut
algorithm for the exact solution of ISP. Section 6 reports our computational expe-
rience with the branch-and-cut algorithm applied to two classes of instances. While
the instances in one class are relatively easy to solve, those in the other class have
a large gap between the optimum and the optimal value of the linear programming
relaxation of the integer linear programming formulation, and require a considerable
computational eort. The results show the eectiveness of the new approach. We also
tested our algorithm on UFLP instances both taken from the literature and randomly
generated. Finally, Section 7 gives the essential instructions for the use of our code.
2. A set packing formulation
As it is the case for UFLP (see [8,11]), ISP can be viewed as a particular case of
the Set Packing Problem (SPP), which is an Integer Linear Program (ILP) of the
form
maxfcT z : Az61; z 2f0; 1ghg;
where h and l are positive integers, c is an h-vector, A is a binary l  h matrix, and
1 is an l-vector of 1’s. We refer the interested reader to [4] for a survey on SPP.
The SPP formulation of ISP proposed in [5] is the following. For all j2N we
introduce a binary variable yj equal to 0 if index j is built, and 1 otherwise. For all
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i2M and k 2P, we introduce a binary variable xik equal to 1 if query i is answered by
using the indexes associated with conguration k, and 0 otherwise. The ILP formulation
then reads
max
X
i2M
X
k2P
gikxik +
X
j2N
fjyj −
X
j2N
fj (1)
subject toX
k2P
xik61 for i2M; (2)
X
k2Pj
xik + yj61 for i2M; j2N; (3)
xik ; yj>0 for i2M; j2N; k 2P; (4)
xik ; yj integer for i2M; j2N; k 2P: (5)
Let QI := convf(x; y)2f0; 1gmp+n : (x; y) satises (2){(3)g be the polytope dened
by the convex hull of the feasible solutions to ISP.
Even if this is not of direct interest for index selection, the case in which inequalities
(2) are replaced by equationsX
k2P
xik = 1 for i2M; (6)
can easily be handled by keeping model (1){(5) and modifying the answer time gains
as follows. First of all, notice that if (2) are replaced by (6), then setting g0ik := gik +
hi for each i2M and k 2P does not change the problem solution for any h2Rm.
Furthermore, if hi >mink2Pf
P
j2Nk fj− gikg for all i2M , then also the imposition of
(2) instead of (6) guarantees (6) are satised.
We will use a graph-theoretic formulation of our problem, so we rst introduce
some basic denitions. Let us consider a (loop-free) undirected graph G= (V; E). The
subgraph of G induced by W V is the graph H=(W;E(W )) where E(W ):=f(i; j)2E:
i; j2Wg. A clique of G is a complete subgraph H of G, i.e. a subgraph induced by
W V such that E(W )=f(i; j): i; j2W; i 6= jg. A clique is called a maximal clique if
it is not a proper subgraph of another clique. A hole of G is a chordless cycle with at
least 5 edges, i.e. a subgraph of G induced by a subset W=fv1; v2; : : : ; vwgV such that
E(W )=f(vi; vi+1): i=1; : : : ; w−1g[f(vw; v1)g, w>5. Node pairs vi; vi+1 (i=1; : : : ; w−1)
and vw; v1 are called consecutive in the hole, and the number w = jW j is called the
length of the hole. A hole is called an odd hole if its length is odd.
A node set W V is called an independent set if (i; j) 62 E for all i; j 2 W , i.e.
E(W )=;. Given a binary lh matrix A=[aij], the intersection graph of A is dened
by GA = (VA; EA); VA := f1; : : : ; hg, EA:=f(j; k): j; k 2 VA;
Pl
i=1 aijaik > 0g. Solving
the SPP maxfcT z: Az61; z 2 f0; 1ghg is equivalent to nding a maximum-weight
independent set in GA, where cj is the weight assigned to each node j 2 VA. For
each row i of A, the set fj 2 VA: aij = 1g induces a clique in GA. If this clique is
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maximal, the corresponding clique inequality
P
j2VA aijzj61 is facet dening for the
SPP polytope, dened by convfz 2 f0; 1gh: Az61g (see [20]).
From (1){(5) and the above discussion, ISP can be seen as the problem of nding
a maximum-weight independent set in the intersection graph GI = (VI ; EI ) of the con-
straint matrix I associated with (2){(3). VI contains a node for each decision variable.
Two nodes are adjacent in GI if and only if the corresponding variables appear with
coecient 1 in at least one of constraints (2){(3) (edges represent incompatibilities
between variables). We use the term x-node and y-node for indicating a node associ-
ated with an x-variable and with a y-variable, respectively. Moreover, we indicate with
X VI the set of all x-nodes, and with Y VI the set of all y-nodes. If no confusion
arises, we will use the notation xik and yj for denoting nodes as well.
The following properties of GI were stated in [6], and are immediate extensions of
properties of the intersection graph associated with the SPP formulation of UFLP.
Property 1. (xik ; xhl) 2 EI if and only if h = i; i.e. two x-nodes are adjacent if and
only if the corresponding variables are associated with the same query.
Property 2. (xik ; yj) 2 EI if and only if j 2 Nk (or equivalently k 2 Pj); i.e. an x-node
and a y-node are adjacent if and only if the corresponding x-variable is associated
with a conguration requiring the index associated with the y-variable.
Property 3. (yj; yk) 62 EI for all j; k 2 N; i.e. no two y-nodes are adjacent.
By Property 1 we have that any subgraph of GI induced by a subset of X is
partitioned into disjoint cliques. By Property 3 we have that any subgraph of GI induced
by a subset of Y is an independent set.
A rst result concerns the Linear Programming (LP) relaxation (1){(4), and is
proven in [5].
Theorem 1. Constraints (2) and (3) correspond to all the maximal clique inequalities
for GI ; and hence are facet dening for QI .
Theorem 1 gives a complete description of the inequalities arising from maximal
cliques of GI . As for the so-called strong ILP formulation of UFLP (see [10,17]),
formulation (1){(5) contains all the maximal-clique inequalities, whose number is
m + mn. Therefore, one can optimize in polynomial time a linear objective function
over the polytope Q1 := convf(x; y) 2 Rmp+n+ : (x; y) satises all the clique inequalities
for GIg, which is not the case for a general SPP. Nevertheless, as discussed in [6],
maxfgT x+fTy: (x; y) 2 Q1g is not always a tight upper bound on the optimal solution
value to ISP. This is apparently in contrast with empirical observations on real-world
UFLP instances, for which the LP relaxation of the strong ILP formulation has often
an integral solution, or at least provides a solution value very close to the optimum,
and most of the computational eort of exact algorithms is required for solving this
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relaxation, see e.g. [2,9,12,13,16,19]. In fact, as Cornuejols, Nemhauser and Wolsey
[10] mention, it seems to be important that the assignment costs satisfy the triangle
inequality to obtain such \easy" instances of UFLP. Regarding the ISP, answer time
gains have nothing to do with distances and triangle inequalities. Furthermore, di-
cult instances of UFLP sometimes arise if many assignments are forbidden by setting
the corresponding transportation cost to a very high value. This is analogous to the
sparsity of the ISP answer time gain matrix. Therefore, the intrinsic structure of ISP
apparently justies the large gaps between the optimal solution value and the value of
LP relaxation (1){(4).
3. Chvatal-Gomory lifted odd-hole inequalities
As in [5], we consider odd-hole inequalities for strengthening LP relaxation (1){
(4). Nevertheless, here we work with a family of strengthened odd-hole inequalities,
as dened below.
In UFLP, every hole is such that each triple of consecutive nodes contains exactly
two x-nodes and one y-node. Here we have the following properties for the holes in
ISP, derived from Properties 1 and 3, see [5].
Property 4. In every hole of GI ; every triple of consecutive nodes contains one or
two x-nodes; and every pair of consecutive nodes contains at least one x-node.
Property 5. In every hole of GI ; every pair of x-nodes which are not consecutive; say
xik ; xhl; is such that i 6= h; i.e. the x-variables are associated with dierent queries.
Given an odd hole in GI induced by W VI , the associated inequality
X
xik2X\W
xik +
X
yj2Y\W
yj6
 jW j
2

(7)
is valid for QI . Moreover, inequality (7) is facet dening for the polytope associated
with the subproblem where all the variables associated with nodes in VI nW are xed
to 0 (see [20]).
Odd hole inequalities for SPP can be separated eciently (see e.g. [15]). This implies
that one can optimize in polynomial time a linear objective function over the polytope
Q2 := convf(x; y) 2 Rmp+n+ : (x; y) satises all the clique and odd hole inequalities for
GIgQ1. This is the approach followed in [5]. In the next section, we show an eective
exact procedure for separating over the following family, which contains a strengthened
version of each odd-hole inequality. This allows polynomial-time optimization over a
tighter approximation of QI than Q2, thus obtaining better upper bound values.
Given an odd-hole of GI , we dene the associated Chvatal-Gomory lifted odd-hole
inequality (CGH inequality, for short) as follows. Each edge of GI is either a pair
(xik ; xhl) with i=h, or a pair (xik ; yj) with k 2 Pj, and is associated with the constraint
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Fig. 1. Representation of an odd hole inequality and of its C-G lifted version.
(2) for query i in the rst case, and with the constraint (3) for query i and index
j in the second case. The corresponding CGH inequality is obtained by applying a
Chvatal-Gomory derivation, combining with coecients 1=2 the constraints associated
with each edge of the odd hole, and rounding down the left-hand-side coecients and
the right-hand-side of the resulting inequality, see Caprara and Fischetti [6] for details.
As an example, Fig. 1(a) depicts a subgraph induced by a subset of the nodes in
VI . In particular, black and white circles denote, respectively, y- and x-nodes with
a coecient of 1 in the odd-hole inequality associated with node set, say, W VI ,
whereas the boxes denote x-nodes with a coecient of 0 in the inequality. Fig. 1(b)
depicts the same subgraph, denoting with circles the nodes with a coecient of 1 in
the CGH inequality associated with W , and with boxes x-nodes with a coecient of
0 in the inequality. As the right-hand-sides of both inequalities coincide, this CGH
inequality is tighter than the associated odd-hole inequality.
The following theorem gives a characterization of CGH inequalities, showing that
each nonzero coecient in the left-hand-side is equal to 1. Consider an odd hole of
GI induced by W VI . We say that two y-nodes ys; yt 2 W are subsequent if they are
separated only by x-nodes in the hole. Furthermore, we dene the set XW as follows.
Initialize XW :=;. Consider each pair of subsequent y-nodes in the hole, say ys; yt , in
turn, and let h be the query associated with the x-nodes between ys; yt in the hole. If
there is only one x-node between ys and yt in the hole, let XW :=XW[fxhr: r 2 Ps\Ptg.
Otherwise, let XW :=XW [ fxhr: r 2 Ps [ Ptg.
Theorem 2. The CGH inequality corresponding to the odd hole induced by W VI
reads
X
xik2XW
xik +
X
yj2Y\W
yj6
 jW j
2

(8)
Proof. It is easy to check the correctness of the right-hand side and the coecients in
(8) for the y-variables. In order to prove that the coecients for the x-variables are
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correct, we rst show that all the x-variables with a coecient of 1 in (8) must have
a coecient of at least 1.
Consider a pair of subsequent y-nodes in the hole, say ys; yt , and let h be the
query associated with the x-variables between ys; yt in the hole. If there is only one
x-node between ys and yt in the hole, then (8) is obtained by combining, among
others, the two constraints in (3) corresponding to i = h; j = s and i = h; j = t, re-
spectively. All the variables xhr such that r 2 Ps \ Pt have a coecient of 1 in
these two constraints, and therefore a coecient of at least 1 in (8). Otherwise, there
are two consecutive x-nodes between ys and yt in the hole, and (8) is obtained by
combining, among others, the two above-mentioned constraints, and the constraint in
(2) corresponding to i = h. All the variables xhr such that r 2 Ps [ Pt have a coef-
cient of 1 in at least two of these three constraints, and therefore a coecient of
at least 1 in (8).
We complete the proof by showing that the coecients of at least 1 above are
in fact equal to 1, and that the remaining coecients for the x-variables are in fact
equal to 0. From Property 5, no variable in XW has a coecient of 1 in more than
three inequalities in the combination, and therefore a coecient greater than 1 in (8).
Furthermore, no variable in X n XW has a coecient of 1 in more than one inequality
in the combination, and therefore a coecient greater than 0 in (8).
Whereas all the nonzero coecients of a CGH inequality are equal to 1, the co-
ecients obtainable by lifting (for example sequentially) an odd-hole inequality may
be arbitrarily large, see [5]. Furthermore, CGH inequalities do not necessarily dene
facets of QI , and may be strengthened by sequential lifting. Nevertheless, our compu-
tational experience showed that the use of a sequential lifting procedure, besides being
computationally expensive, only in very rare cases yields stronger inequalities. In other
words, a wide majority of the CGH inequalities separated in our experiments are facet
dening.
4. Separation of CGH inequalities
In the sequel we describe a procedure for separating over the family of the CGH
inequalities (8).
Let us consider a fractional solution (x; y) satisfying (2){(4). We construct the
multigraph H =(Y; F), where each edge in F is signed, i.e. can be either even or odd.
For each pair ys; yt of y-nodes, F contains m odd edges, say (ys; yt)1; : : : ; (ys; yt)m.
For h = 1; : : : ; m, edge (ys; yt)h has weight 3 − ys − yt − 2
P
k2Ps[Pt x

hk , and is as-
sociated with three inequalities among (2) and (3), namely the member of (2) cor-
responding to i = h, and the two members of (3) corresponding to i = h; j = s and
to i = h; j = t, respectively. Also, for each pair ys; yt of y-nodes, F contains m even
edges, say [ys; yt]1; : : : ; [ys; yt]m. For h = 1; : : : ; m, edge [ys; yt]h has weight 2 − ys
− yt − 2
P
k2Ps\Pt x

hk , and is associated with the two members of (3) correspond-
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ing to i = h; j = s and to i = h; j = t, respectively. Notice that by denition the
edge weights in H are nonnegative, and correspond to the sum of the slack val-
ues of a suitably-dened weakened version of the associated inequalities, see [6] for
details.
Paths and cycles of H are called odd if they contain an odd number of odd edges,
even otherwise. The inequality corresponding to a cycle   of H is obtained by applying
the Chvatal-Gomory derivation, with coecients 1/2, to the constraints associated with
the edges of  . Notice that the inequalities corresponding to even cycles of H are
dominated by (2){(4), while the inequalities corresponding to odd cycles of H having
weight smaller than 1 are violated by (x; y).
Given a path  (resp. a cycle  ) of H , let P() (resp. C( )) be the set of all paths
(resp. cycles) of GI meeting the following requirements. For each odd edge (ys; yt)i 2
 (resp. 2  ), any given  2 P() (resp.  2 C( )) contains three consecutive
edges of the form (ys; xik), (xik ; xil), (xil; yt), with k 2 Ps and l 2 Pt . Similarly, for
each even edge [ys; yt]i 2  (resp. 2  ), any given  2 P() (resp.  2 C( ))
contains two consecutive edges of the form (ys; xik), (xik ; yt), with k 2 Ps \ Pt .
By denition, a cycle   of H corresponds to a CGH inequality if and only if at least
one cycle in C( ) is an odd hole of GI . We next describe how to identify violated
CGH inequalities, showing that these inequalities, together with (2){(4), dominate the
other inequalities corresponding to odd cycles of H . We stress that the subset of the
CGH inequalities corresponding to cycles   of H such that every cycle in C( ) is an
odd hole, does not dominate the other CGH inequalities.
Theorem 3. Let (x; y) be a solution to (2){(4). Every CGH inequality (8) vio-
lated by (x; y) corresponds to an odd cycle of H having weight smaller than 1.
Conversely; from an odd cycle of H having weight smaller than 1; it is possible to
derive at least one CGH inequality violated by (x; y).
Proof. The rst claim follows from Theorem 2 and the denition of H .
We now outline our constructive proof of the second claim. Consider an odd cycle
  of H with weight smaller than 1, and suppose   does not correspond to a CGH
inequality, i.e. none of the cycles of GI in C( ) is an odd hole. Then at least one of
the following holds:
(i)   is not simple;
(ii)   contains two distinct edges e1 and e2 associated with the same query i, i.e.
either (a) e1 = (ys; yt)i and e2 = (yu; yv)i, (b) e1 = [ys; yt]i and e2 = [yu; yv]i or (c)
e1 = (ys; yt)i and e2 = [yu; yv]i, see Fig. 2(a);
(iii)   contains an edge e associated with a query i and a y-node yu which is not
an endpoint of e such that either (a) e=[ys; yt]i and (Ps\Pt)Pu, or (b) e=(ys; yt)i
and PsPu, see Fig. 2(b).
We next describe a procedure which derives from   a cycle of H corresponding to
a CGH inequality, by dening a sequence of cycles (whose number of edges is strictly
decreasing along the sequence) corresponding to violated inequalities. Depending on
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Fig. 2. Simple cycles of H not corresponding to a CGH inequality.
which of (i){(iii) holds for the current cycle, say , the procedure applies one of the
following steps to dene the new cycle.
Our key point is showing that the inequality corresponding to  is implied by some
of (2){(3) and by inequalities corresponding to other odd cycles of H . Since (2){(3)
are satised by hypothesis, at least one of the inequalities associated with these other
cycles will be at least as violated as that associated with , so the corresponding cycle
will have a weight not greater than that of .
1. If (i) holds, let the new cycle be dened by any simple odd cycle contained in
, whose weight will not exceed that of . (Notice that, if  contains more than
one simple odd cycle, the procedure can be applied to all these cycles, yielding
dierent violated CGH inequalities.)
2. If (ii) holds it is easy to see that  cannot be formed by edges e1 and e2 only,
since otherwise the inequality corresponding to  would be dominated by that
obtained as the sum of inequalities
P
k2Ps xik + ys61 and
P
k2Pt xik + yt61 (in
(3)). Therefore, by removing e1 and e2 from , one either obtains a single path
0 or two paths 0 and 00. In the rst case, let 0 be the odd cycle that can be
obtained by adding one edge associated with query i to 0.
Claim 1. The weight of 0 does not exceed that of .
Proof of Claim 1. We consider separately the three cases (a), (b) and (c) that can
arise when condition (ii) holds. Suppose without loss of generality that the common
endpoint of e1 and e2 is ys  yu.
(a) In this case, the inequality corresponding to  is dominated by that obtained
as the sum of the inequality corresponding to 0, inequality
P
k2P xik61 (in (2)),
and inequality
P
k2Ps xik + ys61 (in (3)).
(b) In this case, the inequality corresponding to  is dominated by that obtained
as the sum of the inequality corresponding to 0 and inequality
P
k2Ps xik + ys61
(in (3)).
(c) Same as in (b).
In the second case, let 0 and 00 be the two odd cycles which can be obtained
by adding one edge associated with query i to 0 and 00, respectively.
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Claim 2. The weight of either 0 or 00 does not exceed that of .
Proof of Claim 2. We consider separately the three cases (a), (b) and (c) that can
arise when condition (ii) holds.
(a) In this case, the inequality corresponding to  is dominated by the inequal-
ity obtained as the sum of the two inequalities corresponding to 0 and 00, and
inequality
P
k2P xik61 (in (2)).
(b) In this case, the inequality corresponding to  is dominated by the inequality
obtained as the sum of the two inequalities corresponding to 0 and 00.
(c) In this case, 0 and 00 are either both odd or both even: in the rst case
the construction is the same as in (a), while in the second case it is as in (b).
So in the rst case the new cycle is dened by 0, while in the second it is
dened by the cycle with smaller weight between 0 and 00. (Notice that, in this
latter case, if both 0 and 00 have weight smaller than 1, the procedure can be
applied to these two cycles, yielding at least two violated CGH inequalities.)
3. If (iii) holds, let 0 and 00 be the two unique paths from yu to ys and from
yu to yt obtained from  by removing edge e. Dene 0 as follows, depending
on which case between (a) and (b) in condition (ii) is met. In case (a), let
0:=0[f[yu; ys]ig if 0 is odd, and 0:=00[f[yu; yt]ig if 00 is odd. In case
(b), let 0:=00[f(yu; yt)ig if both 0 and 00 are even, and 0:=0[f[yu; ys]ig
if both are odd.
Claim 3. The weight of 0 does not exceed that of .
Proof of Claim 3. In order to prove the claim, we introduce the following de-
nition. Given a path  of H , let yu be an endpoint of , and let  = f(yu; 1);
(1; 2); : : : ; (k−1; k)g 2 P() be an associated path in GI . Recall that every edge
of GI is associated with an inequality in (2) or in (3). We let I(; yu) be the set
of inequalities associated with the edges (2l−1; 2l) 2 , l= 1; : : : ; bk=2c.
We consider separately the two cases (a) and (b).
(a) If 0 is odd and 00 even, the inequality corresponding to  is dominated
by the inequality obtained as the sum of the inequality corresponding to 0 and the
inequalities in I(00; yu). The case of 0 even and 00 odd is perfectly symmetrical.
(b) If both 0 and 00 are even, the construction is as in case (a) above. Other-
wise, 0 and 00 are both odd, and the inequality corresponding to  is dominated
by the inequality obtained as the sum of the inequality corresponding to 0, the
inequalities in I(00; yu), and inequality
P
k2Pt xik + yt61 (in (3)).
The new cycle is then dened by 0.
Since every new cycle has a smaller number of edges than the previous one, after
at most n applications of Steps 1, 2, or 3 the procedure returns a cycle corresponding
to a violated CGH inequality.
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Accordingly, by computing a minimum-weight odd cycle of H , one can identify a
violated CGH inequality, if any exists.
The separation procedure is then based on the computation of a minimum-weight
odd cycle of H . This problem can be solved in a standard way by dening the graph
D= (A [ B; C) from H as follows. D contains a pair of nodes as 2 A; bs 2 B for each
node ys of H . Moreover, D contains four edges (as; bt); (at ; bs); (as; at); (bt ; bs) 2 C for
each pair ys; yt of nodes of H . The weight of the two edges (as; bt); (at ; bs) is equal
to the minimum weight of an odd edge connecting ys and yt in H . Similarly, the
weight of the two edges (as; at); (bt ; bs) is equal to the minimum weight of an even
edge connecting ys and yt in H . Then a minimum-weight odd cycle passing through
ys in H corresponds to a shortest path from as to bs in D. We compute such a cycle
for all ys 2 Y such that 0<ys < 1 by applying Dijkstra’s algorithm to D. (It is not
dicult to show that no violated CGH inequality corresponds to a cycle of H visiting
a node ys such that ys = 0 or y

s = 1, see e.g. [6].) If the cycle has weight smaller
than 1, we derive at least one violated CGH inequality following the procedure in
the proof of Theorem 3. Possibly, we identify more than one violated inequality for a
given fractional point.
Our separation procedure has overall time complexity O(n2(mp+n)), the construction
of H requiring O(mn2p) time and the computation of each of the O(n) shortest paths
in D O(n2) time, as well as each application of the procedure in Theorem 3. For the
construction of H , we use a data structure which explicitly stores the identiers of the
congurations in Ps [ Pt and in Ps \ Pt for all index pairs s; t.
5. Overview of the branch-and-cut algorithm
In this section we outline our enumerative algorithm for the exact solution of ISP.
We use the scheme presented in [5], with the main dierence that we separate CGH
inequalities instead of odd-hole inequalities.
5.1. Preprocessing
Before starting the branch-and-cut algorithm, the following reductions are applied:
1. Fix to 0 every x-variable with nonpositive answer time gain.
2. Remove every query i with xik xed to 0 for all k 2 P.
3. Remove every conguration k with xik xed to 0 for all i 2 M .
4. Remove every conguration k such that there exists another conguration l<k
with Nk = Nl, and set gil:=maxfgik ; gilg for all i 2 M .
5. Remove every index j with Pj = ;.
6. Remove every index j with Pj = P. (In this case, a new ISP instance arises. Let
S 0 be the set of indexes built in an optimal solution to this new instance, and let
z(S 0) be the corresponding objective function value. If z(S 0)>fj then S [ fjg is
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an optimal solution to the original instance, and z(S 0) − fj is the optimal value.
Otherwise, the optimal solution corresponds to no index built, and has value 0.)
5.2. Initialization
An initial heuristic solution (x0; y0) is computed by applying the following heuristic
procedures, described in detail in [5]. A greedy heuristic starts with an empty index
set, and iteratively adds to the current set the index leading to the largest objective
function increase. This heuristic is followed by a 2-interchange procedure that tries to
improve the current solution by adding an index, removing an index, or interchanging
two indexes. Analogous algorithms working on congurations instead of indexes are
also applied, and the best ISP solution value z0 is initialized with the value of the best
heuristic solution found.
The initial LP is created by considering all the non-xed variables, all constraints
(2), and one constraint (3) for each index. To avoid initial unbounded LP’s, the upper
bound value 1 is imposed to y-variables. Finally, a pool structure for saving all the
inequalities considered in the algorithm is initialized with all constraints (2) and (3).
5.3. LP solver
By using an LP solver, the optimal value z and an optimal solution (x; y) of
the current LP are computed. If (x; y) is feasible for ISP the incumbent solution is
updated. If bzc6z0 then the current branch-node is fathomed. Otherwise, the LP is
reduced in columns and rows as follows. We remove from the LP all the variables
having reduced cost c such that bz + cc6z0. Moreover, we remove from the LP
all the constraints having slack variable value greater than a non-negative parameter
MIN SLACK (=0:01 in our implementation). We never remove constraints from the
pool structure.
5.4. Separation
The aim of this phase is to strengthen the current LP relaxation by identifying
violated constraints. In our algorithm, \violated constraint" means a valid inequal-
ity x + y6 such that x + y −  is greater than a non-negative parameter
MIN VIOLATION (=0:01).
We start this phase by looking for violated constraints in the pool structure. If any
are found, the separation phase ends by adding these constraints to the current LP
(at most MAX POOL CUTS (=200)). Otherwise, we apply the separation procedure
of Section 4 to identify CGH inequalities violated by the current fractional solution
(x; y). If any are found, the separation phase ends by adding these constraints to the
current LP (at most MAX HOLE CUTS (=100)).
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5.5. Branching
When the current LP relaxation cannot be improved, the current branch-node in the
search-tree is substituted by two new nodes. In particular, an index j with minimum
value jyj − 0:5j is chosen, and variable yj is xed to 0 in the rst branch-node and to
1 in the second one. Moreover, in this latter node all the x-variables associated with
congurations in Pj are xed to 0 as well, because of constraints (2).
5.6. Node change
The branch-decision tree is explored within a depth-rst scheme, i.e. we use a stack
structure to store the branch-nodes. Whenever the branching phase is called, we put on
the top of the stack structure rst the branch-node originating from constraint yj = 1
and then the branch-node originating from constraint yj = 0. The node change phase
gets the next node to be considered from the top of the stack structure.
5.7. LP heuristic
In a sense, the current LP fractional solution (x; y) gives information useful for
guiding the search for a good ISP solution (x0; y0). We exploit this information in the
heuristic procedures mentioned above. In particular, we apply the greedy heuristic to the
subproblem in which all variables having value 0 in (x; y) are xed to 0. Moreover, in
the 2-interchange procedure, indexes are considered according to decreasing y values.
As this latter procedure is quite time consuming, it is applied at the end of every
branch-node only.
6. Computational results
We have implemented the algorithm described in Section 5 in the Kernighan &
Ritchie Standard C programming language. Our program ran on a Hewlett Packard
Apollo 9000/720 with 16 Mbyte of RAM, using CPLEX 3.0 as LP solver.
Unfortunately, to our knowledge, no real-world ISP instance is publicly available.
This is probably due to the fact that mathematical programming approaches to the
problem were proposed only recently, and, on the other hand, collecting the ISP input
data for some real-world database requires a deep knowledge of the problem as well
as of the considered database. Hence, we decided to test our code on two families
of randomly generated ISP instances. The generation was intended to produce test
instances of structure similar to real-world ISP instances, in the spirit of the work of
Caprara, Fischetti and Maio [8]. In particular, in both families we have many entries
gik =0, i.e. the gain matrix is very sparse, a typical characteristic of ISP. The random
generator uses the function rand( ) of HP-UX 9.0. Routine srand( ) is also used to
initialize the generator with a given seed s.
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Class A instances are generated as follows. m, n, p are given on input, and M :=
f1; : : : ; mg, N :=f1; : : : ; ng, P:=f1; : : : ; pg. For j 2 N , the maintenance time fj of index
j is set to 100. For k 2 P, jNk j is chosen as a random integer in f1; : : : ; 5g, and Nk
is dened by randomly selecting jNk j indexes from N . For k; l 2 P; k 6= l, Nk 6= Nl is
ensured. Moreover, for k 2 P a set Mk is dened by randomly selecting 5 queries from
M ; the answer time gain gik of conguration k for query i is set to 0 if i 2 M nMk ,
while it is chosen as a random integer in f1; : : : ; tjNk jg if i 2 Mk (where the parameter
t is given on input).
Class B instances, instead, are generated as follows. m and n are given on input, and
M :=f1; : : : ; mg, N :=f1; : : : ; ng. Initially, P:=;. For j 2 N , the maintenance time fj of
index j is set to 100. The queries in M are then considered in turn. For each query
i 2 M , a set Ni is dened by randomly selecting 5 indexes from N . Then a set Pi of 15
congurations is dened, each associated with a dierent subset of Ni, chosen among
all 31 nonempty subsets of Ni. For k 2 Pi, the answer time gain gik of conguration k
for query i is chosen as a random integer in f1; : : : ; tjNk jg (where again the parameter
t is given on input). Finally, P:=P [ Pi, and the next query is considered. When all
the queries have been considered, gik is set to 0 for all i 2 M; k 2 P n Pi.
By combining s2f111; 222; 333; 444; 555g and t 2f200; 175; 150; 125; 100; 75; 50; 25g,
we have considered 40 instances for Class A, each one with 50 indexes and queries, and
500 congurations. As to Class B, we have chosen the values for t in f132; 130; 128; 126;
124; 122; 120; 118g, since for higher values of t almost all the indexes are built in an
optimal solution, while for smaller values of t no index is built, and the corresponding
instances are very easy to solve. Class B instances are typically easier to solve, so
we consider instances with 100 indexes and queries, and 1000 congurations. Tables
1 and 2 show the performance of our branch-and-cut algorithm on the various in-
stances. Times are given in HP 9000/720 CPU seconds (80MHz, 59 Specs, 58 MIPS,
18 Mops). We imposed a time limit of 50 000 seconds for each instance. Since there
was no other special-purpose code to compare with, besides the one of [5], we also
solved our instances by using the CPLEX callable library function mipoptimize( ). The
columns in the tables give the following information:
instance is the name of the instance in the form it:s, where s and t are the values
of the corresponding input parameters used to generate the instance;
p, n, m are the number of congurations, indexes and queries after the preprocessing
phase, respectively;
%UB1 is the percentage ratio between UB1 and OPT, where UB1 is the optimal
value of the LP-relaxation (1){(4); if OPT=0 we report in square brackets the value
of UB1;
%UB is the percentage ratio between UB and OPT, where UB is the optimal value
of the LP-relaxation (1){(4) improved by exact separation of the CGH inequalities
(7); if OPT=0 we report in square brackets the value of UB;
root-t is the total time spent at the root-node;
opti is the optimal solution value;
ind is the number of indexes built in the optimal solution;
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total-t is the total time for the execution of the branch-and-cut algorithm; \limit"
means that the time limit of 50 000 seconds was exceeded by the algorithm;
LP-t is the total time required by the LP solver;
bran is the number of executions of the branching phase;
basi is the number of inequalities (4) considered;
CGH is the number of CGH inequalities separated;
%UB2 is the percentage ratio between UB2 and OPT, where UB2 is the upper bound
computed by the algorithm in [5], given by the optimal value of the LP-relaxation (1)
{(4) improved by separating odd-hole inequalities (and adding to the LP relaxation the
CGH inequalities associated with the odd-hole inequalities separated), and by possibly
adding classical Gomory cuts; if OPT=0 we report in square brackets the value of UB2;
old-b is the number of executions of the branching phase of the algorithm in [5];
old-t is the total time for the execution of the algorithm in [5]; \limit" means that
the time limit of 50000 seconds was exceeded by the algorithm;
pstat is the code returned by the CPLEX callable library function getstat( ) after
the call to mipoptimize( ): value 101 means that the problem was solved to proven
optimality, value 102 means that the problem was solved to optimality within the
default CPLEX tolerance, and nally value 109 means that CPLEX ran out of memory
during the branch-and-bound phase;
MIP-t is the time required by mipoptimize( );
ndc is the number of nodes explored by mipoptimize( ).
Class B instances turned out to be easy to solve by our algorithm. Even if in some
cases the percentage gap between the optimum and the upper bound value at the root
node is quite large, very few branchings are sucient to close this gap. (Notice that
in all these cases the optimal solution value is small, i.e. at most of the same order
of magnitude as the entries of g and f, therefore small absolute gaps become huge
relative gaps.) Class A instances, instead, were more dicult to solve, and diculty
increases as the value of parameter t decreases: we were not able to solve all the
5 instances with t = 25 within our time limit. The main reason for this behavior is
the large (both absolute and relative) gap at the root node, which is not signicantly
reduced by branching.
For all instances, the use of CGH inequalities signicantly decreases the upper bound
at the root node. This allows for a sensible improvement in terms of root node upper
bound, number of branchings, and computing time with respect to the branch-and-cut
algorithm presented in [5]. More specically, the use of CGH inequalities instead of
classical odd-hole inequalities closes on average 11.3% and 20.8% of the root node
gap for Class A and B instances, respectively. Moreover, the computing times are
reduced on average by 7.8% for Class A instances and 34.8% for Class B instances.
Observe that for instances i025.111 and i025.222 upper bound UB2, which is computed
by using also classical Gomory cuts, is 0.1% smaller than UB. We do not separate
classical Gomory cuts within our algorithm as they yield very small upper bound
improvements and make LP relaxations more dicult to solve (see also [5]).
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Table 3
Computational results for UFLP instances from the literature
fj values p n m %UB1 %UB root-t opti ind total-t LP-t bran basi CGH pstat MIP-t ndc
1000 100 100 100 100.0 100.0 16.2 −35965 17 16.2 2.2 0 10000 0 101 29.5 0
1150 100 100 100 100.0 100.0 17.1 −38479 16 17.1 2.7 0 10000 0 101 35.1 0
2000 100 100 100 100.0 100.0 16.2 −50103 12 16.2 4.9 0 10000 0 101 49.5 0
2900 100 100 100 100.0 100.0 20.1 −58613 8 20.6 8.4 1 10000 2 102 92.0 11
3000 100 100 100 100.0 100.0 21.2 −59407 7 28.8 12.1 3 10000 5 102 88.1 12
4000 100 100 100 100.0 100.0 18.1 −66407 7 18.1 9.2 0 10000 0 101 80.4 0
5000 100 100 100 100.0 100.0 21.3 −73073 6 21.3 12.1 0 10000 0 101 106.6 0
6000 100 100 100 100.0 100.0 23.4 −78720 5 23.4 14.2 0 10000 0 101 120.3 0
7000 100 100 100 100.0 100.0 26.2 −83720 5 26.2 16.6 0 10000 0 101 122.5 0
8000 100 100 100 100.0 100.0 29.9 −87889 4 29.9 19.7 0 10000 0 101 137.6 0
Table 4
Computational results for randomly-generated UFLP instances
Seed p n m %UB1 %UB root-t opti ind total-t LP-t bran basi CGH pstat+ MIP-t ndc
111 100 100 100 101.4 101.4 86.4 8647 7 4974.8 4250.8 172 10000 833 109 6181.0 293
222 100 100 100 101.2 101.2 96.0 8685 7 3208.2 2744.9 98 10000 753 109 6690.0 290
333 100 100 100 101.3 101.3 97.4 8660 7 4016.9 3428.2 141 10000 637 109 5803.3 283
444 100 100 100 101.4 101.3 117.0 8666 8 4771.6 4148.0 146 10000 729 109 6003.9 279
555 100 100 100 101.4 101.4 110.9 8619 8 9009.9 7669.6 336 10000 1202 109 7116.0 301
666 100 100 100 101.5 101.5 116.2 8645 8 8724.4 7467.2 320 10000 1102 109 6568.5 297
777 100 100 100 101.6 101.6 103.5 8627 8 12577.5 10568.3 514 10000 1787 109 8824.9 305
888 100 100 100 101.4 101.4 103.5 8637 7 6812.0 5773.4 240 10000 1389 109 6482.9 295
999 100 100 100 101.3 101.3 98.2 8643 7 3211.8 2744.4 113 10000 482 109 4740.5 318
000 100 100 100 101.1 101.1 114.2 8694 7 1965.5 1684.0 54 10000 463 109 5606.1 281
It is worth noticing that for the hardest instances most of the computing time is
spent in the LP solver phase. We tried without success dierent tunings of our code
in order to further reduce this time.
CPLEX is about one order of magnitude slower than our code on 26 out of 40 Class
A instances, while it gets into memory troubles and cannot solve any of the other 14
instances. Also on Class B instances CPLEX is not as fast as our code (with few
exceptions), and runs out of memory in 13 out of 40 cases. These results testify the
eectiveness of our code if compared with a general-purpose ILP solver.
Since ISP is a generalization of UFLP, our code is capable of solving UFLP in-
stances to optimality. The most widely used ILP formulation of UFLP (see e.g. [10]) is
given by (1), (6), (3), (4) and (5) when there is a one-to-one correspondence between
indexes and congurations, i.e. n=p and Nj = Pj = j for j 2 N . For UFLP, CGH in-
equalities coincide with odd-hole inequalities, therefore our old and new branch-and-cut
codes behave exactly in the same way for UFLP instances. We have considered the
10 (100 100) instances mentioned in [9,12,13], which are easily solved since the LP
relaxation of the above-mentioned ILP formulation yields an integer optimum in 8 out
of 10 cases, and a tight upper bound value in the other 2 cases, see Table 3. Further-
more, we have generated 10 (100 100) problems where fj = 100 for j 2 N and gij
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is a random integer in f1; : : : ; 100g (this class was proposed in Conn and Cornuejols
[9]). Table 4 gives the corresponding results, showing that the original LP relaxation
is relatively tight, and the addition of CGH inequalities does not decrease signicantly
the upper bound at the root node. Our algorithm evaluates quite a few branch-nodes
before termination, while CPLEX always runs out of memory during execution.
7. Use of the code
This section contains the instructions for running our branch-and-cut algorithm. A
more detailed description can be found in the accompanying le isp read.me.
The code implementing our algorithm consists of le isp.c, which was obtained as
the concatenation of the following les:
ispdefns.h: le with the denitions of the parameters of the code, such as the max-
imum execution time, etc.;
ispgloba.h: le with the declarations of the global variables of the code, such as the
internal data structure for saving the input data, etc.;
ispload.c: le with the procedures for allocating and deallocating the input data in
the internal data structure;
ispheuri.c: le with the procedures for computing good feasible solutions, both from
scratch and from a fractional LP solution;
ispsolve.c: le with the procedures for creating, updating and solving the LP relax-
ation;
ispsepar.c: le with the procedures for nding constraints violated by the current LP
solution { this le contains also a function for the separation of classical Gomory cuts
(see [6]), which is anyway deactivated in the current version;
dijkstra.c: le with a procedure for computing a shortest path;
ispbranc.c: le with the procedures for storing and selecting nodes of the branch
decision tree;
ispmain.c: main procedure of the code which receives all the input data as parameters
and solves the problem calling the branch-and-cut;
ispprep.c: main procedure of the code which receives an ISP instance as input and
returns as output the ISP instance obtained from the input one by applying the prepro-
cessing rules.
We decided to merge the above les into a unique le in order to simplify the use
of our algorithm. The driver program, which gets the input data of an ISP instance
from a le and calls the main procedures of the code, is given in le ispdrive.c.
The steps for running the driver program are:
1. edit le isp.c and include the CPLEX denition le (in the rst line of ispsolve.c);
2. create a le with a oat function called seconds( ) returning a measure of time in
seconds for your specic computer { let this le be time.c;
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3. compile isp.c, ispdrive.c and time.c;
4. link the object les obtained with the CPLEX library (CPLEX library is a com-
mercial software, see http://www.cplex.com);
5. run the nal executable le, giving the input ISP le name as a rst argument.
Several examples for dierent computers can be found in the le isp read.me, along
with a detailed description of the input/output formats. If the macro PRINT is dened
then the program displays additional information on the screen during the execution.
Our code was designed to work with CPLEX version 3.0. In order to use CPLEX
version 4.0 or higher, the user should compile and link also the CPLEX le oldcplex.c.
The code is also accompanied by the les:
ispgen a.c: main procedure for generating Class A instances;
ispgen b.c: main procedure for generating Class B instances.
Both generators are self-contained main procedures, so each one has to be compiled
and linked independently.
8. For Further Reading
The following reference is also of interest to the reader: [3].
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