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A RIGIDITY RESULT FOR NORMALIZED SUBFACTORS
VADIM ALEKSEEV AND RAHEL BRUGGER
Abstract. We show a rigidity result for subfactors that are normalized by a representation of
a lattice Γ in a higher rank simple Lie group with trivial center into a finite factor. This implies
that every subfactor of LΓ which is normalized by the natural copy of Γ is trivial or of finite
index. This article is based on some results from the second named author’s Ph.D. thesis.
1. Introduction
It seems like a natural generalization of Margulis’ Normal Subgroup Theorem to ask wheter
every regular subfactor of the group von Neumann algebra of a lattice in a higher-rank simple Lie
group with trivial center is trivial or of finite index.
In this article we make a small step into the direction of answering this question by looking
at the special case where a subfactor N ⊂ LΓ is actually normalized by a unitary representation
π: Γ → U(LΓ) such that N and π(Γ) generate M . We use methods developed by Jesse Peterson
for the proof of his character rigidity theorem to prove the following theorem.
Theorem 1.1 (Theorem 4.7). Let Γ be a lattice in a simple real Lie group G which has trivial
center and real rank at least 2. Let M be a finite factor, N ⊂ M a subfactor and π: Γ → NM (N)
a unitary representation of Γ into the normalizer of N such that the action Γ y M given by
αγ(x) = π(γ)xπ(γ
−1) is ergodic and M = (N ∪ π(Γ))′′. Then M 6= N ⋊ Γ or [M : N ] <∞.
Peterson’s proof is inspired by Margulis’ proof in the sense that the proof of the normal subgroup
theorem is based on the fact that an amenable discrete group with property (T) is finite, whereas
the proof of character rigidity is based on the fact that an amenable factor with property (T) is
finite-dimensional.
We adjust Peterson’s proof to the situation of subfactors described above by putting coefficients
in N into it. Then we use that if an inclusion N ⊂ M is both coamenable and corigid and the
relative commutant is finite-dimensional, the inclusion is of finite index.
Another approach to the result above would be to study the character γ 7→ ‖EN(π(γ))‖
2
2. If
this happens to be extremal, the above theorem follows directly from character rigidity [Pet16,
Theorem C]: if the GNS construction of this character generates a finite dimensional von Neumann
algebra, then the index is finite; if it is the regular character, then M is the crossed product N⋊Γ.
However, as we observe in the last section, no direct reduction to the extremal case seems possible:
the above character happens to be extremal if and only if it is the regular character.
Acknlowledgements. We would like to thank Sayan Das, Jesse Peterson and Andreas Thom for
helpful comments on an earlier version of this text.
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2. Preliminaries
Let M for the rest of this text be a finite factor with trace τ , N ⊂M a subfactor and let Γ be
a discrete group. With NM (N) := {u ∈ U(M)|uNu
∗ = N} we denote the normalizer of N inside
M . [M : N ] := dimN (L
2M) is the index of N ⊂ M . We denote by J the antilinear, bounded
operator on L2(M) that extends x 7→ x∗ for x ∈M .
2.1. Coamenability and Corigidity of inclusions of von Neumann algebras. Amenability
and property (T) of M in Peterson’s proof will be replaced by coamenability and corigidity of the
inclusion N ⊂M .
Definition 2.1 ([Pop86, 3.2.3 (ii)]). Let M be a factor and N a von Neumann subalgebra. Then
N ⊂M is coamenable if there exists a conditional expectation E:B(L2M) ∩ (JNJ)′ →M .
Definition 2.2 ([Pop06]). Let M be a factor and N a von Neumann subalgebra. Then N ⊂ M
is called corigid if every M -bimodule H with N -central norm one vectors ξn ∈ H such that
‖xξn − ξnx‖→ 0 for all x ∈M contains a non-zero M -central vector.
Note that in [Pop86] coamenability is called amenability and corigidity is called rigidity.
Theorem 2.3 ([Pop86, 4.1.8 (iv)]). If an inclusion N ⊂M is coamenable and corigid and N ′∩M
is finite dimensional, then the inclusion is of finite index.
2.2. Actions on von Neumann algebras.
Definition 2.4. An action σ: Γ→ Aut(M) of a group on a von Neumann algebra is ergodic if the
fixed point algebra is C.
Let us recall the definition und some properties of induced actions on von Neumann algebras.
Definition 2.5. Let Γ ⊂ G be a closed subgroup of a locally compact group and θ: Γ→ Aut(M)
a continuous action. Pick a Borel section s:G/Γ → G and let χ:G × G/Γ → Γ be the cocycle
given by χ(g, x) = s(gx)−1gs(x).
Then the induced action θ˜ of G on L∞(G/Γ)⊗M , which we view as bounded functions from
G/Γ to M , is given by
θ˜g(f)(x) := θχ(g,g−1x)f(g
−1x),
for g ∈ G, f ∈ L∞(G/Γ)⊗M and x ∈ G/Γ.
Remark 2.6. Let R be the G-action on L∞(G) given by right multiplication. Then
Ψ:L∞(G/Γ)⊗M → (L∞(G)⊗M)(R⊗θ)(Γ), Ψ(f)(g) = θs(Γ)χ(g,gΓ)(f(gΓ))
is an isomorphism and
Ψ(θ˜g(f)) = L⊗ id(g)Ψ(f),
where L is the G-action on L∞(G) given by left multiplication.
Lemma 2.7. (L∞(G/Γ)⊗M)θ˜(G) ∼= 1⊗Mθ(Γ). In particular, θ˜ is ergodic iff θ is.
Proof. By Remark 2.6,
(L∞(G/Γ)⊗M)θ˜(G) ∼= (L∞(G)⊗M)(R⊗θ)(Γ)∪(L⊗id)(G) = 1⊗Mθ(Γ),
hence (L∞(G/Γ)⊗M)θ˜(G) = C if and only if Mθ(Γ) = C. 
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3. A question about regular subfactors of the von Neumann algebra of lattices
in higher-rank groups
We want to study possible analogues of Margulis’ Normal Subgroup Theorem [Mar91, Theorem
IX.5.3] in the setting of subfactors.
Theorem 3.1 (Margulis’ Normal Subgroup Theorem). Let Γ be an irreducible lattice in a higher-
rank simple Lie group G with trivial center. Then every normal subgroup of Γ is trivial or of finite
index.
A typical example of such a group is PSL(n,Z) ⊂ PSL(n,R) for n ≥ 3. Margulis’ Theorem was
generalized by J. Peterson in [Pet14] as follows.
Theorem 3.2 (Peterson). Let G be a property (T) semi-simple Lie group with trivial center, no
compact factors, and real rank at leasdt 2, and let Γ < G be an irreducible lattice in G. Then for
every unitary representation π of Γ such that π(Γ)′′ is a finite factor π extends to an isomorphism
LΓ→ π(Γ)′′ or π(Γ)′′ is finite-dimensional.
It should be possible to do everything in this article with the same assumptions on Γ as in the
above theorem. We restrict ourselves to the simple real case to avoid some technicalities.
When replacing groups by factors the analogue of a normal subgroup is a regular subfactor.
Definition 3.3. An inclusion of von Neumann algebras N ⊂M is regular if the normalizer of N
generates M , i.e., NM (N)
′′ = M .
Question 3.4. Is it true that if Γ is as above and N ⊂ LΓ a regular subfactor then N = C or
[LΓ : N ] <∞?
This question has probably been asked before, but we couldn’t find it in the literature.
In the following we restrict our attention to the situation where the image of Γ is not only in
NM (N)
′′, but even in NM (N) in order to make the question accessible to Peterson’s methods from
the proof of character rigidity. We allow subfactors in von Neumann algebras a bit more general
than LΓ.
Assumption. For the rest of this article let Γ be a lattice in a simple real Lie group G which has
trivial center and real rank at least 2. Let M be a finite factor with trace τ , N ⊂ M a subfactor
and π: Γ → NM (N) a representation of Γ into the normalizer of N such that the action Γ y M
given by αγ(x) = π(γ)xπ(γ
−1) is ergodic and M = (N ∪ π(Γ))′′.
Example 3.5. M = LΓ with λ : Γ → LΓ the left regular representation and N ⊂ LΓ a subfactor
which is normalized by λ(Γ) is as in the assumption. M is a factor and the conjugation action is
ergodic because Γ is i.c.c..
4. Peterson machine with coefficients in N
In this section we adjust the proof of Peterson’s character rigidity theorem in [Pet14] and [Pet16]
to the situation described above by putting coefficients in N into it. Setting N = C gives back
the proof of character rigidity.
We will need a bunch of subgroups, which we first define in the case of G = SL(n,R).
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Example 4.1. For G = SL(n,R) let P be the subgroup of upper triangular matrices and V the
subgroup of upper triangular matrices with 1 on the diagonal. Fix numbers 0 = j0 < j1 < j2 <
· · · < jk = n. We define now subgroups consisting each of all block matrices in SL(n,R) of a
certain structure:
P0 :=




A11 A12 . . . A1k
0 A22 . . . A2k
...
...
. . .
...
0 0 . . . Akk




, V0 :=




1 A12 . . . A1k
0 1 . . . A2k
...
...
. . .
...
0 0 . . . 1




,
R0 :=




A11 0 . . . 0
0 A22 . . . 0
...
...
. . .
...
0 0 . . . Akk




, L0 :=




V11 0 . . . 0
0 V22 . . . 0
...
...
. . .
...
0 0 . . . Vkk




,
where Ail are arbitrary matrices of size (ji− ji−1)× (jl− jl−1), Vii are upper triangular matrices
with 1 on the diagonal and 1 is an identity matrix of fitting size.
For each of these subgroups we denote by P , V , ect. the corresponding transposed subgroup.
Definition 4.2. For generalG, let S be an R-split maximal torus, P a minimal parabolic subgroup
containing S and V < P its unipotent radical. Let P be the opposite parabolic and V its unipotent
radical. Let P0 be another parabolic subgroup s.t. P < P0  G. Let V0 be the unipotent radical
of P0 and P0, V0 the corresponding opposite subgroups. Let R0 be the reductive component of P0
containing S so that P0 = R0 ⋊ V0 and L0 = R0 ∩ V . Then V = V0 ⋊ L0. See [Mar91, I.1.2] for
the definitions.
We have the following commuting diagram:
V = V0 ⋊ L0 V0
G/P G/P0.
(v,l) 7→v
v 7→vP v 7→vP0
gP 7→gP0
Lemma 4.3. The vertical maps map measures in the class of the Haar measure to G-quasiinvariant
measures. They are measure isomorphisms when equipping the quotient spaces with these measures.
Proof. Let µV be a left Haar measure on V and let λ ∈M(G/P ) be the image of µV . This defines
by [Bou04, Proposition VII.2.1.4] a measure λ# on G given by∫
G
fdλ# =
∫
G/P
∫
P
f(gp)dµP (p)dλ(gP ),
where µP is a left Haar measure on P . By [Mar91, Lemma IV.2.2], the map (V × P, µV ⊗ µP )→
(G,µG), (v, p) 7→ vp
−1, is a homeomorphism onto the image and a measure isomorphism, µG being
a suitably normalized left Haar measure on G. This implies that λ# = (1V ⊗∆P ) ·µG, where ∆P
is the modular function on P . It follows by [Bou04, Lemma VII.2.5.4] that λ is G-quasiinvariant.
Now the same follows for the images of measures that are strongly equivalent to Haar measure
and analogously for such measures on V0.
The vertical maps are then measure isomorphisms because they map the measures to each other
and are injective.
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Let ν and ρ be probability measures on V0 resp. L0 in the class of the Haar measure; the image
of ν on G/P0 is still denoted by ν. We equip V = V0 ⋊ L0 with the product measure ν × ρ.
Let G act on V and V0 in the way that makes the above diagramG-equivariant. This transforms
the action of V on G/P to left multiplication on V and the action of R0 on G/P to the action
induced by conjugation on V .
Let σ be the corresponding action of Γ on L∞(G/P ) and σ0 the corresponding Koopman
representation on L2(G/P ). Let
P1 := 1⊗ P1ˆ ∈ L
∞(G/P )⊗B(L2M),
where P1ˆ is the orthogonal projection on C1ˆ ⊂ L
2M with M as in the assumption. Let
B := (L∞(G/P )⊗B(L2M)) ∩ {σγ ⊗ (Jπ(γ)J)|γ ∈ Γ}
′ ∩ (1 ⊗ JNJ)′.
Lemma 4.4. There exists a conditional expectation
E: (L∞(G/P )⊗B(L2M)) ∩ (1⊗ JNJ)′ → B.
Proof. Let H = L2(M) and let θ: Γ → Aut(B(H)) be conjugation with Jπ(·)J . Let θ˜ be the
induced action of G on L∞(G/Γ)⊗B(H) as in Definition 2.5 with a section s:G/Γ → G and
χ:G × G/Γ → Γ given by χ(g, x) = s(gx)−1gs(x). θ˜ is also well-defined on L∞(G/Γ)⊗B(H) ∩
(1 ⊗ JNJ)′, which we view as bounded functions from G/Γ to B(H) ∩ (JNJ)′. To see this let
f ∈ L∞(G/Γ)⊗(B(H) ∩ (JNJ)′), x ∈ G/Γ, n ∈ N , g ∈ G, γ = χ(g, g−1x) and calculate
θ˜g(f)(x)JnJ = Jπ(γ)Jf(g
−1x)Jπ(γ−1)JJnJ
= Jπ(γ)Jf(g−1x)Jαγ−1(n)JJπ(γ
−1)J
= Jπ(γ)JJαγ−1(n)Jf(g
−1x)Jπ(γ−1)J
= JnJJπ(γ)Jf(g−1x)Jπ(γ−1)J
= JnJθ˜g(f)(x).
P is amenable [Mar91, IV.4.4], hence [Pet16, Theorem 7.4] gives that there is a conditional
expectation
E:L∞(G/Γ)⊗ (B(H) ∩ (JNJ)′)→ (L∞(G/Γ)⊗ (B(H) ∩ (JNJ)′))θ˜(P )
= (L∞(G/Γ)⊗B(H))θ˜(P ) ∩ (1 ⊗ JNJ)′.
But
(L∞(G/Γ)⊗B(H))θ˜(P ) ∼= (L∞(G)⊗B(H))(L⊗id(P ))×(R⊗θ(Γ))
∼= (L∞(G)⊗B(H))(R⊗id(P ))×(L⊗θ(Γ))
∼= (L∞(G/P )⊗B(H))σ⊗θ(Γ).
Here the first isomorphism is the map Ψ given in Remark 2.6 and the second isomorphism is
f 7→ (g 7→ f(g−1)). Thus
(L∞(G/Γ)⊗B(H))θ˜(P ) ∩ (JNJ)′ = (L∞(G/P )⊗B(H))σ⊗θ(Γ) ∩ (1⊗ JNJ)′ = B.

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The following lemma is [Pet14, Lemma 4.4], only with different B, which does not change the
proof. We give it anyway in order to provide more details.
Lemma 4.5. Let
x = x∗ ∈ B ⊂ L∞(G/P )⊗B(L2M) = L∞(V0)⊗L
∞(L0)⊗B(L
2M)
and view it as a function from V0 to L
∞(L0)⊗B(L
2M). Let
x0 ∈ L
∞(L0)⊗B(L
2M)
be in the SOT-essential range of x. Then there exists a y = y∗ ∈ B such that yP1 ∈ L
∞(L0)⊗B(L
2M)
and P1yP1 = P1x0P1.
Proof. That x0 is in the SOT-essential range of x means that there are subsets Ej ⊂ V0 of positive
measure such that for all η ∈ L2(M), ξL ∈ L
2(L0) and ǫ > 0 there exists an N with∫
L0
‖(x(v, l)− x0(l))η‖
2|ξL(l)|
2 dρ(l) < ǫ(4.1)
for all j > N and all v ∈ Ej . By the proof of [Pet14, Lemma 4.3] there are γj ∈ Γ and
hj ∈ V0 ⋊ Z(R0) such that γjh
−1
j → e and ν(hjEj)→ 1. We first show that these can be chosen
in a way that σγj (x) → x0 in SOT. Take a countable SOT-basis of neighborhoods of zero in the
unit ball of L∞(V0)⊗L
∞(L0)⊗B(L
2M), denoted by {Uj}j∈N, such that Uj ց {0}. As the action
σ is strongly continuous, there are numbers k(j) ∈ N and neighborhoods e ∈ Oj ⊂ G such that
Oj ⊂ Oi if j > i and
σg(x0 + Uk(j)) ⊂ x0 + Uj ∀g ∈ Oj .(4.2)
We can choose the γj in [Pet14, Lemma 4.3] in a way that γjh
−1
j ∈ Oj for all j. We will show
now first that σγj (x)→ x0 if σhj (x)→ x0 and then that σhj (x)→ x0, all in SOT.
So assume that σhj (x) → x0, hence ∀j ∃N : σhi(x) ∈ x0 + Uk(j) for all i > N . Then by
(4.2) σγi(x0) = σγih−1i
σhi(x0) ∈ x0 + Uj for all i > max{N, j} because γih
−1
i ∈ Oj . So then
σγj (x)→ x0.
To show that σhj (x)→ x0 let η ∈ L
2M, ξL ∈ L
2(L0), ξV ∈ L
2(V0). Then, as the hj ∈ V0⋊Z(R0)
act trivially on L0 and using (4.1),
‖1hjEj (σhj (x) − x0)(ξV ⊗ ξL ⊗ η)‖
2
=
∫
hjEj×L0
‖(σhj (x)(v, l)− x0(l))η‖
2|ξV (v)ξL(l)|
2 dν(v)dρ(l)
=
∫
hjEj×L0
‖(x(h−1j v, l)− x0(l))η‖
2|ξV (v)ξL(l)|
2 dν(v)dρ(l)
=
∫
Ej×L0
‖(x(v, l)− x0(l))η‖
2|ξV (hjv)ξL(l)|
2 d((h−1j )∗ν)(v)dρ(l)
=
∫
Ej
(∫
L0
‖(x(v, l)− x0(l))η‖
2|ξL(l)|
2dl
)
|ξV (hjv)|
2 d((h−1j )∗ν)(v)
<
∫
hjEj
ǫ|ξV (v)|
2 dν(v) ≤ ǫ‖ξV ‖
2.
So 1hjEj (σhj (x) − x0)→ 0 in SOT, and since ν(hjEj)→ 1, also σhj (x)− x0 → 0 in SOT.
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Let y be a WOT cluster point of the set {π(γj)xπ(γ
−1
j )}. Then y ∈ B because x ∈ B and
conjugation with JNJ and Jπ(Γ)J commutes with conjugation with π(Γ). Also yP1 is a WOT
cluster point of
{π(γj)xπ(γ
−1
j )P1} ={π(γj)(Jπ(γj)J)(Jπ(γ
−1
j )J)x(Jπ(γj)J)P1}
={π(γj)(Jπ(γj)J)σγj (x)P1}
Since σγj (x)→ x0 in SOT, yP1 must then also be a WOT cluster point of
{π(γj)(Jπ(γj)J)x0P1} ⊂ L
∞(L0)⊗B(L
2M),
so yP1 ∈ L
∞(L0)⊗B(L
2M). P1yP1 is a WOT cluster point of
{P1π(γj)xπ(γ
−1
j )P1} = {P1(Jπ(γj)J)x(Jπ(γ
−1
j )J)P1} = {P1σγ(x)P1}.
So again since σγj (x)→ x0, P1yP1 = P1x0P1. 
Proposition 4.6. If M is not isomorphic to N ⋊Γ with isomorphism extending π, then B = M ,
hence N ⊂M is coamenable.
Proof. Assume that M is not isomorphic to N ⋊ Γ with isomorphism extending π. Then there is
a γ0 ∈ Γ \ {e} and an n ∈ N such that c0 := τ(π(γ0)n) 6= 0.
Let x, x0 and y be as in the above lemma. We want to show that x is a constant function. Let
θ: Γ → Aut(M), different as in the proof of Lemma 4.4, be conjugation by π(·) and the induced
action θ˜:Gy L∞(G/Γ)⊗M as in Definition 2.5.
θ is ergodic by assumption, hence θ˜ is ergodic by Lemma 2.7. It is still ergodic when restricted
to V0 ⋊ Z(R0) because V0 ⋊ Z(R0) is not compact and hence every V0 ⋊ Z(R0)-invariant vector
must also be G-invariant by the Howe-Moore property of G [HM79, Theorem 5.2]. Now [Pet14,
Lemma 3.2] gives us that for every neighborhood e ∈ O ⊂ G and ΓO = Γ∩O(V0⋊Z(R0)) we have
τ(π(γ0)n) = Jτ(π(γ0)n)J ∈ conv
SOT {Jπ(γ−1)π(γ0)nπ(γ)J | γ ∈ ΓO}.(4.3)
We want to show now that [σ0γ0 ⊗ c0, P1x0P1] is zero. By Lemma 4.5 [σ
0
γ0 ⊗ c0, P1x0P1] =
[σ0γ0 ⊗ c0, P1yP1]. The approximation (4.3) of τ(π(γ0)n) gives for every O an approximation
[σ0γ0 ⊗ c0, P1yP1]
SOT
∼
k∑
i=1
ciP1 [σ
0
γ0 ⊗ Jπ(γ
−1
i γ0)nπ(γi)J, y]P1
with γi ∈ ΓO and
∑k
i=1 ci = 1.
Now write γi = gihi where gi ∈ O and hi ∈ V0 ⋊ Z(R0). We have σhi(yP1) = yP1 and
σhi(P1y) = P1y since yP1, P1y ∈ L
∞(L0)⊗B(L
2M) and taking O small enough we get σγi(y)P1 =
σγi(yP1) ∼ yP1 and P1σhi(y) = σhi(P1y) ∼ P1y in SOT. Then
[σ0γ0 ⊗ c0, P1x0P1]
WOT
∼
k∑
i=1
ciP1 [σ
0
γ0 ⊗ Jπ(γ
−1
i γ0)nπ(γi)J, σγi(y)]P1
=
k∑
i=1
ciP1 [σ
0
γ0 ⊗ Jπ(γ
−1
i γ0γi)J, σγi(y)] (Jαγ−1
i
(n)J)P1
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=
k∑
i=1
ciP1 [σ
0
γ0 ⊗ Jπ(γ
−1
i γ0γi)J, (σ
0
γi ⊗ 1)y(σ
0
γ−1
i
⊗ 1)] (Jαγ−1
i
(n)J)P1
=
k∑
i=1
ciP1(σ
0
γi ⊗ 1) [σ
0
γ−1
i
γ0γi
⊗ Jπ(γ−1i γ0γi)J, y](σ
0
γ−1
i
⊗ 1) (Jαγ−1
i
(n)J)P1
=0.
In the second step we used that y and hence also σγi(y) commutes with JNJ . In the last step we
used that [σ0
γ−1
i
γ0γi
⊗Jπ(γ−1i γ0γi)J, y] = 0 because y ∈ B. So we found [σ
0
γ0 ⊗ c0, P1x0P1] = 0 and
hence σγ0(P1x0P1) = P1x0P1. Since τ(π(γ0)n) = τ(π(γ)π(γ0)nπ(γ
−1)) = τ(π(γγ0γ
−1)αγ(n)), we
get σγ(P1x0P1) = P1x0P1 for all γ ∈ 〈〈γ0〉〉 in the normal closure of γ0. By [Pet16, Theorem
10.10.] the action of 〈〈γ0〉〉 on L
∞(G/P ) is ergodic, so P1x0P1 ∈ C1⊗ P1ˆ. Since x0 was arbitrary
in the range of x, we conclude that P1xP1 ∈ L
∞(V0)⊗P1ˆ and hence P1BP1 ⊂ L
∞(V0)⊗P1ˆ. This
means B ⊂ L∞(V0)⊗B(L
2M) because if x ∈ B and a, b ∈M , we have〈
xaˆ, bˆ
〉
=
〈
(b∗xa)1ˆ, 1ˆ
〉
=
〈
(P1b
∗xaP1)1ˆ, 1ˆ
〉
∈ L∞(V0)
since b∗xa ∈ B. But V0 = G/P0 and G is generated by the P0’s [Mar91, Proposition I.1.2.2], so
we get
B = B(L2M) ∩ (Jπ(Γ)J ∪ JNJ)′ = M.
Now N ⊂M is coamenable by Lemma 4.4. 
Theorem 4.7. Let Γ be a lattice in a simple real Lie group G which has trivial center and real
rank at least 2. Let M be a finite factor, N ⊂M a subfactor and π: Γ→ NM (N) a representation
of Γ into the normalizer of N such that the action Γ y M given by αγ(x) = π(γ)xπ(γ
−1) is
ergodic and M = (N ∪ π(Γ))′′.
Then M is isomorphic to N ⋊ Γ with isomorphism extending π or [M : N ] <∞.
Proof. If π does not extend to an isomorphism M ∼= N ⋊ Γ, the inclusion N ⊂ M is coamenable
by Proposition 4.6. Then by the proof of [BMO19, Lemma 2.1] there is a nonzero projection
q ∈ N ′ ∩M such that q(N ′ ∩M)q is completely atomic. Hence the center of N ′ ∩M is atomic
since the conjugation action of Γ on it is ergodic and the existence of q implies that it is not diffuse.
Since the action is also trace preserving, it is finite. N ′ ∩M must be of type I since it contains a
minimal projection and the action is ergodic, hence it is finite dimensional.
N ⊂ M is also corigid because Γ has property (T) [Pop86, 4.1.7 (ii)]. So the inclusion is of
finite index by Theorem 2.3. 
In the case where M = LΓ and π is the left regular representation we have M ∼= N ⋊ Γ with
isomorphism extending π if and only if N = C. Hence we get
Corollary 4.8. Let Γ be a lattice in a simple real Lie group G which has trivial center and real
rank at least 2. Let N ⊂ LΓ a subfactor which is normalized by the natural copy of Γ in LΓ. Then
N = C or [LΓ : N ] <∞.
Corollary 4.8 can also be obtained without Theorem 4.7 from [CD19, Theorem 3.15 1)] and
[Bru18, Section 4.3]. In [CD19] similar results are proven for groups with positive ℓ2-Betti numbers
and acylindrically hyperbolic groups. S. Das brought to our attention that S. Popa observed that
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in the above situation the index is an integer as is always true for regular subfactors with finite
index, see also [CS06, Theorem 4.5].
5. On deducing the theorem from character rigidity
It seems natural to try to deduce Theorem 4.7 from character rigidity [Pet16, Theorem C] by
applying it to the character γ 7→ ‖EN (π(γ))‖
2
2. The following connection is easy to deduce:
Lemma 5.1. Let N ⊂M and π be as above and let ϕ(γ) = ‖EN (π(γ))‖
2
2. If the GNS construction
of this character generates a finite dimensional von Neumann algebra, then [M : N ] <∞. If it is
the regular character, then M = N ⋊ Γ.
Proof. If ϕ is the regular character,
EN (π(γ)) =


0 γ 6= e
1 γ = e
,
hence M = N ⋊ Γ.
We now describe the GNS construction of ϕ. Let eN ∈ B(L
2M) be the orthogonal pro-
jection onto N and 〈M,N〉 := {
∑n
k=1 xkeNyk|n ∈ N, xk, yk ∈ M}
′′ ⊂ B(L2M) the basic
construction with semifinite trace given by Tr(xeNy) = τ(xy). From this we get a Hilbert
space H := L2(〈M,N〉, T r) as the completion of the finite elements of 〈M,N〉 with the norm
‖x‖2= Tr(x
∗x)
1
2 . Define a unitary representation θ: Γ→ U(H) by
θγ(xeNy) = π(γ)xeNyπ(γ)
∗.
Then, using eNxeN = EN (x)eN for all x ∈M , we get
〈θγ(eN ), eN 〉 = 〈π(γ)eNπ(γ)
∗, eN〉 = Tr(eNπ(γ)eNπ(γ)
∗eN) = Tr(EN (π(γ))eNπ(γ)
∗eN )
= Tr(EN (π(γ))eNEN (π(γ)
∗)) = τM (EN (π(γ))EN (π(γ))
∗) = τ(γ),
hence Hϕ := span{σγ(eN )|γ ∈ Γ} ⊂ H, eN , and σ form a GNS triple for ϕ.
Assume σ(Γ)′′ ⊂ B(Hϕ) is finite dimensional. Say it is generated as a vector space by
σγ1 , . . . , σγn . Then for all x, y ∈ N
π(γ)xeNyπ(γ
′) = π(γ)eNxyπ(γ)
∗π(γγ′) = θγ(eNxy)π(γγ
′) =
n∑
i=1
ciπ(γi)eNxyπ(γi)
∗π(γγ′)
for some ci ∈ C. So since M is generated by N and π(Γ), 〈M,N〉 is generated over M by
π(γ1)eN , . . . , π(γn)eN . Hence [M : N ] = [〈M,N〉 :M ] <∞. 
In particular, if we knew that ϕ was extremal or could reduce the situation to the extremal
case, the theorem would follow. However, things are more complicated.
Definition 5.2. A trace-preserving action on a finite von Neumann algebra σ: ΓyM that leaves
a von Neumann subalgebra N ⊂ M invariant is called weakly mixing relative to N if for any
finite set F ⊂ M with EN (x) = 0 for all x ∈ F there exist γn ∈ Γ such that for all η, η
′ ∈ F ,
‖EN (η
∗σγn(η
′))‖2→ 0 for n→∞.
Lemma 5.3. The following are equivalent.
i) ϕ is extremal.
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ii) σγ(x) = π(γ)xπ(γ)
∗ is weakly mixing relative to N .
iii) M = N ⋊ Γ.
Proof. ϕ is extremal if and only if θ(Γ)′′ ⊂ B(L2(〈M,N〉 , T r)) is a factor. We have a dense
inclusion θ(Γ)′′ ⊂ L2(θ(Γ)′′) ∼= Hϕ sending θ(γ) ∈ θ(Γ)
′′ to π(γ)eNπ(γ)
∗ ∈ Hϕ such that the
conjugation action on θ(Γ)′′ translates to the action σN on Hϕ given by
σNγ (xeNy) = π(γ)xπ(γ)
∗eNπ(γ)yπ(γ)
∗.
So ϕ is extremal iff every σN -invariant vector in Hϕ is trivial. Since N
σ = C this is equivalent to
(Hϕ)
σN ⊂ L2(NeN ).(5.1)
Condition (5.1) is equivalent to σ being weakly mixing because it is implied by (iii) in [Pop07,
Lemma 2.10] and implies (i) with the same proof as for (iii)⇒ (i). Hence i) and ii) are equivalent.
If ϕ is extremal, then M = N ⋊ Γ or [M : N ] by character rigidity and Lemma 5.1. In
the second case, since N is a factor, L2(M) has a finite orthogonal basis η1, . . . , ηk over N with
‖η‖2=
∑k
i=1‖EN (η
∗
i η)‖2 for and all η ∈ L
2(M) (see [ADP, 8.4-8.6]). Then for all γ ∈ Γ,
k∑
i=1
‖EN(η
∗
i σγ(η)‖2= ‖σγ(η)‖2= ‖η‖2,
hence ‖EN(η
∗
i σγn(η))‖2 cannot go to zero for some γn and all i = 1, . . . , k. 
Example 5.4. If Λ ⊳ Γ is a normal subgroup, π: Γ → LΓ = M the left regular representation and
N = LΛ, then ϕ is the regular character on Γ/Λ which is not extremal if the index is finite.
The decomposition into extremal characters corresponds to the decomposition of the left regular
representation of Γ/Λ into irreducible representations, which doesn’t seem to be nicely reflected
in the situation of Γy N ⊂M .
References
[ADP] Claire Anantharaman-Delaroche and Sorin Popa. An introduction to II1 factors. preliminary version.
[BMO19] Jon Bannon, Amine Marrakchi, and Narutaka Ozawa. Full factors and co-amenable inclusions.
arXiv:1903.05395v1, 2019.
[Bou04] Nicolas Bourbaki. Integration. II. Chapters 7–9. Elements of Mathematics (Berlin). Springer-Verlag,
Berlin, 2004.
[Bru18] Rahel Brugger. Characters on infinite groups and rigidity. Ph.D thesis, 2018.
[CD19] Ionut Chifan and Sayan Das. Rigidity results for von neumann algebras arising from mixing extensions
of profinite actions of groups on probability spaces. arXiv:1903.07143v1, 2019.
[CS06] T. Ceccherini-Silberstein. On subfactors with unitary orthonormal bases. Journal of Mathematical Sci-
ences, 137(5):5137–5160, 2006.
[HM79] Roger E. Howe and Calvin C. Moore. Asymptotic properties of unitary representations. J. Funct. Anal.,
32(1):72–96, 1979.
[Mar91] Grigory A. Margulis. Discrete subgroups of semisimple Lie groups, volume 17 of Ergebnisse der Mathe-
matik und ihrer Grenzgebiete (3). Springer-Verlag, Berlin, 1991.
[Pet14] Jesse Peterson. Character rigidity for lattices in higher-rank groups.
www. math.vanderbilt.edu/ ~ peters10/rigidity. pdf , 2014. preprint.
[Pet16] Jesse Peterson. Lecture notes on ”Character Rigidity”. www. math.vanderbilt. edu/ peters10/notes. html ,
2016.
[Pop86] Sorin Popa. Correspondences. www. math. ucla. edu/ ~ popa/popa-correspondences.pdf , 1986. preprint.
A RIGIDITY RESULT FOR NORMALIZED SUBFACTORS 11
[Pop06] Sorin Popa. On a class of type II1 factors with Betti numbers invariants. Ann. of Math. (2), 163(3):809–
899, 2006.
[Pop07] Sorin Popa. Cocycle and orbit equivalence superrigidity for malleable actions of w-rigid groups. Inven-
tiones mathematicae, 170(2):243–295, Nov 2007.
Vadim Alekseev, Technische Universita¨t Dresden, Fachrichtung Mathematik, Institut fu¨r Geome-
trie, 01062 Dresden, Deutschland
E-mail address: vadim.alekseev@tu-dresden.de
Rahel Brugger, Technische Universita¨t Dresden, Fachrichtung Mathematik, Institut fu¨r Geome-
trie, 01062 Dresden, Deutschland
E-mail address: rahel.brugger@tu-dresden.de
