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Анотацiя
В роботi представлено основи криптоаналiзу симетричних примiтивiв у квантовiй моделi обчислень. Розглянуто
атаки на симетричнi криптосистеми на основi квантового алгоритму Саймона. Побудовано атаку на примiтив,
структура якого є узагальненою мережею Фейстеля з довiльним числом пiдблокiв.
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Вступ
З появою перших iдей щодо використання кван-
тової моделi обчислень з’явилась можливiсть вико-
ристання цiєї моделi обчислень для криптоаналiзу
рiзних примiтивiв. Як виявилось, бiльшiсть сучасних
асиметричних криптосистем є не стiйкими у кван-
товiй моделi обчислень. Однак питання стiйкостi
симетричних криптосистем у загальному випадку за-
лишається вiдкритим. Iснуючий квантовий алгоритм
Гровера дозволяє скоротити атаки повного перебору
вдвiчi вiдносно розмiру задачi.
Одним iз методiв криптоаналiзу симетричних кри-
птосистем у квантовiй моделi обчислень є використа-
ння алгоритму Саймона. На основi цього алгоритму
iснують атаки на трираундову мережу Фейстеля, схе-
му xor-encrypt-xor, пiдробки повiдомлень в системi
аутентифiкованого шифрування та значно покраще-
но атаку раундового зсуву.
1. Задача Саймона та її розв’язок у кванто-
вiй моделi обчислень
1.1. Задача Саймона
Постановка задачi, а також ефективний кванто-
вий алгоритм її розв’язку було представлено в 1994
роцi в роботi Саймона[1]. Це був перший квантовий
алгоритм (рис. 1), якому достатньо експоненцiйно
меншої кiлькостi запитiв до оракула в порiвняннi з
будь-яким класичним алгоритмом розв’язку.
Задача Саймона[1]. Нехай задана функцiя 𝑓 :
{0,1}𝑛 −→ {0,1}𝑛 за допомогою оракула така, що
для довiльних значень 𝑥, 𝑦 ∈ {0,1}𝑛 виконується
рiвнiсть 𝑓(𝑥) = 𝑓(𝑦) тодi i тiльки тодi, коли
(𝑥⊕ 𝑦) ∈ {0, 𝑠}, для деякого невiдомого фiксованого
значення 𝑠 ∈ {0,1}𝑛. Необхiдно визначити чи iснує
ненульове значення 𝑠 та знайти його.
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В класичнiй моделi така задача розв’язується за
щонайменше Ω(2𝑛/2) запитiв до оракула, навiть з ви-
користанням ймовiрнiсних алгоритмiв. А у квантовiй
моделi обчислень задачу Саймона можна розв’язати,
використовуючи 𝒪(𝑛) запитiв до оракула.[1]
Розглянемо алгоритм розв’язку, який наведено в
роботi [1], i на який посилаються як на квантовий
алгоритм Саймона.
Квантовий алгоритм Саймона
1) Пiдготувати два регiстри розмiру 𝑛 у станi |0⟩|0⟩.
2) Застосувати перетворення Адамара до першого
регiстру (𝐻⊗𝑛 ⊗ 𝐼𝑛)|0⟩|0⟩ = 1√2𝑛
∑︀
𝑥∈𝑍𝑛2 |𝑥⟩|0⟩.
3) Використати стандартну модель ораку-
лу, який обчислює значення функцiї 𝑓 :
𝑈𝑓 (
1√
2𝑛
∑︀
𝑥 |𝑥⟩|0⟩) = 1√2𝑛
∑︀
𝑥 |𝑥⟩|𝑓(𝑥)⟩.
4) Зробити вимiрювання другого регiстру, що пе-
реведе перший регiстр у стан 1√
2
(|𝑧⟩ + |𝑧 ⊕ 𝑠⟩)
для деякого значення 𝑧, де 𝑓(𝑧) є результатом
вимiрювання.
5) Застосувати перетворення Адамара до пер-
шого регiстру 𝐻⊗𝑛( 1√
2
(|𝑧⟩ + |𝑧 ⊕ 𝑠⟩)) =
1√
2
1√
2𝑛
∑︀
𝑦(−1)𝑧𝑦(1 + (−1)𝑠𝑦)|𝑦⟩.
6) Зробити вимiрювання першого регiстру. Резуль-
татом вимiрювання буде деяке випадкове значе-
ння 𝑢 ∈ {0,1}𝑛 таке, що 𝑢 · 𝑠 = 0.
Пiсля 𝑐𝑛 iтерацiй алгоритму отримаємо 𝑛− 1 лi-
нiйно незалежних векторiв, якi є ортогональними до
вектору 𝑠, де 𝑐 > 1 – деяка константа. В результатi
отримуємо систему лiнiйних рiвнянь, розв’язавши
яку, обчислюємо значення 𝑠 та перевiряємо чи є воно
тривiальним.
Рис. 1. Схема алгоритму Саймона
Всеукраїнська науково-практична конференцiя студентiв, аспiрантiв та молодих вчених
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1.2. Узагальнена задача Саймона
Постановка задачi Саймона вимагає вiдсутностi до-
даткових колiзiй 𝑡 /∈ {0, 𝑠} таких, що 𝑓(𝑥) = 𝑓(𝑥⊕ 𝑡)
для деяких значень 𝑥. Проте в роботi [2] було до-
ведено, що квантовий алгоритм Саймона розв’язує
задачу Саймона навiть при наявностi додаткових ко-
лiзiй. На задачу Саймона з можливiстю додаткових
колiзiй функцiї будемо посилатися, як на узагальне-
ну задачу Саймона.
Нехай 𝜀(𝑓 , 𝑠) = max𝑡∈{0,1}𝑛∖{0, 𝑠} 𝑃𝑟𝑥[𝑓(𝑥) = 𝑓(𝑥⊕
𝑡)] – метрика, яка, пояснюючи неформально, показує,
наскiльки функцiя вiдрiзняється вiд умов оригiналь-
ної задачi Саймона.[2]
Теорема (Кеплен, Лорент, Левер’є, Нея-
Плесенцiя) [2]. Якщо 𝜀(𝑓 , 𝑠) = 𝑝 < 1, тодi алгоритм
Саймона обчислює значення 𝑠, використовуючи
𝑐𝑛 запитiв до стандартної моделi оракула, який
обчислює значення функцiї, з ймовiрнiстю не
менше нiж 1− (2( 1+𝑝2 )𝑐)𝑛
Завдяки такому узагальненню, алгоритм Саймона
можна застосовувати до класу функцiй, якi майже
задовольняють вимогам оригiнальної задачi вiдповiд-
но до метрики 𝜀(𝑓 , 𝑠). Як наслiдок, якщо 𝜀(𝑓 , 𝑠) < 12 ,
то ймовiрнiсть помилки алгоритму можна зробити
як завгодно малою, iнакше iснує диференцiал фун-
кцiї 𝑓 з ймовiрнiстю бiльшою за 12 (в цьому випадку
застосовними є класичнi методи диференцiального
криптоаналiзу).[2]
2. Використання алгоритму Саймона для
побудови атак на симетричнi криптопри-
мiтиви
В бiльшостi випадкiв алгоритм Саймона викори-
стовують з метою покращення класичних атак по-
шуку колiзiй. Зазвичай, шукане значення 𝑠 – це зна-
чення 𝑠 = 𝐸𝑘(𝛼) ⊕ 𝐸𝑘(𝛽) для деякої фiксованої па-
ри значень 𝛼, 𝛽 ∈ {0,1}𝑛 та деякого вiдображення
𝐸𝑘 : {0,1}
𝑛 −→ {0,1}𝑛.
Фактично, шукане значення 𝑠 є перiодом функцiї.
Iснують двi основнi конструкцiї для побудови фун-
кцiї з певним перiодом, якi використовуються в кван-
товому криптоаналiзi:
1) 𝑓1(𝑥) = 𝑆(𝐸𝑘(𝑥) + 𝐸𝑘(𝑥⊕ 𝑠))
2) 𝑓2(𝑥, 𝑏) = 𝛿𝑏, 0𝐸𝑘(𝑥) + 𝛿𝑏, 1𝐸𝑘(𝑥⊕ 𝑠)
Нескладно перевiрити, що перiод функцiї 𝑓1 дорiв-
нює 𝑠, а перiод функцiї 𝑓2 дорiвнює 𝑠‖1. Отже, до
функцiй такого виду можна застосувати алгоритм
Саймона для знаходження невiдомого значення пе-
рiоду.
2.1. Атака на трираундову мережу Фейсте-
ля
Мережа Фейстеля – це класична iтеративна схе-
ма для побудови блокових шифрiв. Загальновiдомо,
що трираундова схема Фейстеля (рис. 2) є стiйкою
псевдовипадковою пiдстановкою. Проте, в роботах
[2] та [3] доведено, що така конструкцiя не є стiйкою
у квантовiй моделi обчислень.
Рис. 2. Трираундова мережа Фейстеля
Атака на 3-раундову мережу Фейстеля. Нехай
𝛼0, 𝛼1 ∈ 𝑍𝑛/22 – фiксованi повiдомлення, 𝑛 – довжи-
на блоку шифрування в бiтах, (𝑦𝑅, 𝑦𝐿) = 𝐸(𝛼𝑏, 𝑥) –
шифруюче перетворення, 𝑏 ∈ {0, 1}.
Визначимо функцiю 𝑓(𝑥, 𝑏) = 𝑦𝑅 ⊕ 𝛼𝑏 = 𝑃2(𝑥 ⊕
𝑃1(𝛼𝑏)), де 𝑏 ∈ {0, 1}. Перiодом цiєї функцiї є значе-
ння 𝑠 = 𝑃1(𝛼0)⊕𝑃1(𝛼1)‖1, отже, можна застосувати
квантовий алгоритм Саймона для знаходження пе-
рiоду цiєї функцiї, що i буде безпосередньо атакою
на таку мережу Фейстеля.
2.2. Атака на схему Iвена-Мансура
Схема Iвена-Мансура (рис. 3) була побудована
в 1991 роцi для пiдсилення блокових шифрiв. Во-
на має дуже просту структуру задану за допомо-
гою наступного спiввiдношення: 𝐸(𝑥, 𝑘1, 𝑘2, 𝑘3) =
𝑘1 ⊕ 𝑆𝑘2(𝑥 ⊕ 𝑘3). В класичнiй моделi обчислень ця
схема вважається криптографiчно стiйкою в загаль-
ному випадку, оскiльки складнiсть зламу потребує
щонайменше Θ(2𝑛/2) запитiв до оракула. У кванто-
вiй моделi обчислень доведено її вразливiсть до атак
на основi обраного вiдкритого тексту.[2]
Рис. 3. Схема Iвена-Мансура
Атака на схему Iвена-Мансура. Визначимо фун-
кцiю 𝑓(𝑥) = 𝐸(𝑥, 𝑘1, 𝑘2)⊕𝑆(𝑥) = 𝑆(𝑥⊕𝑘1)⊕𝑆(𝑥)⊕𝑘2,
де 𝑆(𝑥) – пiдстановка задана секретним ключем. Ця
функцiя має перiод 𝑘1, який можна знайти за допо-
могою квантового алгоритму Саймона.
Теоретичнi та прикладнi проблеми криптографiчного захисту iнформацiї
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2.3. Атака пiдробки повiдомлення на код ау-
тентифiкацiї GMAC
Цей код аутентифiкацiї повiдомлень зроблено стан-
дартом NIST в 2007 роцi. Вхiднi повiдомлення роз-
глядаються як елементи скiнченного поля. В осно-
вi коду лежить конструкцiя Картера-Вегмана, яка
забезпечує криптографiчну стiйкiсть в класичнiй
моделi обчислень.
Код аутентифiкацiї GMAC. Код аутенти-
фiкацiї GMAC описується двома функцiями:
𝐺𝑀𝐴𝐶(𝑁 , 𝑀) = 𝐺𝐻𝐴𝑆𝐻(𝑀‖𝑙𝑒𝑛(𝑀)) ⊕ 𝐸𝑘(𝑁‖1)
та 𝐺𝐻𝐴𝑆𝐻(𝑀) =
∑︀𝑙𝑒𝑛(𝑀)
𝑖=0 𝑚𝑖 · 𝐻 𝑙𝑒𝑛(𝑀)−𝑖+1, де
𝐻 = 𝐸𝑘(𝐼𝑉 ), 𝑘 – секретний ключ користувача, 𝑁 –
криптографiчний нонс (nonce).
Рис. 4. Схема GMAC
Атака пiдробки повiдомлення з кодом GMAC.
Розглянемо повiдомлення довжиною в два блоки
𝑀 = 𝑚1‖𝑚2. Тодi 𝐺𝑀𝐴𝐶(𝑀 , 𝑁) =
(︀
(𝑚1 · 𝐻) ⊕
𝑚2
)︀ ·𝐻 ⊕ 𝐸𝑘(𝑁‖1). Нехай 𝛼0 та 𝛼1 деякi фiксованi
блоки. Для атаки визначимо функцiю 𝑓𝑁 (𝑥, 𝑏) =
𝐺𝑀𝐴𝐶(𝛼𝑏‖𝑥, 𝑁) = 𝛼𝑏 · 𝐻2 ⊕ 𝑥 · 𝐻 ⊕ 𝐸𝑘(𝑁‖1), де
𝑏 ∈ {0, 1}. Перiод функцiї дорiвнює (𝛼0 ⊕ 𝛼1) ·𝐻‖1,
отже до неї також можна застосувати квантовий
алгоритм Саймона.
Важливо зазначити те, що як 𝐺𝑀𝐴𝐶 так i 𝑓𝑁
залежать вiд значення нонсу. Алгоритм Саймона на
кожнiй iтерацiї виконує запит до оракула, який обчи-
слює одну й ту саму функцiю, проте окрема iтерацiя
алгоритму повертає вектор, ортогональний вектору
(𝛼0 ⊕ 𝛼1) · 𝐻‖1, який при цьому нiяк не залежить
вiд вибору значення нонсу. Тож атака залишається
коректною попри те, що на рiзних iтерацiях алго-
ритму буде вiдбуватися запит до функцiї з рiзним
нонсом.[2]
Код аутентифiкацiї для випадкового фiксованого
значення нонсу та довiльного двоблокового повiдом-
лення 𝑚1‖𝑚2 буде також коректним для повiдомле-
ння 𝑚1 ⊕ 1‖𝑚2 ⊕𝐻 з тим самим значенням нонсу N.
Ось це повiдомлення 𝑚1⊕1‖𝑚2⊕𝐻 i буде пiдробкою
оригiнального повiдомлення 𝑚1‖𝑚2.
2.4. Атака раундового зсуву
Атаки раундового зсуву (англ. slide attacks) впер-
ше описанi в 1999 в роботi Бiрюкова та Вагне-
ра. Вони можуть бути застосованi до класу блоко-
вих шифрiв з iдентичним раундовим перетворен-
ням 𝑅(𝑥, 𝑘) = 𝑃 (𝑥 ⊕ 𝑘), параметризованого одним
i тим же ключем, де 𝑃 (𝑥) – безключова раундова
функцiя.[4]
Рис. 5. Схема атаки раундового зсуву
В класичнiй моделi обчислень iдея атаки полягає в
отриманнi Θ(2𝑛/2) пар вiдкритого тексту та шифро-
ваного тексту. З високою ймовiрнiстю серед цих пар
знайдеться так звана «пара зсуву» – двi пари вiд-
критого та шифрованого тексту (𝑃0, 𝐶0) та (𝑃1, 𝐶1)
такi, що 𝑅(𝑃0) = 𝑃1. Тодi для класу описаних вище
шифрiв одразу випливає: якщо пара повiдомлень
є парою зсуву, то 𝑅(𝐶0) = 𝐶1 (рис. 5). В кванто-
вiй моделi обчислень можна отримати експоненцiйне
зменшення складностi цiєї атаки.[2]
Атака раундового зсуву. Нехай 𝑃 (𝑥) – безключова
раундова функцiя, 𝐸𝑘(𝑥) – повне шифруюче пере-
творення. Визначимо 𝑓(𝑥, 𝑏) = 𝛿𝑏, 0(𝑃 (𝐸𝑘(𝑥))⊕ 𝑥)⊕
𝛿𝑏, 1(𝐸𝑘(𝑃 (𝑥))⊕ 𝑥). Перiод функцiї 𝑓 дорiвнює 𝑘‖1.
Застосувавши алгоритм Саймона до функцiї 𝑓(𝑥, 𝑏),
ефективно знаходимо значення секретного ключа k.
3. Атака розпiзнавання на узагальнену ме-
режу Фейстеля
Як було розглянуто вище, трираундова мережа
Фейстеля є вразливою до квантових атак розпiзна-
вання на основi обраного вiдкритого тексту. При-
чиною цього є конструктивна особливiсть: за один
раунд шифрування змiнюється лише частина бло-
ку, не враховуючи перестановку частин, та те, що
об’єднання блоку шифрування та раундового пере-
творення вiдбувається за допомогою операцiї XOR.
Ця особливiсть конструкцiї присутня у бiльшостi
узагальнених схем Фейстеля, що робить їх також
вразливими до атак з використанням квантового
алгоритму Саймона.
Атака розпiзнавання на чотириблокову незба-
лансовану мережу Фейстеля. Розглянемо узагаль-
нену мережу Фейстеля, в якiй блок шифруван-
ня розбивається на чотири пiдблоки. Раунд ши-
фрування описується раундовим перетворенням
𝑅𝑜𝑢𝑛𝑑((𝑥0, 𝑥1, 𝑥2, 𝑥3), 𝑘) = (𝑥1⊕𝐹𝑘(𝑥0), 𝑥2, 𝑥3, 𝑥0),
де 𝐹𝑘(𝑥) – раундова функцiя (рис. 6).
Рис. 6. Раунд узагальненої мережi Фейстеля
За умови, що повне шифруюче перетворення ви-
користовує не бiльше нiж сiм раундiв шифрування,
Всеукраїнська науково-практична конференцiя студентiв, аспiрантiв та молодих вчених
212
побудуємо квантову атаку на основi обраного вiдкри-
того тексту.
Атака розпiзнавання на 7-раундову узагальнену
мережу Фейстеля. Нехай 𝛼0 = (𝛼
(0)
0 , 𝛼
(1)
0 , 𝛼
(2)
0 ) та
𝛼1 = (𝛼
(0)
1 , 𝛼
(1)
1 , 𝛼
(2)
1 ) – фiксованi повiдомлення,
𝐸𝑘(𝑥0, 𝑥1, 𝑥2, 𝑥3) = (𝑦0, 𝑦1, 𝑦2, 𝑦3) – шифруюче пе-
ретворення.
Визначимо 𝑓(𝑥, 𝑏) = 𝑦1 ⊕ 𝛼(0)𝑏 = 𝛼(0)𝑏 ⊕ 𝐹4(𝑥 ⊕
𝐹3(𝛼
(2)
𝑏 ⊕𝐹2(𝛼(1)𝑏 ⊕𝐹1(𝛼(0)𝑏 ))))⊕𝛼(0)𝑏 = 𝐹4(𝑥⊕𝐹3(𝛼(2)𝑏 ⊕
𝐹2(𝛼
(1)
𝑏 ⊕ 𝐹1(𝛼(0)𝑏 )))), де 𝑏 ∈ {0, 1}.
Позначимо через 𝐺((𝑥0, 𝑥1, 𝑥2)) = 𝐹3(𝑥2⊕𝐹2(𝑥1⊕
𝐹1(𝑥0))). Тодi перiод функцiї 𝑓(𝑥, 𝑏) дорiвнює
(𝐺(𝛼0)⊕𝐺(𝛼1))‖1
Розглянувши рiзнi варiацiї мережi Фейстеля, ре-
зультат було узагальнено на випадок з довiльною
кiлькiстю пiдблокiв 𝑟, що приводить наступне твер-
дження.
Твердження (атака розпiзнавання на уза-
гальнену мережу Фейстеля). Узагальне-
на 𝑟-блокова мережа Фейстеля з раун-
дом виду 𝑅𝑜𝑢𝑛𝑑((𝑥0, 𝑥1, 𝑥2, . . . , 𝑥𝑟−1), 𝑘) =
(𝑥1 ⊕ 𝐹𝑘(𝑥0), 𝑥2, . . . , 𝑥𝑟−1, 𝑥0) та кiлькiстю
раундiв 𝑛 = 2𝑟 − 1 є вразливою до квантових
атак розпiзнавання на основi обраного вiдкритого
тексту.
Доведення
Нехай 𝛼0 та 𝛼1 – фiксованi повiдомлення,
𝐸𝑘(𝑥0, . . . , 𝑥𝑟−1) = (𝑦0, . . . , 𝑦𝑟−1) – шифруюче пе-
ретворення.
Вiдповiдно до атак розглянутих ранiше, визна-
чимо функцiю 𝑓(𝑥, 𝑏) = 𝑦1 ⊕ 𝛼(0)𝑏 = 𝛼(0)𝑏 ⊕ 𝐹𝑟(𝑥 ⊕
𝐹𝑟−1(𝛼
(𝑟−2)
𝑏 ⊕ . . . ⊕ 𝐹2(𝛼(1)𝑏 ⊕ 𝐹1(𝛼(0)𝑏 )))) ⊕ 𝛼(0)𝑏 =
𝐹𝑟(𝑥 ⊕ 𝐹𝑟−1(𝛼(𝑟−2)𝑏 ⊕ . . . ⊕ 𝐹2(𝛼(1)𝑏 ⊕ 𝐹1(𝛼(0)𝑏 )))), де
𝑏 ∈ {0, 1}.
Позначимо через 𝐺((𝑥0, 𝑥1, . . . , 𝑥𝑟−2)) =
𝐹𝑟−1(𝑥𝑟−2 ⊕ . . .⊕ 𝐹2(𝑥1 ⊕ 𝐹1(𝑥0)))
Тодi перiод такої функцiї 𝑓(𝑥, 𝑏) дорiвнює (𝐺(𝛼0)⊕
𝐺(𝛼1))‖1. Значення цього перiоду знаходиться за
допомогою квантового алгоритму Саймона. □
Схожi атаки на узагальненi мережi Фейстеля та-
кож дослiджено в роботах [5] та [6].
4. Висновки
Алгоритм Саймона є одним з найперспективнi-
ших алгоритмiв для використання в диференцiаль-
ному криптоаналiзi. Цей алгоритм за 𝒪(𝑛) запитiв
до оракула розв’язує задачу пошуку перiоду функцiї.
Узагальнення формулювання задачi Саймона на ви-
падок функцiї з додатковими колiзiями показує, що
алгоритм Саймона може працювати з класом фун-
кцiй, якi майже задовольняють вимогам оригiналь-
ної задачi вiдповiдно до метрики 𝜀(𝑓 , 𝑠). Наявнiсть
додаткових колiзiй незначним чином впливає на ро-
боту алгоритму, або до даної функцiї є застосовними
методи класичного диференцiального криптоаналiзу.
В роботi розглянуто атаки з використанням алго-
ритму Саймона на сучаснi симетричнi криптопри-
мiтиви такi як трираундова схема Фейстеля, схема
Iвена-Мансура, GMAC.
Доведено, що узагальненi мережi Фейстеля є вра-
зливими до атак розпiзнавання в квантовiй моделi
обчислень, якi так само використовують алгоритм
Саймона, оскiльки в їх основi лежить та сама кон-
струкцiя що й в стандартнiй мережi Фейстеля. Це
свiдчить про те, що конструкцiї схожi на мережу Фей-
стеля мають значнi вразливостi до квантових атак
на основi обраного вiдкритого тексту. При цьому
доведено, що кiлькiсть раундiв на якi можна побуду-
вати атаку розпiзнавання, зростає не повiльнiше нiж
𝑟𝑜𝑢𝑛𝑑𝑠(𝑟) = 2𝑟 − 1, як функцiя вiд кiлькостi пiдбло-
кiв, на якi розбивається вхiдний блок шифрування.
З метою подальшого дослiдження слiд розглянути
блоковi шифри малоресурсної криптографiї (англ.
lightweight cryptography), наприклад, шифр Торпа,
який є максимально незбалансованою мережею Фей-
стеля, та iншi схожi симетричнi криптопримiтиви.
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