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Abstract
We study the Banach algebras of bounded holomorphic functions on the unit disk
whose boundary values, having, in a sense, the weakest possible discontinuities, belong
to the algebra of semi-almost periodic functions on the unit circle. The latter algebra
contains as a special case an algebra introduced by Sarason in connection with some
problems in the theory of Toeplitz operators.
1 Introduction
We study the Banach algebras of holomorphic semi-almost periodic functions, i.e., bounded
holomorphic functions on the unit disk D ⊂ C whose boundary values belong to the algebra
SAP (∂D) ⊂ L∞(∂D) of semi-almost periodic functions on the unit circle ∂D.
A function f ∈ L∞(∂D) is called semi-almost periodic if for any s ∈ ∂D and any ε > 0
there exist functions fk : ∂D → C (k ∈ {−1, 1}) and arcs γk with s being their right (if
k = −1) or left (if k = 1) endpoint with respect to the counterclockwise orientation of ∂D
such that the functions x 7→ fk
(
seike
x)
, −∞ < x < 0, k ∈ {−1, 1}, are restrictions of Bohr’s
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almost periodic functions on R (see Definition 2.1 below) and
sup
z∈γk
|f(z)− fk(z)| < ε, k ∈ {−1, 1}.
The graph of a real-valued semi-almost periodic function discontinuous at a single point
has a form
Algebra SAP (∂D) contains as a special case an algebra introduced by Sarason [23] in
connection with some problems in the theory of Toeplitz operators. Our primary interest
in holomorphic semi-almost periodic functions was motivated by the problem of description
of the weakest possible boundary discontinuities of functions in H∞(D), the Hardy algebra
of bounded holomorphic functions on D. (Recall that a function f ∈ H∞(D) has radial
limits almost everywhere on ∂D, the limit function f |∂D ∈ L∞(∂D), and f can be recovered
from f |∂D by means of the Cauchy integral formula.) In the general form this problem is
as follows (see also [7]):
Given a continuous function Φ : C → C to describe the minimal Banach subalgebra
H∞Φ (D) ⊂ H∞(D) containing all elements f ∈ H∞(D)∗ such that Φ(f)|∂D is piecewise
Lipschitz having finitely many first-kind discontinuities.
Here H∞(D)∗ is the group of invertible elements of H∞(D).
Clearly, each H∞Φ (D) contains the disk-algebra A(D) (i.e., the algebra of holomorphic
functions continuous up to the boundary). Moreover, if Φ(z) = z, Re(z) or Im(z), then the
Lindelo¨f theorem, see, e.g., [13], implies thatH∞Φ (D) = A(D). In contrast, if Φ is constant on
a closed simple curve which does not encompass 0 ∈ C, then H∞Φ (D) = H∞(D). (This result
is obtained by consequent applications of the Carathe´odory conformal mapping theorem,
the Mergelyan theorem and the Marshall theorem, see, e.g., [13].) In [6] we studied the
case of Φ(z) = |z| and showed that H∞Φ (D) coincides with the algebra of holomorphic
semi-almost periodic functions SAP (∂D) ∩H∞(D). In the present paper we continue the
investigation started in [6]. Despite the fact that our results concern the particular choice of
Φ(z) = |z|, the methods developed here and in [6] can be applied further to a more general
class of functions Φ.
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Let bD be the maximal ideal space of the algebra SAP (∂D) ∩ H∞(D), i.e., the set of
all nonzero homomorphisms SAP (∂D) ∩H∞(D)→ C equipped with the Gelfand topology.
The disk D is naturally embedded into bD. In [6] we proved that D is dense in bD (the so-
called corona theorem for SAP (∂D)∩H∞(D)). We also described the topological structure
of bD. In the present paper we refine and extend some of these results. In particular,
we introduce Bohr-Fourier coefficients and spectra of functions from SAP (∂D), describe
Cˇech cohomology groups of bD and establish projective freeness of certain subalgebras of
SAP (∂D)∩H∞(D). Recall that a commutative ring R with identity is called projective free
if every finitely generated projective R-module is free. Equivalently, R is projective free iff
every square idempotent matrix F with entries in R (i.e., such that F 2 = F ) is conjugate
over R to a matrix of the form (
Ik 0
0 0
)
,
where Ik stands for the k × k identity matrix. Every field F is trivially projective free.
Quillen and Suslin proved that if R is projective free, then the rings of polynomials R[x]
and formal power series R[[x]] over R are projective free as well (see, e.g., [18]). Grauert
proved that the ring O(Dn) of holomorphic functions on the unit polydisk Dn is projective
free [14]. In turn, it was shown in [8] that the triviality of any complex vector bundle of
finite rank over the connected maximal ideal space of a unital semi-simple commutative
complex Banach algebra is sufficient for its projective freeness. We employ this result to
show that subalgebras of SAP (∂D) ∩ H∞(D) whose elements have their spectra in non-
negative or non-positive semi-groups are projective free. Note that if a unital semi-simple
commutative complex Banach algebra A is projective free, then it is Hermite, i.e., every
finitely generated stably free A-module is free. Equivalently, A is Hermite iff any k × n
matrix, k < n, with entries in A having rank k at each point of the maximal ideal space of
A can be extended to an invertible n×n matrix with entries in A, see [9]. (Here the values
of elements of A at points of the maximal ideal space are defined by means of the Gelfand
transform.)
Finally, we prove that SAP (∂D)∩H∞(D) has the approximation property. (This result
strengthen the approximation theorem of [6].) Recall that a Banach space B is said to have
the approximation property if for every compact set K ⊂ B and every ε > 0 there is an
operator T : B → B of finite rank so that
‖Tx− x‖B < ε for every x ∈ K.
(Throughout this paper all Banach spaces are assumed to be complex.)
Although it is strongly believed that the class of spaces with the approximation property
includes practically all spaces which appear naturally in analysis, it is not known yet even
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for the space H∞(D) (see, e.g., the paper of Bourgain and Reinov [3] for some results in this
direction). The first example of a space which fails to have the approximation property was
constructed by Enflo [10]. Since Enflo’s work several other examples of such spaces were
constructed, for the references see, e.g., [20]. Many problems of Banach space theory admit
especially simple solutions if one of the spaces under consideration has the approximation
property. One of such problems is the problem of determination whether given two Banach
algebras A ⊂ C(X), B ⊂ C(Y ) (X and Y are compact Hausdorff spaces) their slice algebra
S(A,B) := {f ∈ C(X × Y ) : f(·, y) ∈ A for all y ∈ Y, f(x, ·) ∈ B for all x ∈ X}
coincides with A⊗ B, the closure in C(X × Y ) of the symmetric tensor product of A and
B. For instance, this is true if either A or B have the approximation property. The latter
is an immediate consequence of the following result of Grothendieck.
Let A ⊂ C(X) be a closed subspace, B be a Banach space and AB ⊂ CB(X) := C(X,B)
be the Banach space of all continuous B-valued functions f such that ϕ(f) ∈ A for any
ϕ ∈ B∗. By A ⊗ B we denote completion of symmetric tensor product of A and B with
respect to norm∥∥∥∥∥
m∑
k=1
ak ⊗ bk
∥∥∥∥∥ := supx∈X
∥∥∥∥∥
m∑
k=1
ak(x)bk
∥∥∥∥∥
B
with ak ∈ A, bk ∈ B. (1)
Theorem 1.1 ([15]). The following statements are equivalent:
1) A has the approximation property;
2) A⊗B = AB for every Banach space B.
Our proof of the approximation property for SAP (S) ∩ H∞(D) is based on Theorem
1.1 and on a variant of the approximation theorem in [6] for Banach-valued analogues of
algebra SAP (S) ∩H∞(D).
The paper is organized as follows. Section 2 is devoted to the algebra of semi-almost
periodic functions SAP (∂D). In Section 3 we formulate our main results on the algebra of
holomorphic semi-almost periodic functions SAP (∂D) ∩H∞(D). All proofs are presented
in Section 4.
The results of the present paper have been announced in [7].
Acknowledgment. We are grateful to S. Favorov, S. Kislyakov and O. Reinov for useful
discussions.
2 Preliminaries on semi-almost periodic functions
We first recall the definition of a Bohr almost periodic function on R. In what follows, by
Cb(R) we denote the algebra of bounded continuous functions on R endowed with sup-norm.
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Definition 2.1 (see, e.g., [2]). A function f ∈ Cb(R) is said to be almost periodic if the
family of its translates {Sτf}τ∈R , Sτf(x) := f(x + τ), x ∈ R, is relatively compact in
Cb(R).
The basic example of an almost periodic function is given by the formula
x 7→
m∑
l=1
cle
iλlx, cl ∈ C, λl ∈ R.
Let AP (R) be the Banach algebra of almost periodic functions endowed with sup-norm.
The main characteristics of an almost periodic function f ∈ AP (R) are its Bohr-Fourier
coefficients aλ(f) and the spectrum spec(f) defined in terms of the mean value
M(f) := lim
T→+∞
1
2T
∫ T
−T
f(x)dx. (2)
Specifically,
aλ(f) := M(fe−iλx), λ ∈ R. (3)
Then aλ(f) 6= 0 for at most countably many values of λ, see, e.g., [2]. These values constitute
the spectrum spec(f) of f . In particular, if f =
∑∞
l=1 cle
iλlx (cl 6= 0 and
∑∞
l=1 |cl| < ∞),
then spec(f) = {λ1, λ2, . . . }.
One of the main results of the theory of almost periodic functions states that each
function f ∈ AP (R) can be uniformly approximated by functions of the form ∑ml=1 cleiλlx
with λl ∈ spec(f).
Let Γ ⊂ R be a unital additive semi-group (i.e., 0 ∈ Γ). It follows easily from the cited
approximation result that the space APΓ(R) of almost periodic functions with spectra in Γ
forms a unital Banach subalgebra of AP (R). We will use the following result.
Theorem 2.2. APΓ(R) has the approximation property.
Next, we recall the definition of a semi-almost periodic function on ∂D introduced in
[6]. In what follows, we consider ∂D with the counterclockwise orientation. For s := eit,
t ∈ [0, 2pi), let
γks (δ) := {seikx : 0 ≤ x < δ < 2pi}, k ∈ {−1, 1}, (4)
be two open arcs having s as the right and the left endpoints (with respect to the orienta-
tion), respectively.
Definition 2.3 ([6]). A function f ∈ L∞(∂D) is called semi-almost periodic if for any s ∈
∂D, and any ε > 0 there exist a number δ = δ(s, ε) ∈ (0, pi) and functions fk : γks (δ) → C,
k ∈ {−1, 1}, such that functions
f˜k(x) := fk
(
seikδe
x)
, −∞ < x < 0, k ∈ {−1, 1},
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are restrictions of some almost periodic functions from AP (R), and
sup
z∈γks (δ)
|f(z)− fk(z)| < ε, k ∈ {−1, 1}.
By SAP (∂D) we denote the Banach algebra of semi-almost periodic functions on ∂D
endowed with sup-norm. It is easy to see that the set of points of discontinuity of a function
in SAP (∂D) is at most countable. For S being a closed subset of ∂D we denote by SAP (S)
the Banach algebra of semi-almost periodic functions on ∂D that are continuous on ∂D \S.
(Note that the Sarason algebra introduced in [23] is isomorphic to SAP ({z0}), z0 ∈ ∂D.)
Example 2.4 ([6]). A function g defined on R unionsq (R + ipi) is said to belong to the space
AP (R unionsq (R+ ipi)) if the functions g(x) and g(x+ ipi), x ∈ R, belong to AP (R). The space
AP (R unionsq (R+ ipi)) is a function algebra (with respect to sup-norm).
Given s ∈ ∂D consider the map ϕs : ∂D \ {−s} → R, ϕs(z) := 2i(s−z)s+z , and define a
linear isometric embedding Ls : AP (R unionsq (R+ ipi))→ L∞(∂D) by the formula
(Lsg)(z) := (g ◦ Log ◦ ϕs)(z), (5)
where Log(z) := ln |z| + iArg(z), z ∈ C \ R−, and Arg : C \ R− → (−pi, pi) stands for
the principal branch of the multi-function arg. Then the range of Ls is a subspace of
SAP ({−s, s}).
Theorem 2.5 ([6]). For every s ∈ ∂D there exists a homomorphism of Banach algebras
Es : SAP (∂D)→ AP (Runionsq(R+ipi)) of norm 1 such that for each f ∈ SAP (∂D) the function
f − Ls(Esf) ∈ SAP (∂D) is continuous and equal to 0 at s. Moreover, any bounded linear
operator SAP (∂D)→ AP (R unionsq (R+ ipi)) satisfying this property coincides with Es.
The functions f−1,s(x) := (Esf)(x) and f1,s(x) := (Esf)(x + ipi), x ∈ R, are used to
define the left (k = −1) and the right (k = 1) mean values Mks (f) of a function f ∈
SAP (∂D) over s (cf. Remark 2.7 below). Precisely, we put
Mks (f) := M(fk,s).
Similarly, we define the left (k = −1) and the right (k = 1) Bohr-Fourier coefficients
and spectra of f over s by the formulas
akλ(f, s) := aλ(fk,s)
and
specks(f) := {λ ∈ R : akλ(f, s) 6= 0}.
It follows immediate from the properties of the spectrum of an almost periodic function on
R that specks(f) is at most countable.
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Let Σ : S × {−1, 1} → 2R be a set-valued map which associates with each s ∈ S,
k ∈ {−1, 1} a unital semi-group Σ(s, k) ⊂ R. By SAPΣ(S) ⊂ SAP (S) we denote the
Banach algebra of semi-almost periodic functions f with specks(f) ⊂ Σ(s, k) for all s ∈ S,
k ∈ {−1, 1}. By the definition homomorphism Es of Theorem 2.5 sends each f ∈ SAPΣ(S)
to the pair of functions f−1,s, f1,s such that fk,s ∈ APΣ(s,k), k ∈ {−1, 1}.
For a unital semi-group Γ ⊂ R by bΓ(R) we denote the maximal ideal space of algebra
APΓ(R). (E.g., for Γ = R the space bR := bR(R), commonly called the Bohr compactification
of R, is a compact abelian topological group viewed as the inverse limit of compact finite-
dimensional tori. The group R admits a canonical embedding into bR as a dense subgroup.)
Let bSΣ(∂D) be the maximal ideal space of algebra SAPΣ(S) and rSΣ : bSΣ(∂D)→ ∂D be
the map transpose to the embedding C(∂D) ↪→ SAPΣ(S). The proof of the next statement
is analogous to the proof of Theorem 1.7 in [6].
Theorem 2.6. (1) The map transpose to the restriction of homomorphism Es to SAPΣ(S)
determines an embedding hsΣ : bΣ(s,−1)(R) unionsq bΣ(s,1)(R) ↪→ bSΣ(∂D) whose image coin-
cides with (rSΣ)
−1(s).
(2) The restriction rSΣ : b
S
Σ(∂D) \ (rSΣ)−1(S)→ ∂D \ S is a homeomorphism.
(For an m point set S and each Σ(s, k), s ∈ S, k ∈ {−1, 1}, being a group, the maximal
ideal space bSΣ(∂D) is the union of ∂D \ S and 2m Bohr compactifications bΣ(s,k)(R) that
can be viewed as (finite or infinite dimensional) tori.)
Remark 2.7. There is an equivalent way to define the mean value of a semi-almost
periodic function. Specifically, it is easily seen that for a semi-almost periodic function
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f ∈ SAP (∂D), k ∈ {−1, 1}, and a point s ∈ S the left (k = −1) and the right (k = 1) mean
values of f over s are given by the formulas
Mks (f) := limn→∞
1
bn − an
∫ bn
an
f
(
seike
t
)
dt,
where {an}, {bn} are arbitrary sequences converging to −∞ such that limn→∞(bn − an) =
+∞.
The Bohr-Fourier coefficients of f over s can be then defined by the formulas
akλ(f, s) := M
k
s (fe
−iλ logks ),
where
logks(se
ikx) := lnx, 0 < x < 2pi, k ∈ {−1, 1}.
The next result encompasses the basic properties of the mean value and the spectrum
of a semi-almost periodic function.
Theorem 2.8. (1) For each s ∈ S, k ∈ {−1, 1} the mean value Mks is a complex contin-
uous linear functional on SAP (∂D) of norm 1.
(2) A function f ∈ SAPΣ(S) if and only if for each s ∈ S and k ∈ {−1, 1} the almost
periodic functions f˜k in Definition 2.3 can be chosen from APΣ(s,k)(R).
(3) The “total spectrum“
⋃
s∈S, k=±1 spec
k
s(f) of a function f ∈ SAP (S) is at most count-
able.
3 Holomorphic semi-almost periodic functions: main results
3.1. Let Cb(T ) denote the complex Banach space of bounded continuous functions on the
strip T := {z ∈ C : Im(z) ∈ [0, pi]} endowed with sup-norm.
Definition 3.1 (see, e.g., [2]). A function f ∈ Cb(T ) is called holomorphic almost periodic
if it is holomorphic in the interior of T and the family of its translates {Sxf}x∈R, Sxf(z) :=
f(z + x), z ∈ T , is relatively compact in Cb(T ).
We denote by APH(T ) the Banach algebra of holomorphic almost periodic functions
endowed with sup-norm. Any function in APH(T ) is uniformly continuous on T . The
mean value of a function f ∈ APH(T ) is defined by the formula
M(f) := lim
T→+∞
1
2T
∫ T
−T
f(x+ iy)dx ∈ C (6)
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(M(f) does not depend on y, see, e.g., [2]). Further, the Bohr-Fourier coefficients of f are
defined by
aλ(f) := M(fe−iλz), λ ∈ R. (7)
Then aλ(f) 6= 0 for at most countably many values of λ, these values form the spectrum
spec(f) of f . For instance, if f =
∑∞
l=1 cle
iλlz (cl 6= 0,
∑∞
l=1 |cl| < ∞), then spec(f) =
{λ1, λ2, . . . }. Similarly to the case of functions from AP (R) each f ∈ APH(T ) can be
uniformly approximated by functions of the form
∑m
l=1 cle
iλlz with λl ∈ spec(f).
Let Γ ⊂ R be a unital additive semi-group. The space APHΓ(T ) of holomorphic almost
periodic functions with spectra in Γ forms a unital Banach algebra. Analogously to Theorem
2.2 one has
Theorem 3.2. APHΓ(T ) has the approximation property.
The functions in SAPΣ(S) ∩H∞(D) are called holomorphic semi-almost periodic.
Example 3.3 ([6]). For s ∈ ∂D consider the map
ϕs : D¯ \ {−s} → H¯+, ϕs(z) := 2i(s− z)
s+ z
.
Here H+ is the upper half-plane. Then ϕs maps D conformally onto H+ and ∂D \ {−s}
diffeomorphically onto R (the boundary of H+) so that ϕs(s) = 0.
Let T0 be the interior of the strip T . Consider the conformal map Log : H+ → T0,
z 7→ Log(z) := ln |z|+ iArg(z), where Arg : C \R− → (−pi, pi) is the principal branch of the
multi-function arg. The function Log is extended to a homeomorphism of H+ \ {0} onto T .
Let g ∈ APH(T ). Then the function
(Lsg)(z) := (g ◦ Log ◦ ϕs)(z), z ∈ D,
belongs to SAP ({−s, s}) ∩H∞(D).
Proposition 3.4. Suppose that f ∈ SAP (S) ∩ H∞(D). Then spec−1s (f) = spec1s(f) =:
specs(f) and, moreover,
a−1λ (f, s) = e
λpia1λ(f, s) for each λ ∈ specs(f). (8)
(Recall that the choice of the upper indices ±1 is determined by the orientation of ∂D.)
Proposition 3.4 and Lindelo¨f’s theorem (see, e.g., [13]) imply that SAPΣ(S)∩H∞(D) =
SAPΣ′(S′) ∩H∞(D), where
S′ := {s ∈ S : Σ(s,−1) ∩ Σ(s, 1) 6= {0}}
and
Σ′(s, k) := Σ(s,−1) ∩ Σ(s, 1) for k = −1, 1, s ∈ S′.
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In what follows we assume that Σ(s,−1) = Σ(s, 1) =: Σ(s) and each Σ(s),
s ∈ S, is non-trivial.
Example 3.5. If g(z) := e
iλ
pi
z, z ∈ T , then Lsg = eλh, where h is a holomorphic func-
tions whose real part Re(h) is the characteristic function of the closed arc going in the
counterclockwise direction from the initial point at s to the endpoint at −s, and such that
h(0) = 12 +
i ln 2
pi . Thus
specs(e
λh) = {λ/pi}.
Indeed, in this case the restriction of g ◦ Log to R is equal to x 7→ eλ(χR+ (x)+ i ln |x|pi ), where
χR+ is the characteristic function of R+. In turn, the restriction of the pullback eλh ◦ ϕ−1s
to R coincides with eλ(χR++
i ln |x|
pi
) as well. This implies the required result.
3.2. The main result of this section is
Theorem 3.6. SAPΣ(S) ∩H∞(D) has the approximation property.
Our proof of Theorem 3.6 is based on the equivalence established in Theorem 1.1 and
on an approximation result for Banach-valued analogues of algebra SAP (S) ∩H∞(D) for-
mulated below. Specifically, for a Banach space B we define
SAPBΣ (S) := SAPΣ(S)⊗B.
Using the Poisson integral formula we can extend each function from SAPBΣ (S) to a bounded
B-valued harmonic function on D having the same sup-norm. We identify SAPBΣ (S) with
its harmonic extension. Let H∞B (D) be the Banach space of bounded B-valued holomorphic
functions on D equipped with sup-norm. By (SAPΣ(S) ∩H∞(D))B we denote the Banach
space of all continuous B-valued functions f on the maximal ideal space bS(D) of algebra
SAP (S) ∩H∞(D) such that ϕ(f) ∈ SAPΣ(S) ∩H∞(D) for any ϕ ∈ B∗. In what follows
we naturally identify D with a subset of bS(D).
Proposition 3.7. Let f ∈ (SAPΣ(S) ∩H∞(D))B. Then f |D ∈ SAPBΣ (S) ∩H∞B (D).
Let ASΣ be the closed subalgebra of H
∞(D) generated by the disk-algebra A(D) and the
functions of the form geλh, where Re(h)|∂D is the characteristic function of the closed arc
going in the counterclockwise direction from the initial point at s to the endpoint at −s
such that s ∈ S, λpi ∈ Σ(s) and g(z) := z+ s, z ∈ D (in particular, geλh has discontinuity at
s only).
The next result combined with Proposition 3.7 and Theorem 1.1 implies Theorem 3.6.
Theorem 3.8. SAPBΣ (S) ∩H∞B (D) = ASΣ ⊗B.
As a corollary we obtain
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Corollary 3.9. SAPΣ(S) ∩H∞(D) = ASΣ.
This immediately implies the following result.
Theorem 3.10. SAPΣ(S) ∩H∞(D) is generated by algebras SAPΣ|F (F ) ∩H∞(D) for all
possible finite subsets F of S.
3.3. The algebras SAPΣ(S) ∩H∞(D) are preserved under the action of the group Aut(D)
of biholomorphic automorphisms D → D. More precisely, each κ ∈ Aut(D) is extended to
a diffeomorphism D¯ → D¯ (denoted by the same symbol). We denote by κ∗ : H∞(D) →
H∞(D) the pullback by κ, and put κ∗S := κ(S), (κ∗Σ)(s, ·) := Σ(κ(s), ·).
Theorem 3.11. κ∗ maps SAPκ∗Σ(κ∗S) ∩ H∞(D) isometrically and isomorphically onto
SAPΣ(S) ∩H∞(D).
We conclude this section with a result on the tangential behavior of functions from
SAP (∂D) ∩H∞(D).
Theorem 3.12. Let {zn}n∈N ⊂ D and {sn}n∈N ⊂ ∂D converge to a point s0 ∈ ∂D. Assume
that
lim
n→∞
|zn − sn|
|s0 − sn| = 0. (9)
Then for every f ∈ SAP (∂D) ∩H∞(D) the limits limn→∞ f(zn) and limn→∞ f(sn) do not
exist or exist simultaneously and in the latter case they are equal.
Remark 3.13. This result implies that the extension (by means of the Gelfand transform)
of each f ∈ SAP (∂D) ∩ H∞(D) to the maximal ideal space of H∞(D) is constant on a
nontrivial Gleason part containing a limit point of a net in D converging tangentially to
∂D. In turn, one can easily show that if s ∈ S and the minimal subgroup of R containing
Σ(s) is not isomorphic to Z, then SAPΣ(S) ∩ H∞(D) separates points of each nontrivial
Gleason part containing a limit point of a net in D converging non-tangentially to s (we
refer to [13] for the corresponding definitions).
In the next two sections we formulate some topological results about the maximal ideal
spaces of algebras SAPΣ(S) ∩H∞(D).
3.4. Let bSΣ(D) denote the maximal ideal space of SAPΣ(S) ∩H∞(D). The inclusion
SAPΣ|F1 (F1) ∩H
∞(D) ⊂ SAPΣ|F2 (F2) ∩H
∞(D) if F1 ⊂ F2
determines a continuous map of maximal ideal spaces
ωF2F1 : b
F2
Σ|F2
(D)→ bF1Σ|F1 (D).
The family {bFΣ|F (D) ; ω}F⊂S ; #F<∞ forms the inverse limiting system. From Theorem 3.10
we obtain
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Theorem 3.14. bSΣ(D) is the inverse limit of {bFΣ|F (D) ; ω}F⊂S ; #F<∞.
Let
aSΣ : b
S
Σ(D)→ D¯ (10)
be the continuous surjective map transpose to the embedding A(D) ↪→ SAPΣ(S)∩H∞(D).
(Recall that the maximal ideal space of the disk-algebra A(D) is homeomorphic to D¯.) By
bΓ(T ) we denote the maximal ideal space of algebra APHΓ(T ) and by ιΓ : T → bΓ(T )
the continuous map determined by evaluations at points of T . (Observe that ιΓ is not
necessarily an embedding.)
The proof of the next statement can be obtained by following closely the arguments
in the proof of Theorem 1.14 in [6]. In its formulation we assume that the corresponding
algebras are defined on their maximal ideal spaces by means of the Gelfand transforms.
Theorem 3.15. (1) For each s ∈ S there exists an embedding isΣ : bΣ(s)(T ) ↪→ bSΣ(D)
whose image is (aSΣ)
−1(s) such that the pullback (isΣ)
∗ maps SAPΣ(S) ∩H∞(D) sur-
jectively onto APHΣ(s)(T ). Moreover, the composition of the restriction map to
R unionsq (R + ipi) and (isΣ ◦ ιΣ(s))∗ coincides with the restriction of homomorphism Es
to SAPΣ(S) ∩H∞(D) (see Theorem 2.5).
(2) The restriction aSΣ : b
S
Σ(D) \ (aSΣ)−1(S)→ D¯ \ S is a homeomorphism.
Since SAPΣ(S) ∩ H∞(D) separates the points on D, the evaluation at points of D
determines a natural embedding ι : D ↪→ bSΣ(D).
One has the following commutative diagram of maximal ideal spaces considered in the
present paper, where the ‘dashed’ arrows stand for embeddings in the case Σ(s,−1) =
Σ(s, 1) are (non-trivial) groups for all s ∈ S, and for continuous maps otherwise.
Theorem 3.16 (Corona Theorem). ι(D) is dense in bSΣ(D) iff each Σ(s), s ∈ S, is a group.
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Recall that the corona theorem is equivalent to the following statement: for any collec-
tion of functions f1, . . . , fm ∈ SAPΣ(S) ∩H∞(D) such that
max
1≤k≤m
|fk(z)| ≥ δ > 0 for all z ∈ D
there exist functions g1, . . . , gm ∈ SAPΣ(S) ∩H∞(D) such that
f1g1 + · · ·+ fmgm = 1 on D.
Our next result shows that bSΣ(D), S 6= ∅, is not arcwise connected.
Theorem 3.17. Assume that F : [0, 1]→ bSΣ(D) is continuous. Then either F ([0, 1]) ⊂ D¯\S
or there exists s ∈ S such that F ([0, 1]) ⊂ (aSΣ)−1(s).
Remark 3.18. From Theorem 3.17 one obtains straightforwardly a similar statement with
[0, 1] replaced by an arcwise connected topological space.
3.5. Let KSΣ be the Sˇilov boundary of algebra SAPΣ(S) ∩ H∞(D), that is, the minimal
closed subset of bSΣ(D) such that for every f ∈ SAPΣ(S) ∩H∞(D)
sup
z∈D
|f(z)| = max
ϕ∈KSΣ
|f(ϕ)|,
where f is assumed to be extended to bSΣ(D) by means of the Gelfand transform. For a
non-trivial semigroup Γ ⊂ R by clΓ(R + ipi) and clΓ(R) we denote closures of ιΓ(R + ipi)
and ιΓ(R) in bΓ(T ) (the maximal ideal space of APHΓ(T )). One can easily show that these
closures are homeomorphic to bbΓ(R), where Γ̂ is the minimal subgroup of R containing Γ.
We retain notation of Theorem 3.15.
Theorem 3.19.
KSΣ =
(⋃
s∈S
isΣ
(
clΣ(s)(R) ∪ clΣ(s)(R+ ipi)
)) ∪ ∂D \ S.
Remark 3.20. If each Σ(s), s ∈ S, is a group, then the Sˇilov boundary KSΣ is naturally
homeomorphic to the maximal ideal space bSΣ(∂D) of algebra SAPΣ(S), cf. Theorem 2.6.
Next, we formulate a result on the Cˇech cohomology groups of bSΣ(D).
Theorem 3.21. (1) The Cˇech cohomology groups
Hk
(
bSΣ(D),Z
) ∼= ⊕
s∈S
Hk
(
bΣ(s)(T ),Z
)
, k ≥ 1.
(2) Suppose that each Σ(s) is a subset of R+ or R−. Then Hk
(
bSΣ(D),Z
)
= 0, k ≥ 1, and
SAPΣ(S) ∩H∞(D) is projective free.
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If G is a compact connected abelian topological group and Gˆ is its dual, then Hk(G,Z) ∼=
∧kZGˆ, k ≥ 1 (see, e.g., [16]). Using Pontryagin duality one obtains
Corollary 3.22. Assume that each Σ(s) is a group. Then
Hk(bSΣ(D),Z) ∼=
⊕
s∈S
∧kZΣ(s), k ≥ 1.
In particular, if for a fixed n ∈ N each Σ(s) is isomorphic to a subgroup of Qn, then
Hk(bSΣ(D),Z) = 0 for all k ≥ n+ 1.
Finally, we describe the set of connected components of the group of invertible matrices
with entries in SAPΣ(S) ∩H∞(D).
Let GLn(A) denote the group of invertible n×n matrices with entries in a unital Banach
algebra A. By [GLn(A)] we denote the group of connected components of GLn(A), i.e., the
quotient of GLn(A) by the connected component containing the unit In ∈ GLn(A) (this is
clearly a normal subgroup of GLn(A)).
We set
GnΣ(s)(T ) := GLn
(
APHΣ(s)(T )
)
and GnΣ(S) := GLn
(
SAPΣ(S) ∩H∞(D)
)
.
Let bT (S) := unionsqs∈S bΣ(s)(T ). According to Theorem 3.15 there exists a natural embed-
ding isΣ : bΣ(s)(T ) ↪→ bSΣ(D) whose image is (aSΣ)−1(s). Then the map
I : bT (S)→ (aSΣ)−1(S), I(ξ) := isΣ(ξ) for ξ ∈ bΣ(s)(T ),
is a bijection.
Theorem 3.23. The map transpose to the composition bT (S) I−→ (aSΣ)−1(S) ↪→ bSΣ(D)
induces an isomorphism
[GnΣ(S)] ∼=
⊕
s∈S
[GnΣ(s)(T )].
In particular, if each Σ(s), s ∈ S, is a subset of R+ or R−, then GnΣ(S) is connected.
Remark 3.24. According to a result of Arens [1], [GnΣ(s)(T )], s ∈ S, can be identified with
the group [bΣ(s)(T ), GLn(C)] of homotopy classes of continuous maps bΣ(s)(T )→ GLn(C).
Moreover, if Σ(s) is a group, then bΣ(s)(T ) is homotopically equivalent to bΣ(s)(R), the
maximal ideal space of algebra APΣ(s)(R) (see the proof of Corollary 3.22). In this case
bΣ(s)(R) is the inverse limit of a family of finite-dimensional tori. Then [bΣ(s)(T ), GLn(C)]
is isomorphic to the direct limit of torus homotopy groups with values in GLn(C) corre-
sponding to this family. As follows from the classical results of Fox [12], the latter can be
expressed as a direct sum of certain homotopy groups of the unitary group Un ⊂ GLn(C).
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4 Proofs
4.1 Proofs of Theorems 2.2 and 3.2
We will prove Theorem 3.2 only (the proof of Theorem 2.2 is similar). We refer to the
book of Besicovich [2] for the corresponding definitions and facts from the theory of almost
periodic functions.
Proof. Let K ⊂ APHΓ(T ) be compact. Given ε > 0 consider an ε3 -net {f1, . . . , fl} ⊂ K.
Let
K(t) :=
∑
|ν1|≤n1,...,|νr|≤nr
(
1− ν1
n1
)
. . .
(
1− νr
nr
)
e
−i
“
ν1
n1
β1+···+ νrnr βr
”
t
be a Bochner-Fejer kernel such that for all 1 ≤ k ≤ l
sup
z∈Σ
|fk(z)−Mt{fk(z + t)K(t)}| ≤ ε3 . (11)
Here β1, . . . , βr are linearly independent over Q and belong to the union of spectra of
functions f1, . . . , fl, ν1, . . . , νr ∈ Z, n1, . . . , nr ∈ N, and
Mt{fk(z + t)K(t)} := lim
T→∞
1
2T
∫ T
−T
fk(z + t)K(t) dt
are the corresponding holomorphic Bochner-Fejer polynomials belonging to APHΓ(T ) as
well (clearly, the spectrum of the function z 7→Mt{fk(z+ t)K(t)} is contained in spec(fk)).
We define a linear operator T : APHΓ(T ) → APHΓ(T ) from the definition of the
approximation property by the formula
(Tf)(z) := Mt{f(z + t)K(t)}, f ∈ APHΓ(T ). (12)
Then T is a bounded linear projection onto a finite-dimensional subspace of APHΓ(T )
generated by functions ei
“
ν1
n1
β1+···+ νrnr βr
”
z, |ν1| ≤ n1, . . . , |νr| ≤ nr. Moreover, since K(t) ≥ 0
for all t ∈ R and Mt{K(t)} = 1, the norm of T is 1. Finally, given f ∈ K choose k such
that ‖f − fk‖APHΓ(T ) ≤ ε3 . Then we have by (11)
‖Tf − f‖APHΓ(T ) ≤ ‖T (f − fk)‖APHΓ(T ) + ‖Tfk − fk‖APHΓ(T ) + ‖fk − f‖APHΓ(T ) < ε.
This completes the proof of the theorem.
4.2 Proof of Theorem 2.8
(1) The result follows directly from Remark 2.7.
(2) The fact that for f ∈ SAPΣ(S) the functions f˜k in Definition 2.3 can be chosen from
APΣ(s,k)(R) follows from Theorem 2.5 and the definition of spectra of elements of SAP (∂D).
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Let us show the validity of the converse statement. Let f ∈ SAP (S) and s ∈ S.
Assume that for any ε > 0 the functions f˜k in Definition 2.3 (for f and s) can be chosen in
APΣ(s,k)(R). Let ρ be a smooth cut-off function equals 1 in a neighbourhood of s containing
in the open set γ−1s (δ) ∪ {s} ∪ γ1s (δ) and 0 outside of this set. Let us consider a function fˆ
on ∂D \ {s} that coincides with ρf1 on γ1s (δ) and with ρf−1 on γ−1s (δ) and equals 0 outside
of these arcs. By the definition of spectra of functions in SAP (∂D) the function fˆ belongs
to SAPΣ(S). Next, Theorem 2.8 (1) implies that
|akλ(fˆ , s)− akλ(f, s)| = |akλ(fˆ , s)− akλ(ρf, s)| < ε, k ∈ {−1, 1}.
Since ε > 0 is arbitrary, the latter inequality shows that if akλ(f, s) 6= 0, then λ ∈ Σ(s, k),
as required.
(3) First, let us show that the set T (f) of points of discontinuity of a function f ∈ SAP (∂D)
is at most countable. For each s ∈ ∂D define
cs(f) := lim
ε→0+
 sup
s′,s′′∈
(
ei(t−ε),ei(t+ε)
) |f(s′)− f(s′′)|
 ,
where s = eit. One has cs(f) 6= 0 if and only if s ∈ T (f). For n ∈ N, we put Tn(f) :=
{s ∈ ∂D : cs(f) ≥ 1n}, so that T (f) =
⋃∞
n=1 Tn(f). Suppose that T (f) is uncountable, then
there exists n ∈ N such that Tn(f) is infinite. Since ∂D is compact, Tn(f) has a limit point
eit0 . Choosing ε < 12n in Definition 2.3 (for f and e
it0) from the fact that eit0 is a limit
point of Tn(f) one obtains that the required functions fk do not exist, a contradiction.
According to statement (2) fk,s ≡ const for all points s ∈ ∂D at which f is continuous.
Therefore due to the previous statement specks(f) is {0} or ∅ for all but at most countably
many values of s ∈ S. Since for each s ∈ S the spectrum specks(f) is at most countable, the
required result follows.
4.3 Proof of Proposition 3.4
Let g ∈ APH(T ), put g1(x) := g(x), g2(x) := g(x + ipi), x ∈ R. It follows easily from the
approximation result for algebra APH(T ) cited in Section 3.1 that spec(g1) = spec(g2) and
for each λ ∈ spec(g1)
aλ(g1) = eλpiaλ(g2).
Suppose that f ∈ SAP (S) ∩H∞(D). Then Theorem 3.15 (1) implies that for each s ∈ S
and k ∈ {−1, 1} the functions fk,s are the boundary values of the function (isΣ ◦ ιΣ(s))∗(f) ∈
APH(T ).
This gives the required result.
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4.4 Proofs of Proposition 3.7 and Theorem 3.8
Our proof of Theorem 3.8 is based on the equivalence established in Theorem 1.1. We
first formulate the B-valued analogues of the definitions of almost periodic and semi-almost
periodic functions for B being a complex Banach space.
Let CBb (R) and CBb (T ) denote the Banach spaces of B-valued bounded continuous func-
tions on R and T , respectively, with norms ‖f‖ := supx ‖f(x)‖B.
Definition 4.1. 1) A function f ∈ CBb (R) is said to be almost periodic if the family of its
translates {Sτf}τ∈R , Sτf(x) := f(x+ τ), x ∈ R, is relatively compact in CBb (R).
2) A function f ∈ CBb (T ) is called holomorphic almost periodic if it is holomorphic in
the interior of T and the family of its translates {Sxf}x∈R is relatively compact in CBb (T ).
Let APB(R) and APHB(T ) denote the Banach spaces of almost periodic and holomor-
phic almost periodic functions on R and T , respectively, endowed with sup-norms.
Remark 4.2. Since AP (R) and APH(T ) have the approximation property, it follows from
Theorem 1.1 that the functions of the form
∑m
l=1 ble
iλlx (x ∈ R, bl ∈ B, λl ∈ R) and∑m
l=1 ble
iλlz (z ∈ T, bl ∈ B, λl ∈ R) are dense in APB(R) and APHB(T ), respectively.
As in the case of scalar almost periodic functions, a Banach-valued almost periodic func-
tion f ∈ APB(R) is characterized by its Bohr-Fourier coefficients aλ(f) and the spectrum
spec(f), defined in terms of the mean value
M(f) := lim
T→+∞
1
2T
∫ T
−T
f(x)dx ∈ B. (13)
Namely, we define
aλ(f) := M(fe−iλx), λ ∈ R.
It follows from the above remark and the properties of scalar almost periodic functions
that aλ(f) 6= 0 in B for at most countably many values of λ. These values constitute the
spectrum spec(f) of f . E.g., if f =
∑∞
l=1 ble
iλlx (
∑∞
l=1 ‖bl‖ < ∞ and all bl 6= 0), then
spec(f) = {λ1, λ2, . . . }.
Similarly one defines the mean-values and the spectra for functions from APHB(T ).
Let L∞B (∂D) be the Banach space of B-valued bounded measurable functions on ∂D
equipped with sup-norm.
Definition 4.3. A function f ∈ L∞B (∂D) is called semi-almost periodic if for any s ∈ ∂D
and any ε > 0 there exist a number δ = δ(s, ε) ∈ (0, pi) and functions fk : γks (δ) → B,
γks (δ) := {seikx : 0 ≤ x < δ < 2pi}, k ∈ {−1, 1}, such that functions
x 7→ fk
(
seikδe
x)
, −∞ < x < 0, k ∈ {−1, 1},
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are restrictions of B-valued almost periodic functions from APB(R) and
sup
z∈γks (δ)
‖f(z)− fk(z)‖B < ε, k ∈ {−1, 1}.
Analogously to the scalar case, for a closed subset S ⊂ ∂D by SAPB(S) ⊂ L∞B (∂D) we
denote the Banach space of semi-almost periodic functions that are continuous on ∂D \ S,
so that SAP (S) := SAPC(S).
Let SAP (S)⊗B denote the completion in L∞B (∂D) of the symmetric tensor product of
SAP (S) and B.
Proposition 4.4. SAPB(S) = SAP (S)⊗B.
The statement is an immediate consequence of Theorem 1.1 and the following two facts:
each function f ∈ SAPB(S) admits a norm preserving extension to the maximal ideal space
bS(∂D) of the algebra SAP (S) as a continuous B-valued function, and C(bS(∂D)) has the
approximation property. The first fact follows straightforwardly from the definitions of
SAPB(S) and bS(∂D) (see [6]) and the existence of analogous extensions of functions in
APB(R) to bR, while the second fact is valid for any algebra C(X) on a compact Hausdorff
topological space X (it can be proved using finite partitions of unity of X).
Next, we introduce the Banach space APB(R unionsq (R+ ipi)) := AP (R unionsq (R+ ipi))⊗ B of
B-valued almost periodic functions on R unionsq (R+ ipi), see Example 2.4. Also, for each s ∈ S
we define a linear isometry LBs : AP
B(R unionsq (R+ ipi))→ L∞B (∂D) by the formula (cf. (5))
(LBs g)(z) := (g ◦ Log ◦ ϕs)(z), g ∈ APB(R unionsq (R+ ipi)). (14)
Now, using Proposition 4.4 we prove a B-valued analog of Theorem 2.5.
Theorem 4.5. For every point s ∈ ∂D there exists a bounded linear operator EBs :
SAPB(∂D) → APB(R unionsq (R + ipi)) of norm 1 such that for each f ∈ SAPB(∂D) the
function f − LBs (EBs f) ∈ SAPB(∂D) is continuous and equal to 0 at s. Moreover, any
bounded linear operator SAPB(∂D)→ APB(Runionsq (R+ ipi)) satisfying this property coincides
with EBs .
Proof. According to Proposition 4.4, it suffices to define the required operator EBs on the
space of functions of the form f =
∑m
l=1 blfl, where bl ∈ B, fl ∈ SAP (∂D). In this case we
set
EBs (f) :=
m∑
l=1
blEs(fl),
18
where Es is the operator from Theorem 2.5. Let B1 denote the unit ball in B∗. Then
according to Theorem 2.5 we have
‖EBs (f)‖ = sup
z∈∂D
‖EBs (f)(z)‖B = sup
z∈∂D, ϕ∈B1
|ϕ(EBs (f)(z))| =
sup
z∈∂D, ϕ∈B1
∣∣∣∣∣
m∑
l=1
ϕ(bl)Es(fl)(z)
∣∣∣∣∣ ≤ supz∈∂D, ϕ∈B1
∣∣∣∣∣
m∑
l=1
ϕ(bl)fl(z)
∣∣∣∣∣ = ‖f‖.
This implies that EBs is continuous and of norm 1 on a dense subspace of SAP
B(∂D).
Moreover, for any function f from this subspace we have (by Theorem 2.5), f−LBs (EBs (f)) ∈
SAPB(∂D) is continuous and equal to 0 at s. Extending EBs by continuity to SAPB(∂D)
we obtain the operator satisfying the required properties. Its uniqueness follows from the
uniqueness of operator Es.
We make use of the functions fB−1,s(x) := (EBs f)(x) and fB1,s(x) := (EBs f)(x + ipi),
x ∈ R, belonging to APB(R) to define the left (k = −1) and the right (k = 1) mean values
of f ∈ SAPB(∂D) over s:
Mks (f) := M(fk,s) ∈ B.
Then using formulas similar to those of the scalar case we define the Bohr-Fourier coefficients
akλ(f, s) ∈ B and the spectrum specks(f) of f over s. It follows straightforwardly from the
properties of the spectrum of a B-valued almost periodic function on R that specks(f) is at
most countable.
By SAPBΣ(S) ⊂ SAPB(S) we denote the Banach algebra of semi-almost periodic func-
tions f with specks(f) ⊂ Σ(s, k) for all s ∈ S, k ∈ {−1, 1}. Note that SAPBΣ (S) =
SAPΣ(S) ⊗ B, i.e., this definition is equivalent to the one used in Section 3.2 (the proof
is obtained easily from Definition 4.3, using an appropriate partition of unity on ∂D and
Theorems 1.1 and 3.2, see [6] for similar arguments).
Also, a statement analogous to Theorem 3.4 holds for SAPBΣ (S) ∩H∞B (D). Namely, if
f ∈ SAPBΣ (S) ∩H∞B (D), then
spec1s(f) = spec
−1
s (f) =: specs(f).
Proof of Proposition 3.7. We must show that if f ∈ (SAPΣ(S)∩H∞(D))B on the maximal
ideal space bS(D) of algebra SAP (S) ∩H∞(D), then f |D ∈ SAPBΣ (S) ∩H∞B (D).
Indeed, since f ∈ CB(bS(D)) and C(bS(D)) has the approximation property, f ∈
C(bS(D))⊗B by Theorem 1.1. Next, C(bS(D)) is generated by algebra SAP (S) ∩H∞(D)
and its conjugate. Therefore f can be uniformly approximated on bS(D) by a sequence of
B-valued polynomials in variables from algebras SAP (S)∩H∞(D) and its conjugate. This
easily implies that f |∂D is well defined and belongs to SAPB(S). In fact, f |∂D ∈ SAPBΣ (S)
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because φ(f) ∈ SAPΣ(S) and the Bohr-Fourier coefficients of f satisfy akλ(ϕ(f), s) =
ϕ
(
akλ(f, s)
)
for any s ∈ S, k ∈ {−1, 1} and φ ∈ B∗. Further, by the definition f |D is
such that ϕ(f) ∈ H∞(D) for any ϕ ∈ B∗. This shows that f ∈ H∞B (D).
For the proof of Theorem 3.8 we require some auxiliary results. Let APC(T ) be the
Banach algebra of functions f : T → C uniformly continuous on T and almost periodic
on each horizontal line. We define APCB(T ) := APC(T ) ⊗ B. The proof of the next
statement is analogous to the proof of Lemma 4.3 in [6].
Lemma 4.6. Suppose that f1 ∈ APB(R), f2 ∈ APB(R + ipi). Then there exists a func-
tion F ∈ APCB(T ) harmonic in the interior of Σ whose boundary values are f1 and f2.
Moreover, F admits a continuous extension to the maximal ideal space bT of APH(T ).
The proof of the next statement uses Lemma 4.6 and is very similar to the proof of
Lemma 4.2 (for B = C) in [6], so we omit it as well.
Suppose that s := eit and γks (δ) are arcs defined in (4). For δ ∈ (0, pi) we set γ1(s, δ) :=
Log(ϕs(γ1s (δ))) ⊂ R and γ−1(s, δ) := Log(ϕs(γ−1s (δ))) ⊂ R+ ipi (see Example 3.3).
Lemma 4.7. Let s ∈ S. Suppose that f ∈ SAPB({−s, s}). We put fk = f |γks (pi) and define
on γk(s, pi)
hk := fk ◦ ϕ−1s ◦ Log−1, k ∈ {−1, 1}.
Then for any ε > 0 there exist δε ∈ (0, pi) and a function H ∈ APCB(T ) harmonic in the
interior T0 of T such that
sup
z∈γk(s,δε)
‖hk(z)−H(z)‖B < ε, k ∈ {−1, 1}.
Let s ∈ ∂D and Us be the intersection of an open disk of some radius ≤ 1 centered at s
with D¯ \ s. We call such Us a circular neighbourhood of s.
Definition 4.8. We say that a bounded continuous function f : D→ B is almost-periodic
near s if there exist a circular neighbourhood Us, and a function f¯ ∈ APCB(T ) such that
f(z) = (LBs f¯)(z) :=
(
f¯ ◦ Log ◦ ϕs
)
(z), z ∈ Us. (15)
In what follows for Σ : S × {−1, 1} → 2R such that Σ(s) = R for each s ∈ S we omit
writing Σ in aSΣ, i
s
Σ, b
S
Σ(D) etc., see Section 3.4 for the corresponding definitions.
In the proof of Theorem 1.8 of [6] (see Lemmas 4.4, 4.6 there) we established, cf.
Theorem 3.15,
(1) Any scalar harmonic function f on D almost periodic near s admits a continuous
extension fs to (aS)−1(U¯s) ⊂ bS(D) for some circular neighbourhood Us.
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(2) For any s ∈ S and any g ∈ APH(T ) the holomorphic function g˜ := Lsg on D almost
periodic near s is such that g˜s ◦ is coincides with the extension of g to bT .
More generally, Lemma 4.6, statements (1) and (2) and the fact that APB(R) =
AP (R)⊗B (see Theorems 1.1 and 2.2) imply
(3) Any B-valued harmonic function f on D almost periodic near s admits a continuous
extension fBs to (a
S)−1(U¯s) ⊂ bS(D) for some circular neighbourhood Us.
(4) For any s ∈ S and any g ∈ APHB(T ) the B-valued holomorphic function g˜ := LBs g
on D almost periodic near s is such that g˜Bs ◦ is coincides with the extension of g to
bT .
Lemma 4.9. Let f ∈ SAPBΣ (S) ∩ H∞B (D) and s ∈ ∂D. There is a bounded B-valued
holomorphic function fˆ on D almost periodic near s such that for any ε > 0 there is a
circular neighbourhood Us;ε of s so that
sup
z∈Us;ε
||f(z)− fˆ(z)||B < ε.
Moreover, fˆ = LBs f¯ for some f¯ ∈ APHBΣ(s)(T ).
Proof. Assume, first, that s ∈ S. By Lemma 4.7, for any n ∈ N there exist a number
δn ∈ (0, pi) and a function Hn ∈ APCB(T ) harmonic on T0 such that
sup
z∈γk(s,δn)
‖fk(z)−Hn(z)‖B < 1
n
, k ∈ {−1, 1}. (16)
Using the Poisson integral formula for the bounded B-valued harmonic function f − hn,
hn := LBs Hn := Hn ◦ Log ◦ ϕs, on D we easily obtain from (16) that there is a circular
neighbourhood Vs;n of s such that
sup
z∈Vs;n
‖f(z)− hn(z)‖B < 2
n
. (17)
According to (3) each hn admits a continuous extension hˆn to (aS)−1(s) ∼= bT . Moreover,
(17) implies that the restriction of the sequence {hˆn}n∈N to (aS)−1(s) forms a Cauchy
sequence in CB((aS)−1(s)). Let hˆ ∈ CB((aS)−1(s)) be the limit of this sequence.
Further, for any functional φ ∈ B∗ the function φ◦ f ∈ SAP (S)∩H∞(D) and therefore
admits a continuous extension fφ to (aS)−1(s) such that on (is)−1
(
(aS)−1(s)
)
the function
fφ ◦ is belongs to APH(T ). Now, (17) implies that fφ = φ ◦ hˆ for any φ ∈ B∗. Then it
follows from Theorems 1.1 and 3.2 that hˆ ◦ is ∈ APHB(T ). Therefore by (4) we find a
bounded B-valued holomorphic function fˆ on D of the same sup-norm as hˆ almost periodic
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near s such that its extension to (aS)−1(s) coincides with hˆ. Next, by the definition of the
topology of bS(D), see [6], Lemma 4.4 (a), we obtain that for any ε > 0 there is a number
N ∈ N such that for all n ≥ N ,
sup
z∈Vs;n
‖fˆ(z)− hn(z)‖B < ε2 .
Now, choose n ≥ N in (17) such that the right-hand side there is < ε2 . For this n we set
Us;ε := Vs;n. Then the previous inequality and (17) imply the required inequality
sup
z∈Us;ε
||f(z)− fˆ(z)||B < ε.
Further, if s 6∈ S, then, by definition, f |∂D is continuous at s. In this case as the function
fˆ we can choose the constant B-valued function equal to f(s) on D. Then the required
result follows from the Poisson integral formula for f − fˆ .
By definition, fˆ is determined by formula (15) with an f¯ ∈ APHB(T ). Let us show that
f¯ ∈ APHBΣ(s)(T ). To this end it suffices to prove that ϕ(f¯) ∈ APHΣ(s)(T ) for any ϕ ∈ B∗.
Indeed, it follows from the last inequality that the extension of ϕ(f) ∈ SAPΣ(S) ∩H∞(D)
to (aSΣ)
−1(s) coincides with ϕ(f¯). By the definition of spectrum of a semi-almost periodic
function, this implies that specs(ϕ(f¯)) ⊂ Σ(s).
Now, we are ready to prove Theorem 3.8.
The inclusion ASΣ ⊂ SAPΣ(S) ∩ H∞(D) follows from Example 3.5. Indeed, for s ∈ S
assume that the holomorphic function eλh ∈ H∞(D) is such that Re(h)|∂D is the charac-
teristic function of the closed arc going in the counterclockwise direction from the initial
point at s to the endpoint at −s and such that λpi ∈ Σ(s). Then Example 3.5 implies
that eλh ∈ SAP ({s,−s}) ∩ H∞(D) and specs(eλh) = {λpi}. In particular, (z + s)e
λ
pi
h ∈
SAPΣ|{s}({s}) ∩H∞(D), as required.
Let us prove the opposite inclusion.
(A) Consider first the case S = F , where F = {si}mi=1 is a finite subset of ∂D. Let
f ∈ SAPBΣ (F ) ∩ H∞B (D). Then according to Lemma 4.9 there exists a function fs1 ∈
APHBΣ(s1)(T ) such that the bounded B-valued holomorphic function gs1 − f , where gs1 :=
fs1 ◦ Log ◦ ϕs1 , on D is continuous and equals 0 at s1.
Let us show that gs1 ∈ A{s1,−s1}⊗B. Since fs1 ∈ APHBΣ(s1)(T ), by Theorems 1.1 and 3.2
it can be approximated in APHBΣ(s1)(T ) by finite sums of functions of the form be
iλz, b ∈ B,
λ ∈ Σ(s1), z ∈ T . In turn, gs1 can be approximated by finite sums of functions of the form
beiλLog◦ϕs1 , b ∈ B. As was shown in [6], eiλLog◦ϕs1 ∈ A{s1,−s1}. Hence, gs1 ∈ A{s1,−s1} ⊗B.
We define
gˆs1 =
gs1(z)(z + s1)
2s1
.
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Then, since the function z 7→ (z + s1)/(2s1) ∈ A(D) and equals 0 at −s1, and gs1 ∈
A{s1,−s1} ⊗ B, the function gˆs1 ∈ A{s1} ⊗ B. Moreover, by the construction of gˆ1 and
the definition of the spectrum gˆs1 ∈ A{s1}Σ(s1) ⊗ B. By definition, the difference gˆs1 − f is
continuous and equal to zero at z1. Thus,
gˆs1 − f ∈ SAPBΣ|F\{s1}(F \ {s1}) ∩H
∞
B (D).
We proceed in this way to get functions gˆsk ∈ A{sk}Σ(sk) ⊗B, 1 ≤ k ≤ m, such that
f −
m∑
k=1
gˆsk ∈ AB(D),
where AB(D) is the Banach space of B-valued bounded holomorphic functions on D contin-
uous up to the boundary. As in the scalar case using the Taylor expansion at 0 of functions
from AB(D) one can easily show that AB(D) = A(D)⊗B. Therefore, f ∈ AFΣ ⊗B.
(B) Let us consider the general case of S ⊂ ∂D being an arbitrary closed set. Let
f ∈ SAPBΣ (S) ∩H∞B (D). As follows from Lemma 4.9 and the arguments presented in part
(A), given an ε > 0 there exist points sk ∈ ∂D, functions fk ∈ A{sk}Σ(sk) ⊗ B and circular
neighbourhoods Usk (1 ≤ k ≤ m) such that {Usk}mk=1 forms an open cover of ∂D \ {sk}mk=1
and
‖f(z)− fk(z)‖B < ε on Usk , 1 ≤ k ≤ m. (18)
Since S is closed, for sk 6∈ S we may assume that fk is continuous in U¯sk . Let us define a
B-valued 1-cocycle {ckj}mk,j=1 on intersections of the sets in {Usk}mk=1 by the formula
ckj(z) := fk(z)− fj(z), z ∈ Usk ∩ Usj . (19)
Then (18) implies supk,j,z ||ckj(z)||B < 2ε. Let A b ∪mk=1Usk be an open annulus with
outer boundary ∂D. Using the argument from the proof of Lemma 4.7 in [6] one obtains
that if the width of the annulus is sufficiently small, then there exist B-valued functions ci
holomorphic on Usi ∩A and continuous on U¯si ∩ A¯ satisfying
sup
z∈Usi∩A
||ci(z)||B ≤ 3ε (20)
and such that
ci(z)− cj(z) = cij(z), z ∈ Usi ∩ Usj ∩A. (21)
For such A let us define a function fε on A¯ \ {si}mi=1 by formulas
fε(z) := fi(z)− ci(z), z ∈ Usi ∩ A¯.
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According to (19) and (21), fε is a bounded continuous B-valued function on A¯ \ {si}mi=1
holomorphic in A. Furthermore, since ci is continuous on U¯si ∩ A¯, and fi ∈ A{si}Σ(si) ⊗B for
si ∈ S, and fi ∈ AB(D) otherwise, fε|∂D ∈ SAPBΣ|F (F ), where F = {si}mi=1 ∩ S. Also, from
inequalities (18) and (20) we obtain
sup
z∈A
‖f(z)− fε(z)‖B < 4ε. (22)
Next, as in [6] we consider a 1-cocylce subordinate to a cover of the unit disk D consisting
of an open annulus having the same interior boundary as A and the outer boundary {z ∈
C : |z| = 2}, and of an open disk centered at 0 not containing A but intersecting it by a
nonempty set. Resolving this cocycle1 one obtains a B-valued holomorphic function Fε on
D such that for an absolute constant Cˆ > 0
sup
z∈D
‖f(z)− Fε(z)‖B < Cˆε
and by definition Fε ∈ SAPBΣ|F (F ) ∩ H∞B (D), where F = {s1, . . . , sm} ∩ S. The latter
inequality and part (A) of the proof show that the complex vector space generated by
spaces AFΣ|F ⊗ B for all possible finite subsets F ⊂ S is dense in SAPBΣ (S) ∩ H∞B (D).
Since by definition the closure of all such AFΣ|F ⊗ B is ASΣ ⊗ B, we obtain the required:
SAPBΣ (S) ∩H∞B (D) = ASΣ ⊗B.
4.5 Proof of Theorems 3.11 and 3.12
Proof of Theorem 3.11. Corollary 1.6 in [6] states that κ∗|∂D : C(∂D) 7→ C(∂D), the pull-
back by κ|∂D, maps SAP (κ∗S) isomorphically onto SAP (S). Following closely the ar-
guments in its proof, one obtains even more: κ∗ maps SAPκ∗Σ(κ∗S) isomorphically onto
SAPΣ(S). Since κ∗ preserves H∞(D), the required result follows.
Proof of Theorem 3.12. Let f ∈ SAP (∂D)∩H∞(D). According to Lemma 4.9 there exists
a function fs ∈ APH(T ) such that the difference
h := f − Fs,
where Fs := fs ◦ Log ◦ ϕs, see (15), is continuous and equal to 0 at s. Therefore, it suffices
to prove the assertion of the theorem for Fs. Let {z′n} ⊂ T0 and {s′n} ⊂ R∪ (R+ ipi) be the
images of sequences {zn} and {sn} under the mapping Log ◦ ϕs (see Example 3.3). By the
hypotheses of the theorem we have z′n, s′n →∞ and |z′n − s′n| → 0 as n→∞ (this follows
from condition (9)). Since any function in APH(T ) is uniformly continuous (see Section
3), the latter implies the required result.
1There is a misprint in [6] at this place: instead of the inequality maxi ‖∇ρi‖L∞(C) ≤ eCw(B ∩ A) < eCε
for smooth radial functions ρ1, ρ2, it must be maxi ‖∇ρi‖L∞(C) ≤ eCw(B∩A) .
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4.6 Proof of Theorems 3.16 and 3.17
Proof of Theorem 3.16. In what follows we identify ι(D) ⊂ bSΣ(D) with D, see Section 3.4.
By Theorem 3.15, the maximal ideal space bSΣ(D) is (D¯ \ S) unionsq
(unionsqs∈S isΣ(bΣ(s)(T ))) (here
isΣ : bΣ(s)(T ) → (aSΣ)−1(s) is a homeomorphism). For each s ∈ S one has the natural map
ιΣ(s) : T ↪→ bΣ(s)(T ) (determined by evaluations at points of T ). Also, the argument of the
proof of Theorem 1.12 in [6] implies that the closure of D in bSΣ(D) contains (as a dense
subset) (D¯ \ S) unionsq (unionsqs∈S isΣ(ιΣ(s)(T ))). Thus in order to prove the theorem, it suffices to
show that ιΣ(s)(T ) is dense in bΣ(s)(T ) if and only if Σ(s) is a group.
We will use the following result.
Theorem 4.10 ([21]). Suppose that Γ is the intersection of an additive subgroup of R and
R+. Then the image of the upper half-plane H+ in the maximal ideal space bΓ(T ) is dense.
Observe that in this case each element of APHΓ(T ) is extended to a holomorphic almost
periodic function on H+ by means of the Poisson integral. Therefore the evaluations at
points of H+ of the extended algebra determine the map H+ → bΓ(T ) of the theorem.
First, assume that Σ(s) is a group. We have to show that ιΣ(s)(T ) is dense in bΣ(s)(T ).
Suppose that this is wrong. Then there exists ξ ∈ bΣ(s)(T ) and a neighbourhood of ξ
U(λ1, . . . , λm, ξ, ε) := {η ∈ bΣ(s)(T ) : |η(eiλkz)− ck| < ε, 1 ≤ k ≤ m},
where λ1, . . . , λm ∈ Σ(s), ck := ξ(eiλkz), such that U(λ1, . . . , λm, ξ, ε) ∩ cl
(
ιΣ(s)(T )
)
= ∅,
cf. the proof of Theorem 2.4 in [6]. Therefore,
max
1≤k≤m
|eiλkz − ck| ≥ ε > 0 for all z ∈ T. (23)
Without loss of generality we may assume that ck 6= 0 and λk > 0, i.e., eiλkz − ck ∈
APHΣ(s)∩R+(T ). (For otherwise we replace e
iλkz−ck with e−iλkz−c−1k . Here e−iλkz−c−1k ∈
APHΣ(s)∩R+(T ) since Σ(s) is a group. Also, (23) will be satisfied, possibly with a different
ε > 0.) Note that eiλkz − ck is not invertible in APHΣ(s)(T ), since ξ(eiλkz − ck) = 0.
Therefore, since each function eiλkz − ck is periodic (with period 2piλk ), it has a zero in T .
Since solutions of the equation eiλkz = ck are of the form
zk = − i ln |ck|
λk
+
Argck + 2pil
λk
, l ∈ Z,
all zeros of eiλkz − ck belong to T . Hence, in virtue of inequality (23), one has
max
1≤k≤m
|eiλkz − ck| ≥ ε˜ > 0 for all z ∈ H+.
This implies, by Theorem 4.10, that there exist functions g1, . . . , gm ∈ APHΣ(s)∩R+(H+)
such that
m∑
k=1
gk(z)(eiλkz − ck) = 1 for all z ∈ H+.
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In particular, the above identity holds on T . This gives a contradiction with the assumption
ξ(eiλkz − ck) = 0, 1 ≤ k ≤ m.
Now, assume that Σ(s) is not a group, i.e., it contains a non-invertible element λ0.
Suppose that ιΣ(s)(T ) is dense in bΣ(s)T . Then, since the modulus of f1 := eiλ0z is bounded
from below on T by a positive number, there exists g1 ∈ APHΣ(s)(T ) such that f1g1 ≡ 1.
Therefore, g1 = e−iλ0z ∈ APHΣ(s)(T ), i.e., −λ0 ∈ Σ(s), a contradiction.
Proof of Theorem 3.17. For the proof we will need the following auxiliary result.
Let Γ ⊂ R be a nontrivial additive semi-group. For a subset X ⊂ T by X∞ we denote
the set of limit points of ιΓ(X) in bΓ(T ) \ ιΓ(T ).
Lemma 4.11. Let G ∈ C([0, 1), T ) be such that the closure of G([0, 1)) in T is non-compact.
Then the set G∞ contains more than one element.
Proof. If there exists a horizontal line R+ ic, 0 ≤ c ≤ pi, such that distT
(
G(t),R+ ic
)→ 0
as t→ 1−, then clearly (R+ ic)∞ = G∞. Moreover, (R+ ic)∞ is infinite (e.g., it contains
a subset homeomorphic to interval [0, 1]). In the case that such a line does not exist, one
can find two closed substrips T1, T2 ⊂ T , T1 ∩ T2 = ∅, such that the closures in T of both
G([0, 1))∩T1 andG([0, 1))∩T2 are non-compact. Then (G([0, 1))∩T1)∞ and (G([0, 1))∩T2)∞
are nonempty, while (T1)∞ ∩ (T2)∞ = ∅. This implies the required statement.
Now, we are ready to prove the theorem. Suppose on the contrary that for a continuous
map F : [0, 1] → bSΣ(D) the conclusion of the theorem is not valid. First, assume that
there exists a point c ∈ [0, 1) such that F (c) ∈ D¯ \ S but F ([0, 1]) 6⊂ D¯ \ S. Then, because
bSΣ(D)\(D¯\S) is a compact set (here we naturally identify D¯\S we a subset of bSΣ(D)), passing
to a subinterval, if necessary, we may assume without loss of generality that F [0, 1) ⊂ D¯\S
and F (1) ∈ (aSΣ)−1(s) for a certain s ∈ S. Define
G(t) := (Log ◦ ϕs)
(
F (t)
) ⊂ T, t ∈ [0, 1)
(cf. Example 2.4). Then G satisfies conditions of Lemma 4.11 for Γ = Σ(s). Next,
consider an f ∈ SAPΣ(S). According to Lemma 4.9 there exists a (unique) function
fs ∈ APHΣ(s)(T ) such that the difference f − Fs, where Fs := fs ◦ Log ◦ ϕs, is continuous
and equal to 0 at s. This yields
lim
t→1−
(
fs(G(t))− f(F (t))
)
= 0.
The latter implies that the set of limit points of F ([0, 1)) in bSΣ(D) \ (D¯ \S) is in one-to-one
correspondence with the set of limit points G∞ of ιΣ(s) (G([0, 1))) in bΣ(s)(T ) \ ιΣ(s)(T ). By
our assumption the set of limit points of F ([0, 1)) in bSΣ(D) \ (D¯ \ S) consists of the point
F (1). This contradicts the assertion of Lemma 4.11. Hence, in this case F ([0, 1]) ⊂ D¯ \ S.
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In the second case, F ([0, 1]) ⊂ bSΣ(D) \ (D¯ \ S). Let s ⊂ S be such that F ([0, 1]) ∩
(aSΣ)
−1(s) 6= ∅. Consider the continuous map ωs : bSΣ(D) → b{s}Σ|{s}(D) transpose to the
embedding SAPΣ|{s}({s})∩H∞(D) ⊂ SAPΣ(S)∩H∞(D). According to the case considered
above, if ωs ◦ F : [0, 1] → b{s}Σ|{s}(D) is such that (ωs ◦ F )(c) ∈ D¯ \ {s} for some c ∈ [0, 1),
then (ωs ◦ F )([0, 1]) ⊂ D¯ \ {s} which contradicts the assumption F ([0, 1]) ∩ (aSΣ)−1(s) 6= ∅.
Thus (ωs ◦ F )([0, 1]) ⊂ b{s}Σ|{s}(D) \ (D¯ \ {s}) = (a
{s}
Σ|{s})
−1(s). This implies that F ([0, 1]) ⊂(
aSΣ
)−1 (s).
4.7 Proof of Theorem 3.19
Since SAPΣ(S) ∩ H∞(D) is generated by algebras SAPΣ|F (F ) ∩ H∞(D) for all possible
finite subsets F of S, the inverse limit of {KFΣ|F ; ω}F⊂S ; #F<∞ of the corresponding Sˇilov
boundaries coincides with KSΣ (see Section 3.4 for the corresponding notation). Therefore
to establish the result it suffices to prove that
KFΣ|F =
(⋃
s∈F
isΣ|F
(
clΣ(s)(R) ∪ clΣ(s)(R+ ipi)
)) ∪ ∂D \ F. (24)
Since each point of ∂D\F is a peak point for A(D) (⊂ SAPΣ|F (F )∩H∞(D)), ∂D\F ⊂
KFΣ|F . Next, the closure of ∂D \ F in bFΣ|F (D) (the maximal ideal space of SAPΣ|F (F ) ∩
H∞(D)) coincides with the right-hand side of (24), see the proof of Theorem 1.14 in [6].
Thus the right-hand side of (24) is a subset of KFΣ|F . Finally, Theorem 1.14 of [6] implies
that for each f ∈ SAPΣ|F (F )∩H∞(D), |f | attains its maximum on the set in the right-hand
side of (24). This produces the required identity.
One can easily show that the inverse limit of the family of sets in the right-hand sides
of equations (24) coincides with
(⋃
s∈S i
s
Σ
(
clΣ(s)(R) ∪ clΣ(s)(R+ ipi)
)) ∪ ∂D \ S.
The proof of the theorem is complete.
4.8 Proofs of Theorems 3.21, 3.23 and Corollary 3.22
Proof of Theorem 3.21. (1) Consider first the case of S being a finite subset of ∂D. For
s ∈ S we define
U1 := bSΣ(D) \ (aSΣ)−1(s).
Let U2 be the union of (aSΣ)
−1(s) and a circular neighbourhood of s whose closure is a
proper subset of D¯. Both U1, U2 are open in bSΣ(D) and U1 ∩ U2 = U2 \ (aSΣ)−1(s) is the
circular neighbourhood of s. Since U1 ∩ U2 is contractible, one has Hk(U1 ∩ U2,Z) = 0,
k ≥ 1. Let us show that for any k ∈ Z,
Hk(U2,Z) ∼= Hk(bΣ(s)(T ),Z). (25)
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To this end consider a sequence V1 ⊃ V2 ⊃ . . . of circular neigbourhoods of s such that
∩∞k=1V¯k = {s} and V1 = U1 ∩ U2. We set
Uˆk := Vk ∪ (aSΣ)−1(s).
Let ιml : Uˆm ↪→ Uˆl, m ≥ l, be the corresponding embedding. Then (aSΣ)−1(s) is the inverse
limit of the family {Uˆj ; ι}j∈N. It is well known (see, e.g., [4], Chapter II, Corollary 14.6)
that the direct limit of Cˇech cohomology groups Hk(Uˆl,Z) with respect to this family gives
Hk((aSΣ)
−1(s),Z). Note also that each Uˆl is a deformation retract of Uˆ1 := U2. Thus the
maps ιl1 induce isomorphisms H
k(U2,Z) ∼= Hk(Uˆl,Z), l ∈ N. Since (aSΣ)−1(s) ∼= bΣ(s)(T ),
these facts imply (25).
Further, consider the Mayer-Vietoris sequence corresponding to cover {U1, U2} of bSΣ(D):
· · · → Hk−1(bSΣ(D),Z)→ Hk(U1∩U2,Z)→ Hk(U1,Z)⊕Hk(U2,Z)→ Hk(bSΣ(D),Z)→ . . . .
By the above results Hk(U1∩U2,Z) = 0 and Hk(U2,Z) ∼= Hk(bΣ(s)T,Z), k ≥ 1. Therefore,
Hk(bSΣ(D),Z) = Hk(U1,Z)⊕Hk
(
bΣ(s)(T ),Z
)
, k ≥ 1.
Proceeding further inductively (i.e., applying similar arguments to U1 etc.) and using the
fact that Hk(bSΣ(D) \ S,Z) = 0, k ≥ 1, we obtain that
Hk(bSΣ(D),Z) =
⊕
s∈S
Hk
(
bΣ(s)(T ),Z
)
.
Now, if S ⊂ ∂D is an arbitrary closed subset, then since bSΣ(D) is the inverse limit of
bFΣ|F (D) for all possible finite subsets F ⊂ S, by the cited result in [4] Hk(bSΣ(D),Z) is the
direct limit of Hk(bFΣ|F (D),Z). Based on the case considered above we obtain that this limit
is isomorphic to
⊕
s∈S H
k
(
bΣ(s)(T ),Z
)
.
This proves the first part of the theorem.
(2) As is shown in [5], if Γ ⊂ R+ or Γ ⊂ R−, then bΓ(T ) is contractible. Therefore
under hypotheses of the theorem Hk
(
bΣ(s)(T ),Z
)
= 0 for all s ∈ S. The required result
now follows from (1), i.e., Hk(bSΣ(D),Z) = 0 for all k ≥ 1.
Further, according to [8] the connectedness of bSΣ(D) and the topological triviality of
any complex vector bundle of a finite rank over bSΣ(D) are sufficient for projective freeness
of SAPΣ(S) ∩H∞(D).
Clearly bSΣ(D) is connected. For otherwise, according to the Shilov theorem on idempo-
tents, see [24], SAPΣ(S) ∩H∞(D) contains a function f not equal identically to 0 or 1 on
D such that f2 = f , a contradiction.
Next, we show that any finite rank complex vector bundle ξ over bSΣ(D) is topologically
trivial.
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Since bSΣ(D) is the inverse limit of the system {bFΣ|F (D) ; ω}F⊂S ; #F<∞, see Section 3.4,
ξ is isomorphic (as a topological bundle) to pullback to bSΣ(D) of a bundle on some bFΣ|F (D)
with F ⊂ S finite, see, e.g., [11] and [17]. Therefore it suffices to prove the statement
for S ⊂ ∂D being a finite subset. In this case, for each s ∈ S by the contractibility of
(aSΣ)
−1(s) ∼= bΣ(s)(T ) (see [5]) we have that the restriction of ξ to (aSΣ)−1(s) is topologically
trivial. Using a finite open cover {Ui}1≤i≤m of (aSΣ)−1(s) such that ξ|Ui ∼= Ui × Cn, n =
rankC ξ, for each i, we extend (by the Urysohn lemma) global continuous sections tj :
(aSΣ)
−1(s) → ξ, 1 ≤ j ≤ n, determining the trivialization of ξ over (aSΣ)−1(s) to each Ui.
Then using a continuous partition of unity subordinate to a finite refinement of {Ui}1≤i≤m
we glue together these extensions to get global continuous sections t˜j , 1 ≤ j ≤ n, of ξ on a
neighbourhood Us of (aSΣ)
−1(s) in bSΣ(D) such that t˜j |(aSΣ)−1(s) = tj for each j. Since sections
tj , 1 ≤ j ≤ n, are linearly independent at each point of (aSΣ)−1(s), diminishing, if necessary,
Us we obtain that sections t˜j , 1 ≤ j ≤ n, are linearly independent at each point of Us. Thus
ξ is topologically trivial on Us. Also, by the definition of the topology on bSΣ(D) without
loss of generality we may assume that Us \ (aSΣ)−1(s) is a circular neighbourhood of s.
Suppose that S = {s1, . . . , sk}. Let us cover bSΣ(D) by sets Uj := Usj , 1 ≤ j ≤ k,
described above and by U0 := D¯ \ V , where V ⊂ ∪kj=1Usj and V ∩ Usj is a circular neigh-
bourhood of sj distinct from Usj \ (aSΣ)−1(sj), 1 ≤ j ≤ k. Since U0 is contractible, ξ|U0
is topologically trivial. Using trivializations of ξ on Uj , 0 ≤ j ≤ k, we obtain that ξ
is defined by a 1-cocycle {cij} with values in GLn(C) defined on intersections Ui ∩ Uj ,
0 ≤ i < j ≤ k. In turn, by the definition of sets Uj , there is an acyclic cover {U˜j}kj=0 of
D¯ such that (aSΣ)−1(U˜j) = Uj , 0 ≤ j ≤ k. Thus there exists a cocycle {c˜ij} on {U˜j}kj=0
such that c˜ij ◦ aSΣ = cij for all i, j. This cocycle determines a continuous vector bundle ξ˜
on D¯ trivial on each U˜i, 0 ≤ i ≤ k, such that (aSΣ)∗ξ˜ = ξ. Since D¯ is contractible, ξ˜ is
topologically trivial. Hence ξ is topologically trivial as well.
The proof of the theorem is complete.
Proof of Corollary 3.22. Let G ⊂ R be an additive subgroup. We denote by APCG(T ) ⊂
APC(T ) the algebra of uniformly continuous almost periodic functions on T having their
spectrum in G. Here the spectrum of a function in APC(T ) is the union of the spectra
of its restrictions to each horizontal line in T (see [2]). The vector space of functions∑k
j=1 cj(y)e
iλjx, x+ iy ∈ T , cj ∈ C([0, pi]), λj ∈ G, k ∈ N, is dense in APCG(T ) and, hence,
the maximal ideal space M(APCG(T )) of APCG(T ) is homeomorphic to bG(R)× [0, pi]. On
the other hand, APHG(T ) ⊂ APCG(T ) and the extension of APHG(T ) to M(APCG(T ))
separates the points of M(APCG(T )). Since the image of T in bG(T ) is dense (see the proof
of Theorem 3.16), the latter implies that bG(T ) ∼= M(APCG(T )). Hence, taking G := Σ(s),
s ∈ S, we obtain
Hk(bΣ(s)(T ),Z) ∼= Hk(bΣ(s)(R),Z).
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Since bΣ(s)(R) is a compact connected abelian group, the required statements follow from
the remark before the formulation of the corollary, and Theorem 3.21 (1).
Proof of Theorem 3.23. In what follows we assume that uniform algebras are defined on
their maximal ideal spaces via the Gelfand transforms.
We will require the following auxiliary result.
Lemma 4.12. Assume that a set-valued map Σ as in Section 3.1 is defined on {−s, s} and
f ∈ SAPΣ({−s, s}) ∩H∞(D). Consider the function
Hsf(z) := f
(
z + s
2
)
, z ∈ D.
Then Hsf ∈ SAPΣ|{s}({s}) ∩H∞(D) and
[(isΣ|{s} ◦ ιΣ(s))∗Hsf ](z) = [(isΣ ◦ ιΣ(s))∗f ](z − ln 2), z ∈ T, (26)
see Theorem 3.15.
This result states that Hs : SAPΣ({−s, s}) ∩ H∞(D) → SAPΣ|{s}({s}) ∩ H∞(D) is a
bounded linear operator which induces under the identification of the fibre (a{−s,s}Σ )
−1(s)
with bΣ(s)(T ) by isΣ the map APHΣ(s)(T ) → APHΣ(s)(T ) defined by h(z) 7→ h(z − ln 2),
z ∈ T , h ∈ APHΣ(s)(T ).
Proof. Clearly Hsf is holomorphic on D and continuous on ∂D \ {s}. Let us consider the
function g(z) := [(Hsf) ◦ (Log ◦ ϕs)−1](z) − [f ◦ (Log ◦ ϕs)−1](z − ln 2), z ∈ T . Next, we
have
(Log ◦ ϕs)−1(z) + s
2
− (Log ◦ ϕs)−1(z − ln 2) = se
2z
(2i+ ez)(4i+ ez)
→ 0 as Re(z)→ −∞.
Since by the definition of SAPΣ({−s, s})∩H∞(D) the function f ◦(Log◦ϕs)−1 is uniformly
continuous on T , from the last expression we obtain that g(z) → 0 as Re(z) → −∞. But
Re(z) → −∞ if and only if (Log ◦ ϕs)−1(z) → s. Therefore the function g ◦ Log ◦ ϕ is
continuous in a circular neighbourhood of s and equals 0 at s. Since the pullback of the
function [f◦(Log◦ϕs)−1](z−ln 2), z ∈ T , by (Log◦ϕs)−1 belongs to SAPΣ({−s, s})∩H∞(D)
(it is obtained as the composition of f with a Mo¨bius transformation preserving points −s
and s), the function Hsf ∈ SAPΣ|{s}({s}) ∩ H∞(D). Now, the identity (26) follows from
the fact that (g ◦ Log ◦ ϕ)(s) = 0 by the definition of isΣ.
Corollary 4.13. Let f ∈ GnΣ(s)(T ), see Section 3.5. Consider the function
F := Hs[Kf(Log ◦ ϕs)], where Kf(z) := f(z − ln 2), z ∈ T.
Then F ∈ GnΣ|{s}({s}) and
(isΣ|{s} ◦ ιΣ(s))∗F = f.
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Proof. The fact that F ∈ GnΣ|{s}({s}) follows from the proof of Lemma 4.12 because the
pullback by Log ◦ ϕs maps APHΣ(s)(T ) isometrically into SAP ({−s, s}) ∩H∞(D) so that
specs of each of the pulled back function is a subset of Σ(s). The second statement of
the corollary follows directly from (26) because (isΣ|{s} ◦ ιΣ(s))∗(h ◦ Log ◦ ϕs) = h for any
h ∈ APHΣ(s)(T ) by Theorem 3.15 (1).
We are ready to prove the theorem. First we will consider the case S = {s1, . . . , sm} a
finite subset of ∂D.
By the definition of connected components of GLn(A), where A is a Banach algebra, the
map f 7→ ((is1Σ|{s1} ◦ ιΣ(s1))
∗f, . . . , (ismΣ|{sm} ◦ ιΣ(sm))
∗f), f ∈ GnΣ(S), induces a homomorphism
ΨS : [GnΣ(S)]→
⊕
si∈S
[GnΣ(si)(T )].
We will show that ΨS is an isomorphism.
Suppose that (g1, . . . , gm) ∈
⊕
si∈S G
n
Σ(si)
(T ) represents an element [g] ∈⊕si∈S [GnΣ(si)(T )].
Then according to Corollary 4.13 for an element
g˜ := Hs1 [K(Log ◦ ϕs1)∗g1] · · ·Hsm [K(Log ◦ ϕsm)∗gm] ∈ GnΣ(S)
and each l ∈ {1, . . . ,m} we have
(islΣ|{sl}
◦ ιΣ(sl))∗g˜ = c1l · · · cl−1l · gl · cl+1l · · · cml,
where every cjl is an invertible matrix. Since the matrix-function on the right-hand side
is homotopic to gl, for the element [g˜] ∈ [GnΣ(S)] representing g˜, we obtain ΨS([g˜]) = [g].
Hence ΨS is a surjection.
To prove that ΨS is an injection, we require a modification of the construction of
Corollary 4.13. So suppose that Fsl = Hsl [K(Log ◦ ϕsl)∗f ], where f ∈ GnΣ(sl)(T ). By the
definition, Fsl(sj), j 6= l, are well-defined invertible matrices. Let M be a matrix-function
with entries from A(D) such that M(sj) = Log(Fsl(sj)), j 6= l, and M(sl) = 0. (Here the
logarithm of an invertible matrix c is a matrix c˜ such that exp(c˜) = c.) Then we have
(1) F˜sl := Fsl · exp(−M) ∈ GnΣ|{sl}({sl}) and satisfies
(islΣ|{sl}
◦ ιΣ(sl))∗F˜sl = f and F˜sl(sj) = In, j 6= l
(here In is the unit n× n matrix);
(2) F˜sl is homotopic to Fsl .
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Statement (2) follows from the fact that exp(−M) clearly belongs to the connected com-
ponent containing In.
Now, suppose that f ∈ GnΣ(S) is such that every matrix-function gl := (islΣ|{sl} ◦ιΣ(sl))
∗f ,
l ∈ {1, . . . ,m}, belongs to the connected component of GnΣ(sl)(T ) containing the unit matrix
In, (i.e., [f ] ∈ Ker(ΨS)). We set
Gsl := Hsl [K(Log ◦ ϕsl)∗gl], G :=
∏
1≤l≤m
Gsl , G˜ :=
∏
1≤l≤m
G˜sl ,
where each G˜sl is constructed from Gsl as F˜sl from Fsl .
According to property (1),
(islΣ|{sl}
◦ ιΣ(sl))∗G˜ = gl, for l ∈ {1, . . . ,m}.
Moreover, property (2) implies that G˜ is homotopic to G. Observe also that each Gsl is
homotopic to In (because gl satisfies this property and so the required homotopy is defined as
the image of the homotopy between gl and In under the continuous map Hsl◦K◦(Log◦ϕsl)∗)
and therefore G and G˜ are homotopic to In. Finally, according to our construction f · G˜−1
is an invertible matrix with entries from A(D). Since D¯ is contractible, each such a matrix
is homotopic to In. These facts imply that f is homotopic to In, that is [f ] = 1 ∈ [GnΣ(S)],
where [f ] stands for the connected component containing f ∈ GnΣ(S).
So ΨS is an injection which completes the proof of the theorem in the case of a finite S.
To prove the result in the general case we require the following lemma.
Lemma 4.14. For every f ∈ GnΣ(S) there exists f¯ ∈ GnΣ|F (F ), where F ⊂ S is finite, such
that f¯ ∈ [f ].
Proof. LetMnΣ(S) be the Banach algebra of n×nmatrix-functions with entries in SAPΣ(S)∩
H∞(D) equipped with the norm ‖h‖ := supz∈D ‖h(z)‖2, h ∈ MnΣ(S), where ‖ · ‖2 is the `2
operator norm on the complex vector space Mn(C) of n×n matrices. According to Corollary
3.9, f can be approximated in MnΣ(S) by functions from M
n
Σ|F (F ) for some finite subsets
F ⊂ S. Since the connected component [f ] is open (because GnΣ(S) ⊂MnΣ(S) is open), the
latter implies the required statement: there exists f¯ ∈ GnΣ|F (F ), where F ⊂ S is finite, such
that f¯ ∈ [f ].
This lemma implies that [GnΣ(S)] is the direct limit of the family {[GnΣ|F (F )]; F ⊂
S, #F < ∞}. Therefore we can define a homomorphism ΨS : [GnΣ(S)] →
⊕
s∈S [G
n
Σ(s)(T )]
as the direct limit of homomorphisms ΨF described above. Then ΨS is an isomorphism
because each ΨF is an isomorphism on each image.
This proves the first statement of the theorem.
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The second statement follows from the fact that if Σ(s) ⊂ R+ or R−, then the maximal
ideal space bΣ(s)(T ) of Banach algebra APHΣ(s)(T ) is contractible [5]. Then the result of
Arens [1] implies that GnΣ(s)(T ) is connected and therefore [G
n
Σ(s)(T )] is trivial. From here
and the first statement of the theorem we obtain that [GnΣ(S)] is trivial, or equivalently,
that GnΣ(S) is connected.
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