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ABSTRACT
Alhakamy, A’aeshah A. Ph.D., Purdue University, December 2020. Extraction and
Integration of Physical Illumination in Dynamic Augmented Reality Environments.
Major Professor: Mihran Tuceryan.
Although current augmented, virtual, and mixed reality (AR/VR/MR) systems
are facing advanced and immersive experience in the entertainment industry with
countless media forms. Theses systems suffer a lack of correct direct and indirect illu-
mination modeling where the virtual objects render with the same lighting condition
as the real environment. Some systems are using baked GI, pre-recorded textures,
and light probes that are mostly accomplished offline to compensate for precomputed
real-time global illumination (GI). Thus, illumination information can be extracted
from the physical scene for interactively rendering the virtual objects into the real
world which produces a more realistic final scene in real-time. This work approaches
the problem of visual coherence in AR by proposing a system that detects the real-
world lighting conditions in dynamic scenes, then uses the extracted illumination
information to render the objects added to the scene. The system covers several
major components to achieve a more realistic augmented reality outcome. First, the
detection of the incident light (direct illumination) from the physical scene with the
use of computer vision techniques based on the topological structural analysis of 2D
images using a live-feed 360◦ camera instrumented on an AR device that captures the
entire radiance map. Also, the physics-based light polarization eliminates or reduces
false-positive lights such as white surfaces, reflections, or glare which negatively af-
fect the light detection process. Second, the simulation of the reflected light (indirect
illumination) that bounce between the real-world surfaces to be rendered into the
virtual objects and reflect their existence in the virtual world. Third, defining the
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shading characteristic/properties of the virtual object to depict the correct lighting
assets with a suitable shadow casting. Fourth, the geometric properties of real-scene
including plane detection, 3D surface reconstruction, and simple meshing are incor-
porated with the virtual scene for more realistic depth interactions between the real
and virtual objects. These components are developed methods which assumed to
be working simultaneously in real-time for photo-realistic AR. The system is tested
with several lighting conditions to evaluate the accuracy of the results based on the
error incurred between the real/virtual objects casting shadow and interactions. For
system efficiency, the rendering time is compared with previous works and research.
Further evaluation of human perception is conducted through a user study. The
overall performance of the system is investigated to reduce the cost to a minimum.
1
1 INTRODUCTION
Integrating virtual objects into dynamic augmented reality scenes in a photo-realistic
manner that is indistinguishable from the real world, has been one of the major goals
in computer graphics and computer vision. Image/video composition to achieve such
a task is challenging due to visual coherence between the virtual and real objects in
the final scene.
The extraction of correct and precise illumination information from the physi-
cal scene can provide the means to realistically render virtual objects in the final
scene. Acquiring an illumination model featuring accurate light source information
that would capture the whole real environment also can be challenging under limited
experimental assumptions. A photo-realistic and dynamic scene in augmented reality
that integrates the various illumination models requires addressing several aspects in
each frame to be viable.
Dynamic illumination is a problem that studies light transportation from the light
sources and the light reflected from other objects under varying scenes conditions. The
two types of light transport contribute to the final image which is produced by the
rendering process. Usually, the real-time algorithms for illumination are developed
to allow fast computation with a minimum cost of error. This Thesis investigates the
visual coherence problem in augmented reality by developing a system that provides
real-time dynamic illumination for interactive augmented reality based on the virtual
objects appearance in association with the real objects and other criteria in the scene.
The proposed algorithm estimates and detects the incident light (direct illumi-
nation) in the physical scene through live-feed 360◦ camera that is instrumented on
any Augmented reality (AR) device (e.g., a handheld mobile device, a head-mounted
display, or webcam camera) to capture the entire environment map using computer
vision techniques. A physics-based light polarization technique is utilized to reduce
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or better absorb any false positive lights from white surfaces, reflections, or glare
to detect the incident lights with fewer errors. The developed system simulates the
reflected light (indirect illumination) from surfaces in the rendering of virtual objects
through investing two separate sub-methods which provides totally different outcomes
for the internal interaction among the real and virtual objects, see Figure 1.1
The system computes various shading properties for each virtual object in ev-
ery frame. These properties include material textures, shadows, specular and diffuse
illumination, reflection, refraction, and Fresnel. Moreover, an improvement of the
physics-based illumination through polarization is presented which allows more accu-
rate light source estimation for the virtual objects. In order to provide a credible sense
of the physical environment in AR, the geometric properties of real-scene including
plane detection, 3D surfaces reconstruction and simple meshing can be incorporated
into the virtual scene in real-time for realistic interaction between the virtual and real











Figure 1.1. The difference between the direct illumination where the in-
cident light from the source hits the objects directly, while the indirect
illumination is a reflection of lights that is bouncing among the objects
virtual or real.
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Performance in real-time is a crucial requirement in AR systems. The inter-
action with the virtual objects, rendering, and registration methods must work in
real-time. The challenge of fully estimating the direction of incident light with the
simulation of reflected light, in addition to defining the shading properties demand
high-performance cost. Thus, real-time and dynamic illumination models are of high
interest in computer vision and graphics. This thesis evaluates and improves multiple
methods to provide an effective illumination model for AR systems and applications.
1.1 Thesis Statement
This research investigates and develops a system that provides an illumination
model for visual coherence in augmented reality with a dynamic environment in real-
time where virtual objects appear as a part of the real world, using computer vision
and graphics methods for estimating the incident light (direct illumination) after
applying physics-based light polarization technique, simulating the reflected light (in-
direct illumination), defining the shading properties of the virtual object as if it
actually exists in the physical scene, and include some geometric properties of the
real scene such as plane detection, 3D surfaces reconstruction, and simple meshing
into the virtual scene while reducing the overall performance cost.
1.2 Hypothesis
It is possible for a realistic virtual object to simulate an accurate and precise dy-
namic illumination by only instrumenting a live-feed 360◦ camera on an AR device
(e.g., a handheld mobile device, a head-mounted display, or webcam camera) with the
use of computer vision and computer graphics techniques, even when lighting condi-
tions and environment setting are changing dynamically. By separating the system
into several parts: (1) incident light polarization and estimation, (2) reflected light
simulation, (3) shading properties definition, (4) geometric properties of physical-
scene, including plane detection, 3D surfaces reconstruction and simple meshing which
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must work simultaneously, a more accurate dynamic illumination model could be
achieved.
1.3 Contributions
This dissertation formulates and explores real-time methods to augment a live-
feed camera video with a virtual object that depicts the real lighting conditions in the
scene while at the same time influences the final image background and surfaces in a
dynamic environment. In the subsequent chapters, the following contributions of this
work are presented. Figure 1.2 illustrates the system structure and how it evolved to
produce the final image.
• Estimate and detect the incident light (direct illumination) direction and angle
from a live-feed 360◦ panoramic image view, with unknown scene geometry and
light position.
• Present a novel physics-based lighting in the augmented reality system using
polarization properties of light, in order to eliminate/reduce false-positive lights
from reflections, white surfaces, or glare.
• Investigate the Simulation of the reflected light (indirect illumination) meth-
ods in a dynamic environment and evaluates the overall performance of the
rendering process in order to reduce the cost.
• Define specific shading properties for each virtual object that is affected by the
previous methods of light source estimation and passing reflecting lights from
the surroundings for realistic final perception.
• Explore the geometric properties of real-scene including plane detection, 3D
surfaces reconstruction and simple meshing so the virtual objects can recognize
the depth information providing far more realistic interactions.
5
Figure 1.2. General overview of the system components which present the
evolution of the entire structure: (1) light polarization, (2) incident light
estimation, (3) reflected light simulation, (4) shading properties definition,
(5) physical geometric properties of real-scenes
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1.5 Thesis Outline
The chapters of this dissertation are organized as follows:
• Chapter 2 discusses the fundamentals of visual coherence, light models, and
related work on real-time illumination algorithms, setups of augmented and
mixed reality, the real scene physical objects tracking, and reconstruction.
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• Chapter 3 presents a general overview of the research design and methodology
structure of algorithms and concepts used for extracting and integrating the
physical illumination in dynamic augmented reality environments.
• Chapter 4 investigates the methods and techniques for detecting the incident
lights directly from the physical scene using radiance map captured through
a live-feed 360◦ camera. Also, the use of light polarization is discussed in this
chapter and show how it support reducing or eliminating the false-positive lights.
• Chapter 5 shows the algorithms for estimating the reflected lights that is bounc-
ing between the virtual and real objects which are extracted from the local
regions surrounding each object of concern, then is applied through the image-
based lighting mode.
• Chapter 6 covers how the virtual objects materials and features are defined to
create shading properties where specific shading programs are created to meet
the system requirements.
• Chapter 7 discusses the geometric properties of real-scene including plane de-
tection, 3D surfaces reconstruction and simple meshing in order to enable the
depth data available in the physical world so the virtual objects can interact
with the real object without AR markers.
• In Chapter 8 the whole system is evaluated in multiple lighting conditions the
accuracy of results based on the error incurred between the real/virtual objects
casting shadow and interactions. The rendering time is considered in order to
develop more efficient algorithms. Further evaluation of human perception is
conducted through a user study. The overall cost of the system is reduced to
maximize system performance.
• Chapter 9 concludes the work in a precise summary of the research develop-
ment and adaptation for our illumination extraction and integration model in
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augmented reality. Also, the future work is discussed briefly for potential de-
velopment.
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2 THEORETICAL BACKGROUND AND LITERATURE REVIEW
A photo-realistic final scene in augmented, mixed, or virtual realities would not be
possible without a correct illumination model. This chapter is dedicated for informing
the reader with the important background and terminology of realistic rendering and
illumination notions for a comprehensive review. Visual coherence and computer
graphics cues for the scene structure in augmented reality is discussed in section 2.1.
Rendering equation and light model are covered in section 2.2, while rendering paths
are explained in section 2.3. Section 2.4 highlights the composition of the augmented
scene with the real world to produce the final image. A quick overview of the light
polarization is explained in section 2.5. This chapter is a reprint [with minor edits]
of some passages, figures, tables and algorithms have been quoted verbatim from our
published work in [1–6].
2.1 Visual Coherence
The techniques used to combine the real and virtual objects are investigated to
know how the virtual objects are blended seamlessly into the physical environment
to the extent where they are immersed in the real world. Although many AR appli-
cations do not focus on the visual coherence as the ultimate goal, it is significant to
achieve seamlessness in entertainment, commerce, and education. The issue related to
appearance, generally depending on techniques from photo-realistic computer graph-
ics in real-time.
The ability to embed a three-dimensional object into an image of the real scene
means that objects should be rendered from a virtual camera with internal and ex-
ternal parameters that correspond to the physical camera. Fundamental depth cues
can be obtained with a calibrated camera. Information about the depth provides
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an interpretation of a three-dimensional structure from the viewpoint of the camera.
Depth cues can be categorized as monocular or binocular where there are around
15-20 different depth cues. Cues from a single image are known as monocular, see
Figure 2.1), while cues depicted in a pair of images are called binocular. [11,12]
At present, several AR displays use a monocular video see-through mode. In
general, for AR, the most important clue is the depth that can be produced by
computer graphics software. Also, there are other essential depth cues such as:
• Relative size: the distance between the objects and the observer. The further
it is, the smaller it appears.
• Relative height: how far is the object from the other objects and where their
base is higher in the image.
• Perspective: the converging of the parallel lines when drifting away from the
observer.
• Surface detail: objects closer to the observer has more texture gradient and
fine-grained surface detail.
• Atmospheric attenuation: while closer objects appear clearer, most-distant ob-
jects can be blurred based on the atmospheric effects.
• Occlusion: in the screen space, closer objects obscure the further ones.
• Shading: The illumination fall on the objects based on the direction and location
of the light sources.
• Shadow: objects blocking the light cast shadow on other objects.
These cues are delivered by the well-equipped three-dimensional computer graph-
ics tools. Some of them are more straightforward to produce by a virtual camera
registered geometrically with a real one, such as size, perspective, height, and sur-
face details. Atmospheric attenuation concerns far-field outdoor AR. However, the
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Figure 2.1. Interpretation of the scene structure from a single image
through the monocular depth cues [6]
other cues, especially occlusion, shading, and shadows demand attention in the AR
rendering process.
Combining the real and virtual worlds in AR/MR extends the conventional ren-
dering process in the computer graphics pipeline to involve more steps. The video
see-through pipeline is better suited in this research than an optical see-through
pipeline, which consists of the following stages:
1. Acquisition. obtain a model or a set of data from the real scene such as
geometry, materials, and illumination.
2. Registration. transform the obtained sets of data which is the standard photo-
metric and geometric properties of one coordinate system of the real and virtual
scenes.
3. Compositing. merge the virtual objects and the real physical environment
into one single image scene.
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4. Display. provide the user with the composited image.
The rendering process in AR/MR obviously is more complicated than the stan-
dard pipeline in computer graphics. The AR rendering pipeline involves with a virtual
scene and a real scene simultaneously to provide geometric and photo-metric regis-
tration for both scenes [11].
2.2 Rendering Equation and Light Model
The concept of visual coherence and light transport required a mathematical rep-
resentation for better understanding. The exploration of three-dimensional rendering
engines makes one familiar with the lighting models, and general notions such as
albedo, ambient lights, specular reflections, and diffuse colors. The reflection model
of the diffuse surface is the most straightforward lighting model also known as dot
product lighting. The intensity of each light source which is the RGB color that is




LightIntensityi × (N · Li) (2.1)
The first fragment calculates the total of the incoming lights from every direction,
scale it by the angle cosine between N surface normal and L light source. Then,
multiply the outcome by the reflection function for the diffuse surface which is a
constant color. [13]. This is the purest form of the rendering equation based on
physics which is only for producing images in computer graphics. It is a meaningful
standard by which the entire realistic lighting must be measured. The following
formula is a more general form of rendering equation which represents an integral
over a directions hemisphere where L is the function of the light intensity, see Figure
2.2 [14,15].
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Figure 2.2. A visual representation for the rendering equation where a
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refers to the dot product which is the cosine of the angle between the








• dw′ represents the differential angle of incoming radiance [16].
This object-light interaction is based on two main characteristics: the light prop-
erties, and object material properties, which is known as the lighting model. There
are multiple lighting models that have been developed over the years and the most
popular one is the basic lighting model. In this model, the color of the object surface
is the sum of four properties which will be mentioned in several sections through this
work.
Surface Color = Emissive + Ambient + Diffuse + Specular (2.3)
• Emissive - the light source which have the power to emit matter and energy.
• Ambient - uniform distribution of several times bouncing lights in all directions,
in other words, the minimal light intensity or no light in the overall scene.
• Diffuse - a surface subset that has irregular micro-facets where lights are re-
flected in different directions.
• Specular - a surface subset with aligned micro-facets where the lights are re-
flected in a similar and few directions [17].
The lighting calculation can be achieved in two ways through the shader language
which is a simulation made on a GPU code at the surface level that makes the final
image look realistic to the human eyes.
• Per Vertex Lighting: the calculation is done in the vertex shader.
• Per Fragment Lighting: the calculation is done in the fragment shader.
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2.2.1 Illumination Types
The calculation of light in the scene can be one or more of the following types:
• Direct Illumination - Also known as the incident light, where the light hits
the surfaces from the source and is reflected to the observer/camera directly.
The calculation of the light emitted and reflected from the surfaces towards
the camera includes the shadow. The contribution of light energy makes direct
illumination a major component in the rendering process.
• Indirect Illumination - refers to the reflected light, where the light bouncing
from one object surface hits another object after traveling from the light source.
So, it consists of multiple bounces which result in higher computational cost.
However, it is considered an important part of light transport and shadowing
regions in the scene which provide more realistic images. Figure 2.3 shows how
the same scene is rendered with (a) direct light only, and (b) both direct and
indirect lights.
• Local Illumination - This type of illumination depends on the local objects
and light source (direct illumination) only. It is usually used in real-time appli-
cations due to the reduced calculation cost. It can be sufficient when the lights
have a small consideration in the application but because the light is calculated
on a local surface point and the interaction with the other surfaces cannot be
included in the scene, this lighting model can be very limited with discreet light
source.
• Global Illumination - For achieving a realistic rendering, global illumination
is essential where at any point the illumination can depend on any other point
in the scene. This lighting model includes both direct and indirect illumination
as seen in Figure 2.3 where the reflections of the light on all the surfaces in the
scene are calculated.
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Figure 2.3. The same scene rendered under the consideration of (a) direct
illumination only and (b) both direct and indirect illumination.
2.2.2 Forms of Light
In the physical world, the light is emitted from a 3D surface. In the digital world,
an approximation of the real-life light is used to reduce the computational cost, see
Figure 2.4. Listed below are the most known approximations and forms of light.
• Directional Light - This is the simplest type of light which is defined by a
direction vector. The sun is a perfect example of the directional light where
the direction of the sunlight is the same for all the objects in the scene. This
effect is obtained by assuming the sun is a point light source infinitely far away.
In many modelers, the directional light might appear as a local point that can
be moved around the scene, but the only value that is being manipulated is
actually the direction of the light and not its location. There is a limit to each
color channel intensity which is represented based on the system used in one’s
application. Some systems have an intensity limit range of [0-1] others have a
range [1-11] or it could be represented as a negative value which indicates that
the light sucks photons from the surface.
• Point Light - Define a position in space that emits light off in all directions. A
night lamp is a good example of this type of light. The light color and intensity
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can be set easily as the directional light. These lights are different from the
real-life lights in that by default the distance from the light does not affect its
brightness. Attenuation is not considered because rendering is faster as long
the light distance has a small impact on this type of light. However, a different
equation can be used to attenuate the light based on distance. For instance,
divide the intensity by the distance or the distance squared, which is how real
light works. Some systems use entirely non-physical methods but are considered
useful for artistic control of the lighting. The point light can be added in several
local areas in the scene without affecting every other lighting area.
• Spot Light - This type of light is used in order to make an object or part of
the scene the focus of attention. In real life, a theater stage light is one example
of the spotlight. This emitter relies on the position just like the point light.
However, the additional feature is controlling the cone of light that has been
formed through the angle where the spotlight ends. Also, controlling the fall
off exponent which is similar to how specular highlighting works.
• Area Light - The best form of the natural light is this form of light, but
it comes with an expensive computational cost. The real emitter could be
three-dimensional which has an area. Some systems do not have area light for
real-time because of the complexity with the rendering computations but can
be performed only using baked light-maps.
2.3 Rendering Paths
The technique, workflow, or path that used to render a lit scene are covered in
this section.
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Figure 2.4. The approximations or form of nature-world lighting in the
pixel-world of 3D systems.
2.3.1 Forward rendering
The idea of this path is to draw every object’s mesh once per light source. Then
combine each draw call by adding the color contribution of the light to the final lit
image or scene. Thus, it renders a surface where the fragment color for each pixel
is stored for the closest visible object. Figure 2.5 demonstrates how the forward
rendering works in example with four objects and four lights. In the example, (1) the
first object is rendered with the blue light on it as it influences only one object, (2)
the yellow light color contribution is influencing the first three objects, (3) the green
light, based on its characteristics, is influencing the second and third objects, (4)
the pink light is influencing the last two objects, In ordinary condition the forward
rendering will cause 16 draw calls but current engines optimization techniques are
implemented to reduce performance cost.
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Figure 2.5. A Demonstration of forward rendering where four objects have
been rendered by four different lights once at time.
This is a familiar concept in any 3D compositing background which renders dif-
ferent passes for different lights then composites them to produce the final image.
The number of draw calls increases with every single light in the scene, therefore, in
the mobile application, the number of lights is minimal with one light or baked into
textures. The forward rendering has two main passes: base pass and additional
pass where the lighting mode is defined based on the number of lights in the scene.
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The forward base pass can render one-directional light per pixel. If there are several
directional lights in the scene, the brightest one will use the base pass. However, if
the scene has no directional light, these calculations cannot be done. In addition, it
can render Spherical Harmonics (SH) lights such as light probes, global illumination,
and sky ambient. The forward additional pass also can render one directional light
per pixel that affects the object. for instance, if the scene has one directional light
and other point or spotlight, the base pass will perform the calculation for the direc-
tional light, and the additional pass will be devoted to render the additional lights
influencing the object [18,19].
2.3.2 Legacy Deferred Lighting
The problem with adding more and more lights to the scene is performance cost.
A light evaluation for the surfaces must be performed for every light added. Deferred
rendering is one solution to this obstacle. In deferred rendering instead of storing the
fragment color for each pixel of the closest visible object, other data for each pixel is
stored such as position, normal, material.
Every light point in the scene has an upper limit for the light range which forms
a sphere that can affect a volume in space, see Figure 2.6. Therefore, the surfaces
found inside the sphere are affected by this light. Each light affects a small number
of pixels on the screen which means a massive number of lights with a limited radius
can be evaluated each time. The sphere drawing informs the GPU which pixels on
the screen are covered by the light and should be evaluated. While there are variant
shapes that can be drawn such as circle, aligned rectangle, the purpose of geometry
is to test only the limited set of pixels that are potentially inside the light range.
Deferred lighting has three stages as demonstrated in (Figure. 2.7): (1) The first
stage is to render the scene into the ”Geometry Buffer” (G-Buffer) which contains
the Depth (Z-Buffer), Specular power, and Normal for each visible pixel. (2) the
second stage is to find the affected pixels for each light source in the scene, and read
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Figure 2.6. The light range in shape of sphere.
the corresponding G-buffer data, then calculate the light value, and finally store it
in the ”Light-Accumulation Buffer”. (3) the third stage is to render the scene for
the second time for each visible pixel while combining the accumulated light values
with the mesh color which is defined in the material of the object to produce the final
color, then add any ambient or incident light [19].
The deferred rendering was invented to overcome the performance latency in the
forward rendering. This type of rendering would defer the shading of the scene to the
last moment available. However, it has some drawbacks, such as difficulty rendering
transparent objects. Also, it is not flexible to have all the information passed be-
forehand onto the last stage while the renderer has been developed [17]. The Legacy
deferred lighting is different than the deferred shading discussed below.
2.3.3 Deferred Shading
Deferred shading has two stages: (1) the object in the scene is rendered into the
G-buffer while storing the object depth, diffuse color, normal in the world space,
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Figure 2.7. A visual representation of the Legacy Deferred Lighting three
stages where two meshes are available at the scene: sphere and plane floor
and how they affected by one light source.
specular color, smoothness, and emission, see Figure 2.8. (2) Find the affected pixels
for each light source, then read the corresponding data from the G-buffer to calculate
the lighting value, and store them in the light accumulation buffer. Finally, read the
G-buffer to find the mesh color based on the data stored in the first stage, then add
the accumulated light value to produce the final color of each pixel.
The basic difference between the deferred lighting and deferred shading is that
the latter does not require rendering the scene for the second time as long it is done
in the first stage where the color and other properties were not stored in the G-
buffer. Deferred shading required a graphics card with multiple render targets, and
the hardware must support shader model 3 or later and support for depth-render
texture.
These are the different types of rendering techniques or render paths that can be
used to render lighting in scenes.
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Figure 2.8. An example of different passes or data that is collected in
deferred shading and deferred lighting.
2.3.4 Ray Tracing
The ray-tracing algorithm was introduced by Whitted in 1979 [20]. For each pixel,
shoot a ”visibility ray” based on the camera direction and center of projection, see
Figure 2.9. This ray traverses the scene until it hits an object surface, which can
be represented using equations of a non-linear system. Thus, instead of tracing the
ray from the light source, it is traced backward from the viewer. The light source,
material properties, and BRDF are the elements that evaluate the lighting at the
hit point. A ray is shot from a point toward the light source direction to determine
whether the point is located in the shadow or in the light. In order to simulate the
light transport, i.e., reflection, refraction, and inter-reflection, additional rays are shot
based on the BRDF. The procedure will stop when a threshold or a stable value is
reached.
The simulation of the physically-based realistic lighting represented in shadows,
inter-reflections, refractions, etc. is the main advantage of ray tracing. However, ac-
celerating the algorithm with the current hardware is challenging due to the update of
data structures in a fully deformed geometry. Furthermore, traversal of non-coherent
secondary rays in the scene cause misses in the cache memory and high-cost perfor-
mance [21].
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Figure 2.9. Ray tracing representation where a primary ray is shot for
each pixel in the image from the camera view. When the ray hits a point
on a primitive, the lighting is evaluated by shooting more rays for each
effect: reflection, refraction, inter-reflection, shadow, and light source.
2.3.5 Path Tracing
The introduction of the path tracing algorithm and the rendering equation as
numerical solution occurred in 1986 by Kajiya [14]. Similar to the ray tracing, rays
are used for reflected light evaluation. In particular, A Monte Carlo method can
be used to evaluate a reflection on any type of material. The incoming radiance is
evaluated when reflected rays are randomly shot in several directions from the source.























Where Lr represents the reflected radiance, and the number of samples indicated





w′K) is the probability of sampling a ray from the radiance contribution.
The algorithm calculates an impartial solution of the rendering equation while
converging to the physical correct outcome. The high cost of performance is the main
disadvantage of the path tracing algorithm. The increase of taken samplesN decreases
the error of the Monte Carlo estimator at a rate of O(
√
N). Also, the user can easily
observe the noise caused by high variance errors. More improved sampling techniques
led to faster convergence of the algorithm. Monte Carlo estimator can converge faster
when the samples are distributed through p(
⇀
w′) that is round to the numerator in
equation 2.4 which is one of variance reduction technique. The key feature of variance
reduction is to transform the original integrand to a more constant function that is
easier to integrate [22,23]. The variance reduced faster when the variables are sampled
from a probability distribution with a similar shape to the function that is about to
be integrated.
A more developed algorithm of the path tracing was proposed by Lafortune and
Willems and is known as Bi-directional path tracing [24]. The procreation from the
light source (forward) and from the camera (backward) are considered equally in the
efficient version. Tracing rays is used to sample the paths from the camera and the
light sources randomly. The hit rays and geometry intersections are stored while the
shadow rays connect the light and camera paths, see Figure 2.10.
Path-tracing algorithm has been developed over the years. A Functional sampling
and reconstruction to compute values was the focal point of several research [25–
29]. Regulated path space to compute complex light paths is another presented
approach [30]. When the light path is regulated, a biased sampling is achievable even
in delta distributions [31].
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Figure 2.10. A representation of the Bi-directional path tracing algorithm
2.4 Differential Rendering and Compositing
The number of rendering passes that are required in the traditional differential
rendering is two: one involved the local model of the real environment, and the other
is merging both real and virtual objects. Doing the work twice without any change
in many regions depicting any visual effect can be a questionable approach. The use
of a single pass is a more efficient approach where the changes in lighting created by
the virtual objects are simulated directly.
According to real-world lighting conditions, we can compute the common illu-
mination between any kind of objects using a real scene model, virtual scene, and
incident light. The light traveling directly from the source to an object and is re-
flected toward an observer is known as direct illumination. The light traveling from
the source to an object and reflected toward another object is known as indirect il-
lumination. Simulation of full global illumination can involve many light bounces
between the objects before it eventually reaches the observer. The combinations of
the interactions among objects could involve any of these four possibilities: from real
objects to other real objects or to a virtual object, and from virtual objects to other
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similar virtual objects or different real objects. The composition of real and virtual
is based on differential rendering which contributes to visual realism.
Common illumination even with a precise photometric registration would not be
perfect because it is not possible to fully interpret all light interactions in the scene.
However, it would be efficient to preserve the subtle illumination effects which are
present naturally in the real scene final image. The process of allowing the real-
world illumination to be preserved is referred to as differential rendering. Fournier et
al. [32] introduced the concept, then Debevec [33] developed the formula of differential
rendering as follows.
Given the scene geometry, scene material, camera parameters, and light source,
we can compute a light simulation LR that corresponds to the original scene without
virtual objects. A second light simulation L(R+V ) can be computed after inserting the
virtual objects. Any pixels depicting virtual objects can be replaced by L(R+V ). For
all pixels depicting real objects the difference L(R+V ) − LR shows the changes that
happened to the real objects after adding the virtual objects. Then, the difference
can be added as a correction term to the camera image Lc, See Figure 2.11.
Therefore, for pixels with virtual objects Lfinal = L(R+V ), and for pixels with real
objects Lfinal = LC + L(R+V ) − LR can be interpreted as an error term to simulate
the result L(R+V ) for correction of any inaccuracies in the modeling LR of the original
scene LC . The pixels are brightened if the virtual objects indirectly illuminate them
L(R+V ) − L(R)(positive). However, the pixels are darkened if the virtual objects cast
a shadow L(R+V ) − L(R)(negative).
This rendering could be more challenging if the scene modifications provide re-
lighting which changes the light sources and how that will affect the whole scene and
not only the objects. Mainly, the idea is to remove the light source and cause the
shadow to disappear from the scene. On the other hand, adding a new virtual light
source would be applicable where the light can be linearly combined. Therefore, many
methods were enhanced and developed to accommodate real-time global illumination.
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Figure 2.11. Differential rendering combines the light of the new virtual
objects added to the scene against the physical scene representation. [3,
4, 6, 34]
Grosch et al. [35] modified photon mapping described in Jensen et al. [36] by
using a differential photon mapping render in one pass for both real and virtual
objects interaction. Every pixel of the environment map is representing a parallel
light source. Thus, before the photons are shot towards the virtual object, First,
they are uniformly distributed on a disk that has a radius perpendicular to the light
direction. Then, If the virtual object was hit by a photon, the next intersection point
is calculated using the real geometry and a negative flux is assign to that photon.
Otherwise, if the virtual object does not intersect by a photon, it can be ignored, due
to unchanged status to the light path.
Also, Grosch et al. [37] suggested a global illumination technique for indoor scenes
in real-time using diffuse materials by light probes. The representation of near-field
reflected light in the room is updated by using the direct light from outside and
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a dynamic irradiance volume. The direct lighting also used sampling and shadow
mapping. Knecht et al. [38] presented methods that combined instant radiosity uti-
lizing differential rendering that only needs one rendering pass for achieving real-time
performance in both diffuse and specular objects. Their method was extended for
handling the reflective and refractive objects, and caustic effects by assuming the real
object’s geometry is static and given.
Kan et al. [39, 40] developed a method for interactive global illumination using
photon mapping that allows caustic and reflective or refractive materials. Also, they
developed a one-pass differential rendering method in real-time by utilizing irradiance
caching. This irradiance separated real and virtual objects by analyzing both diverse
ray types and intersection situations, which could be helpful in the computing process
of differential irradiance. It is known that the real and differential irradiance are stored
in the irradiance cache record which then can be utilized on the GPU for irradiance
cache splatting. This method has some limitations regarding diffuse materials which
required precomputation stages. However, the results were reasonable for multiple
bounce global illumination [41].
Lensing et al. [42] solved the pre-computation stage of a one-bounce diffuse in-
direct lightning using reflective shadow mapping. Also, to overcome the errors of
the depth image, the method used was pure image-based with some guided filtering.
The development of differential rendering extended to mobile devices. Rohmer et
al. [43, 44] reduced the computational cost for each light using tile-based rendering,
in addition to frustum culling techniques tailored for AR systems and applications.
Monroy et al. [45] presented a similar system which works in a dynamic environment
with the ability to scan the real scene and then projected onto a two-dimensional
environment map that contains RGB+Depth data.
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2.5 Light Polarization
Any form of illumination whether natural (sunlight) or artificial (bulbs, lamps,
flares, fluorescent, fireworks, LEDs, fire, etc) produces light waves. The electric field
vectors of the light waves vibrate in every plane that is perpendicular to the propaga-
tion direction. The light is called linearly polarized (plane) if the electric field vectors
are limited to a single plane with a filtered beam using specialized materials. The
single plane receives all the waves vibrating which is referred to as plane-polarized
(plane-parallel).
Figure 2.12. An illustration for the basic concept of polarized light [3].
The human eye cannot distinguish between (1) arbitrarily oriented and polarized
light, and (2) a plane-polarized light; they can only be distinguished through the effect
of color or intensity, such as wearing polarized sunglasses to reduce the glare. Figure
2.12 provides an illustration of the polarized light basic concept where an incident
beam of light is polarized using one linear sheet filter. The non-polarized incident
light has electric field vectors which are in all directions (360 degrees) as sinusoidal
waves vibrating even though there are only six waves drawn in the figure at 60-degree
intervals. In fact, the electric field vectors of the incident light before polarization are
vibrating perpendicular to the propagation direction with an equal distribution in all
the planes [46].
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A standard physical process including absorption, reflection, refraction, scattering
(diffraction), and birefringence (double refraction) can produce a polarized light by
deviating the light beams. The reflected light from a flat insulating surface is often
partially polarized with electric vectors that vibrate in a plane parallel to the insulat-
ing surface [46]. The electromagnetic waves can be explained using the consequence
of Maxwell’s equations and material equations. As it can be seen that the plane
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Where E1, E2 are arbitrary complex scalars.
A plane-wave solution that has a restricted or reduced amplitude of vibrations
with given w,
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k has four degrees of freedom i.e. two complex scalars. Therefore, the










Any additional property is known as polarization. There are several approaches to
represent these four quantities, for instance, if the phases of E1 and E2 are identical,
then
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ey are unit vectors in x, y directions.
While E1, E2 are real amplitudes, and δ1,2 are real phases. Although two complex





x which can be described by the polarization ellipse that is
described by axes a, b orientation φ as shown in Figure 2.13.
Several applications depend on crossed polarizing filters to examine birefringence,
for instance, check for double refracting specimens using polarized optical microscopy.
The transmission axes for two crossed polarizing filters are oriented perpendicular
to each other where the light transiting through the first polarizing filter is totally
absorbed by the second polarizing filter which is called analyzer. The filter quality
of absorbing the light is the main factor that determines the amount of random light
being absorbed in case polarizing filters are used as crossed pairs, referred to as the
extinction factor of a polarizing filter. The orientation of the polarizing filters’ axes
determines the extinction factor i.e., the light ratio passing through the filter whether
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Figure 2.13. Polarization ellipse to clarify the equation variables and
properties..
they are parallel or perpendicular to each other. The maximum level of extinction
occurs when the pair of polarizing filters are perpendicular to each other, while the
different levels of extinction are exhibited at other angles [49,50]. Further discussion
about the number of polarizing filters and the amount of light passing through them
in our research is discussed in chapter 4.
2.6 Related Work of Developed Methods
2.6.1 Detection and Polarization of Incident Lights
When light hits the object surface directly from the source such as sunlight or
artificial lights it is called direct illumination also known as the incident light, see
Figure 1.1. The shadows in the final scene are influenced by direct illumination
and are a key factor for increasing realism in Augmented, Mixed, and Virtual Real-
ity (AR/MR/VR) applications. Therefore, several methods in computer vision and
graphics had been developed over the years in order to extract information about
the light source from the physical world then integrate the illumination data into the
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virtual scene. Debevec [51] developed the Image-Based Lighting (IBL) method that
uses multiple radiance maps to acquire the correct calculation of the incident light
through the variance cut algorithm. Although the material properties of synthetic
objects were calculated arbitrarily, the high cost of the sampling process was not con-
ducive to real-time [52]. Sampling techniques and algorithms have been developed
ever since where the incident lighting was spatially sampled to handle the variations
over the center point [53].
A low number of clusters denoted as Virtual Area Lights (VALs) were obtained
through texture atlas sampling of recorded direct radiance using K-means, then
grouped in several clusters integrating direct illumination onto the virtual objects [54].
When the scene has multiple lights, it can be divided into cells to sample direct illumi-
nation by finding clusters of the light sources in each cell [55]. The surface reflectance
property for several types of the light source was recovered using the inverse render-
ing method using an RGB-D sensor in indoor scene [56]. Light source position in
a single image was used to estimate the surface reflectance property which required
various coefficients that can raise the performance cost in real-time [57]. The radiance
transfer method was utilized to factor the texture color into direct illumination and
diffuse albedo color as material properties in the inverse rendering [58]. A Lambertian
surface material integrating over the upper hemisphere was assumed to estimate the
incident light source [59].
The Spherical Harmonic (SH) projection coefficients and functions were applied
for light factorization techniques to find the dominant light direction and color [60].
Gruber et al. [61] projected the visibility results in per-pixel SH functions for deferred
light estimation and rendering without instantly computing the lighting from a known
incident light source. An analytical expression for irradiance environment maps un-
der the Spherical Harmonic (SH) coefficients of lighting was developed for arbitrary
lighting distribution on diffuse surfaces of the Bidirectional Reflection Distribution
Function (BRDF), rather than relying on the graphics hardware for resources regard-
less of high-frequency shadows and specular components [62].
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An image representation of the physical scene that includes geometry and radi-
ance was used for direct illumination detection to render the final image of the AR
scene [63,64]. Multiple light sources were sampled and extracted from a hemispherical
view in each frame using variance minimized median cut algorithm. The spherical co-
ordinates (θ, φ) of the light sources were computed then placed into the corresponding
location of the ground truth on the sphere around the virtual object [65]. The com-
bination of analytic illumination and stochastic ray-traced shadows were utilized for
a ratio estimator of the incident lights [66]. The physical environment was captured
to calculate the direct illumination using ray-tracing rendering [67].
2.6.2 Simulation of Reflected lights and Global illumination
A realistic rendering addresses the indirect illumination which is a collective effect
of inter-reflections of lights between real and virtual surfaces in the final scene. Since
Keller [68] introduced Instant Radiosity in 1997, the concept was developed to replace
Virtual Point Lights (VPLs) for reflected lights approximation which is suitable with
the modern hardware that doesn’t require excessive pre-computations. Each pixel in a
reflective shadow map was assumed to be a light source, then VPLs were created with
the adaptive sampling for indirect illumination calculation. Nevertheless, generating
shadow maps for each VPL demand a high-cost of computation due to a lack of
visibility [69]. Instant radiosity combined with differential rendering can provide
plausible and realistic mixed reality scenes while maintaining a frame rate of 30fps
interactively [70]. The radiosity algorithm for diffuse lighting on the virtual object
was used to reconstruct direct and indirect illumination for reflected light simulation
in real-time [32]. The hierarchical radiosity for indirect illumination with a rough
subdivision of the scene was employed to estimate the reflected light [71].
The photon map also was used for dense estimation of indirect illumination every
time a diffuse surface was hit at ray-tracing rendering. The dense estimation had three
approaches: histogram, nearest-neighbor, and kernel, the latter was preferred due to
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reduced performance cost associated with high-quality outcome [72]. The calculation
of multiple bounces of indirect illumination was possible through Monte Carlo inte-
gration to evaluate the irradiances in cache records by shooting recursive rays into
arbitrary directions over the surface point [31]. A system with two Monte Carlo
as path-tracer to sample the cosine hemisphere on real/virtual object for indirect
illumination, while sampling a Phong lobe on virtual glossy objects only [73].
Scene geometry was reconstructed using an RGB-Depth sensor that supported
fast-updating which enabled users to interact with reflected lights in a static envi-
ronment [61]. A combination of RGB-Depth sensor and Monte Carlo sampling was
utilized for computing the reflected lighting to a known diffuse surface [56].
Global Cub Map. An environment map that is reconstructed as a cube map is
supported by many graphics cards for proper global reflections with high-resolution
on virtual objects [71]. While each pixel on the unit sphere represented an individual
direction, a cube map was used to evaluate the SH coefficient [74]. A low-resolution
cube map from the virtual object position was rendered to simulate the indirect illumi-
nation as atlas textures of that object surrounding environment [75]. A diffuse/glossy
cube map that addressed each material property was created as global environment
maps in a parallel manner for each virtual object [76].
Local Sampling. A 2D texture mapping was enabled to store a frame buffer of
a certain image of the real world while rendering the final scene [77]. A few HDR
images or environment maps were used to capture the light representing a 2D texture
or 4D surface light fields then project them onto a geometric model [78].
2.6.3 Shading Virtual Scene Surfaces
The estimation of light sources with the simulation of indirect illumination would
not be useful without integrating this information into the virtual objects by support-
ing many surface shading (BRDF) and shadowing models. A combination of most
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common models of virtual lighting in a mixed reality that includes traditional point
and directional lights with light probes were used in a novel manner to capture and
apply the lighting from the surrounding environment to the virtual scene surfaces [60].
The change in the radiance field is represented as Delta Radiance Field L∆ used
to extract the difference in illumination that bounces in the augmented scene which
adapts with global illumination and reduces computation overhead where the reflec-
tion operator represents the surface shading based on the incident light [65, 79, 80].
The associated information with the object geometric parameters such as vertices was
stored and preserved in case the surface shading normals with each vertex of polygon
due to the varying field continuous modification based on lighting and other dynamic
change [81].
2.6.4 Physical Geometric Properties of Real-Scenes
Current devices such as smartphones contain a motion tracking module estimating
device pose based on a cloud of points corresponding to the visual appearance of the
spatial features of several objects in the physical environment [82]. A mapping module
builds a 3D visual representation of the physical scene based on the stored depth
map, feature points, and estimated device poses [83]. The 3D visual representation is
received through a localization module after mapping to identify similarities between
stored and observed features points [84]. The localization module performs a loop
closure correction minimizing error for matching feature points while computing the
localized pose [85].
Simultaneous localization and mapping (SLAM) methods are incorporated in
modern devices that provide motion tracking based on the device platform [86].
SLAM features come in different forms such as concurrent odometry and mapping
(COM), visual-inertial odometry (VIO), and six DOF camera pose tracking combined
with/without inertial measurement unit (IMU) sensors to estimate the pose of the
device relative to the world over time [86, 87]. Device camera calibration with the
39
virtual camera in the virtual scene [88] allows the developers to render the virtual
objects into the real space from the correct perspective including occlusion, light esti-
mation, shading properties [89]. Every feature point that is captured provides spatial
information that could be used for both spatial and visual coherence. A full 3D re-
construction of the real world can be achieved using a depth map for feature points
and planes which contain location, color, and other data that could build some of the
real environment in the virtual space [90–93].
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3 RESEARCH DESIGN AND METHODOLOGY
3.1 Introduction
A comprehensive overview of the system components is described in this chapter
which provides an illumination model for visual coherence of augmented reality appli-
cations with dynamic environment where virtual objects appear as a part of the real
world utilizing computer vision and graphics methods. For a more organized flow, the
system’s main components are discussed separately in the following chapters which
work simultaneously in real-time. A visualized version of the overview (a flowchart)
is shown in Figure 3.1 and broken down based on each method in Figures 3.2, 3.3,
3.4, , 3.5, 3.6, 3.7, 3.8, and 3.9. Some illumination challenges with augmented reality
development and adoption are enclosed within this chapter while suggested optimiza-
tion and mitigated solutions to overcome these challenges are presented in the next
chapter. This chapter is a reprint [with minor edits] of some passages, figures, tables
and algorithms have been quoted verbatim from our published work in [1–6].
3.2 Data Inputs (Camera Feed)
The system uses two cameras; (1) AR device main camera which is what the user
see while holding or wearing the AR device, (2) 360◦ camera with live-feed feature
that is instrumented on any AR device and can see the whole physical environment
in order to capture the radiance map, See Figure 3.2.
3.3 Detection and Polarization of Incident Lights (Direct Illumination)
The physical lights reaching the 360◦ camera view is investigated through com-
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Figure 3.1. An overview of the entire system components: physics-based
light polarization, incident light detection, reflected light simulation, shad-
ing materials definition, and real-scene geometric reconstruction followed
by tracking, rendering, and interaction.
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AR device main view Live-feed 360° view
Figure 3.2. An example of both cameras feeds, while 360◦ camera read the
whole physical environment map, the AR device main view track image-
based marker and read the user current view for the final scene.
sources. The detection process is using a radiance map of the real-world environ-
ment that indicates the light sources which are updated automatically in real-time
to reflect any changes in the lighting conditions, See Figure 3.3. The false-positive
light conditions such as white surfaces, reflections, or glare that were a noise source
to our light detection algorithm are reduced or absorbed completely after the use of
polarization properties of the incident light. For the probabilities of absorbing the
light passing through each filter, see Figure 3.4 and chapter 4 for more details.
Calculate 
light location Create virtual lights
Thresholding &
median of radiance 
map histogram
Figure 3.3. Steps of the incident lights detection method consist of thresh-
olding based on the histogram median of the radiance map in order to cal-
culate the light location and create a virtual light based on that direction
in the virtual scene.
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Eliminate false-positive lights 
Polarize through 3 filtes 
(vertical, horizontal, and angular)
Figure 3.4. The 360◦ view is completely polarized for accurate detection
of the incident lights direction while reduce/eliminate false-positive lights
from reflections, white surfaces, and glares.
3.4 Simulation of Reflected Lights (Indirect Illumination)
The bouncing light between the objects and the surround is captured using two
sub-methods, see Figure 3.5. The resulting texture is rendered into the virtual object
based on the material properties. First, Global Cube Map, the panoramic HDR of the
360◦ camera is used to create the 6 faces as a 2D texture to construct a cube map
for the image-based lighting mode which can be modified while defining the shading
properties for each virtual object. Second, Local Sampling, the main camera of the
AR view device is employed to sample the region below and surrounding each virtual
object. The resulted texture is then used in IBL mode where the material property
of each object can be reflected on the objects, chapter 5.
3.5 Definition of Shading Properties
The virtual objects materials and features are defined in specific shading programs
that are created in order to meet the requirements of reading from live-feed cameras.
These characteristics are defined based on the virtual object properties which include












Figure 3.5. The reflected lights are simulated either by local captur-
ing/sampling the lights around the virtual object or by creating a cube
map for the entire environment map.
The shading features include normal mapping, transform the normal map from object-
space to the world normal, diffuse lighting/reflection, specular lighting/reflection, and
more, see Figure 3.6 and chapter 6 for detailed information.
Main textureNormal map Specular map
Fragment/vertex 
lighting mode Light efects
+ + + +
+
Shadow casng & 
plane shadow reciverImage-Based Lighting Mode 
Reflecon Refracon Fresnel
Figure 3.6. Define shading properties provide the virtual object with more
realistic outcomes, each property is then affected with direct and indirect
illumination methods above.
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3.6 Physical Geometric Properties of Real-Scenes
The physical geometrical information of the real-world environment is a support-
ing component for tracking which allows locating the virtual object without markers
and increase the realism of virtual-to-real objects interaction. The depth data from
the real world provides transforming independent acquisitions, or point clouds, into
a single-surface triangulated mesh and can be fulfilled with different algorithmic ap-
proaches. Several tools provide solutions to reconstruct the shape of an object, rang-
ing from volumetric (Marching Cube) to implicit surfaces (Screened Poisson). Our
system mainly investigates the geometric properties of real-scene including plane de-
tection, 3D surfaces reconstruction and simple meshing which are incorporated with
the virtual scene for more realistic depth interactions between the real and virtual














Figure 3.7. The physical world include ample amount of information that
can increase realism in augmented reality, the depth data in form of points
cloud is used for plane detection, surface reconstruction and mesh creation.
3.7 System Rendering
Differential rendering allows virtual objects to be augmented into the physical
scene where light source is part of the input. The final image in the 3D engine uses
the deferred shading rendering path where the scene is rendered into a G-Buffer stor-
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ing position, normal and material coefficients for each pixel. In this case, illumination
is decoupled from the object geometry into direct (incident) and indirect (reflected)
lights by performing lighting calculations in image space. The point geometries cov-
ering the light-influenced regions are rendered, while the radiance is computed in
fragment/vertex programs and accumulated by additive blending to get the final
illumination including shadows [54]. The support of modern GPUs’ computing ca-
pabilities provides two passes; one for the main light and another for any additional
lights. The augmented reality package enables the 3D engine’s multi-platform API
which implements several subsystems and functionality including depth, ray-cast, and
point cloud. Ray-cast provides methods and properties querying portions of the phys-
ical scene by casting a ray from a screen point against selected track-able planes and
feature points, see Figure 3.8.
3.8 Tracking Apparatus
For mobile implementation, motion tracking supported by ARCore is utilized to
understand where the device is relative to the physical world surrounding it through
concurrent odometry and mapping (COM) process. For PC implementation, The
positional device tracker supported by the Vuforia AR engine is used for a robust
6 degree-of-freedom (DOF) target tracking. furthermore, several modifications are
added through separate scripts to support the lighting conditions in a dynamic envi-
ronment, see Figure 3.9.
3.9 Illumination Challenges with AR Systems Development and Adoption
Designing and implementing a reliable AR system means facing technical chal-
lenges and constraints that impact the overall usability of the system and, in turn,
how well the installation actually aids the realism of virtual-real object interactions.










Figure 3.8. The plane detection method and the image-based marker
support tracking of where the virtual will be rendered in the final scene
with the correct shading properties and lighting conditions.
Ability to rotate, move, &
drag virtual objects Move camera
Move and chage 
lights direction
+ +
Figure 3.9. A dynamic environment can only achieved with the ability to
change and move objects, lights, and camera location while every fragment
and property of the virtual scene will update accordingly to fit right with
the physical world.
menting our system, as they can help to optimize current and future systems and to
provide insights on how to reduce similar problems and constraints.
3.9.1 False-Positive Lights & Polarization in Computer Vision
Although the incident light detection algorithm presented in section 4.2.1 is able
to detect the physical light sources in the real scene, false-positive lights were also
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detected from reflection, white surfaces and glares. In order to reduce/eliminate the
noise and the false information, we utilized light polarization techniques as tools of op-
timization for this challenge. The false-positive lights detected from reflections, white
surfaces, and glares are reduced or eliminated completely using physics-based light
polarization. Photography inspired the use of light polarization-based filtering [3],
see Figure 3.10.
Review. Physics-based computer vision became popular after Horn introduced
the optical models of reflection and imaging in 1975 [94]. Polarized light alters the
human perception of intensity and color; polarization-based vision information is mod-
ified based on intensity and shading. The polarization phase-based method according
to intrinsic electrical conductivity was used for classifying materials theoretical devel-
opment and application. An accurate and robust metal detection scheme was shown
in the results under different weather conditions [95].
A shape construction method also utilized the intensity of polarized light reflected
from the objects which had different refraction index based on the Fresnel theory [96].
Also, a shape reconstruction technique that used shading and polarization with one
constraint for each; a pair of light directions for shading, and a pair of polarizing
filter angles for polarization. The outcome recovered the shape, refractive indexes,
and light directions [97]. Dehazing and denoising scheme for unclear images take the
advantage of polarizing images that collected at different days to verify noise reduction
algorithm and details optimization [98]. Optimized data analysis is advanced to
capture the image under polarized conditions for single to noise ratio maximization.
The work captured images that illustrated a range of reflectance properties such
as inter-reflections, composited specular/diffuse reflection, and conductance of the
surface [99].
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Figure 3.10. An illustration of how the circular polarizing filter/Linear
(CPL) camera filter used to reduce reflections and glare [3]
3.9.2 The Use of Live-feed Video and Equirectangular Panoramas
In order to accurately detect the direction of the physical light source, we need
to consider the distortion and complete view of 360◦ camera and how that effect the
system according to the main AR device. We assumed that the 360◦ camera is instru-
mented on the AR device (smart phone, head-mounted display, DSLR camera, etc)
for an efficient camera calibration. However, an extended calculation is implemented
to overcome this challenge and optimize the detection of the direct illumination lo-
cation that is explained in details in section 4.2.3. The radiance map is basically
an equirectangular image from a 360◦ camera view. A normalization of the image
coordinates is performed to consider the live-feed camera view (front, sides, back)
faces.
Review. A high dynamic range (HDR) panoramic images captured by 360◦ cam-
eras for light detection and estimation algorithms is not a novel approach in computer
vision and graphics research. The original utilization introduced a mirror sphere in
the scene to capture almost 360◦ images [100,101], but with the current availability of
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360◦ camera with a live-feed feature, it becomes practical to instrument it on any AR
devices [1,3,4]. While others drive illumination estimation and prediction algorithms
from a large data-set of spherical panorama through a light classifier [102, 103]. The
reconstruction of an environment map through a 360◦ manual rotational motion on a
mobile device was used to capture consistent indirect illumination usually [104]. The
virtual objects were rendered using IBL while streaming Low Dynamic Range (LDR)
360◦ panoramic video as an input to build a radiance map [105]. For high-quality
lighting, a verse tone mapping was demonstrated that converts LDR to HDR input
stream [106].
Also, virtual objects were scanned inside a 360◦ video to relight environment
geometry through estimating lights and materials for each frame where the data inputs
are albedo color and lighting shading [107]. A conventional LDR 360◦ panoramic video
was used in an immersive system with a Head-Mounted Display (HMDs) as a lighting
source that illuminates the 3D virtual objects seamlessly into the live-feed video [108].
The scene radiance was measured relative to the first frame then compensated for
the error accumulation over time when closing the loop of 360◦ video by providing
a stable color adjustment in consecutive frames [64]. The real-world lighting was
captured directly from a 360◦ camera which shows the difference of light estimating
methods and the use of environment map through a panoramic video [109].
3.9.3 Sampling of Spherical Light Fields
The process of sampling a spherical view can be challenging in identifying the
light field of each light source separately. When a single light source is warped at
both end on the view in can be read as two or more light sources which can result
in fault information about the incident light affecting the entire direct illumination
model. Our system encounters light sampling challenge that is explained in detail in
section 4.2.4 where a single incident light was identified as multiple light sources.
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Review. A sample representation of light fields allowed both inward and outward-
looking views efcient creation and display. The light fields were created using a large
array of rendered and digitized images. A video camera mounted on a computer-
controlled gantry was required for the digitized images. New views can be constructed
in real-time once a light field has been created through extracting slices in the appro-
priate directions. A high sampling rate was achieved using a compression system that
was able to compress the light elds with very little loss of delity [110]. An ”object-
space” algorithm was embedded into the polygonal rendering system supporting the
primitive functionality such as the viewing and smooth shading, and allowing simple-
to-implement hybrid rendering. While less complex regions are rendered from simple
polygonal models, more complex regions are rendered from sampled spherical light
fields [111].
A sparse set of discrete light field samples on the surface of the camera sphere
around a virtual object that includes per-pixel depth information is used to develop
light field parameterization and rendering algorithms [112]. A light field rendering
technique that performed per-pixel depth correction of rays also was presented in
Todt’s work [113] that reconstructs a high-quality light field. A combination of RGB
and depth values were stored in a parabolic 2D texture for every light field sample that
was acquired at discrete positions in a uniform spherical setup. A lightweight system
with real-time feedback that captures hundreds of light fields through sampling was
provided and advanced in a rendering algorithm that was tailored to unstructured
the captured dense data [114]. These methods and algorithms were used for a full
light field reconstruction which is similar to the requirement of our system but that
only captures the location of the light source as a spatial data point in image-space
then transfers it into object-space.
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4 DETECTION AND POLARIZATION OF INCIDENT LIGHTS
4.1 Introduction
This chapter investigates the visual coherence problem in augmented reality by
developing a system that provides real-time dynamic illumination for interactive aug-
mented reality based on the virtual objects appearance in association with the real
objects and other criteria. The proposed algorithm detects the incident light
(direct illumination) in the physical scene through a live-feed 360◦ camera that is
instrumented on any AR device to capture the entire environment map using com-
puter vision techniques. The physics-based polarization properties of light are
utilized to reduce any false-positive lights from white surfaces, reflections, and glare
in the detection of incident light resulting in fewer errors based on the lighting condi-
tions. This chapter is reprint [with minor edits] of some passages, figures, tables and
algorithms have been quoted verbatim from our published work in [1–6].
4.2 Method and Implementation
4.2.1 Detection of Incident Lights
The live-feed from the panoramic 360◦ camera produces a continuous radiance
map that can be sampled efficiently. For a dynamic environment map that runs in
real-time, the luminance pixels are captured using a thresholding approach based on
topological structural analysis of 2D images. The camera feed is converted from 2D
texture to object matrix using parallel computations. An automatic threshold value
is given, the pixel is considered a point of the light source if its intensity is above
the threshold. A mask is produced that only depicts the area of light sources. The
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radiance map image is converted to a gray-scale to ensure connectivity. In order to
determine the threshold automatically, two approaches are considered:
• Calculate the median of the radiance map histogram because the temporal and
spatial variations of the real-time environment change drastically which will
affect the overall threshold value.
• The polarized light allows only a small amount of incident light to pass through.
Thus, the range of threshold is expanded significantly to a static binary value
which performs faster in real-time.
In order to reduce the noise among the sampled points, Gaussian blur is applied
before thresholding. An erosion morphological transformations were applied with a
rectangular kernel in small size to discard the pixels near boundaries of the mask,
followed by a dilation transformation with the triple-sized kernel to that used in the
erosion. The pixel’s luminance indicates the incident light in the radiance map which
was extracted as a series of regions based on their area size to define the main light
first, then the second, third light and so on. Identifying the color of light provides
more realistic illumination information which was computed based on mean color for
collective pixels in each regional area. The resulting color was more accurate when
the polarizing filters are used where the incident lights are the main concerning point




∣∣∣(Rb, Gb, Bb)− (Rp, Gp, Bp)∣∣∣ (4.1)
The intensity of the pixels also is calculated relative to the entire radiance map
which is used to determine the soft and hard shadow strength based on the light type.
The centroid of the sampled regions is converted from the screen coordinates
(x, y) to the spherical coordinates (θ, φ) using the inverse spherical projection after
54
Figure 4.1. Allocation in HDR environment map and spherical projection
concept [6]
normalization as shown in Figure 4.1 in the second step of detecting the incident













x2 + y2 and lights is the number of light detected in panoramic 360◦
view which influences the inverse spherical projection as follows:
(dw, dh) =
(
(360× 2− 1)(x− 0)
(w − 0) + 1
,
(360− 0)(x− 0)
(w − 0) + 1
)
(4.3)
Eventually, the pose of each light source (θ, φ) in the spherical coordinates is
representing with a virtual light L for several numbers of Lights as follows:











, ∀L ∈ Lights (4.4)
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On the other hand, these coordinates have a negative direction in the reverse
direction of the view as shown:
L = f(x, y, z) =
(
sinφ cos θ
π × (dh− 90)
,− cosφ





,∀L ∈ Lights (4.5)
The created lights are normalized for the 3D engine where quaternions are used
to represent the orientation or rotation of the lights. Also, When the light turns off
it can easily be deactivated. The incident lights are essential for the AR system as it
can be seen in Figure 4.2.
Figure 4.2. The final scene with and without the direct illumination
which show the importance of incident light detection for more realistic
perception.
4.2.2 Physics-based Light Polarization
Natural and artificial illumination yields light waves with electric field vectors
that lie in planes oriented in every direction that is perpendicular to the propagation
direction. The polarization of light is based on the quantum state of a photon as de-
scribed in [115,116]. Here we investigate the use of polarizing filters in order to focus
only on the genuine light sources while reducing false-positive lights from reflections
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and glares which could be mistaken as light sources. The 3D engine supports semi-
transparent objects and anti-aliasing. The illuminated pixels affect the performance
cost regardless of the number of lights.
Figure 4.3. Polarization of light waves through three filters: vertical,
horizontal, and angular in order to capture the light source only using
Malus’s Law [3]
Three polarizing film sheets are used as an initial component of the system. The
light transmitted through the first filter is vertically polarized, while if a second
polarizing filter perpendicular to the first one at a 90◦ angle is added, it absorbs
the polarized light passing the first film. However, the interesting part is that when
a third filter is placed in the middle of the previous two perpendicular polarizing
filters at a 45◦ angle, it allows some of the light to get through the last filter, see the
illustration in Figure 4.3.
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Using matrix representations we can model the different type of polarizing filters
as vectors. The vertical |↑〉 〈↑|, horizontal |→〉 〈→| , and angular |↗〉 〈↗| directions




 , |h〉 =
 0
1




Let the intensity of unpolarized light be noted as Io. The polarized light passing
through the three filters can be illustrated using Dirac notation for the photons. The




, |↑〉 = 1√
2
[|↖〉+ 〈↗|] (4.7)




, |↗〉 = 1√
2
[|↑〉+ 〈→|] (4.8)





The relation between each polarization direction and the momentum of the photon
is shown in Figure 4.4.
From the description above, it can be seen that the orthogonal and normalized
basis set represents |v〉 and |h〉, while |Θ〉 represent a vector defined by |v〉 and |h〉.




 = cos2(θ) + sin2(θ) = 1 (4.10)
58
Figure 4.4. The relation between the vertical |↑〉 〈↑| , horizontal |→〉 〈→|,
and angular |↗〉 〈↗| polarizing films.
The angular vector can be written as a linear superposition of base states for the
polarization:
|Θ〉 = |v〉 〈v|Θ〉+ |h〉 〈h|Θ〉 = |v〉 cos(θ) + |h〉 sin(θ) (4.11)
































The last polarized light is simply vertically polarized with reduced intensity. Thus,
cos2 θ is the probability for the light to pass the vertically polarizing film. The horizon-





 , Θ̂ =
 cos2(θ) cos(θ) sin(θ)
sin(θ) cos(θ) sin2(θ)
 (4.16)
Therefore, the general matrix for any filter that is rotated at an angle θ relative
to the vertical is generated as:
θ̂ = |θ〉 〈θ| =
 cos(θ)
sin(θ)
 (cos(θ) sin(θ)) =
 cos2(θ) cos(θ) sin(θ)
sin(θ) cos(θ) sin2(θ)
 (4.17)
The basic principle of matrix mechanics is used to examine the three polarizing
filters’ mathematical apparatus. The unpolarized light vibrating from the light source
is a combination of every polarization angle from 0 to π radians. The θ-polarized light









The absolute magnitude square to the probability amplitude represents the final
probability. From equation (4.18) the amount of light passing the vertical polarizing
filter is 0.5 which results from integrating every angle, and with 1
π
as the normalization














dθ = 0.5 (4.19)
As mentioned above, the vertically polarized light, when it passes through the
















dθ = 0 (4.20)
Yet, when a third 45◦ angled filter is sandwiched between the vertical and hori-

































This probability represents the whole polarized physical scene where most of the
information is lost but the incident lights in the real world can be detected in a
practical approach as shown in the next section. This concept can be utilized in
hardware manufacturing for direct illumination detection.
Another basic approach to proof the intensity of the light passing through the
three polarizing filters is to use Malus’s Law of optics which state that the intensity
of polarized light after passing a rotatable polarizing filter can be calculated using the
square of the cosine of the rotation angle from the position that provides maximum
intensity.
An important note that the angle of the light passing through must consider both
polarizing filters between the passing light. Figure 4.3 show how only the vertically





where I0 is unpolarized light and I1 is the vertically polarized wave. However,
when the light passes through the second filter with the 45◦ the intensity of light
waves are calculated as follow:























However, when calculating the intensity of the light passing through the third
horizontal filter the angle assumed to be 90◦, but that is not correct because we
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must consider the previous amount of light passing through the second angular filter.
Therefore, the angle in the third equation is actually the difference between the second
and the third angles 90◦ − 45◦ = 45◦.























As can be seen, both mathematical proofs provide us with the same amount of
intensity or probability of light passing through three filters vertical, angular, and
horizontal consecutively. The advantages and disadvantages of using polarization in
AR applications are listed in table 4.1.
Table 4.1.
Advantages and disadvantages of using polarization in AR.
Pros Cons
Produce more true color of the real
light source.
Requires additional physical resources
(Polarizing filters).
A fast and practical determination of
the automatic statistical thresholds.
Environment maps cannot be used for
indirect illumination simulation. Cube
map method is no longer a viable op-
tion.
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4.2.3 Optimized Detection of the Direct Illumination Location
The radiance map is basically an equirectangular image from a 360◦ camera view.
A normalization of the image coordinates (x, y) is performed where the width and




) so the normalized coordinates
range from 0 to 1. Then, the spherical coordinates (θ, φ) are computed where θ is
assigned to be the angle from the positive x-axis with the range 0 ≤ θ ≤ 2π and φ
is assigned to be the polar angle from Z+ in the range 0 ≤ φ ≤ π on the xy plane
as: (θ, φ) = (u× 2π, v × π). A unit vector is formed using the 3D polar coordinates
which points toward the required face of the cube or direction in the virtual world
as (x, y, z) = (r cos θ sinφ, r sin θ sinφ, r cosφ). where r is equal to one in this unit
vector. In order to find the ray direction toward the center of the virtual world
(0, 0, 0), the maximum absolute value is computed max(abs(X), abs(Y ), abs(Z)) and
each coordinate is divided by this maximum. The largest value determines whether
the sign is positive or negative, which means that if the x coordinate is equal to
+1 then the ray is pointing to the front or at the face +X in cube mapping. The
light direction from the center is known, which provides information to calculate the
distance from the center to the light source. based on which direction of the spherical
coordinates is the light source facing X±, Y±, orZ± axes, the corresponding position
in the virtual scene is assigned as follow:
f(x, y, z) =

(0.5x, ρ sin θ sinφ, ρ cosφ), for ρ = x
cos θ sinφ
(ρ cos θ sinφ, 0.5y, ρ cosφ), for ρ = y
sin θ sinφ
(ρ cos θ sinφ, ρ sin θ sinφ, 0.5z), for ρ = z
cosφ
(4.26)
The current coordinates are in 3D and located in the virtual world and have the
dimension 1×1×1 where a virtual light L among several Lights is activated to relight
the scene. However, the direction of the light needs to be relative to the 360◦ input
image. The equirectangular panorama is divided into five sections where the resulting
coordinates are modified based on point of view, see Figure 4.5. The two sections of
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Figure 4.5. The equirectangular image of 360◦ camera is divided into five
section to find the relative light source location based on the input data
from the live-feed.
A are wrapped into one section to represent any light that falls in the back face from
the point of view. While the light that hits the front face of viewpoint are confined
in section C. To simplify we can represent the light locations in the following form:
L = f(x, y, z) =

(−y,−x+ 0.5, z), for Front face
(−0.5y, 0.5x, z), for Back face
(−y,−x+ 0.5, z), for Left face
(−x− 1.75, z + 0.5, z), for Right face
∀L ∈ Lights (4.27)
4.2.4 Sampling physical light sources
In previous work, developers usually assumed there is only one main light in AR
scenes and ignore any additional lights. However, our direct illumination algorithm
detects every light source in the physical scene based on topological structural analysis
of 2D images. This creates the current challenge of having to incorporate multiple or
extended light sources. The light source that is wrapped around the 360◦ view will
have an accurate location depending on the center point of the light Kernel, see Figure
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4.6. Only one point is considered as a light source for the spherical projection in each
kernel to reduce the performance cost but as a compromise for real-time execution,
more points need to be considered in order to fix this issue of extended light sources.
Thus, two options are introduced to overcome this challenge.
Figure 4.6. Illustration of a split one light source that is detected as
two points of light sources based on the topological structural analysis of
2D images (a) original 360◦ view, (b) threshold of detected light sources
indicating the center point of each kernel, (c) final scene where the virtual
object (soccer ball) is augmented into the real world while depicting the
direct and indirect illumination.
Manually Prioritize the Most Correct Light Kernel
A default approach to managing the light angle is to manually prioritize the light
source that provides the most correct direction of the physical light in the final scene
where shadow casting from both real and virtual objects are indistinguishable. As
we can see in Figure 4.6.b one of these points can be manually chosen. A list of
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all detected lights can be available for the user to prioritize. Also, the developer
could automatically prioritize the one with the largest kernel, but that option is not
always accurate so it was ignored. Thus, the manual activation of the virtual light
corresponding to the physical/real light is more accurate and preferable, see the result
in Figure 4.6.c where the shadow casting from both real and virtual objects is the
same.
Statically Re-evaluate the light position
An alternative approach is to re-evaluate the light position using the two or more
center points of the split single light source. Figure 4.6.a illustrates how the sunlight
is split into two kernels of lights in the 360◦ using the topological structural analysis.
The average point of the two centers is re-evaluated and considered as the shared
direct light source. On the other hand, an extended area light or several point lights
on both contours is another method to re-evaluate the correct light direction. In the
experimental results, this approach was a success as shown in Figure 4.6.c but only
works in a static environment due to the performance cost with the dynamic scenes.
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5 SIMULATION OF REFLECTED LIGHTS AND GLOBAL
ILLUMINATION
5.1 Introduction
In this chapter, the simulation of the reflected light (i.e. indirect illumination)
will be described where the real world surroundings are captured and rendered into
the virtual objects in the final scene. The reflected light is defined as the inter-object
surface bouncing of light, see Figure 5.1. The indirect illumination has two separate
sub-methods that are used and tested to reduce the performance cost. This chapter
is a reprint [with minor edits] of some passages, figures, tables and algorithms have
been quoted verbatim from our published work in [1–6].
Figure 5.1. Illustration of the incident light and the reflected light differ-
ences and their interactions with the real and virtual objects [4]
The inter-reflections of lights between real and virtual surfaces are captured using
two methods.
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• Global Cube Map. The panoramic HDR of the 360◦ camera is used to create the
6 faces as a 2D texture to construct a cube map for the image-based lighting
mode which can be modified while defining the shading properties for each
virtual object.
• Local Sampling. The main camera of the AR view device is employed to sample
the region below and surrounding each virtual object. The resulting texture
is then used in IBL mode where the material property of each object can be
reflected on the objects.
The resulting texture is rendered into the virtual object based on the material
properties. In the shading process, these textures are added and updated as part of
the image-based lighting (IBL) mode.
5.2 Method and Implementation
In this section, two sub-methods are used to simulate the reflected light which
embodies the surrounding environment for each virtual object in the scene. An Em-
pirical Evaluation for both approaches was conducted in our work [4] where the system
overview was presented as in Fig. 5.2.
5.2.1 Global Cube Map.
The reflected light embodies the surrounding atmosphere where any object in the
scene must be affected by it to achieve believable realism. In this section, the 360◦
panoramic video is also used to create a cube map that will be added onto the object
shading characteristic. The number of details and HDR exposure can be changed
based on the environmental intensity and the object material.
The panoramic live stream is converted to cube maps, where a co-routine is de-
ployed to accelerate the construction at run-time. Thus, the textures are updated at
periodic intervals every 10 frames while the whole code runs at 60 frames/sec. The
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Figure 5.2. A full overview of the entire system which consists of esti-
mate incident light, simulate reflected light, and define shading property
followed by rendering and interaction [4]
spherical panoramas combine a vertical 180◦ angle viewing and a horizontal 360◦ angle
viewing. Data about the light are contained from all directions in these panoramas
which can be visualized on a sphere as comprising points. The cubic format, also
known as cube maps, has six faces to fill the entire sphere around the viewer. The
maps are created by live video feed from the 360◦ camera giving a left, back, right,
front, top, and bottom textures. The six faces have appropriate texture maps whose
area is typically arranged in a horizontal cross configuration forming an unfolded
cube. When these texture maps are folded, the view is remapped to the cube faces
that fit perfectly (See Fig. 5.3).
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Figure 5.3. Cube map faces, an illustration of how the light is going to
reflect on the virtual objects [2].
For this component, the cube map algorithms are implemented specifically for the
current system. The existent online tools that provide this feature require loading
a pre-recorded video or a single panoramic image which is not what the system is
meant to achieve. The creation of the cube map textures from the panoramic video
is about making a big box and putting it into a vertex buffer without adding texture
coordinates.
Each face of the cube textures is saved as a separate image file then collected again
in the arrangement. Each pixel in every face has a color that is calculated through
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(dx× w, py × h) C =
 px
h− py − 1
 (5.2)
After that, the edges in the wrap mode are clamped for all the components to
avoid visible seam on our textures. Minor anti-aliasing used inside filtering is applied
while the camera rotates in the scene. The final step is to generate the cube maps by
assigning these textures to our OpenGL cube map variables.
The resulting cube maps rendered in each virtual object share material that has
the same property through the shading process as a skybox to reflect the image-based
lighting mode whether it is a regular reflection, refraction, or Fresnel. Each mode and
HDR exposer can be manually manipulated as needed which is discussed in the next
chapter.
The cube map construction was developed purely for 3D engine C# which allows
reading from a live streaming video in real-time. There are many cube map tools
available but having a previous video recording or a panoramic static picture are
required for these tools [2].
5.2.2 Local Sampling.
The creation of cube maps in every frame raises the performance cost, so we
sample the region surrounding each virtual object from the view of the main camera
which depicts illumination information from a close area around the virtual object.
A similar but short version was covered in our previous work [1,4] but it was further
developed and improved to fit the local sampling approach.
Therefore, a plane attached to the virtual object is added to sample the live-video
texture of the AR main camera. A mesh filter is initialized to keep the vertices of
the mesh updated at 100 frames per second. A culling mask is used to hide the
undesirable part of the view inside the object layer.
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The mesh renderer of the background plane gets the main texture and assigns it
to the video texture. The background plane is dispatched every 10 frames per second.
Each vertex in the final mesh is transformed from the 3D world to the viewport point.
The region capturing in progress the Vuforia device orientation is modified based on
the screen orientation. Also, the local texture resolution is transformed based on the
local scale of the entire camera output texture.
A virtual camera renderer captures the target texture to set the image-based
lighting mode with that texture to define the material property of the virtual object.
The advantage of this sub-method is to sample only the local region on a specific
object instead of the whole environment. It provides a suitable outcome for diffuse
and glass materials, however, the cube map provides better results with the specular
materials.
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6 SHADING VIRTUAL SCENE SURFACES
6.1 Introduction
In this chapter, the standard graphics shading language that was adopted for
shader programming for providing several effects: characterized surfaces, volumes,
and objects. The shading process defines special data types, such as vector, matrix,
color, and normal. Several shading languages have been developed due to varieties of
3D computer graphics applications. The system used OpenGL shading language also
known as GLSL or Glslang which unifies vertex and fragment processing in a single
set of instructions which allows more conditional loops and branches. This chapter is
reprint [with minor edits] of some passages, figures, tables and algorithms have been
quoted verbatim from our published work in [1–6].
6.2 What is a Shader?
A virtual object contains vertices, vertex colors, UV data, and normal which
is rendered with material assigned based on the lighting condition and the scene
perspective. The material uses a shader with textures, colors, and other property
values. The shading process obtains these data from the virtual object materials to
draw pixels to the screen depending on its CG or GLSL code.
As known, the shader is a collective computation of the shading properties during
rendering which runs on GPU. For a realistic object, the proper level of light, darkness,
color must be considered in the final image. The virtual object consists of vertices, UV
information, and normals as part of the material features. Some of these properties
are predefined such as the objects main texture and normal map, while others can
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be updated/manipulated at the run-time like image-based lighting textures or cube
maps.
In this system, two types of shaders are used to fully define the entire shading
properties based on how the virtual objects receive the lights.
Lit Surface.
The objects that receive and reflect the lights in the virtual scene have this type
of shader which provides three passes: first forward pass for the main light, second
forward pass adds any additional lights, and the third pass for casting shadows on
other surfaces.
Also, it contains various properties such as vertex/fragment lighting mode, normal
mapping, Ambient light, Lambert diffuse, Blinn Phong specular, Fresnel, image-based
Lighting mode, Ashikhmin, Shirley and Premoze BRDF anisotropy.
Unlit Surface
The object that only casts shadows without receiving any light is assigned to this
shader. The background of the virtual scene should be hidden but must reflect the
shadow of other virtual objects. Therefore, an alpha mask is used to cut-out the
main color of the background plane to produce a transparent material looking like it
receives the shadow but nothing else.
6.3 Normal Mapping
The development of computer graphics, 3D modeling software, or the content
creation software support high poly meshes. However, in 3D engines and some gaming
devices supporting very high poly meshes can be challenging, therefore, the concept
of normal mapping was introduce to overcome this problem. Normal mapping is a
technique for lighting a 3D model with a low poly mesh as if it were a more detailed
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model. The normal mapping starts by reading the normals (x, y, z) of high poly mesh,
then baked onto a texture using three different color channels (R,G,B) known as a
normal map. A low poly mesh is used to fake the details of a high poly mesh in
the game, AR platform. When the lighting mode is changing, the fake details of the
mesh (shadow, highlights) follow that change based on the light that reacts toward
the normal maps applied on the mesh.
The normal map has two major types: world-space, object-space. If the normal
map was baked on the world-space positions of these normals, the normal map is
called a world-space normal map. However, When transforming a virtual object from
the 3D software to another platform as the game engine, the world space position
must be calculated based on the world-space normal map that was created in the 3D
software because it is challenging to know exactly where the object was placed while
baking the normal map. If the object position is changed in the game engine, there is
no way of calculating a new world-space position for those normals from the previous
world-space position where the object was created initially. Thus, in order to use the
world-space normal map, the object position in the game engine must be the same
position in the 3D software or the mesh must be static.
Nevertheless, the new world-space position can be determined from the object-
space where the model matrix can convert from object-space to world-space. The
object normal information can be read from the normal map inside the fragment
shader to read the lighting information per pixel. To conclude, the interaction between
object normals and lights can be calculated if they are in the same coordinate space
and that the main reason for simulating the illumination condition of the real world
into the virtual world in our system.
Transform the normal map from object-space to the world normal. The
normal map of an object is transfer into the world space by taking a 2D texture for
each object where the normal at a pixel is converted from the color value. Then,
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composed and normalized the tangent, bi-normal, and normal (TBN) matrix. After
that, the returned color is defined as property in the shader.
6.4 Diffuse Lighting/Reflection
According to the basic lighting model described in 2.2, the surface color is a
summation of emissive, ambient, diffuse, and specular light. In this section, the
diffuse light is explored by the basic understanding of the human vision. The object
seems visible when the light is emitted from the source. Then, it hits the object’s
surface, get reflected, and reaches the observer’s eye. The objects that do not reflect
the light or absorb it completely are invisible to the eye. Thus, in order for the surface
to be visible, it must have light-reflecting property.
Diffuse reflection is the property of rough surfaces. The ideal rough surface reflects
the light in all directions equally, but in reality, that surface does not exist. However,
Lambert-cosine law defined by Lambert [117] is used in our shader for virtual object














L light direction, (c) color, (f) diffuse factor and (a)
attenuation.
6.5 Specular Lighting/Reflection
Specular reflection is a property depicted by smooth surfaces or reflective surfaces
in the form of specular highlights or shining material. The phenomena are explained
by the law of reflection where the ”angle of incidence” i.e., the angle between the
normal and incident ray, equals the ”angle of reflection” i.e., the angle between the
normal and the reflected ray, see Figure 2.2. In the diffuse surfaces, the light reflected
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in all the directions with a cosine fall-off, but on the specular surfaces, the light is
reflected only in one direction which means it may not travel into the eye. Thus, the
specular reflection is view-port/eye dependent.
Bui Thong Phong [118] observed these phenomena where the specular highlight is
small for shiny surfaces with rapid fall-off intensity, see the object (c) in Figure 6.1.
On the other hand, the highlight is large for less shiny surfaces and falls off slowly,
see the object (a, b) in Figure 6.1. Phong adds a ”cone of reflectance” on the law
of reflection model to describe the specular reflection where the angle of the cone
defines the area of visibility of the specular highlight and the diameter of the cone
base defines the specular property of the surface material. Therefore, the intensity of
the specular reflection is defined by the angle between the eye/viewpoint vector and
reflected ray. The projection of the negative incident vector onto the normal vector
is required to calculate the specularly reflected vector with respect to the viewpoint
vector.
Figure 6.1. different specular highlights based on the surface materials,
(a) least sharper highlight or diffuse reflection, (b) sharper highlights, (c)
the most sharper highlights, or specular.
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Blinn-Phong Specular Model. Blinn [119] equation is a developed version of
Bui Thong Phong which focuses on the halfway vector
−→










V . This formula requires previous knowledge of mesh normal
(
−→
N ), light direction (
−→
L ) with world space viewpoint vector (V ), specular color (Sc),
specular factor (Sf ), attenuation (a) and specular power (Sp). In order to calculate
the halfway vector direction
−→














6.6 Image-Based Lighting Model
Image-Based Lighting Reflection. The simulated reflected light in the form of a
cube map or local 2D textures is assigned in this part where the required computation
for each type is redefined based on the texture form. The texture will stay updated
with live-feed video in real-time.
Image-Based Lighting Refraction. same as the previous description except the
received texture is bent to mimic the refraction effect. Snells law is used to represent
the refraction model:
Refraction(R) = e× i+ [(e cosi θ)−
√
1− e2(1− cos2r θ)]
−→
N (6.3)
Where (i) is the velocity of light in vacuum and (r) is the velocity of light in the
medium.
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Image-Based Lighting Fresnel. It simulates the glass and water reflection or
refraction where the viewers point of view influences the normal vector.





Figure 6.2. The effect of image-based Fresnel on the glass [2]
Ashikhmin, Shirley and Premoze BRDF Anisotropy. A function that defines
a certain pattern of how the light is going to hit a surface material such as silver or
copper, The BRDF secular reflectively model used is:
S =
√
































where (nu, nv) refer to width/height of tangent map, while (
−→
N ) is normal vector,
(
−→
h ) halfway vector, (
−→
T ) tangent vector, (
−→
B ) BiTangent vector.
6.7 Shadow Mapping
Shadow mapping is a technique for casting and generating shadows in the final
scene. Shadow mapping is based on a concept that the light has eyes, if the light can
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see the surface then it is lit, but if the light can’t see the surface it will be dark. The
light mapping is performed in two steps specified based on the 3D engine.
In the first step, the depth map of the scene is baked/created from the light’s eye
which mean render the scene form the light’s point of view instead of the camera’s
point of view. The light will be considered as a camera with a frustum that is
orthographics (square/rectangular) for the directional light, and perspective for the
point light. The z-depth after the z-test for every fragment is stored in the depth
buffer in the form of a texture refer to as light depth map texture which is different
than the depth map that is rendered by the camera. For instance, if we have a
sphere above a plane and the light is above the sphere, the first object that is being
rendered is the plane with a z-test for every fragment based on the distance from
the light which will be stored in the depth buffer. Then, the sphere is rendered
where the fragments at the smaller distance from the light. Thus, the z-depth of this
fragment will be stored in the texture first. The world space position will transformed
into the view space of the light then into the projection space of the light using the
view metric/projection matrix of the light. The projection space is transformed into
normalized device coordinates that is then transformed into texture space in order to
stored the depth map in the form of texture.
In the second step, the scene is rendered from camera’s point of view as usual
following the same rendering pipeline of the first step. For every fragment, the depth
map is drawn based on the distance from the light is checked against the sampled
depth stored in the light depth map texture. Test the z-depth of every fragment
from the light against the sampled z-depth of the light depth map texture. if the
z-depth of a fragment is greater than the sampled z-depth that means the fragment
is in the dark, while the else fragment is lit. This way. we will figure out the result of
every fragment to be drawn and mark them as (1 for lit fragment) or (0 for shadow
fragment). The 3D engine stored this complete map of 1’s and 0’s as global variable,
that will be provided in our shader to indicate which fragment is lit or in shadow.
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7 PHYSICAL GEOMETRIC PROPERTIES OF REAL-SCENES
7.1 Introduction
This chapter covers the process of transforming independent acquisitions of phys-
ical geometry, or point clouds, into a surface of triangulated mesh using localization
and mapping methods and can be fulfilled with different algorithmic approaches. The
geometric properties of real-scene including plane detection, 3D surfaces reconstruc-
tion and simple meshing are investigated to provide more realistic features for the
augmented scene into the real world. This chapter is a reprint [with minor edits] of
some passages, figures, tables and algorithms have been quoted verbatim from our
published work in [1–6].
7.2 Method and Implementation
The interaction from real-to-virtual has different requirements than the interaction
from virtual-to-real; the latter must address the real-scene geometric understanding
and depth information. In the previous sections, we can see the effects of image-based
lighting and marker tracking improving realism on the virtual objects. However, in
order to improve that outcome with a sense of occlusion and inclusion of the physical
environment into the virtual scene, geometric reconstruction of the real-scene is a
helpful tool to adopt in our system [5]. This component provides an understanding
of the real environment without building a perfect mesh reconstruction that could
reduce the real-time performance cost but is good enough to indicate the real object
locations and some features, see Figure 7.1. The virtual object only needs to provide a
feel for the existence of the real objects with a sense of lighting color for reflected light
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estimation, see Figure 7.2. The model of a physical surface goes through the scanning
device and registration process to acquire cloud points for geometric reconstructions.
(a) (b)
Figure 7.1. The real-word depth data and marker features estimation
in red for both indoor and outdoor environments with different lighting
conditions.
Figure 7.2. Physical environment reconstruction: (a) plane detection, (b)
mesh building that merges the color of the original plane for more realistic
reflected light simulation [5].
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A physical model in the process of surface reconstruction goes through scanning
device and registration to acquire cloud points in order to achieve geometric recon-
structions. A set of sample points as input with/without normal vectors estimation
is the most general approach [120]. A set of feature points obtained utilizing aug-
mented reality tool P = {p1, ..., pn} where pi ∈ R3 is transformed into screen
coordinates. The implicit geometry representations has zero set of 2D distance func-
tion F (x, y) =
√
(x2 + y2) − r to define a 1D curve with which it is easy to handle
different topologies. The goal is to find a manifold surface S ⊂ R3 that approximates
P where S = {x|d(x) = 0} with d(x) a signed distance function (SDF).
As known that the SDF of a set S in a metric space can be determined by the
distance of a given point x from the boundary of S, and the sign determines by
whether x is in S. If the value is inside S that mean the function has positive
values at points x. The value decreases if x approaches the boundary of S where
the SDF is zero, and it takes negative values if the value outside of S. However,
a reverse convention is also considered instead (i.e., negative inside S and positive
outside) [121]
It is important to note that the motion tracking provided by the AR tool is not
always accurate which makes it impossible to create homogeneous point clouds, then
reconstruct surfaces based on that, however, these points can be accurate per frame.
Thus, a Delaunay triangulation is performed on the convex hull of the points from
the actual frame in which every circumcircle of a triangle is an empty circle [122] to
provide a regular distribution of points for estimating SDF.
The neighborhood of a sample point in every relevant directions are explored
using Delaunay triangulation which even accommodates non-uniform samplings. The
tangent plane methods of Delaunay triangulation considers a dense sampling on a
smooth surface, thus the neighbors of a point in the point cloud would not deviate
too much from the tangent plane of the surface at that point. The tangent plane can
be suitably approximated by exploiting the condition of sampling the Voronoi cell of
the sample point is elongated in the direction of the surface normal at the sample
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point. The local triangulation around each point can be derived from this normal or
tangent plane information, respectively [122,123].
The direct use of SDF without Delaunay triangulation enables scanning with a
uniform grid 15 cm which is too smooth for our purposes, i.e., the vertices in the
range ±15 cm are smoothed together. The reconstructed model would cover the area
and it works great for a grid of 4 cm d(i), i = [i, j, k] ∈ R3. For reduced performance
cost, working with a grid of 2 cm was not considered.
Finally, we extract zero isosurfaces by Marching Cubes to create the mesh by
approximation of input points which results in a closed two-manifold surface. This
part of the system runs on a smart phone with support of Google ARCore features in
order to perform plane detection, mesh creation, and rough 3D surface reconstruction,
see Figure 7.3, the results of this experiment is presented and evaluated in the next
chapter.
Figure 7.3. Smart phone application to perform plane detection, mesh
creation, and 3D surface reconstruction of the real-scene geometry
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8 EVALUATION AND DISCUSSION
8.1 Introduction
This chapter evaluates the system for interactive illumination of augmented reality
in a dynamic environment, presented in previous chapters. The rendering time of
the presented system conditions and algorithms can be measured to asses the best
performance cost. The rendering process of these algorithms is compared to result in
images to asses the quality. In addition to the rendering performance and quality exact
measurements, the user perception impacts most of the evaluation of AR systems.
The result of user evaluation presents the effect of several visual features rendered by
the described system for realism perception. This chapter is reprint [with minor edits]
of some passages, figures, tables and algorithms have been quoted verbatim from our
published work in [1–6].
8.2 Initial Experiment
The primary results of our work depicted the direct and indirect illumination
instantly based on the system overview in Figure 8.1. Then, we confirmed the outcome
of the method using other lighting conditions such as white light, dim yellow light,
sunlight, the light coming from a window, and others. We also tested our system with
different scene-setting, i.e., indoor, outdoor, other objects types, or other locations.
By observing the shadow falling from the real objects compared to the shadow of the
virtual object, we could promptly evaluate the estimated incident light. The reflected
light could observe the influence on the virtual objects when a real object moved, or
when real light hit the scene immediately, see Figure 8.2.
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Figure 8.1. Initial System overview which includes the main three part
of the whole system: direct illumination estimation, indirect illumination
extraction, and shading features, also providing the rendering and inter-
action procedure [1], for clear diagram and methods see Chapter 3.
8.3 Cube Map Experiment
Multiple scenes are tested in different lighting conditions with diverse environ-
mental settings (e.g., dim yellow lamplight, white lamplight, direct sunlight, sunlight
from the window) to evaluate the visual quality and light estimation system presented
in Figure 8.3. All trials were with the dynamic video feed. Most of our evaluations
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Figure 8.2. Initial results, each case has: live 360 view, threshold mask of
direct illumination detection, final result [1]
are based on shadow observation by comparing the shadows of the real and virtual
objects in the final scene. Furthermore, the light falling and reflected on the virtual
objects is a valid indication of the similarity to the real light which exists in the real
environment. The results continued to be valid even when the lights changed, and
when the virtual objects moved, rotated, and the marker or camera moved.
Furthermore, the data feedback from 33 college students are evaluated where a
questionnaire about the final scene is presented to the subjects, see Figure 8.4. Most
of the collected data are focused on rating the objects’ realism where participants
answered on a scale from 1 (‘looks synthetic’) to 5 (‘looks real’). As many subjects
could not differentiate between the real and virtual objects, the average of the real
objects that were mistaken as virtual objects are subtracted from the original rating.
The virtual objects scored values above the average, see Figure 8.5. Participants were
also asked to provide a general opinion on the correctness of the light and shadow;
the lighting on the virtual objects has a gap greater than 39.01% while the shadow
was more believable by a difference of 18% compared with the real objects.
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Figure 8.3. An overview of the cube map experiment system including the
three components: incident light detection, reflected light simulation, and
shading materials, in addition to the rendering and interaction process [2],
for clear diagram and methods see Chapter 3.
The feedback from the shadow allocation indicates that the light detection should
provide an insight to calculate the light angle of the real objects’ shadows manually,
then compare it with the angles that the system estimated (the real object length was
7.8 cm). The difference margin in degrees was found to be insignificant as it is shown
in Table 8.1. The light was concentrated based on the area center in the threshold
where the angle computed manually is illustrated in Figure 8.6. The statistics of these
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Figure 8.4. Cube map experiment results have different lighting condi-
tions: (a) two lamps (b) one lamp and window, (c) two lamps and closed
window, (d) sunlight outdoor, (e) different angle of (b), and (f) two lamps
and window, and in each condition we can see the panoramic 360◦ view,
the threshold mask for the incident light detection, cube map faces for the
surrounding environment for the reflected illumination, the environment
map as a sphere, and final scene [2]







1.38. The average error is slightly more than a single degree which is quite accurate
considering the difficulty of selecting the center of the light. The absence of significant
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Figure 8.5. Rating of the virtual objects realism in comparison to each
other [2]
Table 8.1.
The difference (error) between the measured and estimated angles of the










Trial1 6 -127.56 -126.98 0.58
Trial2 15 27.47 26.24 1.23
Trial3 18 203.42 203.01 0.41
8.4 Local Sampling vs Global Cube Map Experiment
The developed system described in Figure 8.7 is examined through multiple scenes
with different lighting conditions and various environment settings. For further anal-











Figure 8.6. System settings and an illustration of how the measured angle
of the incident light is calculated then compared to the detected/estimated
angle using the system algorithm [5].
8.4.1 Incident Light Evaluation
Shadow observation is the most visible clue that can be used to determine the
accuracy of the incident light estimation in our experiment, in addition to the light
color and intensity of the whole scene. The shadow cast from the real objects in
comparison with the shadow cast from the virtual objects is a tangible evidence for
the estimated light angle validation. For the real objects, the angle of the physical
light is calculated manually by measuring the real object length (t) in the physical
scene, see Figure 8.6 with the aspect ratio to the shadow length (s) in six scenarios to
obtain the measured angle as θ = tan−1 t
s
. The measured angle θ then is compared to
the estimated angle φ presented in the virtual light y-axis where both angles provide
a small margin of error. Table 8.2 shows the difference between the measured angle
θ and the estimated angle φ is a reasonable value which proves that our estimation
is nearly accurate. The computed statistics of the errors combined are averaged also








Figure 8.7. A full overview of the local sampling vs global cube map exper-
iment system which consists of estimate incident light, simulate reflected
light including both algorithms: local sampling vs global cube map, and
define shading property followed by rendering and interaction [4], for clear
diagram and methods see Chapter 3.
8.4.2 Performance Evaluation
The reason for presenting two sub-methods for simulating the reflected light is to
reduce the performance cost as mentioned above. In this section, we evaluate the
performance through different scenes for both global cube maps and local sampling.
Table 8.3 shows that the number of virtual objects in each scene has a limited influence
on the performance cost. Although the local sampling reduces the performance cost
significantly, the camera render is delayed by approximately 1 ms. In order to sample
the required local area from the main view in certain regions related to the location
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Table 8.2.
Local sampling vs global cube map experiment: The error margin be-











1st 28 -167.04 -166.12 0.2
2nd 5.4 -50.19 -49.01 -1.18
3rd 15 27.47 26.24 1.23
4th 6 -127.56 -126.98 0.58
5th 18 203.42 203.01 0.41
6th 4 58.39 61.10 -2.71
of the virtual object, the performance cost has to be increased at a small fraction
compared to the enhanced performance in the update function and other aspects of
the system.
Table 8.3.
Performance evaluation for the global cube map against the local sam-
pling with different number of objects [4]
Operation
Global Cube Map Local Sampling
1 2 3 1 2 3
FPS [1/s] 6 5 4 45 40 36
Update [ms] 173.4 177.3 183.2 35.9 37.8 40.2
Input [ms] 0.04 0.05 0.07 0.05 0.06 0.06
Surfaces [ms] 4.21 4.98 5.48 4.42 4.69 4.75
Camera render[ms] 0.66 0.68 0.84 1.08 1.40 1.69
Rendering [ms] 0.03 0.04 0.05 0.04 0.05 0.06
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8.4.3 User-Feedback Evaluation
A small user study is conducted as an online survey that contains several pictures
and videos of the results in different lighting conditions. The feedback data from 33
subjects who identified as college students shows that the incident light estimation is
51.2 % more accurate than the average of faulty results. However, the angle of virtual
objects shadow scored 20.4 % higher than the estimation of the incident light. This
observation is what led to the calculation of incident light angle above, see Figure
8.8. The results from the reflected light simulation method are not the same as shown
in Figure 8.9 where the subjects are asked to evaluate which column presented more
realistic results. The sampling of local regions had 66.67 % more realistic results than


























Figure 8.8. User-feedback for the incident light estimation compared to
the shadow accuracy in the local sampling vs global cube map experi-
ment [4].
Furthermore, each object in the scene was rated based on how realistic they look
compared to the other object whether it was real or virtual. The user ranked the
object from 0 to 10 range as [”very virtual, 0”, ”virtual”, ”natural”, ”realistic”,
”very realistic, 10”]. Some users believed that some real objects were virtual by 1.5
points of the ranking which is proof that the system works. While there is a slight
misconception recognizing the virtual object from the real ones, the rating is also
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Figure 8.9. Local sampling vs global cube map experiment results where
each environment condition has: (1) 360◦ view, (2) histogram-based
thresholding, (3) cube map textures, (4) final scene of the global cube
map creation result, and (5) final scene of the local sampling [4].
influenced by that misconception. Thus, the results are re-evaluated for the final
feedback from the users based on the scene that provided the best realistic outcome
according to the subjects recommendations where all the virtual objects scores above
the average, see Figure 8.10. The reflected light sub-methods influence the shading
properties, and it seems that the global cube map creation provides more realistic
results for the metal material objects where the local sampling has a more realistic
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outcome when the materials are glass or transparent. Finally, the lighting conditions
are updated and changing in real-time accordingly, even when the object, camera, or
light are moving based on their locations.





























scene1 scene2 scene3 scene4 scene5
Figure 8.10. Evaluating the realism of the virtual objects based on the
scene environment and lighting condition in the local sampling vs global
cube map experiment [4].
8.5 Polarization Experiment
Several environments, lighting conditions, and locations are tested through the
evaluation process in order to ensure that our system presented in Figure 8.11, as
promised, has a visually coherent augmented reality scene. Some examples of the
results are presented in Figure 8.12.
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Figure 8.11. An overview of the polarization experiment system compo-
nents: Polarization of 360◦ Live-feed, detection of incident light, simula-
tion of reflected light, and creation shading property followed by rendering
and interaction [3], for clear diagram and methods see Chapter 3
8.5.1 Polarized Direct Illumination Evaluation
The shadow cast from the virtual objects is an indication of the incident light
location when it is compared with the shadow cast from the real object, as stated
in Section 8.4.1. Therefore, the basic approach of calculating the direction of the
sunlight is used in this step of the evaluation process. The real object’s shadow s
and height h provides the required inputs to calculate the angle θ that indicates
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Figure 8.12. Polarization experiment results with different lighting condi-
tions and locations where each case has: (1) original 360◦ view ”the red
circles indicate the locations of unwanted reflections and glares mistaken
with light sources”, (2) the view after polarization, (3) threshold with
minimal requirements, (4) the final image of the scene [3].
the location of the light source as θ = tan−1 h
s
. The angle of direct polarized light is
calculated manually in the physical scene. The measured angle listed then aligns with
the corresponding detected angle φ that is obtained through the methods explained in
previous sections. Table 8.4 shows the small amount of error as calculated in degrees







= 1.567. This resulting average is slightly improved
compared to the older version of our system which did not include polarization [1,2].
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Table 8.4.
Polarization experiment: the measured angle θ compared with detected










1 26 -169.13 -168.05 -1.08
2 4.3 229.15 230.06 -0.91
3 14 19.61 18.55 1.06
4 3 -120.97 -120.04 -0.93
5 16 17.32 15.2 2.12
6 7 35.52 36.45 -0.93
8.5.2 Performance Evaluation After Polarization
Global illumination has a major influence on the performance cost of an AR/MR
system. Our previous work investigated several methods that can calculate the re-
flected lights with minimal cost. These methods include cube map (CM) [2], 2D
Textures Sub-Sampling (2D) [1], and polarization (PZ) that is also compared with
the methods presented in [61,74,124] (GR12, GR14, and GR15, respectively; see Ta-
ble 8.5). The categories of interest include: (FPS) number of frame per second where
our system has achieved the required range of (30fps/60fps) for real-time execution,
(Update) describes the process of the entire pipeline in [ms], (Input) is about the
data captured through the main camera and the 360◦ view. (Tracking) is involved
with geometry reconstruction and 6-DOF camera tracking, the (Surfaces) involves
the surfaces extracted by the renderer including occlusion computation. (Render-
ing) the time used for the virtual objects rasterization, differential rendering, and the
composition of AR scenes.
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Table 8.5.
Performance evaluation compared to our previous methods: cube map
(CM), 2D textures sub-sampling(2D), with the current method polariza-




GR12 GR14 GR15 CM 2D PZ
FPS[1/s] 5.8 12.29 22.46 6 45 50
Update[ms] 172.4 81.36 44.53 173.4 35.9 32.4
Input[ms] 7.3 7.44 7.02 0.04 0.05 0.06
Tracking[ms] 11.1 10.24 10.64 2.31 1.9 1.10
Surfaces[ms] 6.69 6.69 12.6 4.21 4.42 4.56
Rendering[ms] 0.92 0.98 0.87 0.51 0.43 0.32
8.6 Real-scene Geometry Experiment
Indoor and outdoor environments with different lighting conditions are examined
to evaluate the system illustrated in Figure 8.13 from several perspectives. The
general outputs seem promising for an online AR applications—See Figures 8.14,
8.15.
8.6.1 Geometric Evaluation
A geometric comparison to the ground truth model is the approach used to eval-
uate the scene reconstruction. Although the final model is not built to create a
well-reconstructed mesh, an accuracy evaluation of the feature points is conducted on
a small-scale. The ground truth model is denoted as T and the reconstructed result
to be evaluated as R. The goal is to assess the accuracy of R which means how close
R is to T . For the purposes of this evaluation, we assume that R is itself a triangle
mesh. The reconstruction accuracy is measured by computing the distance between
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Figure 8.13. An overview of the geometric reconstruction experiment
system components: physics-based light polarization, incident light de-
tection, reflected light simulation, shading materials definition, and real-
scene geometric reconstruction followed by tracking, rendering, and inter-
action [5], for clear diagram and methods see Chapter 3.
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Figure 8.14. Geometric reconstruction experiment: output with different
scenes (a) plane detection without shading materials, (b) Plane detection,
and shading properties, (c) plane detection with a sense of lights where
objects in the shadow, (d) light and shadow changing on the objects, (e)
vertical plane detection also with the ability to place objects on them.
virtual objects [cubes, picture frame] [5].
Figure 8.15. Geometric reconstruction experiment: output with different
scenes (A) a virtual rock that depict the sunlight condition, (B) the virtual
rock from a different angle where the shading is changing based on the
perspective, (C) virtual tree branch that captures similar colorization to
the real objects around it, (D) a whole virtual tree that shows a sense of
occlusion behind the real trees [5].
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the points in R and the nearest points on T which can be on its boundary or on
a distant part of the mesh. In theory, R is considered a surface that should have
measures applied entailing integration over R, but in practice, the vertices of R are
sampled for the evaluation.
When the nearest valid points on T are determined from R, the signed distances
are computed whether the reconstruction is over- or under-estimated the true geom-
etry. The sign of each distance is set to be equal to the sign of the dot product
between the normal facing outward at the nearest point on T and the vector from
that point to the inquired point on R. The distribution of signed distances from the
vertices of R to T can be visualized to compute statistics comparing the accuracy of
the reconstruction process. The root-mean-square-error (RMSE), mean, median, and
standard deviation (STDEV) are computed against the ground truth. The results
are shown in Table 8.6.
Figure 8.16. Camera frames from the datasets [5].
8.6.2 Mobile Performance Evaluation
The global illumination in a dynamic scene in real-time impacts the performance
cost of the entire system. The previous versions of the system are investigated to
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Table 8.6.
Evaluating the geometric reconstruction experiment system using the








evaluate the total cost of each version. Some features of the system were removed or
replaced with other methods that provide the same feature to reduce the performance
cost. The system versions include cube map (CM) [2], 2D Textures Sub-Sampling
(2D) [1], physics-based polarization (PZ) [3], and geometric reconstruction of the
physical scene(GS) which are also compared with the models presented in other re-
lated work: GR12 [74], GR14 [124], GR15 [61]. Table 8.7 presents the criteria used
to evaluate the system performance such as (FPS) which refer to the number of
frame per second where the real-time range of (30fps/60fps) is achieved in the lat-
est versions of the system, (Update) reflects the time spent for the entire pipeline
process in [ms], (Input) is the data captured from the main AR view and the 360◦
view. While (Tracking) is the time taken for the geometry reconstruction or 6-DOF
camera tracking, the (Surfaces) is the renderer time to extract including occlusion
computation. Lastly, (Rendering) is for objects rasterization, rendering procedure,
and composition of the final scenes.
8.7 Optimization Experiment
The system is evaluated through several indoor and outdoor scenes with different
lighting conditions to ensure that the optimization in our system are valid and provide
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Table 8.7.
Performance evaluation comparing the previous versions of the sys-
tem: cube map (CM) [2], 2D textures sub-sampling (2D) [1], physics-
based polarization (PZ) [3], and geometric reconstruction of the physical
scene (GS), which also compared against methods from other research
(GR12 [74], GR14 [124], GR15 [61]).
Operation
Related Work Ours
GR12 GR14 GR15 CM 2D PZ GS
FPS[1/s] 5.8 12.29 22.46 6 45 50 55
Update[ms] 172.4 81.36 44.53 173.4 35.9 32.4 30.0
Input[ms] 7.3 7.44 7.02 0.04 0.05 0.06 0.07
Tracking[ms] 11.1 10.24 10.64 2.31 1.9 1.10 1.00
Surfaces[ms] 6.69 6.69 12.6 4.21 4.42 4.56 5.55
Rendering[ms] 0.92 0.98 0.87 0.51 0.43 0.32 0.31
more accurate outcomes from the older versions. Some scenes are presented in Figure
8.17 as an example. Although the total number of virtual objects in the scene is not a
crucial factor for the system evaluation, the experiment includes a calculator, a pen,
a statue, a glass, and a transparent sphere.
8.7.1 Optimized Illumination Evaluation
The real objects in the scene act as the ground truth of this experiment, the
shadow casting from the real objects is the system cue that the detection method of
direct illumination is working properly, as mentioned in Section 8.4.1. The shadow
of the virtual object is compared with the ground truth shadow in several scenes.
Thus, the approach used to calculate the angle of sunlight is utilized here to measure
the direction of incident light on the real objects. The measured angle α◦ with
comparison to the detected angle β◦ by the system is used to calculate the error
margin of the developed method. The height h and shadow length s of the real
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object are the required inputs to calculate the angle α◦ as α◦ = tan−1 h
s
. Figure 8.6
demonstrates how the angle of incident light α◦ is calculated manually in the physical
scene. The corresponding angle β◦ which is computed by the method in section 8.3
is listed aligned to the measured angle α◦. As it can be seen in Table 8.8 the error







. The resulting mean from the optimized computations
is improved slightly compared to the older version of the system which indicates a







Figure 8.17. Optimization experiment results with different lighting con-
ditions and locations where each case has: (1) original 360◦ view before
polarization (2) threshold after polarization, (3) the final image of a ren-
dered scene; Lighting conditions: (a)(b) the first location with different
camera poses (field of view), lights position, and virtual objects place-
ment, (c)(d) second location with two main lights in (c) and three lights
in (d) where the sunlight intensity coming from the window is differ based
on the blinds movement, (e)(f) the third location which clearly shows the
effect of artificial lights compare to the sunlight; virtual objects are angel
statue, transparent sphere, calculator, and pen.
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Table 8.8.
Optimization experiment: the measured angle α and the corresponding
detected angle β are listed for several scenes with different lighting condi-
tions to find the error margin of the incident light direction.
Scene Shadow s










A 15.02 -149.4 -150.2 0.8 -149.4 -149.9 0.5
B 16.48 9.7 10.6 -0.9 9.7 9.1 0.6
C 5.45 -71.5 -69.2 -2.3 -71.5 -73.0 1.5
D 6.82 -140.3 -139.5 -0.8 -140.3 -141.04 0.47
E 8.22 105.4 104.2 1.2 105.4 106.2 -0.8
F 11.32 -147.8 -146.5 -1.3 -147.8 -146.1 -1.7
root-mean-square-error (RMSE) 1.751 1.101
8.7.2 Performance Evaluation After Optimization
The performance cost is influenced by the global illumination that consists of direct
and indirect illumination. In order to evaluate the performance progress, the previous
methods developed in the system must be addressed which include: (CM) create cube
map textures for indirect illumination, (2D) capture 2D textures for reflected light
Sub-Sampling, and (PZ) polarizes the direct illumination for a preferable threshold.
The current optimization (OP) merges (2D) and (PZ) features but also improved the
computations of the direct illumination based on the point of view. The performance
of our methods are listed to show a slight improvement in the system and also are
compared with the methods presented in [61,74,124], see Table. 8.9.
The comparison criteria of interest include the following: (FPS) is the number of
frame per second where our system has achieved the required range of (30fps/60fps)
for real-time execution, (Update) refers to the entire pipeline process in [ms], (Input)
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Table 8.9.
Performance evaluation compared to our previous methods: cube mapping
(CM), 2D textures sub-sampling(2D), polarization (PZ), and optimization




GR12 GR14 GR15 CM 2D PZ OP
FPS[1/s] 5.8 12.29 22.46 6 45 50 52
Update[ms] 172.4 81.36 44.53 173.4 35.9 32.4 30.9
Input[ms] 7.3 7.44 7.02 0.04 0.05 0.06 0.07
Tracking[ms] 11.1 10.24 10.64 2.31 1.9 1.10 1.05
Surfaces[ms] 6.69 6.69 12.6 4.21 4.42 4.56 4.61
Rendering[ms] 0.92 0.98 0.87 0.51 0.43 0.32 0.25
describes the time taken to capture the data from the main camera and the 360◦
view. While (Tracking) is for the geometry reconstruction and 6-DOF camera track-
ing time, and (Surfaces) refer to the extraction time of all surfaces by the renderer
including occlusion computation. (Rendering) the time used for the virtual objects
rasterization, differential rendering, and the composition of AR scenes per frame.
Although it is not ideal to compare a Mixed Reality (MR) system with the AR
system due to the slight differences, the system is compared with the work presented
in [108] where both systems utilized 360◦ camera, see Table 8.10. As known, the MR
augments or ”records” the real world inside the user environment which by default
makes the direct illumination detection more convenient where all the information
about the final scene is available in the user’s virtual world. A similar number of
virtual objects are added in each scene for a fair comparison.
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Table 8.10.
Performance evaluation between MR360 [108] system and our system




1 2 3 1 2 3
LightDetection[ms] 22.1 23.2 24.4 25.3 27.2 29.7
Rendering[ms] 11.1 12.9 11.1 0.32 0.43 0.51
8.7.3 Collective User-Feedback Evaluation
A brief user-feedback study was conducted through an online survey that contains
several final scenes of the system results. The 39 users were identified as college
students. The collected feedback which was asking directly about the overall realism
in scenes with several lighting conditions and locations (S1, S2, S3, S4) was compared
with the feedback received from our earlier work. Figure 8.18 presents the variation
of user feedback based on the lighting condition, object materials, and locations.
The weighted mean of the results falls in the range (70%− 80%) which is above the
average. We noticed that the difference between the original work of local sampling
and polarization has a slight impact on the final scene but provides a significant impact
on the incident light detection process where the unwanted reflections and glares are
reduced dramatically. The slight impact of polarization was mainly observed on the
final color of the direct illumination which provided better perception for the users
in the final image of the current work.
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Figure 8.18. User-feedback after evaluating virtual objects realism and
the overall perception of the optimization experiment.
8.8 Implementation Requirements
8.8.1 Software Development
The software is developed in Unity 3D engine using C# language and takes into
consideration the possible exporting of the software to several platforms: PC, An-
droid, IOS, or Universal Windows Platform such as AR headsets (Microsoft HoloLens).
Following libraries are used as necessary:
• OpenCV, The Open source Computer Vision library, is used to run a quick
test for the standard computer vision functions and methods.
• OpenGL, Open Graphics Library is used to render 2D and 3D vector graphics.
The application programming interface (API) is also used to interact with a
graphics processing unit (GPU), to achieve hardware-accelerated rendering.
• Shading Language, Also known as GLSL or Glslang, which is a standard shad-
ing language used with OpenGL. It unifies the process of vertex and fragment
in a single set of instructions that allows more conditional loops and branches.
It was used to defined the shading properties of the virtual scene surfaces and
objects.
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• Adcock.Parallel, A lightweight implementation of a small subset of Microsoft’s
Parallel Extensions for .Net 3.5/4.0 that can be used with C# also.
• Vuforia, is an augmented reality software development kit (SDK) to create an
augmented reality application on mobile devices. It used with computer vision
technology to track and recognize planar images or simple 3D objects as AR
markers.
• ARCore, also an augmented reality tool that has a point cloud and plane detec-
tion feature that can support the 3D reconstruction of the real-scene geometry.
8.8.2 Hardware Description
The following hardware devices are used through this research.
Figure 8.19. Workstation setup in different lighting environments (indoor,
outdoor) for experiments validation.
• PC, Laptop. Intel R©CoreTM i7-3930k CPU @ 3.20GHz 3201 MHz, six core(s),
64.0 GB RAM, and NVIDIA GeForce GTX 970 GPU.
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• AR Main Camera, for data input device a DSLR Nikon D7200 is used to
capture the real scene and the AR marker to include the virtual scene.
• 360◦ Camera, a live-feed RICOH THETA S 360◦ is dedicated for reading the
environment maps and lighting conditions.
• Polarization, Three polarizing sheets (filters) are used to reduce reflections
and glare.
• RGB-D sensor, A Microsoft Kinect is considered to read the depth data for
additional virtual to real interactions.
• Galaxy note 10, For Mobile implementation, a device with an Android system
that accepts the minimum requirement of ARCore API level is used to capture
the final result.
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9 CONCLUSION AND FUTURE WORK
9.1 Conclusion
Photo-realistic rendering of virtual objects into the final scene that are indistin-
guishable from the real world in a dynamic environment has been one of the major
problems to be solved in computer graphics and computer vision. Correct illumina-
tion information extracted from the physical scene can be used to render augmented
objects in a scene to provide realism and proper integration of virtual objects in the
real scene. An AR scene that integrates the illumination model requires addressing
several aspects in each frame [31,39]. Dynamic illumination is a problem that studies
light transportation from the direct light sources and the light reflected from other
objects. Usually, the real-time algorithms for illumination are developed to allow fast
computation with a minimum amount of error. This thesis investigated the visual co-
herence problem in augmented reality by developing a system that provides real-time
dynamic illumination for interactive augmented reality based on the virtual objects
appearance in association with the real objects and other criteria. The proposed algo-
rithm detects the incident light (direct illumination) in the physical scene through
a live-feed 360◦ camera that is instrumented on any augmented reality (AR) device
(e.g., a handheld mobile device, a head-mounted display, or webcam camera) to cap-
ture the entire environment map using thresholding approach based on topological
structural analysis of 2D images.
The physics-based polarization properties of light are utilized to reduce any
false positive lights from white surfaces, reflections, and glare in detecting the inci-
dent lights resulting in fewer errors in lighting conditions. The system also simulates
the reflected light (indirect illumination) from surfaces while rendering the virtual
objects by implementing two separate sub-methods which result in totally different
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outcomes for the internal interaction among the real and virtual objects. The system
computes various shading properties for each virtual object in every frame. These
properties include material textures, shadows, specular and diffuse illumination, re-
flection, refraction, and Fresnel. Moreover, an improvement of the physics-based il-
lumination through polarization is presented which allows more accurate light source
estimation in AR. In order to provide a realistic sense of the physical environment,
the system geometric properties of real-scenes including plane detection, 3D sur-
faces reconstruction and simple meshing which incorporate the physical scene into the
final scene for realistic and real-time interaction between the virtual and real objects
without the use of image-based markers.
The interaction with the virtual objects, rendering, and registration methods must
work in real-time. The challenge of fully estimating the direction of incident light with
the simulation of reflected light, in addition to including shading properties can be
costly in terms of computational time. This work evaluates and improves multiple
tracks to reach an effective illumination model for AR systems and applications.
In addition, optimization strategies were developed to overcome some design and
implementation challenges encountered in our system. For instance, the enhancement
of incident light detection under the consideration of 360◦ camera view distortion while
reading the environment map; and prioritization of the lights when a single extended
light is detected as multiple lights due to sampling of spherical light fields. Augmented
reality systems and applications are still under investigation and development and our
system also has the potential for improvement.
9.2 Future Work
The following is a list of some possible future extensions of our work.
• Light estimation based on the device’s pose and 3D geometric fea-
tures.
Detection of the incident light is an essential feature to obtain a perfect light for
115
any environment. The current method studies the light based on color bright-
ness and topological structural analysis of 2D images. Thus, An inclusion of
3D geometric features with robust simultaneous localization and mapping, or
SLAM will increase the photo-realistic perception for our final scene.
• Adopt additional physical features and sensors.
The effect of light polarization was so satisfactory that it makes us think about
adopting additional physics-based features or sensors such as light detection sen-
sor or infrared sensor and how they can be engineered into our system in order
to reduce light computation time and reduce the overall cost of performance.
• Support physics shading properties
Although our system supports reflection, refraction, and shadowing, other shad-
ing properties would increase the photo-realism perception of the final scene.
The ability to simulate underwater caustics and refractive caustics of glass would
provide a more realistic output. Some algorithms use aggressive assumptions
about good candidates for caustics using backward Monte Carlo ray tracing
which provides low computational cost. The result usually is not physically
correct but mimics the real caustic’s look and behavior with convincing effect.
• Supporting dynamic physical tracking for real objects
Although the system supports dynamic scenes where the lights, camera, and
AR devices can move freely, the virtual objects can also move anywhere in the
scene. However, tracking of moving real objects such as people in the scene
needs some improvement which can include human-gesture tracking and other
features.
• Implement the system entirely on GPU for low-cost performance
A complete GPU implementation of this system gives even better visual quality
and improves the performance cost in general. A high-level shading language
will allow moving all these computations to the GPU. Calculating some physics
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and shading features per-pixel instead of per-vertex enhances the overall visual
coherence with higher quality and decouples the effect of geometric complexity.
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[55] Petr Vévoda and Jaroslav Křivánek. Adaptive direct illumination sampling.
In SIGGRAPH ASIA 2016 Posters, SA ’16, pages 43:1–43:2, New York, NY,
USA, 2016. ACM.
[56] Edward Zhang, Michael F Cohen, and Brian Curless. Emptying, refurnishing,
and relighting indoor spaces. ACM Transactions on Graphics (TOG), 35(6):174,
2016.
[57] Kenji Hara, Ko Nishino, and Katsushi Ikeuchi. Determining reflectance and
light position from a single image without distant illumination assumption. In
null, page 560. IEEE, 2003.
[58] Thomas Richter-Trummer, Denis Kalkofen, Jinwoo Park, and Dieter Schmal-
stieg. Instant mixed reality lighting from casual scanning. In Mixed and Aug-
mented Reality (ISMAR), 2016 IEEE International Symposium on, pages 27–36.
IEEE, 2016.
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