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Abstract
We study a cutting-plane method for semidefinite optimization problems, and supply a proof of the method’s convergence, under a
boundedness assumption. By relating the method’s rate of convergence to an initial outer approximation’s diameter, we argue the
method performs well when initialized with a second-order cone approximation, instead of a linear approximation. We invoke the
method to provide bound gaps of 0.5-6.5% for sparse PCA problems with 1000s of covariates, and solve nuclear norm problems
over 500 × 500 matrices.
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1. Introduction
We study decomposition schemes for semidefinite optimiza-
tion problems (SDOs) of the form:
min
X∈Rn×n
〈C, X〉
s.t. 〈Ai, X〉 = bi, ∀i ∈ [m], X  0.
(1)
Problem (1) is tractable from a traditional complexity theory
perspective, because we can solve it to -optimality in poly-
nomial time via interior point methods (IPMs); see Ramana
[18] for a complete characterization of the complexity of SDOs.
However, it is notoriously difficult to solve in practice, because
IPMs memory requirements scale at a demanding rate. Indeed,
state-of-the-art SDO solvers such as MOSEK cannot solve con-
strained instances of Problem (1) with n > 250 variables on a
standard laptop, and it is optimization folklore that there is a
gap between SDOs theoretical and practical tractability.
Motivated by the demanding memory requirements of IPMs,
a stream of literature studies inexact methods for SDOs, which
replace the semidefinite constraint with weaker yet less com-
putationally demanding constraints. This approach was first in-
vestigated by Kim and Kojima [12], who observed that relaxing
a positive semidefinite constraint to the weaker constraint that
all 2 × 2 minors of a matrix are positive semidefinite yields a
second-order cone (SOC)-representable outer approximation of
the positive semidefinite (PSD) cone.
In a related line of work, Krishnan and Mitchell [14] pro-
pose applying Kelley [11]’s cutting plane method to generate
an improving sequence of outer approximations of the posi-
tive semidefinite cone. Their approach converges whenever the
feasible region is bounded, albeit exponentially slowly in the
worst-case. Unfortunately, in [14]’s implementation, Kelley’s
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method performs poorly in practice and often provides weaker
bounds than those obtained by enforcing SOC-representable
2 × 2 minor constraints, as found empirically in [21, 1].
From a traditional complexity theory perspective, the slow
rate of convergence of Kelley [11]’s method is unsurpris-
ing. Indeed, SDOs cannot be approximated arbitrarily well
using polynomially-sized linear optimization problems (LOs)
[5, Proposition 3], and therefore any LO-based cutting-plane
method for SDOs converges exponentially slowly in the worst-
case. However, there are numerous examples of cutting-plane
methods with slow worst-case rates of convergence which
nonetheless successfully solve large-scale problems in prac-
tice [see 6, 9, 4, and references therein]. Moreover, optimiz-
ers widely believe that there is a gap between the observed and
worst-case performance of cutting-plane methods [see 16, Sec-
tion 5.2]. Therefore, a slow worst-case rate of convergence does
not preclude Kelley’s method from performing well in practice.
1.1. Our Contributions
In this paper, we provide a different perspective on Kel-
ley’s method than the traditional complexity theory perspective.
By bounding the number of iterations required to obtain an -
feasible solution to Problem (1), we establish that the method’s
worst-case performance depends explicitly on the diameter of
an initial outer approximation of the problem, and argue that
this dependence also appears in practice.
By examining this worst-case bound, we diagnose why exist-
ing implementations of Kelley [11]’s method do not scale well
in practice. Namely, they are initialized with LO-representable
outer approximations of the PSD cone, which do not capture its
inherent nonlinearity. Indeed, as we establish in Section 2, the
diameter of an LO-representable approximation grows linearly
with n · tr(X), and therefore the rate of convergence of Kelley’s
method (under this initial approximation) depends upon n·tr(X).
After observing that Kelley’s method performs poorly in both
theory and practice with an LO-representable initial approxi-
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mation, we propose initializing Kelley’s method with a SOC-
representable approximation. We establish that (a) the diameter
of this approximation grows at the slower rate of tr(X), and (b)
initializing a cutting-plane method with a SOC approximation
performs better in both theory and practice.
Finally, we apply Kelley’s method to two problems from
the machine learning literature: sparse principal component
analysis (PCA) and nuclear norm minimization. For sparse
PCA, we demonstrate that initializing Kelley’s method with an
SOC-representable feasible region provides bounds which are
comparable with the SDO-representable bound of d’Aspremont
et al. [7], and successfully supplies near-exact bounds for prob-
lems with 1000s of covariates. For nuclear norm minimization
problems, we reformulate the nuclear norm in terms of its dual
norm, and invoke this reformulation to derive a new class of
cutting-planes. Moreover, we demonstrate that combining Kel-
ley’s method with this class of cuts scales better than IPMs for
nuclear norm minimization problems.
1.2. Structure
The rest of this paper is laid out as follows:
• In Section 2, we study two outer-approximations of Problem
(1): a linear approximation and a second-order cone approxi-
mation. We also supply bounds on the distance between these
approximations and the original problem.
• In Section 3, we present an outer-approximation method for
solving Problem (1) to certifiable optimality, and supply a
proof of its convergence. Furthermore, we establish that the
worst-case rate of convergence depends explicitly on the di-
ameter of the initial feasible region.
• In Section 4, we present numerical results demonstrating that
the outer-approximation method is competitive with state-of-
the-art methods for both sparse principal component analysis
and nuclear norm minimization problems.
1.3. Notation
We let nonbold face characters such as b denote scalars, low-
ercase bold faced characters such as x denote vectors, upper-
case bold faced characters such as X denote matrices, and calli-
graphic uppercase characters such asZ denote sets. We assume
that matrices X are symmetric, unless stated otherwise. We let
[n] denote the set of running indices {1, . . . , n}. We let e denote
a vector of all 1’s, 0 denote a vector of all 0’s, and I denote the
identity matrix, with dimension implied by the context. We let
S n+ denote the n × n positive semidefinite cone.
We also use an assortment of matrix operators. We let ‖ · ‖∗
denote the spectral norm of a matrix, 〈·, ·〉 denote the Euclidean
inner product between two matrices, ‖ · ‖F denote the Frobenius
norm of a matrix, and ‖ · ‖σ denote the singular value norm of
a matrix; see Horn and Johnson [10] for a general theory of
matrix operators.
Finally, we let D(X) denote the diameter of a set X, i.e.,
D(X) = sup
x,y∈X
‖x − y‖ ,
where ‖ · ‖ is the l2 (Frobenius) norm for vectors (matrices).
2. Two Outer Approximations of the PSD cone
In this section, we introduce two outer approximations of the
positive semidefinite cone, bound the diameters of the approx-
imations, and propose two classes of separating hyperplanes
which iteratively refine the approximations.
2.1. A Linear Outer Approximation
The following problem is a valid relaxation of Problem (1),
which is LO-representable [see 17, Table 1]:
min
X∈S n 〈C, X〉
s.t. 〈Ai, X〉 = bi, ∀i ∈ [m],
Xi,i ≥ 0, ∀i ∈ [n],
Xi,i + X j, j ± 2Xi, j ≥ 0, ∀i ∈ [n],∀ j ∈ [n].
(2)
In Section 3, we will iteratively improve the quality of outer
approximations of SDOs, such as Problem (2), by adding cut-
ting planes, and prove that any limit point of this procedure
solves Problem (1). As Section 3’s proof of convergence relies
on a compactness argument, which in turn rests on the bounded-
ness of the initial feasible region, we now prove that imposing
the constraint tr(X) ≤ T in Problem (2) ensures that all feasible
solutions are contained within a convex, compact set.
Proposition 1. Let there exist a T ≥ 0 such that all solutions
to Problem (1) are bounded in trace norm by T , i.e., tr(X) ≤ T.
Then, the solutions to Problem (2) form a convex, compact set.
Proof. The boundedness of the set follows because:
n∑
i=1
n∑
j=1
∣∣∣Xi, j∣∣∣ ≤ n∑
i=1
n∑
j=1
1
2
(Xi,i + X j, j) ≤ n · tr(X) ≤ nT.
Therefore, Problem (2)’s feasible region is a polytope (i.e., a
bounded polyhedron) and the result holds.
A corollary of Proposition 1 is that ‖X‖F ≤ nT , because
‖ · ‖2 ≤ ‖ · ‖1. Consequently, the set of feasible solutions to
Problem (2) has a diameter of D(X) ≤ 2nT .
Unfortunately, while Problem (2) is a very tractable outer
approximation, various authors [21, 1] have observed that it
poorly approximates Problem (1) in practice. Motivated by
these observations, we now argue that Problem (2) should not
be used as an initial outer-approximation for a cutting-plane
method, because it is dominated by an equally tractable yet
much tighter nonlinear approximation. To this end, we now
bound the degree to which solutions to Problem (2) violate the
constraint X  0, in terms of tr(X), and demonstrate that (2) of-
fers poor constraint violation guarantees, since the worst-case
value of λmin(X) grows in magnitude with n:
Proposition 2. Let X ∈ Rn×n be a feasible solution to Problem
(2) such that tr(X) = T is held constant. Then,
λmin(X) ≥ Tn −
T
√
(n3 − 1)(n − 1)
n
≥ T
n
− nT.
2
Proof. By Proposition 1, we have that tr(X2) ≤ n2T 2. There-
fore, the result follows from the eigenvalue-trace bound [see 22,
Theorem 2.1], which requires that for any matrix X ∈ S n
λmin(X) ≥ tr(X)n −
√
(n − 1)
(
tr(X2)
n
− tr(X)
2
n2
)
.
Note that this inequality is tight in the absence of further prob-
lem structure [see 22, Theorem 2.1].
Proposition 2 demonstrates that even if the optimal choice of
X is bounded in trace norm by a constant, the quality of Prob-
lem (2)’s approximation degrades with n. This result explains
why various authors [21, 13, 1] have found that Problem (2)
poorly approximates Problem (1) in a high-dimensional setting.
We now present a SOC-representable outer approximation of
Problem (1), and establish that it enjoys more attractive worst-
case guarantees than a linear outer approximation.
2.2. A Second-Order Cone Outer Approximation
The following problem is a valid relaxation of Problem (1),
which is SOC representable [see 12]:
min
X∈S n 〈C, X〉
s.t. 〈Ai, X〉 = bi, ∀i ∈ [m],∥∥∥∥∥∥
(
2Xi, j
Xi,i − X j, j
)∥∥∥∥∥∥
2
≤ Xi,i + X j, j, ∀i ∈ [n], ∀ j ∈ [n].
(3)
We now relate the diameter of Problem (3)’s feasible region to
a trace constraint:
Proposition 3. Let there exists a T ≥ 0 such that all feasible
solutions to Problem (1) are bounded in trace norm by T , i.e.,
tr(X) ≤ T,∀X ∈ X. Then, Problem (3)’s feasible region is
bounded in Frobenius norm by T , i.e., ‖X‖F ≤ T,∀X ∈ X.
Proof. The 2×2 minor constraints in Problem (3) are equivalent
to requiring that X2i, j ≤ Xi,iX j, j. Therefore, this result follows
directly from the observation that:
‖X‖2F =
n∑
i=1
n∑
j=1
X2i, j ≤
n∑
i=1
n∑
j=1
Xi,iX j, j = tr(X)2 ≤ T 2.
We now bound the degree to which solutions to Problem (3)
violate the constraint X  0, and establish that Problem (3)
enjoys better constraint violation guarantees than Problem (2):
Proposition 4. Let X ∈ S n be a feasible solution to Problem
(3) such that tr(X) = T. Then
λmin(X) ≥ 2Tn − T.
Proof. The result follows from observing that tr(X2) ≤ T 2, and
invoking the eigenvalue-trace bound. The bound is tight in the
absence of additional problem structure [22, Theorem 2.1].
Observe that Proposition 4’s bound holds upon relaxing
tr(X) = T to tr(X) ≤ T , as the later constraint is equivalent to
writing tr(X) = t for some t ∈ [0,T ], and Proposition 4’s bound
is minimized over t ∈ [0,T ] by setting t = T .
Two important instances of Proposition 4’s bound arise in
correlation matrices where Diag(X) = e and spectraplex matri-
ces where tr(X) = 1. In these cases:
λmin(X) ≥ 2 − n, and λmin(X) ≥ 2n − 1,
respectively. Indeed, imposing the constraint tr(X) = 1 in Prob-
lem (3) provides a dimension-independent violation bound,
while imposing the same constraint in Problem (2) yields a
bound of the order 1n − n.
The worst-case value of λmin(·) is n times smaller in Problem
(3) than Problem (2). Therefore, we have established that Prob-
lem (3) is a tighter approximation than Problem (2). As opti-
mizers widely believe that LOs and SOCPs are equally tractable
in the age of modern IPMs, we will use Problem (3) as an ini-
tial approximation when developing a cutting-plane method in
Section 3, and not consider Problem (2) for the rest of the paper.
2.3. Two Classes of Separating Hyperplanes
We now present two classes of separating hyperplanes which
allow us to improve the outer approximations presented in
Problems (2)-(3). Our first class of separating hyperplanes rests
on an almost tautological result, namely:
Proposition 5. The following two constraints are equivalent:
X  0,
〈X,Y〉 ≥ 0, ∀Y ∈ S n+ : ‖Y‖∗ ≤ 1.
Proof. The result follows from the self-duality of S n+.
For a given Xˆ, Proposition 5 yields an extreme ray Y(Xˆ) ∈ S n+
in O(n2) time via the power method, see [10]; namely
Y(Xˆ) = yy>, where y = arg min
x:‖x‖2=1
x>Xˆx.
Moreover, Y either verifies membership of Xˆ ∈ S n+ if〈
Xˆ,Y
〉
≥ 0, or provides a separating hyperplane such that〈
Xˆ,Y
〉
< 0 and 〈X,Y〉 ≥ 0 for any feasible X ∈ S n+. We re-
fer to this class of cuts as “trailing eigenvalue cuts”.
The next class of separating hyperplanes is derived from a re-
formulation of the PSD cone which is, to our knowledge, new:
Proposition 6. The following two constraints are equivalent:
X  0,
〈X,Y〉 ≤ tr(X), ∀Y ∈ S n+ : ‖Y‖σ ≤ 1.
Proof. The first constraint is equivalent to requiring that
‖X‖∗ ≤ tr(X),
because X  0 if and only if λmin(X) ≥ 0. Moreover, all eigen-
values λi(X) are non-negative if and only if the singular values
3
σi(X) are such that
∑
i σi(X) ≤ ∑i λi(X), since σi(X) = |λi(X)|
for any symmetric matrix X; see [10, 2.6.P15]. Thus, the result
follows from the duality of the spectral and nuclear norms.
The following proposition demonstrates that an extreme ray
of Proposition 6’s reformulation of the PSD cone is given via a
singular value decomposition (SVD):
Proposition 7. Let X ∈ S n be a symmetric matrix. Then, an
optimal solution to the problem
max
Y∈S n:‖Y‖σ≤1
〈X,Y〉
is given by setting Y∗ := UU>, where X := UΛU> is a singular
value decomposition of X.
Proof. Let λi denote the eigenvalues of X, and σi = |λi| denote
the singular values of X. Then, the result follows from observ-
ing that (1), by Ho¨lder’s inequality:
〈X,Y〉 ≤ ‖X‖∗‖Y‖σ, ∀X,Y ∈ S n,
because the spectral norm is dual to the nuclear norm, and (2)
Ho¨lder’s inequality is tight when Y = Y∗, because ui ⊥ u j, ∀i ,
j and therefore 〈X,Y∗〉 = ∑ni=1 |λi| = ∑ni=1 σi = ‖X‖∗.
Observe that Y∗ either verifies membership of Xˆ ∈ S n+ if〈
Xˆ,Y
〉
≤ tr(Xˆ), or provides a separating hyperplane such that
〈X,Y〉 > tr(Xˆ) and 〈X,Y〉 ≤ tr(X), ∀X ∈ S n+. We refer to this
class of separating hyperplanes as “nuclear norm cuts”.
Pros and Cons of The Two Separation Oracles
In this section, we restated a well-known separation oracle
for the PSD cone, and derived a new separation oracle. Con-
ceptually, both oracles are similar, as they both rest upon semi-
infinite reformulations of the positive semidefinite cone. How-
ever, they admit practical differences. For a matrix X with k
negative eigenvalues, the trailing eigenvalue oracle provides k
orthogonal separating hyperplanes, while the nuclear norm or-
acle only provides one hyperplane. Moreover, as observed by
Permenter and Parrilo [17], k trailing-eigenvalue cuts can be
aggregated into a single nonlinear cut, which ensures that X is
positive semidefinite on the subspace spanned by all k trailing
eigenvectors, by imposing a k × k semidefinite constraint [17].
In spite of the aggregate power of trailing-eigenvalue cuts,
nuclear norm cuts may sometimes be preferable. Indeed, while
imposing trailing-eigenvalue cuts sometimes causes the multi-
plicity of X’s smallest eigenvalue to increase [21], nuclear norm
cuts penalize the absolute sum of all n eigenvalues, rather than
the worst-case eigenvalue, and therefore do not have this de-
fect. Moreover, as we show in Section 4.2, nuclear norm cuts
minimize the nuclear norm of a matrix in the problem’s origi-
nal space, while trailing eigenvalue cuts can only be applied to
nuclear norm minimization after reformulating the problem in a
higher-dimensional space, which is inefficient. We summarize
the advantages and disadvantages of both cuts in Table 1.
Table 1: Summary of advantages (+)/ disadvantages (−) of the cuts.
Cut Characteristics
Trailing EV
(+) Each cut generated in Ω(n2) time
(+) Multiple cuts per iterate
(+) Cuts can be aggregated
(−) Aggregating cuts is expensive
(−) Models nuclear norm in extended space
Nuclear Norm
(+) Penalizes trailing eigenvalue clustering
(+) Models nuclear norm in original space
(−) Each cut generated in Ω(n3) time
3. An Efficient Algorithmic Approach
In this section, we present an efficient numerical approach
to solve Problem (1). Our approach is an outer-approximation
strategy, which takes a tractable SOC-representable approxima-
tion of the original problem, and iteratively improves the ap-
proximation by adding cutting planes.
3.1. A Cutting-Plane Method
The previous section presents tractable outer-approximations
of Problem (1) and demonstrates that these approximations can
be iteratively improved by adding cutting planes. Consequently,
a valid numerical strategy for solving Problem (1) is the cutting-
plane method, which was originally proposed by Kelley [11]
under an assumption that the problem’s feasible region is poly-
hedral. The cutting-plane method replaces the constraint X  0
with infinitely many linear constraints of the form f (X,Y) ≤ 0,
which must hold for each Y in some convex setY. Specifically,
f (X,Y) = − 〈X,Y〉 ≤ 0,∀Y ∈ Y = {Y ∈ S n+ : ‖Y‖∗ ≤ 1} (4)
for trailing eigenvalue cuts and
f (X,Y) = 〈X,Y − I〉 ≤ 0,∀Y ∈ Y = {Y ∈ S n+ : ‖Y‖σ ≤ 1} (5)
for nuclear-norm cuts. After performing this reformulation,
the cutting-plane method iteratively minimizes over outer-
approximations of Problem (1), which are given by imposing
finitely many constraints of the form f (X,Yt) ≤ 0,∀t ∈ [T ].
These approximations are iteratively improved by (a) mini-
mizing over them to obtain optimal but infeasible iterates Xt,
and (b) refining them by adding a constraint corresponding to a
most violated Y at Xt, Yt, where
Yt = arg max
Y∈Y
f (Xt,Y).
This numerical strategy yields a sequence of optimal but in-
feasible iterates, until some iterate Xt is -feasible, i.e.,
f (Xt,Yt) ≤ 
at which point the method terminates with an optimal and -
feasible solution. We present this strategy in Algorithm 1.
We now prove that Algorithm 1 converges. Proofs of con-
vergence for cutting-plane methods rely on compactness argu-
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Algorithm 1 Outer-approximation scheme
Require: Feasibility tolerance 
t ← 1
repeat
Compute Xt+1 solution of
min 〈C, X〉
s.t. 〈Ai, X〉 = bi, ∀i ∈ [m], f (X,Yi) ≤ 0, ∀i ∈ [t − 1],∣∣∣∣∣∣∣∣∣∣ ( 2Xi, jXi,i − X j, j
) ∣∣∣∣∣∣∣∣∣∣
2
≤ Xi,i + X j, j, ∀i ∈ [n], ∀ j ∈ [n].
Compute Yt+1 solution of maxY∈Y f (Xt,Y).
Impose constraint f (X,Yt+1) ≤ 0.
t ← t + 1
until f (Xt,Yt) ≤ 
return Xt
ments, which can be established by bounding Problem (3)’s fea-
sible region. To supply a proof of convergence, we require:
Assumption 1. All feasible solutions to Problem (1) are con-
tained within a convex set X, such that tr(X) ≤ T,∀X ∈ X.
Assumption 1 is often satisfied naturally. For instance, the
trace of X is constrained in SDO relaxations of binary quadratic
and sparse principal component analysis problems. Alterna-
tively, Assumption 1 can be satisfied by imposing the big-M
constraint tr(X) ≤ M for a large positive number M.
Our proof of convergence also rests on the requirement that
the functions f (X,Yt) are Lipschitz continuous, i.e., there ex-
ists a Lipschitz constant L such that for any feasible X1, X2 in
Problem (3) and any separating hyperplane Y,
| f (X1,Y) − f (X2,Y)| ≤ L‖X1 − X2‖F .
This holds for both cuts outlined previously, by combining the
Cauchy-Schwarz inequality with norm equivalence. Indeed,
| f (X1,Y) − f (X2,Y)| ≤ ‖X1 − X2‖F‖Y‖F = ‖X1 − X2‖F
for trailing eigenvalue cuts and
| f (X1,Y) − f (X2,Y)| ≤ ‖X1 − X2‖F‖Y − I‖F ≤ 2
√
n‖X1 − X2‖F
for nuclear norm cuts. We now state our main result:
Theorem 1. Suppose that Assumption 1 holds and the separa-
tion oracle in Algorithm 1 is exact. Let Xt be a feasible solution
returned by the t-th iterate of Algorithm 1, where
t ≥
(LT

+ 1
)n2
L is the Lipschitz constant and T is the aforementioned trace
bound. Then, Xt is an optimal and -feasible solution to Prob-
lem (1). Moreover, any limit point of {Xt}∞t=1 solves (1).
Remark 1. Note that the sequence of iterates {Xt}∞t=1 need not
converge to a single solution X∗. For instance, there could be
multiple optimal solutions and multiple subsequences of
{
Xt
}∞
t=1
which each converge towards different minimizers. However, if
Problem (1) admits a unique optimal solution and Assumption
1 holds then {Xt}∞t=1 converges to the unique optimal X∗.
Remark 2. An alternative to Assumption 1 is to regularize the
objective with a strongly convex term 1
γ
‖X‖2F for some γ > 0.
This term ensures the boundedness of a cutting-plane method’s
iterates without Assumption 1, by making the objective function
coercive. Moreover, it guarantees that Algorithm 1 converges to
the unique optimal X∗, because the regularized problem admits
a unique optimal solution [see 3, Proposition 1.1.2].
Proofs of convergence of general cutting-plane methods have
been supplied by a number of authors since the work of Kelley
[11]; see for instance [3, Section 7.5.3], [16, Section 5.2]. To
keep this paper self-contained, and make explicit Theorem 1’s
dependence upon Assumption 1, we now supply a proof of con-
vergence; essentially due to [16]:
Proof. Suppose that at some iteration k > 1, Algorithm 1
has not converged. Then, we have that f (Xk,Yk) > , but
f (Xk,Yi) ≤ 0,∀i < k, which implies that
 < f (Xk,Yk) − f (Xi,Yk) ≤ L‖Xi − Xk‖F ,
where the second inequality follows by Lipschitz continuity.
Rearranging the above inequality implies ‖Xi − Xk‖F > L , i.e.,
Algorithm 1 never visits any ball of radius L twice. Moreover,
by iteration k, Algorithm 1 has visited non-overlapping balls
with combined volume
k
pi
n2
2
Γ( n22 + 1)
(

L
)n2
,
and these balls must be centered at feasible points, i.e., con-
tained within a ball of radius T + L which has volume
pi
n2
2
Γ( n22 + 1)
(
T +

L
)n2
.
That is, if Algorithm 1 has not converged at iteration k, we have:
k <
(LT

+ 1
)n2
,
which implies that we converge to an -optimal solution within
k ≤ ( LT

+ 1
)n2 iterations, for any  > 0.
We note that Theorem 1’s bound depends explicitly on As-
sumption 1’s trace bound. Therefore, Algorithm 1 is particu-
larly well-suited to problems with a constraint on tr(X). More-
over, the above bound illustrates why a SOC-representable ini-
tial feasible region will outperform an LO-representable initial
feasible region in practice: a worst-case rate of convergence
which depends on tr(X), rather than n · tr(X), often translates to
numerically superior performance in practice.
We close this section by remarking that while IPMs require
that strong duality holds, Algorithm 1 does not. Consequently,
5
Algorithm 1 may be a good method for SDOs which IPMs can-
not solve because of constraint qualification failures.
4. Numerical Results
In this section, we apply Algorithm 1 to large-scale sparse
principal component analysis and nuclear norm minimization
problems, using trailing eigenvalue (resp. nuclear norm) cuts
for sparse PCA (resp. nuclear norm minimization). All exper-
iments were implemented in Julia 1.0 using MOSEK 9.0 and
JuMP.jl 0.18.5 [8], and performed on one Intel Xeon E5-2690
v4 2.6GHz CPU, using 32 GB RAM and six CPU cores with
two threads each (12 threads total).
4.1. Sparse Principal Component Analysis
Given high-dimensional data A ∈ Rn×p and its normalized
centered covariance matrix Σ := 1p−1 A
>A ∈ S n, a common task
is to compress A, by projecting A onto a small number of prin-
cipal components. This task is known as principal component
analysis (PCA), and is achieved by performing singular value
decomposition to obtain Σ = SΛS>, and projecting A onto the
leading eigenvectors via Anew = S[1:k]A.
PCA is sometimes criticized for producing uninterpretable
features, because each new feature is a linear combination of
all n original features. This is often unacceptable because:
• In medical applications, downstream decisions taken via
PCA must be interpretable.
• In financial applications such as investing across index funds,
each non-zero entry in each PC incurs a cost.
One approach to obtain interpretable principal components
is to stipulate that they are sparse, i.e., have at most k non-zero
entries. This approach leads to the following problem [see 7]:
λkmax(Σ) := maxx∈Rn
x>Σx s.t. x>x ≤ 1, ||x||0 ≤ k. (6)
Unfortunately, this problem cannot be solved to certifiable opti-
mality when n > 100 [see 2, for a certifiably optimal approach].
Motivated by the observation that SDO relaxations provide
near-exact upper bounds on λkmax(Σ) in practice, d’Aspremont
et al. [7] proposed the relaxation:
max
X∈S n+
〈Σ, X〉 s.t. tr(X) = 1, ‖X‖1 ≤ k. (7)
Unfortunately, modern IPMs cannot solve Problem (7) for
n > 250, because all known reformulations of the constraint
‖X‖1 ≤ k require Ω(n2) linear inequality constraints. There-
fore, we apply Algorithm 1 (with trailing eigenvalue cuts) to
this problem, and compare the bounds obtained via Algorithm 1
to the best feasible solution obtained by the method of Berk and
Bertsimas [2] (with a time limit of 60 seconds). We also com-
pare our bounds with the exact SDO bound given in Problem
(7), wherever it can be computed by MOSEK within our 32GB
peak memory budget.
For completeness, we now describe the datasets which we
benchmark our approach on. Note that the first three datasets
are distributed via the UCI Machine Learning Repository [15].
• The Pitprops dataset: a 13 × 13 covariance matrix derived
from 180 observations of 13 features.
• The normalized communities dataset: a 101×101 correlation
matrix derived from 1994 observations of 128 features, after
eliminating 27 categorical variables.
• The normalized Arrhythmia dataset: a 274 × 274 correlation
matrix derived from 452 observations of 279 features, after
eliminating 5 categorical variables.
• Wilshire 5000: a 2130×2130 correlation matrix derived from
2768 observations of changes in daily stock prices from 3
January 2007 to 31 December 2017, obtained via Yahoo! Fi-
nance using the R package quantmod [see 20], after eliminat-
ing stocks which were not traded in all 2768 days considered.
As optimizing over n2 SOC constraints is too expensive when
n > 2000, we adopt a more tractable initial approximation for
the Wilshire 5000 dataset. Namely, we aggregate the n2 SOC
constraints into n constraints, by (a) observing that
Xi,iX j, j ≥ X2i, j =⇒ Xi,i ≥
n∑
j=1
X2i, j,
since tr(X) = 1, and (b) introducing the auxiliary variables
z to model a relaxation of the sparsity constraint ‖x‖0 ≤ k.
This yields the following SOC relaxation, which is weaker
than Problem (3)’s relaxation, but has O(n), rather than O(n2),
SOC/linear inequality constraints:
min
X∈S n,z∈Rn+
〈Σ, X〉 s.t. tr(X) = 1, z ≤ e, e> z ≤ k,
n∑
j=1
X2i, j ≤ ziXi,i,∀i.
We now present our experimental results. Table 2 depicts
the time required for Algorithm 1 to generate a bound with 0, 5
or 20 cuts, and the time required for MOSEK to solve the SDO
relaxation when k = 10; Table 3 depicts the magnitude of the
bound gaps for the different bounds when k = 10; Figure 1
depicts the quality of the SOC and SDO bounds, for varying
k, against the optimal solution obtained by the algorithm of [2]
(for n ≤ 101) or the best solution obtained after 60 seconds
(for n > 101). We do not generate cuts for the Wilshire 5000
dataset, as the SOC bound is sufficiently tight here.
Table 2: Runtime (s) for k = 10 (resp. k = 50) for UCI (Wilshire) datasets.
Problem Approach runtime (s)
SOC SOC 5 cuts SOC 20 cuts SDO
pitprops 0.1 0.2 0.7 0.1
norm communities 2.8 9.7 26.3 233.6
norm arrythmia 37.5 188.6 564.1 n/a
norm wilshire 870.6 n/a n/a n/a
Our main findings from this set of experiments are as follows:
• Algorithm 1 provides bounds for sparse PCA problems
which are as tight as those given by the SDO relaxation of
[7], yet scale to problems an order of magnitude larger.
• For sparse PCA problems where n ≤ 1000, Problem (3)’s
outer approximation provides an accurate upper bound in
a tractable fashion. Moreover, for larger problems where
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(a) Pitprops data set (n = 13).
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(b) Normalized communities data set (n = 101).
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(c) Normalized arrhythmia data set (n = 274).
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(d) Normalized Wilshire data set (n = 2130).
Figure 1: Quality of SOC and SDO bounds on the leading principal component for different UCI datasets.
Table 3: Bound gap (%) for k = 10 (resp. k = 50) for UCI (Wilshire) datasets.
Problem Bound gap (%)
SOC SOC 5 cuts SOC 20 cuts SDO
pitprops 6.60 2.10 1.11 1.09
norm communities 0.83 0.75 0.75 0.75
norm arrythmia 3.01 2.16 1.54 n/a
norm wilshire 0.48 n/a n/a n/a
1000 < n ≤ 10000, aggregating the SOCP constraints yields
a looser yet still tractable bound. This is because Problem
(7) contains the constraint tr(X) = 1, which, as established in
Proposition 4, provides tight constraint violation guarantees.
4.2. Nuclear Norm Minimization
Given an incomplete set of observations A(i, j) ∀(i, j) ∈ Ω of a
low-rank matrix A ∈ S n, a central problem in machine learning
is to recover the entire matrix, by solving:
min Rank(X) s.t. A(i, j) = X(i, j), ∀(i, j) ∈ Ω. (8)
Unfortunately, all known algorithms for solving Problem (8)
to certifiable optimality require exponential time in both theory
and practice [19]. Consequently, various authors including [19]
have proposed instead solving Problem (8)’s convex relaxation:
min ‖X‖∗ s.t. A(i, j) = X(i, j), ∀(i, j) ∈ Ω. (9)
By exploiting Schur complements, Recht et al. [19] have estab-
lished that Problem (9) is SDO-representable. Unfortunately,
their reformulation is intractable for even medium-sized prob-
lems, as it rests upon lifting the nuclear norm objective to a
higher dimensional space. An alternative approach is to apply
Algorithm 1 with nuclear norm cuts, i.e., exploit Proposition 6’s
semi-infinite reformulation of the nuclear norm objective, and
iteratively solve a sequence of SOCPs of the form:
min θ s.t. θ ≥ ‖X‖F ,
θ ≥ 〈X,Y〉 , ∀Y ∈ Y¯,
A(i, j) = X(i, j), ∀(i, j) ∈ Ω,
where we impose the SOC-representable Frobenius norm con-
straint, because it is valid by the relation ‖X‖F ≤ ‖X‖∗ [see 10].
Moreover, Proposition 7 proves that at each iteration t a most-
violated Yt in the semi-infinite constraint θ ≥ 〈X,Y〉 , ∀Y ∈ Y
is given by taking an SVD of Xt = UΣU> and setting Y = UU>.
When we performed our numerical experiments, rather than
solving Problem (9), we applied Algorithm 1 to the following
problem (taking γ = 1n in our experiments).
min ‖X‖∗ + 1
γ
‖X‖2F
s.t. A(i, j) = X(i, j), ∀(i, j) ∈ Ω.
(10)
Solving this problem as a surrogate for Problem (9) serves a
dual purpose: (a) it ensures that Problem (9) has a unique so-
lution, which prevents degeneracy and discourages stalling be-
haviour, and (b) it ensures that {Xt}∞t=1 converges to Problem
(10)’s unique solution; see Remark 2.
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We now compare the time required for our approach to ob-
tain a solution within 0.1% of optimality, to the time required
for MOSEK to solve a semidefinite reformulation of the problem,
where we generate a rank−10 matrix R from two factors U,V
with i.i.d. N(0, 1) entries, and randomly sample half the entries
from the matrix, i.e., let |Ω| = n22 . As MOSEK does not allow
SOC constraints and quadratic objective terms to be mixed, we
model the Frobenius norm term by invoking the equivalence
t ≥ ‖x‖22 ⇐⇒ t + 1 ≥
∥∥∥∥∥∥
(
2x
t − 1
)∥∥∥∥∥∥
2
.
Figure 2 depicts the runtime requirement for both approaches
(averaged over 5 instances), and demonstrates that Algorithm
1 outperforms IPMs when n ≥ 100 (i.e., there are ≥ 5000 con-
straints).
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Figure 2: Runtime requirement for Algorithm 1 with nuclear norm cuts (“OA”)
vs MOSEK applied to [19]’s reformulation. Note that MOSEK cannot solve
instances of [19]’s SDO-representable reformulation with n ≥ 250, as this re-
quires a peak memory budget > 32 GB RAM.
Our approach also generates solutions to Problem (10) for
larger problem sizes. Figure 3 depicts the convergence profile
of our approach for an instance (generated in the same manner
as the previous experiment) where n = 500; convergence was
attained after 1245 seconds. The convergence profile is typical:
we obtain a near-exact lower bound within 10 iterations, and
require many more iterations to identify the optimal solution.
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Figure 3: A convergence profile of Algorithm 1 for n = 500. The upper bound
is given by the smallest value of ‖Xt‖∗ + 1γ ‖Xt‖2F observed by iteration t.
Our main set of findings from this experiment are as follows:
• Although IPMs scale better than outer-approximation meth-
ods from a traditional complexity theory perspective, in
practice Kelley’s cutting-plane method solves nuclear norm
minimization problems faster. This is because (a) Kelley’s
method solves nuclear norm minimization problems in their
original space, while an SDO reformulation lifts the problem
via Schur complements, and (b) while the traditional com-
plexity theory accurately describes the performance of IPMs,
it is too conservative with respect to cutting-plane methods.
• The bottleneck in applying Algorithm 1 to larger-scale ma-
trix completion problems is the SVD step, which scales at a
rate of Ω(n3). Therefore, one future direction is to replace
the SVD step with an inexact oracle, which performs matrix
sketching to yield valid inexact cuts in Ω(n2) time.
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