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Resumen
Palabras clave: red, peso, conductancia, potencial, operador de Schro¨dinger, operador de Green,
resistencia efectiva, I´ndice de Kirchhoff, suma, corona, cluster
El ca´lculo de la resistencia efectiva entre cualquier par de ve´rtices de una red, as´ı como el I´ndice de
Kirchhoff, tiene gran intere´s en la Teor´ıa de circuitos ele´ctricos y en cadenas de Markov. En la u´ltima
de´cada estos para´metros han sido aplicados al a´mbito de la Qu´ımica Orga´nica como descriptores es-
tructurales alternativos a los utilizados habitualmente para discriminar entre diferentes mole´culas con
formas y estructuras similares. Esta nueva aplicacio´n ha generado una importante y fruct´ıfera l´ınea
de trabajo que ha dado como resultado la evaluacio´n del I´ndice de Kirchhoff en redes con estructuras
sime´tricas como por ejemplo grafos distancia regulares, grafos circulantes, cadenas lineales y algunos
fullerenos. Asimismo, recientemente se ha introducido una amplia gama de I´ndices de Kirchhoff gener-
alizados que han sido calculados para algunas redes. El objetivo del trabajo es obtener expresiones del
I´ndice de Kirchhoff en redes compuestas, como por ejemplo la suma, la corona y el cluster.
Abstract
Keywords: network, weight, conductance, potential, Schro¨dinger operator, Green operator, effective
resistance, Kirchhoff Index, join, corona, cluster
In electric circuit theory and Markov chains, it is of great interest to compute the effective resistance
between any pair of vertices of a network, as well as the Kirchhoff Index. During the last decade these
parametres have been applied in Organic Chemistry as natural structural indexes different from the
usual ones in order to achieve an improvement in the discrimination between different molecules which
have similar structural behaviors. This new application has started an important and fruitful path
which has carried the computation of the Kirchhoff Index in symmetrical networks such as distance-
regular grahs, circulant graphs, lineal chains and some fullerenes. Moreover, a wide range of generalized
Kirchhoff Indexes for some networks have been introduced. The objective of the present work is to obtain
the Kirchhoff Index for composite networks such as join, corona or cluster networks.
I´ndice general
Introduccio´n 1
Cap´ıtulo 1. Preliminares 3
1.1. Conceptos ba´sicos 3
1.2. Redes 4
1.3. Autovalores y autofunciones 6
1.4. Operadores de Schro¨dinger y transformacio´n de Doob 7
1.5. Autovalores y autofunciones de Lq 11
1.6. Ecuaciones de Poisson y funcio´n de Green 12
Cap´ıtulo 2. Resistencia efectiva e I´ndice de Kirchhoff 15
2.1. Formulacio´n variacional de la ecuacio´n Lqu = f 15
2.2. Resistencia efectiva y resistencia total cla´sicas 16
2.3. Resistencia efectiva y resistencia total generalizadas 18
2.4. I´ndice de Kirchhoff 21
2.5. Resultados generales 21
2.6. Ejemplos 26
Cap´ıtulo 3. Redes compuestas 29
3.1. Suma 29
3.2. Cluster 38
3.3. Corona 43
I´ndice alfabe´tico 53
Bibliograf´ıa 55
i

Introduccio´n
El I´ndice de Kirchhoff fue introducido en el campo de la Qu´ımica Orga´nica como una alterna-
tiva mejor a otros para´metros usados para discriminar entre diferentes mole´culas con formas y
estructuras similares (ver [17]). Desde entonces, se ha desarrollado una nueva l´ınea de investi-
gacio´n con una cantidad de produccio´n considerable y se ha computado el I´ndice de Kirchhoff
para algunas clases de grafos con simetr´ıas; ver, por ejemplo, [4, 5, 1, 10, 19] y las referencias
que en ellos se indican.
Tambie´n resulta de sumo intere´s calcular este para´metro para redes compuestas y encontrar
posibles relaciones entre los I´ndices de Kirchhoff de las redes de origen y los de sus composiciones.
Recientemente se ha resuelto este problema en algunos tipos de grafos compuestos como el
producto, unio´n, corona, cluster; ver [20], donde la te´cnica empleada se basa en la relacio´n
entre la resistencia efectiva y el I´ndice de Kirchhoff con los autovalores de la red o grafo, ver
por ejemplo [5].
En [3] y en [6], los autores introdujeron el concepto de resistencia efectiva respecto de un peso
sobre los ve´rtices de la red, con el objetivo de caracterizar que´ matrices positivas son inversas
de M–matrices sime´tricas y en [8] llevaron a cabo un estudio sistema´tico de estos nuevos
para´metros, calcularon los I´ndices de Kirchhoff correspondientes y establecieron su relacio´n con
los autovalores y autofunciones de operadores de Schro¨dinger semidefinidos positivos.
En este trabajo determinaremos las resistencias efectivas generalizadas respecto de un peso y el
I´ndice de Kirchhoff correspondiente de tres tipos de redes compuestas: suma, corona y cluster
(de hecho, trabajaremos sobre generalizaciones de e´stas para una mayor completitud de los
resultados). A diferencia de [8], donde las te´cnicas se basaron en la Teor´ıa del Potencial asociada
a los operadores de Schro¨dinger, nuestros razonamientos se basara´n aqu´ı en las relaciones entre
las funciones de Green asociadas a tales operadores y la resistencia efectiva establecidas en
[6]. Por tanto, despue´s de la introduccio´n de las principales definiciones de los operadores
involucrados y sus propiedades, obtenemos la expresio´n de la funcio´n de Green de cada red
compuesta en te´rminos de las funciones de Green de los factores y, como consecuencia, la
expresio´n del I´ndice de Kirchhoff y de las resistencias efectivas, todo ello en funcio´n de los
para´metros ana´logos de los factores. Finalmente, daremos un ejemplo de aplicacio´n de dichos
resultados.
Las te´cnicas, nomenclaturas y notaciones que se usan a lo largo de este trabajo, pese a tener
lugar en el campo discreto, tienen su origen en el continuo: se usan te´cnicas similares a las
usadas en el ana´lisis de ecuaciones en derivadas parciales. La adaptacio´n de estas herramientas
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al campo discreto se muestra adecuada y, por esta razo´n, se habla de funciones y no de vectores,
de operadores y no de matrices, a modo de ejemplo. A lo largo del texto se detallara´n ma´s
expl´ıcitamente estas conexiones con la teor´ıa existente en el continuo.
Cap´ıtulo 1
Preliminares
1.1. Conceptos ba´sicos
Un grafo es un par G = (V,E) de conjuntos finitos V = V (G) y E = E(G). El primero, V (G),
es una coleccio´n no vac´ıa de puntos a los que se llama ve´rtices de G y el segundo, E(G), es
una coleccio´n de parejas de elementos de V (G), llamadas ramas de G. En adelante y salvo que
se indique lo contrario, n = |V (G)| representara´ el orden de G, esto es, su nu´mero de ve´rtices,
y diremos que |E| es el taman˜o de G. Se dice que dos ve´rtices x, y ∈ V son adyacentes y se
expresa con x ∼ y si esta´n unidos por una rama, generalmente representada por {x, y}, y se
dice que estos ve´rtices son los extremos de dicha rama o, dicho de otra manera, esta rama es
incidente en x e y. Si dos ve´rtices esta´n unidos por ma´s de una rama, se dice que e´stas son
ramas mu´ltiples y una rama que tiene como extremos a un mismo ve´rtice se denomina lazo.
Un camino de longitud k en un grafo G es una sucesio´n alternada de k + 1 ve´rtices y k ramas
denotado por v0e1v1e2v2 . . . vk−1ekvk, donde vi son los ve´rtices y ej son las ramas, tal que los
extremos de ei son vi−1 y vi para 1 ≤ i ≤ k. En los grafos sin lazos ni ramas mu´ltiples los
caminos se suelen denotar con una expresio´n ma´s simple: v0v1 . . . vk. Se dice que un camino
corto entre dos ve´rtices es el camino con el menor nu´mero posible de ramas entre ellos.
Como en Topolog´ıa, cuando se trabaja con grafos tambie´n se necesita hablar de conectividad
y/o de componentes conexas. Un grafo G es conexo si todo par de ve´rtices x, y ∈ V esta´n unidos
por un camino. Una consecuencia automa´tica de esta definicio´n es que todo grafo es la unio´n
disjunta de grafos conexos, a los que llamaremos componentes conexas.
Se define la distancia d(x, y) entre dos ve´rtices x e y de un grafo G como la longitud menor de
todos los caminos que los unen. As´ı, la distancia entre dos ve´rtices viene dada por el nu´mero de
ramas de los caminos cortos que los unen. Si x e y no se encuentran en la misma componente
conexa, se dice que d(x, y) =∞.
Proposicio´n 1.1.1. En un grafo conexo, la distancia define una me´trica.
Demostracio´n. Sea G un grafo conexo. Para todo x, y, z ∈ V se tiene:
1. d(x, y) ≥ 0; d(x, y) = 0 si, y so´lo si, x = y.
2. d(x, y) = d(y, x). Basta tomar el camino inverso (esto es, el camino recorrido en direccio´n
contraria) a un camino corto entre x y y.
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3. Si W1 es un camino corto entre x e y y W2 es un camino elemental con d(y, z) ramas entre
y y z, entonces W = W1∪W2 es un camino elemental que une x y z y tiene longitud menor
o igual que d(x, y) +d(y, z). W puede no ser el camino elemental con menor distancia entre
x y z; esta longitud simplemente da una cota superior para esta distancia. As´ı, d(x, z) ≤
d(x, y) + d(y, z).
Es decir, para todo grafo conexo la distancia es una me´trica.
Por lo tanto, la distancia dota al conjunto V de estructura me´trica y la topolog´ıa de este espacio
es precisamente la dada por la topolog´ıa discreta: todos los ve´rtices de V son conjuntos cerrados
y, adema´s, son abiertos pues siempre existe una bola abierta con centro el ve´rtice en cuestio´n
y radio suficientemente pequen˜o tal que so´lo contenga al ve`rtice. En general, todo subconjunto
de V es abierto y cerrado de V .
1.2. Redes
Una red es la generalizacio´n de un grafo conexo sin lazos ni ramas mu´ltiples al que a cada
rama se le ha asignado un nu´mero real positivo, llamado conductancia. Denotaremos por la
tr´ıada Γ = (V,E, c) a una red, donde V es el conjunto de ve´rtices, E el conjunto de ramas y
c : V × V −→ R+, que es la funcio´n de conductancias, cumple:
1. c(x, y) = c(y, x) > 0 si x es adyacente a y,
2. c(x, y) = 0 en otro caso.
Denotaremos por C(V ) al conjunto de funciones de V en R. En particular, para cada x ∈ V ,
εx denota la delta de Dirac en x ∈ V y 1 es la funcio´n definida como 1(x) = 1 para cada
x ∈ V . El producto interno esta´ndar en C(V ) se denota por 〈·, ·〉, donde si u, v ∈ C(V ) entonces
〈u, v〉 = ∑
x∈V
u(x) v(x). Por otro lado, ω ∈ C(V ) se denomina un peso si satisface ω(x) > 0 para
cada x ∈ V y adema´s 〈ω, ω〉 = 1. El conjunto de pesos sobre V sera´ denotado por Ω(V ).
Tal como se hace para los grafos, se puede desarrollar toda una teor´ıa matricial para las redes de
una manera ana´loga. Se define el grado de un ve´rtice x ∈ V como la suma de las conductancias
de las ramas incidentes en e´ste, k(x) =
∑
y∼x c(x, y). Como las conductancias son nulas en las
ramas no existentes, esta definicio´n es equivalente a k(x) =
∑
y∈V c(x, y).
Fijado un etiquetado de V , V = {x1, . . . , xn}, se define la matriz de adyacencias de la red Γ
como A = (aij)i,j=1,...,n ∈Mn×n(R), donde aij = c(xi, xj) para todo xi, xj ∈ V . As´ı, podemos
identificar el espacio de funciones sobre V con Rn, C(V ) ≡ Rn, y con ello estamos identificando
funciones con vectores, matrices con operadores, etc. Por ejemplo, dada u ∈ C(V ), podemos
entenderla como el vector
(
u(x1), . . . , u(xn)
)
sobre Rn.
Sea D ∈ Mn×n(R) la matriz diagonal de grados, donde D = (dij)i,j=1,...,n y dii = k(i) para
todo i ∈ V , dij = 0 si i 6= j. Se define la matriz laplaciana de la red Γ como L = D − A. Por
las propiedades matriciales de L y la simetr´ıa de la funcio´n de conductancias, L es sime´trica.
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El laplaciano de una red se puede contemplar tambie´n como un operador lineal sobre funciones
en el conjunto de ve´rtices y sera´ e´sta la interpretacio´n que usaremos de ahora en adelante:
L : C(V ) −→ C(V )
u 7−→ Lu.
Denominamos operador laplaciano o laplaciano combinatorio de la red Γ a L, el cual tambie´n
se puede expresar mediante la siguiente fo´rmula
Lu(x) = k(x)u(x)−
∑
y∈V
c(x, y)u(y) =
∑
y∈V
c(x, y)
(
u(x)− u(y)
)
para toda u ∈ C(V ) y para todo x ∈ V .
Proposicio´n 1.2.1. Para toda u, v ∈ C(V ) se tiene
〈Lu, v〉 = 1
2
∑
x,y∈V
c(x, y)
(
u(x)− u(y)
)(
v(x)− v(y)
)
Primera Identidad de Green
〈Lu, v〉 = 〈u,Lv〉 Segunda Identidad de Green
Demostracio´n. Para obtener la Primera Identidad de Green basta calcular
〈Lu, v〉 =
∑
x∈V
Lu(x)v(x) =
∑
x∈V
∑
y∈V
c(x, y)
(
u(x)− u(y)
)
v(x)
=
1
2
∑
x∈V
∑
y∈V
c(x, y)
(
u(x)− u(y)
)
v(x) +
1
2
∑
y∈V
∑
x∈V
c(y, x)
(
u(y)− u(x)
)
v(y)
=
1
2
∑
x∈V
∑
y∈V
c(x, y)
(
u(x)− u(y)
)
v(x)− 1
2
∑
y∈V
∑
x∈V
c(x, y)
(
u(x)− u(y)
)
v(y)
=
1
2
∑
x,y∈V
c(x, y)
(
u(x)− u(y)
)(
v(x)− v(y)
)
.
Como consecuencia de esta fo´rmula, resulta que 〈Lu, v〉 = 〈u,Lv〉, obteniendo la Segunda
Identidad de Green.
Corolario 1.2.2. L es autoadjunto y semi-definido positivo. Adema´s, dada u ∈ C(V ), Lu = 0
si, y so´lo si, 〈Lu, u〉 = 0 si, y so´lo si, u es una funcio´n constante.
Demostracio´n. L es autoadjunto como consecuencia de la Segunda Identidad de Green.
Adema´s, es un operador semi-definido positivo, pues
〈Lu, u〉 = 1
2
∑
x,y∈V
c(x, y)
(
u(x)− u(y)
)2
≥ 0.
Ahora, dada u ∈ C(V ), si Lu = 0 entonces 〈Lu, u〉 = 0. Rec´ıprocamente, si 〈Lu, u〉 = 0 entonces,
como por la desigualdad de Cauchy-Schwarz se tiene que 0 ≤ 〈Lu, v〉2 ≤ 〈Lu, u〉〈Lv, u〉 = 0 para
toda v ∈ C(V ), entonces 〈Lu, v〉 = 0 y, tomando v = εx, Lu(x) = 0 para todo x ∈ V , es decir,
Lu = 0. Finalmente, 〈Lu, u〉 = 0 si y so´lo si u es una funcio´n constante, pues
(
u(x)−u(y)
)2
= 0
pasa si y so´lo si u es constante.
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1.3. Autovalores y autofunciones
En esta seccio´n trabajaremos con los autovalores del operador laplaciano de una red, pues estos
resultados nos sera´n u´tiles en lo sucesivo en este trabajo.
Un autovalor de una matriz A ∈ Mn×n(R) es un valor γ tal que Au = γu para algu´n vector
u 6= 0. Dicho vector se llama autovector de autovalor γ. Ana´logamente, un autovalor de un
operador A es un valor γ tal que Au = γu para alguna funcio´n u 6= 0. Dicha funcio´n se llama
autofuncio´n de autovalor γ. Observemos que si A es la matriz asociada a A entonces ambos
tienen los mismos autovalores.
Teorema 1.3.1 (Teorema espectral). Si un operador A tiene como matriz asociada a una ma-
triz sime´trica, entonces todos sus autovalores son reales. Si, adema´s, es semi-definido positivo,
entonces no tiene ningu´n autovalor negativo. Au´n ma´s, A diagonaliza en una base ortonormal
de funciones, la cual viene dada por las autofunciones correspondientes a sus autovalores. Por
tanto, A se puede escribir como
A(u) =
n∑
i=1
λi〈u, vi〉vi para toda u ∈ C(V ),
donde la matriz asociada a A es de Mn×n(R), λ1, . . . , λn son los autovalores y {v1, . . . , vn} la
base ortonormal de autofunciones correspondientes.
En te´rminos matriciales, este teorema es el Teorema de diagonalizacio´n de matrices en una
base ortonormal, el cual dice que si λ1, . . . , λn son los autovalores de una matriz A sime´trica y
semi–definida positiva, entonces A se puede escribir como
A ∼

λ1 0 · · · 0
0 λ2 · · · 0
...
...
. . .
...
0 0 · · · λn
 ,
en una base ortonormal adecuada, es decir, Avj = λjvj donde {vj}nj=1 es una base ortonormal
de autovectores de A y vj es autovector de autovalor λj .
Recordemos que el operador laplaciano de una red conexa Γ = (V,E, c), L, tiene asociada la
matriz laplaciana L, que es sime´trica. Por lo tanto, todos sus autovalores y, en consecuencia,
los de L, son reales. Adema´s, como L es semi–definido positivo, todos sus autovalores sera´n no
negativos.
Corolario 1.3.2. El valor 0 es el menor autovalor de L y sus autofunciones asociadas son las
constantes. El resto de autovalores de L son estrictamente positivos.
Demostracio´n. El primer autovalor de L, esto es, el autovalor ma´s pequen˜o, es un autovalor
simple. Esto se debe a que la red Γ es conexa y por tanto su matriz laplaciana es irreducible.
Nuestro objetivo inmediato es encontrar este primer autovalor y sus autofunciones. Uno de los
autovalores de L es 0, pues como ya hemos visto L se anula sobre las constantes. Por tanto,
una autofuncio´n asociada a 0 es 1. Como todos los autovalores son no negativos, entonces 0 es
el autovalor ma´s pequen˜o de L. Como e´ste es simple, entonces 0 es el menor autovalor de L y
el resto se sus autovalores son estrictamente positivos: λ1 = 0 < λ2 ≤ . . . ≤ λn, donde λi son
los autovalores de L.
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1.4. Operadores de Schro¨dinger y transformacio´n de Doob
En esta seccio´n introduciremos una generalizacio´n del operador laplaciano. Dada una red Γ =
(V,E, c), un operador de Schro¨dinger sobre Γ con potencial q es un operador lineal Lq : C(V ) −→
R de la forma Lq = L + q que asigna a cada u ∈ C(V ) la funcio´n Lq(u) = L(u) + qu, donde
qu ∈ C(V ) esta´ definida como (qu)(x) = q(x)u(x), L es el operador laplaciano de la red y q es
una funcio´n de C(V ) llamada potencial de la red ; ver por ejemplo [3, 11]. Esto es, para toda
u ∈ C(V ) y para todo x ∈ V , Lq(u)(x) = Lu(x) + q(x)u(x). Diremos, para toda u ∈ C(V ),
que Lu es el te´rmino o operador de segundo orden y que qu es el te´rmino de orden 0. Desde el
punto de vista matricial, al an˜adir el potencial a la matriz laplaciana lo que se ha hecho ha sido
an˜adir elementos solamente en la diagonal y, por tanto, en los casos en que q es una funcio´n
positiva, podemos pensar esta modificacio´n como la adicio´n de un autolazo en cada x ∈ V con
conductancia q(x).
La analog´ıa con el continuo en este punto es evidente: los llamados operadores de Schro¨dinger
tan ampliamente usados en el campo continuo de las ecuaciones en derivadas parciales son,
dada una matriz sime´trica K = (kij)
n
i,j=1, los operadores autoadjuntos de la forma
L(u) + qu =
n∑
i,j=1
∂
∂xi
(
kij
∂u
∂xj
)
+ qu.
Volviendo al campo discreto, observemos que el operador de Schro¨dinger es tambie´n un operador
autoadjunto:
〈Lq(u), v〉 = 〈Lu, v〉+ 〈qu, v〉 = 〈u,Lv〉+ 〈u, qv〉 = 〈u,Lq(v)〉
para toda u, v ∈ C(V ). Por tanto, este nuevo operador se puede ver como una ampliacio´n del
operador laplaciano de una red.
No obstante, Lq no es semi–definido positivo en general y esta propiedad depende totalmente
de q, pues como ya se ha visto L s´ı que la cumple. En [3] se dio una caracterizacio´n de los
potenciales que aseguran esta propiedad para los operadores de Schro¨dinger, y en este trabajo
nos restringiremos a trabajar con esta clase particular.
Para ello, consideremos una red Γ = (V,E, c) y un peso sobre sus ve´rtices ω ∈ Ω(V ). Definimos
un potencial sobre Γ determinado por ω como qω = −Lω
ω
. Este potencial se conoce como el
potencial asociado al peso ω y viene dado por la expresio´n
qω(x) = − 1
ω(x)
∑
y∈V
c(x, y)
(
ω(x)− ω(y)
)
para cada x ∈ V . As´ı, el operador de Schro¨dinger dado por el potencial asociado a ω se expresa
como
Lqω (u)(x) =
(
L+ qω
)
(u)(x) =
1
ω(x)
∑
y∈V
c(x, y)ω(x)ω(y)
(u(x)
ω(x)
− u(y)
ω(y)
)
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para cada u ∈ C(V ) y para cada x ∈ V . Este operador se conoce como la transformacio´n de
Doob de la red Γ. En particular,
〈Lqω (u), v〉 =
∑
x,y∈V
v(x)
ω(x)
c(x, y)ω(x)ω(y)
(
u(x)
ω(x)
− u(y)
ω(y)
)
=
1
2
∑
x,y∈V
v(x)
ω(x)
c(x, y)ω(x)ω(y)
(
u(x)
ω(x)
− u(y)
ω(y)
)
+
1
2
∑
x,y∈V
v(y)
ω(y)
c(y, x)ω(y)ω(x)
(
u(y)
ω(y)
− u(x)
ω(x)
)
=
1
2
∑
x,y∈V
c(x, y)ω(x)ω(y)
(
u(x)
ω(x)
− u(y)
ω(y)
)(
v(x)
ω(x)
− v(y)
ω(y)
)
.
La fo´rmula Lqω (u)(x) =
1
ω(x)
∑
y∈V
c(x, y)ω(x)ω(y)
(u(x)
ω(x)
− u(y)
ω(y)
)
nos muestra que podemos
establecer una equivalencia entre la transformacio´n de Doob de la red Γ = (V,E, c) aplicada
a una funcio´n u ∈ C(V ) y el operador laplaciano de una nueva red Γ′ = (V,E, c¯) con nuevas
conductancias c¯(x, y) = c(x, y)ω(y) aplicado a la funcio´n u¯ =
u
ω
. Por tanto:
Observacio´n 1.4.1. Como el laplaciano de una red es semi–definido positivo, tenemos que toda
transformacio´n de Doob Lqω es tambie´n semi–definida positiva.
Es importante en este punto hacer un pequen˜o hincapie´ en que estas u´ltimas fo´rmulas que
hemos obtenido son la versio´n pesada discreta de la Primera Identidad de Green en el continuo
para el operador Lqω . Recordemos que, dadas dos funciones ω, u suficientemente regulares, la
Primera Identidad de Green afirma que
div (ω∇u) =
n∑
i=1
∂
∂xi
(
ω
∂
∂xi
u
)
= ω∆(u) + 〈∇u,∇ω〉.
Este referente en el continuo es el que da sentido a la construccio´n discreta que se esta´ llevando
a cabo en estas l´ıneas, como se ha podido ver hasta ahora.
Volviendo al caso discreto que nos ocupa, es de importancia saber que el concepto de trans-
formacio´n de Doob aqu´ı definido contiene otros operadores discretos ampliamente usados en la
literatura, como por ejemplo el laplaciano normalizado introducido por Chung y Langlands en
[14], que se define como
∆(u)(x) =
1√
k(x)
∑
y∈V
c(x, y)
(
u(x)√
k(x)
− u(y)√
k(y)
)
;
ver tambie´n [11, 15]. As´ı, el laplaciano normalizado no es ma´s que un operador de Schro¨dinger
asociado a una nueva red. En particular, si denotamos por L̂ al laplaciano combuinatorio de la
red Γ̂ = (V,E, ĉ), donde ĉ(x, y) =
c(x, y)√
k(x)
√
k(y)
, entonces ∆ = L̂qω , donde ω =
√
k
2n
.
Veamos ahora una cota para el potencial asociado al peso de una red:
Proposicio´n 1.4.2. Para todo x ∈ V ,
k(x)
(
ωm
ωM
− 1
)
≤ qω(x) ≤ k(x)
(
ωM
ωm
− 1
)
,
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donde ωm = mı´n
y∈V
{ω(y)} y ωM = ma´x
y∈V
{ω(y)}.
Demostracio´n. Basta observar que qω(x) = −k(x) + 1
ω(x)
∑
y∈V
c(x, y)ω(y) y aplicar las de-
sigualdades ωm ≤ ω(x) ≤ ωM .
Lema 1.4.3. Si ω, ω˜ ∈ Ω(V ), entonces qω ≥ qω˜ si, y so´lo si, qω = qω˜ y esto ocurre si, y so´lo si,
ω = ω˜.
Demostracio´n. Observemos que
〈qω − qω˜, ωω˜〉 = 〈ω,Lω˜〉 − 〈ω˜,Lω〉 = 0.
As´ı, como por hipo´tesis qω− qω˜ ≥ 0 y ω, ω˜ > 0, lo anterior pasa si, y so´lo si, qω(x) = qω˜(x) para
todo x ∈ V , es decir, si y so´lo si qω = qω˜. Rec´ıprocamente, si qω = qω˜ entonces qω ≥ qω˜.
Adema´s, qω = qω˜ si, y so´lo si, para todo x ∈ V
0 = ω(x)ω˜(x)
(
qω(x)− qω˜(x)
)
=
∑
y∈V
c(x, y)ω˜(x)ω˜(y)
(ω(y)
ω˜(y)
− ω(x)
ω˜(x)
)
.
As´ı, si consideramos la nueva red Γ¯ = (V,E, c¯) con c¯(x, y) = c(x, y)ω˜(x)ω˜(y) entonces, si L¯
denota el operador laplaciano asociado a Γ¯, se tiene que L¯(ωω˜ ) = 0 y, como el laplaciano so´lo se
anula sobre las constantes, ω = aω˜ con a > 0, pues las funciones de Ω(V ) son siempre positivas.
Pero como ω, ω˜ son dos pesos, 1 = 〈ω, ω〉 = a2〈ω˜, ω˜〉 = a2 y por tanto a = 1 y ω = ω˜.
En particular, qω = 0 si, y so´lo si, ω es una constante positiva. Esto es debido a que qω(x) = 0
para toda x ∈ V si, y so´lo si, ∑
y∈V
c(x, y)
(
ω(x)− ω(y)
)
= 0, es decir, si y so´lo si ω(x)−ω(y) = 0
para todo x ∼ y, lo que es equivalente a decir que ω es constante. Adema´s, esta constante ha
de ser positiva porque ω es una funcio´n positiva.
Ma´s en general, 〈ω, qω〉 = −〈Lω, 1〉 = −〈ω,L1〉 = 0. Esto nos indica que qω toma valores
positivos y negativos excepto cuando ω es constante. Como hemos visto en las desigualdades
de la Proposicio´n 1.4.2, esta positividad y negatividad esta´n acotadas, lo que siempre permite
conservar la semidefinicio´n positiva de la transformada de Doob Lqω .
Definimos la forma bilineal asociada a un operador de Schro¨dinger Lq, tambie´n conocida como
energ´ıa interna, como Eq(u, v) = 〈Lqu, v〉 para toda u, v ∈ C(V ). Recordemos que
Eq(u, v) =
∑
x,y∈V
c(x, y)ω(x)ω(y)
(
u(x)
ω(x)
− u(y)
ω(y)
)(
v(x)
ω(x)
− v(y)
ω(y)
)
.
Las propiedades ma´s importantes de esta forma cuadra´tica vienen dadas en el siguiente resul-
tado. Para ina interpretacio´n en te´rminos de formas de Dirichlet, ver [3].
Proposicio´n 1.4.4. Sea Eq(u, v) la forma bilineal asociada al operador de Schro¨dinger Lq.
Entonces, son equivalentes:
1. Eq es semi–definida positiva.
2. Existe un peso ω ∈ Ω(V ) y un valor λ ≥ 0 tales que q = qω + λ.
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3. Existe un peso σ ∈ Ω(V ) tal que q ≥ qσ.
Adema´s, ω y λ esta´n un´ıvocamente determinados.
Demostracio´n.
1.⇒ 2.
Si Eq es semi–definida positiva, entonces la matriz asociada a Eq es una matriz sime´trica
semi–definida positiva con todos los elementos que no esta´n en la diagonal no positivos.
Adema´s, como Γ es una red conexa, entonces la matriz asociada a Eq es irreducible. En-
tonces, su menor autovalor, λ, es no negativo y tiene un autovector, ω˜, cuyas entradas son
estrictamente positivas, ver [12, Th. 4.16]. Por tanto, Lω˜ + qω˜ = λω˜. Normalizando el
autovector, se tiene que existe un peso ω = ω˜√〈ω˜,ω˜〉 ∈ Ω(v) tal que Lω + qω = λω, lo que
implica que q = qω + λ.
2.⇒ 3.
Claramente, si existe un peso ω ∈ Ω(V ) y un valor λ ≥ 0 tales que q = qω + λ entonces
q ≥ qω.
3.⇒ 1.
Supongamos que existe un peso ω ∈ Ω(V ) tal que q ≥ qσ. Si observamos que para todo
potencial q se tiene que Lq = Lqσ + (q − qσ), entonces tenemos que
〈Lqu, u〉 = 〈Lqσ (u), u〉+ 〈(q − qσ)u, u〉 = 〈Lqσ (u), u〉+
∑
x∈V
(q(x)− qσ(x))u2(x).
Como Lqσ es semi–definido positivo, 〈Lqσ (u), u〉 ≥ 0. Adema´s, como q ≥ qσ por hipo´tesis,
se tiene que 〈Lqu, u〉 ≥ 0, como quer´ıamos demostrar.
Adema´s, si existen ω, ω˜ ∈ Ω(V ) y λ, µ ∈ R, con λ ≥ µ, tales que q = qω + λ = qω˜ + µ, entonces
qµ − qω ≥ 0. Por el Lema 1.4.3, qµ = qω y por tanto λ = µ, lo que demuestra que ω y λ esta´n
un´ıvocamente determinados.
Corolario 1.4.5. Un operador de Schro¨dinger Lq es semi–definido positivo si, y so´lo si, existe
un peso ω ∈ Ω(V ) y un para´metro λ ≥ 0 tal que q = qω +λ. Adema´s, ω y λ esta´n un´ıvocamente
determinados.
Demostracio´n. Basta observar que Lq es semi–definido positivo si, y so´lo si, para toda u ∈
C(V ) 〈Lq(u), u〉 ≥ 0, es decir, si y so´lo si su forma bilineal asociada Eq es una forma semi–definida
positiva.
Corolario 1.4.6. Supongamos que Lq es semi–definido positivo. Entonces, Lq, con q = qω+λ,
no es definido positivo si y so´lo si λ = 0, en cuyo caso 〈Lqωv, v〉 = 0 si, y so´lo si, v = aω con
a ∈ R.
Demostracio´n. Como q = qω + λ es equivalente a q ≥ qσ para algu´n peso σ ∈ Ω(V ),
trabajaremos con esta notacio´n.
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Lq no es deinido positivo si, y so´lo si, existe alguna u ∈ C(V ) con u 6= 0 tal que 〈Lqu, u〉 = 0.
Como 〈Lqu, u〉 = 〈Lqσu, u〉+
∑
x∈V
(
q(x)− qσ(x)
)
u2(x) y
〈Lqσu, u〉 =
1
2
∑
x,y∈V
c(x, y)ω(x)ω(y)
(u(x)
ω(x)
− u(y)
ω(y)
)2
,
esto ocurre si, y so´lo si, u(x)ω(x) =
u(y)
ω(y) q(x) = qσ(x) para todo par x, y ∈ V , es decir, si y so´lo si
q = qσ y u = aω para alguna a ∈ R, como quer´ıamos ver.
En conclusio´n, hemos demostrado que el operador de Schro¨dinger Lq es semi–definido positivo
si, y so´lo si, existen un peso ω ∈ Ω(V ) y un valor λ ≥ 0 tales que q = qω +λ. Adema´s, si λ > 0,
entonces Lq es invertible; por el contrario, si λ = 0, entonces Lq es singular.
Consideremos ahora V = Ker(Lq) = {u ∈ C(V )|Lq(u) = 0} y Π(f) la proyeccio´n ortogonal de
f ∈ C(V ) sobre V. Claramente, V = {0} cuando λ > 0 y, por tanto, Π ≡ 0. Si λ = 0, por el
contrario, V es el subespacio generado por ω y Π(f) = 〈f, ω〉ω es la proyeccio´n ortogonal para
toda f ∈ C(V ).
Observemos que, en cualquier caso, para toda f ∈ C(V ) existe u ∈ C(V ) tal que Lq(u) = f−Π(f)
y entonces u+ V es el conjunto de todas las funciones v tales que Lq(v) = f −Π(f).
Teorema 1.4.7 (Alternativa de Fredholm). Dada f ∈ C(V ), Lq(u) = f tiene solucio´n si, y
so´lo si, Π(f) = 0. Adema´s, existe una u´nica solucio´n tal que Π(u) = 0.
1.5. Autovalores y autofunciones de Lq
Dado un peso ω ∈ Ω(V ), un valor λ ≥ 0 y un potencial q = qω + λ, ahora centramos nuestro
intere´s en conocer los autovalores y autofunciones asociadas al operador de Schro¨dinger Lq.
Proposicio´n 1.5.1. El valor λ es el menor autovalor de Lq y sus autofunciones asociadas son
mu´ltiplos de ω.
Demostracio´n. Como Lq(ω) = L(ω) + qωω+λω = λω, entonces λ es autovalor de Lq. Como
Lq es semi–definido positivo, con matriz asociada sime´trica, y adema´s Γ es conexa, entonces
todos los autovalores son reales y no negativos y el menor autovalor es simple. λ es el menor
autovalor. Si esto u´ltimo no fuera cierto entonces existir´ıa un autovalor no negativo µ < λ tal
que Lq(u) = µu para alguna funcio´n u 6= 0, esto es, Lqω (u) = (µ − λ)u. Pero esto implicar´ıa
que
〈Lqω (u), u〉 = 〈(µ− λ)u, u〉 = (µ− λ)〈u, u〉 < 0,
contradiciendo que Lqω es semi–definido positivo. As´ı, λ es el menor autovalor de Lq y es simple.
Como Lq(ω) = λω, ω es una autofuncio´n asociada a λ. Ma´s au´n, todo mu´ltiplo de ω es auto-
funcio´n de este autovalor, pues para toda constante a ∈ R se tiene que Lq(aω) = λaω. Veamos
ahora que so´lo este tipo de funciones pueden ser autofunciones de λ: dada u ∈ C(V ) con u 6= 0,
Lq(u) = λu si, y so´lo si, Lqω (u) = 0 y esto implica que 〈Lqω (u), u〉 = 0. Por el Corolario 1.4.6,
esto ocurre si, y so´lo si, u = aω para alguna constante a ∈ R.
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Como consecuencia del Teorema espectral y de esta u´ltima proposicio´n tenemos que
Lema 1.5.2.
Lq(u) = λ〈u, ω〉ω +
n∑
j=2
λj〈u, vj〉vj ,
donde λ1 = λ < λ2 ≤ . . . ≤ λn son los autovalores de Lq y v1 = ω, v2, . . . , vn son una base
ortonormal de autofuciones asociadas a estos autovalores.
1.6. Ecuaciones de Poisson y funcio´n de Green
Dado un operador K : C(V ) −→ C(V ) denotamos el operador adjunto de K como K∗, donde K∗
viene dado por
〈K∗(u), v〉 = 〈u,K(v)〉
para todo par u, v ∈ C(V ). Se dice que K es autoadjunto si 〈K(u), v〉 = 〈u,K(v)〉.
Un nu´cleo en V es una funcio´n de la forma K : V × V −→ R. Un nu´cleo en V determina
un endomorfismo de C(V ) asignando a cada u ∈ C(V ) el operador K(u) = ∑
y∈V
K(·, y)u(y).
Rec´ıprocamente, todo nu´cleo en V viene determinado por un endomorfismo en C(V ) dado por
K(x, y) = K(εy)(x) para todo x, y ∈ V . Este u´ltimo resultado es la versio´n discreta del teorema
de los nu´cleos de L. Schwarz.
Proposicio´n 1.6.1. Dado un operador K : C(V ) −→ C(V ), el nu´cleo de K∗ viene dado por
K∗(x, y) = K(y, x) para todo par x, y ∈ V .
Proposicio´n 1.6.2. K es autoadjunto si, y so´lo si, su nu´cleo es una funcio´n sime´trica.
Demostracio´n. Si K es autoadjunto, entonces para toda u, v ∈ C(V ) se tiene que 〈K(u), v〉 =
〈u,K(v)〉. En particular,∑
x∈V
K(x, y)u(x) =
∑
x,z∈V
K(x, z)εy(z)u(x) = 〈u,K(εy)〉 = 〈K(u), εy〉 = K(u)(y) =
∑
x∈V
K(y, x)u(x),
es decir, ∑
x∈V
(
K(y, x)−K(x, y)
)
u(x) = 0 para toda y ∈ V y u ∈ C(V ).
Si tomamos u = εx para x ∈ V , entonces K(y, x) −K(x, y) = 0 para todo par x, y ∈ V . Por
tanot, K es sime´trica.
Rec´ıprocamente, si K es sime´trica, entonces
〈K(u), v〉 =
∑
x,y∈V
K(y, x)u(x)v(y) =
∑
x,y∈V
K(x, y)u(x)v(y) = 〈u,K(v)〉,
como quer´ıamos demostrar.
En esta seccio´n nuestro objetivo es construir los nu´cleos asociados a los inversos de los operadores
de Schro¨dinger Lq que se corresponden con la ecuacio´n de Poisson Lq(u) = f en V , donde
f ∈ C(V ) es una funcio´n conocida llamada dato y V es el conjunto de ve´rtices de una red
Γ = (V,E, c) a la que se ha asignado un peso ω ∈ Ω(V ).
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Si Lq es definido positivo, ya hemos visto que existen un peso ω ∈ Ω(V ) y un valor λ > 0 tales
que q = qω + λ. En este caso, Lq es invertible y llamaremos operador de Green a su inversa.
Por otro lado, cuando Lq es semi–definido positivo y singular quiere decir que existe un peso
ω ∈ Ω(V ) tal que q = qω. En este caso, el operador que asigna a cada funcio´n f ∈ C(V ) la
u´nica u ∈ C(V ) tal que Lq(u) = f − Π(f) y 〈u, ω〉 = 0 se denomina operador de Green. En
cualquier caso, el operador de Green se denota por Gq y la funcio´n Gq : V × V −→ R definida
como Gq(x, y) = Gq(εy)(x) para todo x, y ∈ V se llama funcio´n o nu´cleo de Green.
Proposicio´n 1.6.3. Gq es un operador autoadjunto.
Demostracio´n. Sean f, g ∈ C(V ) y sean u = Gq(f), v = Gq(g). Entonces, u, v ∈ V⊥ como
consecuencia de la Alternativa de Fredholm. Adema´s, Lq(u) = Lq
(
Gq(f)
)
= f − 〈f, ω〉ω =
f −Π(f). Ana´logamente, Lq(v) = g−Π(g). As´ı, como Gq(g) = v ∈ V⊥ nos indica que Π(g) = 0,
se tiene que
〈Gq(f), g〉 = 〈u, g −Π(g)〉 = 〈u,Lq(v)〉 = 〈Lq(u), v〉 = 〈f −Π(f), v〉 = 〈f,Gq(g)〉.
Corolario 1.6.4. Gq es una funcio´n sime´trica.
As´ı, si f ∈ C(V ) entonces la funcio´n dada por
Gq(f)(x) =
∑
y∈V
Gq(x, y)f(y)
para todo x ∈ V es una solucio´n de la ecuacio´n de Poisson Lq(u) = f − Π(f). Adema´s, existe
una u´nica solucio´n u de esta ecuacio´n tal que 〈ω, u〉 = 0.
Proposicio´n 1.6.5. Para todo y ∈ V , la funcio´n u = Gq(·, y) se caracteriza por ser la u´nica
solucio´n del problema Lq(u) = εy − ω(y)ω tal que 〈u, ω〉 = 0 cuando λ = 0 y del problema
Lq(u) = εy cuando λ > 0.
Demostracio´n. En cualquiera de los dos casos, para todo y ∈ V se tiene que Gq(·, y) = Gq(εy)
y, por tanto, Gq(Lq(εy)) = Lq(Gq(εy)) = εy−Π(εy). Cuando λ = 0, entonces Π(εy) = 〈ω, εy〉ω =
ω(y)ω y cuando λ > 0, Π(εy) = 0.
En definitiva, si λ > 0 entonces Gq (Lq(u)) = Lq
(Gq(u)) = u para cada u ∈ C(V ) y, por otro
lado, si λ = 0, entonces q = qω y
(1) Gqω
(Lqω (u)) = Lqω(Gqω (u)) = u− ω〈u, ω〉
para cada u ∈ C(V ). La ecuacio´n (1) se denomina inversa generalizada de Green.
Proposicio´n 1.6.6. Gq(ω) = λ−1ω si λ > 0 y Gq(ω) = 0 si λ = 0.
Demostracio´n. Si λ > 0, entonces λGq(ω) = Gq(λω) = Gq (Lq(ω)) = ω. Si λ = 0, entonces se
tiene que Lqω (Gqω (ω)) = ω − 〈ω, ω〉ω = 0. Como consecuencia, 〈Lqω (Gqω (ω)) ,Gqω (ω)〉 = 0 y,
por el Corolario 1.4.6, esto ocurre si, y so´lo si, Gqω (ω) = aω para alguna constante a ∈ R. Por
otro lado, como aGqω (ω) = Gqω (aω) = Gqω (Lqω (ω)) = 0 entonces a = 0 o Gqω (ω) = 0. Como
Gqω (ω) = aω, ambas casos implican que Gqω (ω) = 0.
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Proposicio´n 1.6.7. El espectro del operador de Green Gq son los inversos del espectro del
operador de Schro¨dinger Lq si λ > 0. Si λ = 0, entonces son los inversos de todos los autovalores
no nulos del operador de Schro¨dinger y, adema´s, el 0. Las autofunciones son las mismas.
Demostracio´n. Supongamos que Lq(u) = γu. Si γ 6= 0, entonces Gq(u) = Gq(Lq(u))
γ
=
1
γ
u.
Si, por el contrario, γ = 0, entonces como λ = 0 es el menor autovalor de Lq (ver 1.5.2) se tiene
que γ ≥ 0. Como γ = 0, necesariamente γ = λ = 0 y sus autofunciones asociadas son mu´ltiplos
de ω: u = aω, con a ∈ R. Por la proposicio´n anterior, se concluye que Gq(aω) = 0.
Lema 1.6.8. Para toda u ∈ V ,
Gq(u) =
n∑
j=2
1
λj
〈u, vj〉vj + Λ(λ)Π(u),
donde Λ(λ) = 0 si λ = 0 y Λ(λ) = λ−1 si λ > 0, λ1 = λ < λ2 ≤ . . . ≤ λn es el espectro de Lq y
v1 = ω, v2, . . . , vn las autofunciones asociadas.
Demostracio´n. Por la Observacio´n 1.5.2, Lq(u) = λ〈u, ω〉ω +
n∑
j=2
λj〈u, vj〉vj .
Cuando λ 6= 0 se tiene que u = Gq(Lq(u)) = 〈u, ω〉ω +
n∑
j=2
〈u, vj〉vj . As´ı, aplicando el operador
de Green, Gq(u) = 1λ 〈u, ω〉ω +
n∑
j=2
1
λj
〈u, vj〉vj .
Por otro lado, cuando λ = 0, u − 〈u, ω〉ω = Gq(Lq(u)) = 〈u, ω〉ω +
n∑
j=2
〈u, vj〉vj . Aplicando el
operador de Green, Gq(u)− 0 =
n∑
j=2
1
λj
〈u, vj〉vj .
La Alternativa de Fredholm establece que, dada f ∈ C(V ), cuando λ = 0 la ecuacio´n de
Poisson Lqω (u) = f tiene solucio´n si, y so´lo si, 〈f, ω〉 = 0 (pues cuando λ es nulo se tiene que
Π(f) = 〈ω, f〉ω). En este caso, existe una u´nica solucio´n verificando 〈u, ω〉 = 0.
En lo sucesivo, cuando λ = 0 omitiremos el sub´ındice o valor λ en las expresiones.
Cap´ıtulo 2
Resistencia efectiva e I´ndice de Kirchhoff
2.1. Formulacio´n variacional de la ecuacio´n Lqu = f
Dada una red conexa Γ = (V,E, c), un peso ω ∈ Ω(V ), un valor λ ≥ 0 y el operador de
Schro¨dinger Lq con potencial q = qω + λ, queremos resolver la ecuacio´n de Poisson Lqu = f en
V , donde f ∈ C(V ). La formulacio´n variacional o de´bil de este problema consiste en encontrar
u ∈ C(V ) tal que para toda v ∈ C(V ),
〈Lqu, v〉 = 〈f, v〉.
Esta ecuacio´n tambie´n se conoce como formulacio´n de´bil del problema de Poisson y en esta
seccio´n trabajaremos con este problema. Observemos que toda solucio´n del problema original o
fuerte sera´, en particular, solucio´n del problema de´bil. El rec´ıproco tambie´n es cierto. Adema´s,
el problema so´lo tiene sentido si 〈f, ω〉 = λ〈u, ω〉, pues 〈f, ω〉 = 〈Lqu, ω〉 = 〈Lqω, u〉 = λ〈u, ω〉.
No obstante, si λ = 0, no podemos asegurar unicidad de solucio´n para este problema de´bil:
Proposicio´n 2.1.1. Si λ = 0 y u es solucio´n de Lqωu = f , entonces el conjunto de soluciones
del problema de´bil es {u+ kω, k ∈ R}.
Demostracio´n. Si u,w son dos soluciones diferentes de la ecuacio´n de Poisson Lqωu = f ,
entonces para toda v ∈ C(V ) se tiene que 〈Lqωw, v〉 = 〈f, v〉. Como w = u+(w−u), esto ocurre
si, y so´lo si, 〈Lqω (w − u), v〉 = 〈f, v〉 − 〈Lqωu, v〉 = 〈f, v〉 − 〈f, v〉 = 0 para toda v ∈ C(V ), esto
es, si y so´lo si w − u = aω, donde a ∈ R es constante.
Debido a la simetr´ıa de Lq y a su definicio´n positiva, caracterizaremos la solucio´n del problema
fuerte (o, equivalentemente, del de´bil) mediante la minimizacio´n de un funcional: definimos
J (u) = 2〈f, u〉 − 〈Lqu, u〉.
Proposicio´n 2.1.2. Si u es solucio´n de la ecuacio´n de Poisson Lqu = f , entonces u maximiza
el funcional J .
Demostracio´n. Ver que u maximiza el funciona J es lo mismo que ver que u minimiza el
funcional −J . Suponemos que el funcional mı´nw∈C(V ) {−J (w)} tiene solucio´n v. Entonces,
−J (v) es mı´nimo, es decir, −J (v) ≤ −J (v + th) para toda h ∈ C(V ) y t ∈ R.
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Definimos la aplicacio´n
ϕh : R −→ R
t 7−→ −J (v + th).
Esta aplicacio´n es derivable. Adema´s, tiene un mı´nimo en t = 0 porque por hipo´tesis −J (v) es
mı´nimo. Por tanto, ddtϕh|t=0 = 0. Por otro lado,
−J (v + th) = 〈Lq(v + th), v + th〉 − 2〈f, v + th〉 =
= −J (v) +
(
2〈Lqv, h〉 − 2〈f, h〉
)
t+
(
〈Lqh, h〉
)
t2.
Derivando respecto de t e imponiendo ddtϕh|t=0 = 0, se obtiene la ecuacio´n
〈Lqv, h〉 = 〈f, h〉 para toda h ∈ C(V ),
donde v minimiza el funcional −J . Por lo tanto, la funcio´n u, que es solucio´n de Lqu = f , es en
particular solucio´n del problema de´bil 〈Lqu, v〉 = 〈f, v〉 para toda v ∈ C(V ). En consecuencia,
acabamos de demostrar que u minimiza el funcional −J :
−J (u) = mı´n
v∈C(V )
−J (v),
donde u solucio´n de Lu = f .
Teorema 2.1.3 (Euler-Lagrange). 〈Lqu, v〉 = 〈f, v〉 para toda v ∈ C(V ) si, y so´lo si Lqu = f .
Adema´s, u maximiza el funcional J (u) = 2〈f, u〉 − 〈Lqu, u〉 si, y so´lo si, u verifica la ecuacio´n
〈Lqu, v〉 = 〈f, v〉 para toda v ∈ C(V ).
Demostracio´n. Si 〈Lqu, v〉 = 〈f, v〉 para toda v ∈ C(V ) entonces, tomando v = εx, Lqu(x) =
f(x) para todo x ∈ V , es decir, Lu = f . El rec´ıproco es inmediato. Si u verifica la ecuacio´n de
Euler, entonces −J (u + v) = 〈Lqu, u〉 + 〈Lqv, v〉 − 2〈f, u〉 = −J (u) − 〈Lv, v〉 ≥ −J (u) para
toda v ∈ C(V ). Por tanto, u es mı´nimo de −J . El rec´ıproco es consecuencia de la proposicio´n
anterior.
La ecuacio´n 〈Lqu, v〉 = 〈f, v〉 para toda v ∈ C(V ) se denomina ecuacio´n de Euler , donde u
maximiza a J (u). La ecuacio´n Lq(u) = f se denomina ecuacio´n de Euler-Lagrange.
Como consecuencia de todos estos resultados,
Teorema 2.1.4. Lqu = f si, y so´lo si, u maximiza el funcional J (v) = 2〈f, v〉 − 〈Lqv, v〉.
2.2. Resistencia efectiva y resistencia total cla´sicas
Uno de los problemas fundamentales en la Teor´ıa de Redes es el ca´lculo de la resistencia entre
dos puntos cualesquiera de la red. En la literatura, si las ramas de una red constituyen las
resistencias de un circuito donde el valor de la resistencia entre dos nodos adyacentes viene
representada por el inverso de la conductancia de la rama entre ellos, entonces para cada
x, y ∈ V la resistencia efectiva entre x e y, R(x, y), es la diferencia de potencial medida entre
los ve´rtices x e y cuando entre ellos se aplica una corriente unitaria. Estas definiciones son
naturales, pues la resistencia es el valor que indica lo que se opone a la circulacio´n en una red
o circuito y la conductancia es justamente lo contrario: es el valor que indica cua´nto fluye la
circulacio´n.
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Dada una red Γ = (V,E, c), un peso constante ω ≡ 1|V | y tomando el valor λ = 0, observamos
que Lq = L+ qω + λ = L, es decir, estamos considerando una red en el sentido cla´sico.
Dados dos ve´rtices x, y ∈ V , decimos que εx−εy es la funcio´n dipolo entre x e y. Si consideramos
la formulacio´n variacional de la ecuacio´n de Poisson Lu = εx−εy en V , sabemos que u es solucio´n
del problema si, y so´lo si, u maximiza el funcional Jx,y(u) = 2 (u(x)− u(y))−Lu, u〉, es decir,
si y so´lo si
(2) Jx,y(u) = ma´x
v∈C(V )
{2 (v(x)− v(y))− 〈Lv, v〉}.
Recordemos que si u maximiza Jx,y entonces u verifica la ecuacio´n de Euler 〈Lu, v〉 = v(x)−v(y)
para toda v ∈ C(V ). En particular, 〈Lu, u〉 = u(x)−u(y) y, por tanto, Jx,y = 2 (u(x)− u(y))−
〈Lu, u〉 = u(x)− u(y).
Retomando (2), u es solucio´n de Lu = εx − εy si, y so´lo si,
u(x)− u(y) = ma´x
v∈C(V )
{Jx,y(v)}.
As´ı, dada una red Γ = (V,E, c) y dos ve´rtices x, y ∈ V , se define la resistencia efectiva entre x
e y como
R(x, y) = ma´x
v∈C(V )
{Jx,y(v)},
donde Jx,y(v) = 2 (v(x)− v(y))−〈Lv, v〉 para toda v ∈ C(V ). Con los ca´lculos anteriores hemos
demostrado el siguiente resultado:
Proposicio´n 2.2.1. Si u es solucio´n de la ecuacio´n de Poisson Lu = εx−εy en V , con x, y ∈ V
dados, entonces
R(x, y) = u(x)− u(y).
Como dos soluciones de la ecuacio´n anterior se diferencian so´lo en una constante, resulta que el
valor de R(x, y) no depende de la solucio´n escogida. Adema´s, R(x, y) = R(y, x), R(x, x) = 0 y
R(x, y) > 0 cuando x 6= y. De hecho, R define una distancia sobre la red, que suele denominarse
distancia resistiva. El conocimiento de las resistencias efectivas de una red se puede usar para
deducir propiedades importantes de las redes ele´ctricas, ver por ejemplo [10].
Ahora, de la misma manera, dada una red Γ = (V,E, c) y un ve´rtice x ∈ V estudiamos la
ecuacio´n de Poisson
Lu = √nεx − 1√
n
en V.
Si consideramos de nuevo la formulacio´n variacional, sabemos que u es solucio´n del problema
si, y so´lo si, u maximiza el funcional Jx(u) = 2
(√
nu(x)− 1√
n
〈1, u〉
)
− 〈Lu, u〉, es decir, si y
so´lo si
(3) Jx(u) = ma´x
v∈C(V )
{
2
(√
nv(x)− 1√
n
〈1, v〉
)
− 〈Lv, v〉
}
.
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En consecuencia, u verifica la ecuacio´n de Euler 〈Lu, v〉 = √nv(x) − 1√
n
〈1, v〉 para toda v ∈
C(V ). En particular, 〈Lu, u〉 = √nu(x)− 1√
n
〈1, u〉 y, por tanto,
Jx(u) =
√
nu(x)− 1√
n
〈1, u〉.
Retomando (3), u es solucio´n de Lu = √nεx − 1√
n
si, y so´lo si,
√
nu(x)− 1√
n
〈1, u〉 = ma´x
v∈C(V )
{Jx(v)}.
As´ı, dada una red Γ = (V,E, c) y un ve´rtice x ∈ V se define la resistencia total sobre el ve´rtice
x como
r(x) = ma´x
v∈C(V )
{Jx(v)},
donde Jx(v) =
√
nv(x)− 1√
n
〈1, v〉 − 〈Lv, v〉 para toda v ∈ C(V ). Con lo calculado hasta ahora
hemos demostrado lo siguiente:
Proposicio´n 2.2.2. Si u es solucio´n de la ecuacio´n de Poisson Lu = √nεx − 1√
n
en V , con
x ∈ V dado, entonces r(x) = √nu(x)− 1√
n
〈1, u〉.
2.3. Resistencia efectiva y resistencia total generalizadas
En esta seccio´n introduciremos una generalizacio´n del concepto de resistencia efectiva: una
resistencia efectiva generalizada. En lo sucesivo consideraremos fijada una red Γ = (V,E, c), un
valor λ ≥ 0, un peso ω ∈ Ω(V ) y un operador de Schro¨dinger Lq con potencial q = qω + λ.
Dados x, y ∈ V , en primer lugar definimos el ω-dipolo entre x e y como la funcio´n
fxy =
εx
ω(x)
− εy
ω(y)
.
Observemos que fxx = 0 para todo x ∈ V y que cuando ω es constante entonces el ω-dipolo es
simplemente el dipolo esta´ndar.
Si consideramos la formulacio´n variacional de la ecuacio´n de Poisson Lqu = fxy en V , entonces
u es solucio´n del problema si, y so´lo si,
(4) Jx,y(u) = ma´x
v∈C(V )
{
2
(
v(x)
ω(x)
− v(y)
ω(y)
)
− 〈Lqv, v〉
}
.
Adema´s, u verifica la ecuacio´n de Euler 〈Lqu, v〉 = v(x)
ω(x)
− v(y)
ω(y)
para toda v ∈ C(V ). En
particular, 〈Lqu, u〉 = u(x)
ω(x)
− u(y)
ω(y)
y, por tanto,
Jx,y(u) = 2
(
u(x)
ω(x)
− u(y)
ω(y)
)
− 〈Lqu, u〉 = u(x)
ω(x)
− u(y)
ω(y)
.
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Retomando (4), u es solucio´n de Lqu = fxy si, y so´lo si,
u(x)
ω(x)
− u(y)
ω(y)
= ma´x
v∈C(V )
{Jx,y(v)}.
As´ı, dados dos ve´rtices x, y ∈ V , se define la resistencia efectiva generalizada, conocida como la
resistencia efectiva respecto de ω y λ entre x e y como
Rλ,ω(x, y) = ma´x
v∈C(V )
{Jx,y(v)},
donde Jx,y(v) = 2
(
v(x)
ω(x)
− v(y)
ω(y)
)
− 〈Lqv, v〉 para toda v ∈ C(V ).
La resistencia efectiva generalizada es, en el fondo, una distancia en la red que depende de un
peso ω en los ve´rtices y un valor no negativo λ. E´sta se conoce como distancia resistiva respecto
de ω y λ y, pese a tener el mismo origen, es diferente de la distancia resistiva usual en tal grado
que es de mayor utilidad en el campo de la qu´ımica, pues recupera mayor informacio´n de la
mole´cula. El punto con ma´s dificultad para demostrar que la distancia resistiva es, efectivamente,
una distancia, es demostrar que verifica la desigualdad triangular. Para ello se necesitan las
relaciones entre las resistencias efectivas y las funciones de green en te´rminos de medidas de
equilibrio, ver [6].
Proposicio´n 2.3.1. La resistencia efectiva generalizada, Rλ,ω, es una distancia. Esto es, para
todo par x, y ∈ V
1. Rλ,ω(x, y) ≥ 0 y Rλ,ω(x, y) = 0⇔ x = y.
2. Rλ,ω(x, y) = Rλ,ω(y, x)
3. Rλ,ω(x, y) ≤ Rλ,ω(x, z) +Rλ,ω(z, y) para todo z ∈ V .
Demostracio´n. La resistencia efectiva es siempre positiva, pues
Rλ,ω(x, y) = ma´x
v∈C(V )
{Jx,y(v)}
y Jx,y(0) = 0. Adema´s, de aqu´ı se deduce que so´lo es nula cuando x = y. Para ver que es
sime´trica basta observar que Jx,y(v) = Jy,x(−v) para toda v ∈ C(V ). El punto 3., como ya
se ha dicho, tiene una demostracio´n un poco ma´s complicada. En [6] se da la demostracio´n
usando el hecho de que la funcio´n de Green sobre V excepto un ve´rtice arbitrario es siempre
no negativa por ser la inversa de un determinado tipo de matrices, llamadas M -matrices, y a
su vez e´sta es igual a un te´rmino positivo que multiplica a Rω,λ(x, z) +Rω,λ(z, y)−Rω,λ(x, y)
para todo z ∈ V , lo que demuestra la desigualdad triangular.
Proposicio´n 2.3.2. Si u es solucio´n de la ecuacio´n de Poisson Lqu = fxy en V , con x, y ∈ V
dados, entonces
Rλ,ω(x, y) =
u(x)
ω(x)
− u(y)
ω(y)
.
Como dos soluciones de la ecuacio´n anterior se diferencian so´lo en un mu´ltiplo de ω, el valor
de Rλ,ω(x, y) no depende de la solucio´n escogida. Adema´s, Rλ,ω es sime´trica, Rλ,ω(x, x) = 0 y
Rλ,ω(x, y) > 0 cuando x 6= y. De hecho, Rλ,ω define tambie´n una distancia sobre la red, que
suele denominarse distancia resistiva respecto de ω y λ.
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Ahora, bajo las mismas hipo´tesis, dado un ve´rtice x ∈ V definimos fx como fx = εx
ω(x)
− ω y
estudiamos la ecuacio´n de Poisson
Lqu = fx en V.
Considerando la formulacio´n variacional del mismo, u es solucio´n del problema si, y so´lo si, u
maximiza el funcional Jx(u) = 2
(
u(x)
ω(x)
− 〈ω, u〉
)
− 〈Lqu, u〉, es decir, si y so´lo si
(5) Jx(u) = ma´x
v∈C(V )
{
2
(
v(x)
ω(x)
− 〈ω, v〉
)
− 〈Lqv, v〉
}
.
En consecuencia, u verifica la ecuacio´n de Euler 〈Lqu, v〉 = v(x)
ω(x)
− 〈ω, v〉 para toda v ∈ C(V ).
En particular, 〈Lqu, u〉 = u(x)
ω(x)
− 〈ω, u〉 y, por tanto,
Jx(u) = 2
(
u(x)
ω(x)
− 〈ω, u〉
)
− 〈Lqu, u〉 = u(x)
ω(x)
− 〈ω, u〉.
Retomando (5), u es solucio´n de Lqu = εx
ω(x)
− ω si, y so´lo si,
u(x)
ω(x)
− 〈ω, u〉 = ma´x
v∈C(V )
{Jx(v)}.
As´ı, dado un ve´rtice x ∈ V se define la resistencia total respecto de ω y λ sobre el ve´rtice x
como
rλ,ω(x) = ma´x
v∈C(V )
{Jx(v)},
donde Jx(v) = 2
(
v(x)
ω(x)
− 〈ω, v〉
)
− 〈Lqv, v〉 para toda v ∈ C(V ). Adema´s, se cumple lo sigu-
iente:
Proposicio´n 2.3.3. Si u es solucio´n de la ecuacio´n de Poisson Lqu = fx en V , con x ∈ V
dado, entonces rλ,ω(x) =
u(x)
ω(x)
− 〈ω, u〉.
Es importante indicar en este punto la relacio´n entre la resistencia efectiva cla´sica y su gener-
alizacio´n cuando el peso es constante. Para ello, recordemos que la nocio´n cla´sica trabaja sobre
un grafo y por tanto las conductancias sobre las ramas las consideraremos como la funcio´n
constante 1. Adema´s, el para´metro λ sera´ nulo y el peso sera´ una cantidad constante sobre
todos los nodos.
Sea G un grafo y ω ∈ Ω(V ). Como ω debe ser constante, si n = |V (G)| entonces ω = 1√
n
.
Dados dos ve´rtices x, y ∈ V , si u ∈ C(V ) es la solucio´n de la ecuacio´n Lq(u) = εx
ω(x)
− εy
ω(y)
=
√
n(εx − εy) entonces la resistencia efectiva generalizada respecto de λ = 0 y ω = 1√
n
entre x
e y viene dada por
R0,ω(x, y) =
√
n(u(x)− u(y)).
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Por otro lado, si v ∈ C(V ) es la solucio´n de la ecuacio´n L(v) = εx − εy, entonces la resistencia
efectiva cla´sica entre x e y viene dada por
R(x, y) = v(x)− v(y).
Observando que la funcio´n
√
nv es solucio´n de la ecuacio´n que da la resistencia efectiva gener-
alizada, esto es,
Lq(
√
nv) =
√
nLq(v) =
√
nL(v) = √n(εx − εy),
se deduce por unicidad de solucio´n de esta ecuacio´n que u =
√
nv y, en consecuencia, si obviamos
la notacio´n de λ cuando e´ste es nulo,
Rω = nR.
2.4. I´ndice de Kirchhoff
El I´ndice de Kirchhoff esta´ndar de una red conexa Γ = (V,E, c) se suele denotar por k = k(Γ)
y se define como
k =
1
2
∑
x,y∈V
R(x, y).
Este ı´ndice representa una medida de la conexio´n de la red o de co´mo es su taman˜o en te´rminos
de la distancia resistiva.
En este trabajo estamos interesados en tratar una versio´n generalizada de este concepto. Sea
Γ = (V,E, c) una red conexa, ω ∈ Ω(V ) un peso y consideremos el para´metro λ ≥ 0. Definimos
el I´ndice de Kirchhoff respecto de ω y λ de la red Γ como
k(λ, ω) =
1
2
∑
x,y∈V
Rλ,ω(x, y)ω
2(x)ω2(y).
Siguiendo con las comparaciones de la seccio´n anterior entre las nociones cla´sicas y las gen-
eralizadas, ahora estudiamos brevemente la relacio´n entre el ı´ndice de Kirchhoff cla´sico y el
generalizado cuando el peso ω es constante (obviando la expresio´n del para´metro λ, pues es
nulo):
k(ω) =
1
2
∑
x,y∈V
√
n(u(x)− u(y)) 1
n2
=
1
2
∑
x,y∈V
1
n
(v(x)− v(y)) = 1
n
k.
En lo sucesivo se dara´n importantes relaciones de este ı´ndice con el resto de para´metros gener-
alizados de una red.
De ahora en adelante, omitiremos la expresio´n respecto de λ cuando λ = 0 y, adema´s, si ω es
constante tambie´n omitiremos su expresio´n.
2.5. Resultados generales
2.5.1. Relacio´n con la funcio´n de Green. Sea Γ = (V,E, c) una red conexa con peso
ω ∈ Ω(V ) y un para´metro λ ≥ 0. Consideremos el potencial q = qω + λ.
Las relaciones entre las resistencias efectivas, las totales y las ecuaciones de Poisson nos llevan a
las siguientes relaciones entre estos para´metros y el operador de Green Gq de la red. De hecho,
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no son ma´s que una generalizacio´n de la conocida caracterizacio´n de la llamada Campbell-Youla
inverse, ver [18]. Es ma´s, estas relaciones proporcionan la caracterizacio´n de la resistencia
efectiva generalizada en te´rminos de la traza de la matriz asociada al operador de Green.
Proposicio´n 2.5.1. Para todo par de ve´rtices x, y ∈ V , se cumplen las siguientes igualdades
rλ,ω(x) =
Gq(x, x)
ω2(x)
− Λ(λ)
y
Rλ,ω(x, y) =
Gq(x, x)
ω2(x)
+
Gq(y, y)
ω2(y)
− 2 Gq(x, y)
ω(x)ω(y)
,
donde Λ(λ) = 0 si λ = 0 y Λ(λ) = λ−1 si λ > 0.
Demostracio´n. Recordemos que fx =
εx
ω(x)
− ω. Si v = Gq(fx), entonces
Lq(v) =
{
fx si λ > 0
fx − 〈fx, ω〉ω si λ = 0
}
= fx
debido a que 〈fx, ω〉 = ω(x)
ω(x)
− 〈ω, ω〉 = 0. Por tanto, v es solucio´n de Lqv = fx. Por la
Proposicio´n 2.3.3,
rλ,ω(x) =
v(x)
ω(x)
− 〈v, ω〉 = v(x)
ω(x)
− 〈Gq(fx), ω〉 = v(x)
ω(x)
− 〈fx, ω〉Λ(λ) = v(x)
ω(x)
y observando que v = Gq(fx) = Gq
( εx
ω(x)
− ω
)
=
Gq(εx)
ω(x)
− Λ(λ)ω se tiene que
rλ,ω(x) =
Gq(x, x)
ω2(x)
− Λ(λ).
Por otro lado, dados x, y ∈ V y u = Gq(fxy) entonces
Lq(u) = Lq(Gq(fxy)) =
{
fxy si λ = 0
fxy − 〈fxy, ω〉ω si λ > 0
}
= fxy
debido a que 〈fxy, ω〉 = ω(x)
ω(x)
− ω(y)
ω(y)
= 0. Por tanto, u es solucio´n de Lqu = fxy. Por la
Proposicio´n 2.3.2,
Rλ,ω(x, y) =
u(x)
ω(y)
− u(x)
ω(y)
y observando que u = Gq(fxy) = Gq(εx)
ω(x)
− Gq(εy)
ω(y)
se tiene que
Rλ,ω(x, y) =
Gq(x, x)
ω2(x)
+
Gq(y, y)
ω2(y)
− 2 Gq(x, y)
ω(x)ω(y)
,
como consecuencia de que G es una funcio´n sime´trica.
Observemos que una consecuencia inmediata de esta proposicio´n es la igualdad
Rλ,ω(x, y) = rλ,ω(x) + rλ,ω(y) + 2Λ(λ)− 2 Gq(x, y)
ω(x)ω(y)
.
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Proposicio´n 2.5.2. Se cumplen las siguientes igualdades:
k(λ, ω) =
∑
x∈V
Gq(x, x)− Λ(λ)
y
k(λ, ω) =
∑
x∈V
rλ,ω(x)ω
2(x).
Demostracio´n. En primer lugar, hagamos un ca´lculo previo que nos sera´ u´til en esta de-
mostracio´n y tambie´n en la siguiente.
〈Gq(εx), ω〉 = 〈εx,Gq(ω)〉 = 〈εx,Λ(λ)ω〉 = ω(x)Λ(λ).
Ahora ya podemos proceder al ca´lculo de la igualdad del enunciado.
1
2
∑
x∈V
∑
y∈V
Rλ,ω(x, y)ω
2(x)ω2(y)
=
1
2
∑
x∈V
∑
y∈V
([
rλ,ω(x) + rλ,ω(y) + 2Λ(λ)− 2 Gq(x, y)
ω(x)ω(y)
]
ω2(x)ω2(y)
)
=
1
2
∑
x∈V
rλ,ω(x)ω
2(x) +
1
2
∑
y∈V
rλ,ω(y)ω
2(y) + Λ(λ)−
∑
x∈V
ω(x)〈Gq(εx), ω〉
=
∑
x∈V
(
Gq(x, x)
ω2(x)
− Λ(λ)
)
ω2(x)−
∑
x∈V
ω2(x)Λ(λ) + Λ(λ)
=
∑
x∈V
Gq(x, x)− Λ(λ).
La segunda igualdad viene dada de manera automa´tica a partir de e´sta, pues
k(λ, ω) =
∑
x∈V
Gq(x, x) + Λ(λ) =
∑
x∈V
rλ,ω(x)ω
2(x) + Λ(λ)− Λ(λ) =
∑
x∈V
rλ,ω(x)ω
2(x).
Corolario 2.5.3. Para todo x ∈ V ,
rλ,ω(x) =
∑
y∈V
(Rλ,ω(x, y)− k(λ, ω))ω2(y).
Demostracio´n.∑
y∈V
(
Rλ,ω(x, y)− k(λ, ω)
)
ω2(y)
=
∑
y∈V
(
rλ,ω(x) + rλ,ω(y) + 3Λ(λ)− 2 Gq(x, y)
ω(x)ω(y)
−
∑
z∈V
Gq(z, z)
)
ω2(y)
= rλ,ω(x) +
∑
y∈V
Gq(y, y)− Λ(λ) + 3Λ(λ)− 2
ω(x)
〈Gq(εx), ω〉 −
∑
y∈V
Gq(y, y)
= rλ,ω(x).
Los siguientes resultados son meros ca´lculos usando las fo´rmulas anteriores, pero que pueden
resultar de gran utilidad:
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Corolario 2.5.4. Para todo par de ve´rtices x, y ∈ V se tiene
Gq(x, y) =
1
2
ω(x)ω(y)
(
rλ,ω(x) + rλ,ω(y) + 2Λ(λ)−Rλ,ω(x, y)
)
.
Corolario 2.5.5. Para todo ve´rtice x ∈ V ,
Λ(λ) =
1
ω(x)
∑
y∈V
Gq(x, y)ω(y).
Este u´ltimo corolario es una consecuencia directa del hecho de que ω es autofuncio´n del operador
de Green con autovalor λ, tanto cuando λ es positivo como cuando es nulo, tal como se ha
explicado en la Proposicio´n 1.6.6.
2.5.2. Relacio´n con los autovalores y las autofunciones de Lq. Las resistencias efec-
tivas, las resistencias totales y el I´ndice de Kirchhoff tambie´n se pueden expresar en funcio´n de
los autovalores del operador de Schro¨dinger Lq y de sus correspondientes autofunciones.
Si λ1 = λ < λ2 ≤ . . . ≤ λn son los autovalores de Lq y {vj}nj=1, donde v1 = ω, es la correspon-
diente base ortonormal de autofunciones, entonces se tienen los siguientes resultados.
Proposicio´n 2.5.6. [8, Prop. 3.4] Para todo x, y ∈ V ,
rλ,ω(x) =
1
ω2(x)
n∑
j=2
v2j (x)
λj
y
Rλ,ω(x, y) =
n∑
j=2
1
λj
(vj(x)
ω(x)
− vj(y)
ω(y)
)2
.
Demostracio´n. Recordemos que rλ,ω(x) =
u(x)
ω(x)
− 〈ω, u〉, donde Lq(u) = εx
ω(x)
− ω = fx. Si
λ 6= 0, teniendo en cuenta que la base de autofunciones la hemos escogido ortonormal, se tiene
que u = Gq(Lq(u)) =
n∑
j=2
1
λj
(
vj(x)
ω(x)
− 〈vj , ω〉
)
vj =
n∑
j=2
vj(x)vj
λjω(x)
. As´ı, rλ,ω(x) =
u(x)
ω(x)
− 0 =
1
ω2(x)
n∑
j=2
v2j (x)
λj
. Si λ = 0, se tiene que u − 〈u, ω〉ω = Gq(Lq(u)) =
n∑
j=2
vj(x)vj
λjω(x)
y por tanto
rλ,ω(x) =
1
ω2(x)
n∑
j=2
v2j (x)
λj
+ 〈u, ω〉 − 〈u, ω〉 = 1
ω2(x)
n∑
j=2
v2j (x)
λj
.
Ana´logamente, como Rλ,ω(x, y) =
u(x)
ω(x)
− u(y)
ω(y)
, donde Lq(u) = εx
ω(x)
− εy
ω(y)
= fxy. Si λ 6= 0,
u = Gq(Lq(u)) =
n∑
j=2
1
λj
(
vj(x)
ω(x)
− vj(y)
ω(y)
)
vj . Por tanto, Rλ,ω(x, y) =
n∑
j=2
1
λj
(vj(x)
ω(x)
− vj(y)
ω(y)
)2
.
Si λ = 0, entonces u− 〈u, ω〉ω =
n∑
j=2
1
λj
(
vj(x)
ω(x)
− vj(y)
ω(y)
)
vj y as´ı
Rλ,ω(x, y) =
n∑
j=2
1
λj
(vj(x)
ω(x)
− vj(y)
ω(y)
)2
+ 〈u, ω〉 − 〈u, ω〉 =
n∑
j=2
1
λj
(vj(x)
ω(x)
− vj(y)
ω(y)
)2
,
como quer´ıamos demostrar.
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Corolario 2.5.7. El I´ndice de Kirchhoff viene dado en funcio´n de los autovalores por la
fo´rmula
k(λ, ω) =
n∑
j=2
1
λj
Demostracio´n. Este resultado en consecuencia directa de los anteriores si se tiene en cuenta
que la base de autofunciones es ortonormal.
2.5.3. Cotas para la resistencia y para el I´ndice de Kirchhoff. En ocasiones es nece-
sario saber acotar el valor del I´ndice de Kirchhoff cuando no es posible conocer su valor exacto.
Los siguientes resultados proporcionan una cota elemental para la resistencia efectiva y el I´ndice
de Kirchhoff generalizados en te´rminos exclusivamente de para´metros combinatorios.
Primero conozcamos unas cotas para la resistencia efectiva en funcio´n del peso y el segundo y
u´ltimo autovalor solamente.
Proposicio´n 2.5.8. [8, Cor. 3.5] Para todo par x, y ∈ V , con x 6= y se tiene que
1
λn
(
1
ω2(x)
+
1
ω2(y)
)
≤ Rλ,ω(x, y) ≤ 1
λ2
(
1
ω2(x)
+
1
ω2(y)
)
,
donde λ < λ2 ≤ . . . ≤ λn son los autovalores de Lq.
Demostracio´n. Recordemos que Rλ,ω(x, y) =
n∑
j=2
1
λj
(
vj(x)
ω(x)
− vj(y)
ω(y)
)2
, donde v1 = ω, v2 <
. . . < vn es una base ortonormal de autovalores de Lq. Como es una base ortonormal, la
transpuesta de la matriz de la base tambie´n lo es y, por tanto, se cumplen las mismas propiedades
de ortonormalidad por filas que por columnas. Esto es, que 〈vj , vj〉 = 1 para toda j = 1, . . . , n
implica que
n∑
j=1
v2j (x) = 1 para todo x ∈ V y que 〈vi, vj〉 = 0 con i 6= j implica que
n∑
j=1
vj(x)vj(y) = 0 para todo x 6= y.
As´ı,
n∑
j=2
(
vj(x)
ω(x)
− vj(y)
ω(y)
)2
=
1
ω2(x)
 n∑
j=1
v2j (x)− ω2(x)
+ 1
ω2(y)
 n∑
j=1
v2j (y)− ω2(y)

− 2
ω(x)ω(y)
(
n∑
j=1
vj(x)vj(y)− ω(x)ω(y)
)
=
1
ω2(x)
+
1
ω2(y)
.
Teniendo en cuenta que λ2 ≤ λj ≤ λn para toda j = 1, . . . ,m, se siguen las desigualdades del
enunciado.
Ahora conozcamos las cotas para el I´ndice de Kirchhoff en funcio´n solamente del nu´mero de
ve´rtices de la red y del segundo y u´ltimo autovalor.
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Proposicio´n 2.5.9. [8, Cor. 3.5]
n− 1
λ2
≤ k(λ, ω) ≤ n− 1
λn
,
donde λ < λ2 < . . . < λn son los autovalores de Lq.
Demostracio´n. Como k(λ, ω) =
n∑
j=2
1
λj
y teniendo en cuenta que λ2 ≤ λj ≤ λn para toda
j = 1, . . . ,m, se tiene que
k(λ, ω) ≤
n∑
j=2
1
λn
=
n− 1
λn
y
k(λ, ω) ≥
n∑
j=2
1
λ2
=
n− 1
λ2
.
2.6. Ejemplos
Ahora es el momento de mostrar la aplicacio´n de esta herramienta que se ha ido construyendo
a lo largo de este trabajo al ana´lisis de dos tipos de redes concretas: las redes barbell y las redes
ladder. Con ello lo que se pretende es mostrar la utilidad y aplicabilidad del trabajo antes de
proceder al ana´lisis de las redes compuestas, que es el objetivo del mismo.
2.6.1. Redes ladder. Dada una red Γ = (V, c), una funcio´n positiva a ∈ C(V ) no nula y los
valores c1, . . . , cn > 0, la red ladder de n capas, base (Γ, a) y para´metros c1, . . . , cn es la red
Γ̂ = (V̂ , ĉ), donde V̂ =
n⋃
i=1
{xj | x ∈ V } y

ĉ(xj , yj) = c(x, y), x, y ∈ V, j = 1, . . . , n
ĉ(xj , xj+1) = cja(x), x ∈ V, j = 1, . . . , n− 1
ĉ(xj , yj+1) = 0, x, y ∈ V, x 6= y, j = 1, . . . , n− 1
ĉ(xj , yi) = 0, x, y ∈ V, i, j = 1, . . . , n, |i− j| > 1.
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x
y
z
t
p
c′s
x
y
z
t
p
c′s
x1
x2
y1
y2
z1
z2
t1
t2
p1
p2
c′s
c′s
c1a(x)
c2a(x)
c1a(y)
c1a(z)
c1a(t)
c1a(p)
c2a(y)
c2a(z)
c2a(t)
c2a(p)
ΓˆΓ
Figura 1. Ejemplo de ladder para n = 2.
En [7] se calculo´, para n = 1 y tomando la notacio´n x̂ = x1, el I´ndice de Kirchhoff de este tipo
de redes:
Proposicio´n 2.6.1. Dado ω̂ ∈ V̂ y λ ≥ 0, si q = qω̂+λ, µ =
( ∑
x∈V
ω2(x)
) 1
2
y ω = µω̂ entonces
k(λ, ω̂) = k(λ, ω) + k(γ, σ) +
1
γ
,
donde σ ∈ Ω(V ) y γ ≥ ma´x
x∈V
{q(x)− qσ(x)} son tales que 2a = γ + qσ − q.
2.6.2. Redes barbell. Las redes barbell Γk,m,r con n = k + m + r ve´rtices y para´metros
c0, . . . , cm > 0, a, b > 0, donde m ≥ 2 y k, r ≥ 1, son un camino (pesado) de m ve´rtices
{xk+1, . . . , xk+m} al que se le une una red completa de k + 1 ve´rtices en el ve´rtice xk+1 y una
red completa de r+1 ve´rtices al ve´rtice xk+m. Se denota por {x1, . . . , xk} al conjunto de nuevos
ve´rtices de la primera red completa y por {xk+m+1, . . . , xk+m+r} al conjunto de nuevos ve´rtices
de la segunda. Sus conductancias vienen dadas por

c(xi, xj) = a, 1 ≤ i < j ≤ k
c(xi, xk+1) = c0, 1 ≤ i ≤ k
c(xk+i, xk+i+1) = ci, 1 ≤ i ≤ m− 1
c(xk+m, xk+m+i) = cm, 1 ≤ i ≤ r
c(xk+m+i, xk+m+j) = b, 1 ≤ i < j ≤ r.
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c4
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b
b
b
b
Figura 2. Ejemplo de barbell para k = m = 4 y r = 3.
En [4], ver tambie´n [13], se ha calculado el I´ndice de Kirchhoff cla´sico de este tipo de redes,
as´ı como las resistencias efectivas:
Proposicio´n 2.6.2. El I´ndice de Kirchhoff cla´sico de las redes barbell viene dado por
k(Γk,m,r) =
n(k − 1)
ka+ c0
+
n(r − 1)
rb+ cm
+
m+ r
c0
+
m+ k
cm
+
m−1∑
i=1
(k + i)(m+ r − i)
ci
y las resistencias efectivas vienen dadas por las siguientes igualdades:
R(xi, xj) =
2
ka+ c0
, 1 ≤ i < j ≤ k,
R(xi, xk+j) =
(1− k)a
c0(ka+ c0)
+
j−1∑
l=0
1
cl
, 1 ≤ i ≤ k, 1 ≤ j ≤ m,
R(xi, xk+m+j) =
(1− k)a
c0(ka+ c0)
+
(1− r)b
cm(rb+ cm)
+
m∑
l=0
1
cl
, 1 ≤ i ≤ k, 1 ≤ j ≤ r,
R(xk+i, xk+j) =
j−1∑
l=i
1
cl
, 1 ≤ i < j ≤ m,
R(xk+i, xk+m+j) =
(1− r)b
cm(rb+ cm)
+
m∑
l=i
1
cl
, 1 ≤ i ≤ m, 1 ≤ j ≤ r,
R(xk+m+i, xk+m+j) =
2
rb+ cm
, 1 ≤ i < j ≤ r.
Cap´ıtulo 3
Redes compuestas
Con toda esta herramienta teo´rica como fondo estudiamos ahora el comportamiento de las
resistencias efectivas y el I´ndice de Kirchhoff generalizados de las redes compuestas suma, corona
y cluster respecto de los de sus factores. Cabe remarcar aqu´ı que, aunque se han mantenido
los nombres originales, estas redes compuestas no son las tradicionales: en este trabajo se han
tratado generalizaciones de las mismas, las cuales permiten dar resultados ma´s amplios.
3.1. Suma
La suma Γ0 + Γ1 de dos grafos Γ0 = (V0, E0) y Γ1 = (V1, E1), tales que V0 ∩ V1 = ∅, es el grafo
unio´n de Γ0 y Γ1 al que se han an˜adido, adema´s, todas las ramas con un extremo en V0 y el
otro en V1.
Γ1 Γ0
Γ0 + Γ1
Figura 1. Ejemplo de suma cla´sica.
En este trabajo consideraremos la siguiente generalizacio´n, introducida en [9]. Consideremos la
red conexa Γ0 = (V0, E0, c0), con V0 = {x1, . . . , xn}, y dado m ∈ N, para cada i = 1, . . . ,m
consideremos las redes conexas Γi = (Vi, Ei, ci). Llamamos red suma con base Γ0, peso ω y
conductancias {ai}mi=1 a la red Γ, tambie´n denotada por Γ0 + (Γ1, . . . ,Γm), cuyo conjunto de
ve´rtices es V =
m∐
i=0
Vi la unio´n disjunta de todos los conjuntos de ve´rtices y cuya conductancia
esta´ dada por c(x, y) = ci(x, y), para todo par x, y ∈ Vi, por c(xj , y) = aiω(xj)ω(y) para todo
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par xj ∈ V0 (j = 1, . . . , n) e y ∈ Vi, i = 0, . . . ,m, y por c(x, y) = 0 en otro caso. Podemos
suponer, sin pe´rdida de generalidad, que a1 ≤ . . . ≤ am.
Γ1 Γ2
Γm
. . .
c1
′s c2′s cm
′s
. . .
. . .
c0
′s
x1
x2
xn
Γ0
⇓
. . .
c1
′s
c2
′s
cm
′s
. . .
. . .
c0
′s
x1
x2
xn
Γ0 + (Γ1, . . . ,Γm)
a1
′s
a2
′s
am
′s
Figura 2. Ejemplo de suma generalizada.
Por otro lado, dado el peso ω ∈ Ω(V ) en V , para cada i = 0, . . . ,m se define el valor σi =( ∑
x∈Vi
ω(x)2
) 1
2
. Entonces, dado i = 0, . . . ,m si para cada x ∈ Vi definimos ωi(x) = σ−1i ω(x),
es claro que ωi ∈ Ω(Vi); es decir, hemos restringido el peso ω para obtener pesos derivados de
e´ste en cada factor de la red suma.
Para cada i = 0, . . . ,m identificamos C(Vi) con el subespacio de C(V ) formado por las funciones
que son nulas en V \ Vi. Por otro lado, si u ∈ C(V ), la restriccio´n de u a Vi, i = 0, . . . ,m se
denota tambie´n por u. Observamos que si u ∈ C(Vi) y v ∈ C(V ), entonces 〈u, v〉 =
∑
x∈Vi
u(x)v(x).
En particular, si u ∈ C(Vi) y v ∈ C(Vj) con i 6= j entonces 〈u, v〉 = 0.
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Denotamos por L al Laplaciano combinatorio de la red suma Γ y para cada i = 0, . . . ,m por
Li al Laplaciano combinatorio de la red Γi.
Lema 3.1.1. Para toda u ∈ C(V ), se verifica:
L(u)(xi) = L0(u)(xi) + ω0(xi)
m∑
j=1
ajσjσ0
(
u(xi)〈ωj , 1〉 − 〈ωj , u〉
)
, xi ∈ V0, i = 1, . . . ,m
L(u)(x) = Li(u)(x) + ωi(x)aiσiσ0
(
u(x)〈ω0, 1〉 − 〈ω0, u〉
)
, x ∈ Vi, i = 1, . . . ,m
Lema 3.1.2. Consideremos el potencial qω = −ω−1L(ω) definido en V y los potenciales qωi =
−ω−1i Li(ωi) definido en Vi, para i = 0, . . . ,m. Entonces,
qω = qω0 +
m∑
j=1
ajσj
(
σj − σ0〈ωj , 1〉ω0
)
en V0,
qω = qωi + aiσ0
(
σ0 − σi〈ω0, 1〉ωi
)
en Vi, i = 0, . . . ,m.
En lo sucesivo en esta seccio´n consideraremos un para´metro λ ≥ 0 fijado y el potencial en la
red suma dado por q = qω + λ. Adema´s, definimos los valores positivos γ0 = λ +
m∑
j=1
ajσ
2
j ,
γi = λ+ aiσ
2
0 y los potenciales pi = qωi + γi en Γi, con i = 0, . . . ,m.
Proposicio´n 3.1.3. Para toda u ∈ C(V ), se verifica:
Lq(u) = L0p0(u)−
(
m∑
j=1
ajσjσ0〈ωj , u〉
)
ω0 en V0,
Lq(u) = Lipi(u)− aiσiσ0〈ω0, u〉ωi en Vi, i = 1, . . . ,m.
3.1.1. Funcio´n de Green, resistencias efectivas e I´ndice de Kirchhoff. El principal
objetivo de esta seccio´n es obtener la funcio´n de Green de la red suma en te´rminos de las
funciones de Green de sus factores. Como consecuencia, obtendremos tambie´n los I´ndices de
Kirchhoff y las resistencias efectivas respecto del peso dado en te´rminos de los para´metros
ana´logos de los factores, simplemente aplicando las identidades de la Proposicio´n 2.5.1. A lo
largo de esta seccio´n, Giqωi y G
i
qωi
denotara´n el operador y la funcio´n de Green asociados al
operador de Schro¨dinger Liqωi en Γi, donde i = 0, . . . ,m.
Definimos el valor α =
m∑
j=1
γ−1j σ
2
j dado que aparece en muchas de las igualdades que se muestran
en los siguientes resultados.
Lema 3.1.4. Dada f ∈ C(V ), se tiene que
m∑
j=1
γ−1j ajσj〈ωj , f〉 =
1
σ20
〈ω, f〉 − σ0〈ω0, f〉 − λ m∑
j=1
γ−1j σj〈ωj , f〉
 .
En particular,
m∑
j=1
γ−1j ajσ
2
j =
1− λα
σ20
y
m∑
j=1
γ−1j a
2
jσ
2
j =
γ0
σ20
− λ(1− λα)
σ40
.
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Demostracio´n. La primera parte es consecuencia directa de la identidad aj =
γj − λ
σ20
y el
resto de igualdades se siguen de la reexpresio´n de la suma como
m∑
j=1
γ−1j a
2
jσ
2
j =
1
σ20
m∑
j=1
(1− λγ−1j )ajσ2j .
Se definen ahora las siguientes funciones sobre C(V ): sea P el proyector definido para cualquier
f ∈ C(V ) como
P(f) =
 m∑
j=1
γ−1j σj〈ωj , f〉
ω
y, cuando λ > 0, definimos los proyectores
P0(f) = 1
λ(1− λα)
(
〈ω, f〉ω − λP(f)
)
− 〈ω0, f〉
γ0σ0
ω
Pi(f) = γi − λ
γiλ(1− λα)
(
〈ω, f〉ω − λP(f)
)
, i = 1, . . . ,m
Proposicio´n 3.1.5. Sea f ∈ C(V ). Si λ > 0 entonces la u´nica solucio´n de la ecuacio´n de
Poisson Lq(u) = f es
u = Gpi(f) + Pi(f) en Vi, i = 0, . . . ,m.
Si, por el contrario, λ = 0, entonces la ecuacio´n de Poisson Lq(u) = f es resoluble si y so´lo si
〈ω, f〉 = 0 y la u´nica solucio´n u tal que 〈ω, u〉 = 0 es
u = Gp0(f)− P(f)−
〈ω0, f〉
γ0
ω0 en V0
u = Gpi(f)− P(f) en Vi, i = 1, . . . ,m.
Demostracio´n. De la Proposicio´n 3.1.3 se obtiene que Lq(u) = f en V si,y so´lo si,
L0p0(u) = f +
(
m∑
j=1
ajσjσ0〈ωj , u〉
)
ω0 en V0,
Lipi(u) = f + aiσiσ0〈ω0, u〉ωi en Vi, i = 1, . . . ,m.
Por lo tanto,
γ0〈ω0, u〉 = 〈ω0,L0p0(u)〉 = 〈ω0, f〉+ σ0
m∑
j=1
ajσj〈ωj , u〉
γi〈ωi, u〉 = 〈ωi,Lipi(u)〉 = 〈ωi, f〉+ aiσ0σi〈ω0, u〉, i = 1, . . . ,m.
Multiplicando por aiσi la i-e´sima ecuacio´n y sumando para toda i = 1, . . . ,m obtenemos el
siguiente sistema:
γ0〈ω0, u〉 − σ0
m∑
j=1
ajσj〈ωj , u〉 = 〈ω0, f〉,
−σ0〈ω0, u〉
m∑
j=1
γ−1j a
2
jσ
2
j +
m∑
j=1
ajσj〈ωj , u〉 =
m∑
j=1
γ−1j ajσj〈ωj , f〉.
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Aplicando el Lema 3.1.4,
γ0σ0〈ω0, u〉 − σ20
m∑
j=1
ajσj〈ωj , u〉 = σ0〈ω0, f〉,
−σ0〈ω0, u〉
(
γ0 − λ(1− λα)
σ20
)
+ σ20
m∑
j=1
ajσj〈ωj , u〉 = 〈ω, f〉 − σ0〈ω0, f〉 − λ
m∑
j=1
γ−1j σj〈ωj , f〉.
Por tanto,
〈ω0, u〉
(
λ(1− λα)
σ0
)
= 〈ω, f〉 − λ
m∑
j=1
γ−1j σj〈ωj , f〉.
Ahora distinguimos casos. Si λ > 0, esta ecuacio´n implica que la solucio´n del sistema viene
dada por
〈ω0, u〉 = σ0
λ(1− λα)
(
〈ω, f〉 − λ
m∑
j=1
γ−1j σj〈ωj , f〉
)
,
m∑
j=1
ajσj〈ωj , u〉 = γ0
λ(1− λα)
(
〈ω, f〉 − λ
m∑
j=1
γ−1j σj〈ωj , f〉.
)
− 〈ω0, f〉
σ0
.
Como consecuencia, Lq(u) = f en V si, y so´lo si, Lpi(u) = f +γiPi(f) en Vi, esto es, si y so´lo si
u = Gpi(f) + Pi(f) en Vi para toda i = 0, . . . ,m. Sin embargo, como cuando λ = 0 la ecuacio´n
de Poisson tiene solucio´n si y so´lo si 〈ω, f〉 = 0, esta ecuacio´n implica que la u´nica solucio´n tal
que 〈ω, u〉 = 0 debe verificar
〈ω0, u〉 = −σ0
m∑
j=1
γ−1j σj〈ωj , f〉
m∑
j=1
ajσj〈ωj , u〉 = −γ0
m∑
j=1
γ−1j σj〈ωj , f〉 −
〈ω0, f〉
σ0
.
Esto significa que debe verificar
Lp0(u) = f − γ0P(f)− 〈ω0, f〉ω0 en V0,
Lpi(u) = f − γiP(f) en Vi, i = 1, . . . ,m.
Por tanto, la u´nica solucio´n u con 〈ω, u〉 = 0 viene dada por
u = Gp0(f)− P(f)−
〈ω0, f〉
γ0
en V0
u = Gpi(f)− P(f) en Vi, i = 1, . . . ,m
Teorema 3.1.6. La funcio´n de Green de la red suma Γ0 + (Γ1, . . . ,Γm) con peso ω esta´ deter-
minada por las identidades
Gq = Gpi + gii(λ)ω ⊗ ω en Vi × Vi, i = 0, . . . ,m,
Gq = gij(λ)ω ⊗ ω en Vi × Vj , i, j = 0, . . . ,m, i 6= j
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donde para cada i, j = 1, . . . ,m
g00(λ) =
α
1− λα + Λ(λ)−
1
σ20γ0
,
g0i(λ) = gi0(λ) =
α
1− λα + Λ(λ)−
1
γi(1− λα) ,
gij(λ) =
α
1− λα + Λ(λ) +
λ− γi − γj
γiγj(1− λα) .
Demostracio´n. De la identidad (1) se concluye que si y ∈ V y consideramos la funcio´n
u = Gqω (·, y), entonces u es la u´nica solucio´n de la ecuacio´n de Poisson Lqω (u) = εy − ω(y)ω
tal que 〈ω, u〉 = 0 si λ = 0 y de la ecuacio´n de Poisson Lqω (u) = εy si λ > 0. Por tanto, la
expresio´n de u se deduce de aplicar la expresio´n de tal solucio´n dada en la proposicio´n anterior
cuando f = εy − ω(y)ω para el caso λ = 0 y f = εy para el caso λ > 0. Se deja al lector la
substitucio´n de f en las ecuaciones anteriores para obtener el resultado.
Corolario 3.1.7. El ı´ndice de Kirchhoff de la red suma Γ = Γ0 + (Γ1, . . . ,Γm) respecto del
peso ω viene dado en funcio´n del ı´ndice de Kirchhoff respecto del peso ωi de cada subred Γi que
la compone segu´n la siguiente fo´rmula:
k(λ, ω) =
m∑
j=0
kj(γj , ωj) +
m∑
j=1
1
γj
+
λβ − α
1− λα ,
donde β =
m∑
j=1
γ−2j σ
2
j . Adema´s, las resistencias totales y efectivas para la red suma respecto del
peso ω vienen dadas para todo x, y ∈ V por:
rλ,ω(x) = σ
−2
i rγi,ωi(x) +
α
1− λα + ti(λ) para x ∈ Vi,
Rλ,ω(x, y) = σ
−2
i Rγi,ωi(x, y) para x, y ∈ Vi,
Rλ,ω(x, y) = σ
−2
i rγi,ωi(x) + σ
−2
j rγj ,ωj (y) +
1
γjσ2j
+
1
γiσ2i
+ sij(λ) para x ∈ Vi, y ∈ Vj , i 6= j.
donde para cada i, j = 1, . . . ,m
t0(λ) = 0,
ti(λ) =
1
γiσ2i
+
λ− 2γi
γ2i (1− λα)
,
s0j(λ) =
λ
γ2j (1− λα)
− 1
γ0σ20
,
sij(λ) =
λ(γi − γj)2
γ2i γ
2
j (1− λα)
− 1
γ0σ20
.
3.1.2. Autovalores y autofunciones. Ya se conocen los autovalores de la suma de dos
grafos en te´rminos de los autovalores de sus factores en el caso cla´sico (ver [11, Prop. 4.11]).
En este apartado estudiaremos el caso general que nos ocupa. Primero, usaremos las identi-
dades de la Proposicio´n 3.1.3 para obtener de manera sencilla la mayor´ıa de los autovalores y
autofunciones de Lq en funcio´n de los autovalores y autofunciones de Lpi , con i = 0, . . . ,m.
Lema 3.1.8. Dado i = 0, . . . ,m y γ > γi, si u ∈ C(Vi) verifica que Lpi(u) = γu entonces
Lq(u) = γu.
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Demostracio´n. Basta ver que 〈u, ωi〉 = 0 como consecuencia de que γ > γi y, en particular,
γi 6= γ. Adema´s, 〈u, ωj〉 = 0 para cualquier j 6= i porque ωj ∈ C(Vj) y Vi ∩ Vj = ∅.
Por otro lado, como ya se ha visto en los preliminares de este trabajo, λ es el menor autovalor y su
correspondiente autofuncio´n es ω. Llamaremos a λ y a cualquiera de los autovalores de Lq dados
por el lema anterior autovalores elementales de la red suma. Sus autofunciones correspondientes
se llamara´n autofunciones elementales. As´ı, los autovalores elementales de una red suma son
λ y los autovalores de cada una de las redes que la componen. Asimismo, las autofunciones
elementales son ω y las obtenidas extendiendo por cero las autofunciones de cada subred Γi,
exceptuando los mu´ltiplos de cada peso ωi.
Para obtener el resto de autovalores de la red suma, que llamaremos no elementales, necesitamos
introducir el polinomio
PΓ(x) =
m∏
j=1
(γj − x) +
m∑
i=1
aiσ
2
i
m∏
j=1
j 6=i
(γj − x),
conocido como el Polinomio suma de la red Γ = Γ0 + (Γ1, . . . ,Γm).
Lema 3.1.9. Todas las ra´ıces de PΓ son reales. Adema´s, si λ1 ≤ . . . ≤ λm son las ra´ıces de PΓ,
con sus multiplicidades, se cumple lo siguiente:
γ1 ≤ λ1 ≤ γ2 ≤ . . . ≤ λm−1 ≤ γm ≤ λm ≤ λ+ am.
λm = λ + am si, y so´lo si, a1 = · · · = am, en cuyo caso las ra´ıces de PΓ son λ + amσ20 y
λ+ am.
Si para cualquier i = 1, . . . ,m se considera I(i) = {j = 1, . . . ,m | aj = ai} y mi = |I(i)|,
entonces γi es una ra´ız de orden mi − 1 de PΓ.
Si λj 6= γi, con i = 1, . . . ,m, entonces λj es una ra´ız simple de PΓ.
Demostracio´n. El polinomio caracter´ıstico de la matriz sime´trica
MΓ =

γ0 −a1σ0σ1 · · · −amσ0σm
−a1σ0σ1 γ1 · · · 0
...
...
. . .
...
−amσ0σm 0 · · · γm

es Q(x) =
m∏
j=0
(γj − x) − σ20
m∑
i=1
a2iσ
2
i
m∏
j=1
j 6=i
(γj − x). Observando que aiσ20 = (γi − x) + (x − λ)
tenemos que
Q(x) =
(
γ0 − x−
m∑
i=1
aiσ
2
i
)
m∏
j=1
(γj − x) + (λ− x)
m∑
i=1
aiσ
2
i
m∏
j=1
j 6=i
(γj − x) = (λ− x)PΓ(x).
As´ı, PΓ(x) tiene m ra´ıces reales. Adema´s, PΓ(x) > 0 cuando x < γ1 y, por tanto, si tenemos en
cuenta que λ < γ1, del Interlacing Theorem de Cauchy (ver [16]) se deduce que
λ < γ1 ≤ λ1 ≤ γ2 ≤ . . . ≤ λm−1 ≤ γm ≤ λm.
Si x ≥ λ+ am, entonces para cualquier i = 1, . . . ,m se tiene que x > γi y
x− γi ≥ λ+ am − γi = am − aiσ20 ≥ ai(1− σ20),
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con igualdad si y so´lo si x = λ+ am y ai = am. As´ı, se tiene que
(−1)mPΓ(x) =
m∏
j=1
(x− γj)
[
1−
m∑
i=1
aiσ
2
i
(x− γi)
]
≥
m∏
j=1
(x− γj)
[
1−
m∑
i=1
σ2i
(1− σ20)
]
= 0,
con igualdad si y so´lo si x = λ + am y a1 = · · · = am. Como consecuencia, λm ≤ λ + am,
con igualdad si y so´lo si a1 = · · · = am. Adema´s, esta u´ltima condicio´n es equivalente a que
γ1 = · · · = γm y, entonces, el Teorema de Entrelazados de Cauchy implica que λ1 = · · · =
λm−1 = γ1 = γm < λ+ am.
Por otro lado, para cualquier i = 1, . . . ,m se tiene que γi es una ra´ız de orden mi de
m∏
j=1
(γj−x)
y por tanto es una ra´ız de orden mi − 1 de PΓ, pues es una ra´ız de orden mi − 1 del polinomio
m∑
i=1
aiσ
2
i
m∏
j=1
j 6=i
(x − γj). Para acabar, el punto 4 es una consecuencia inmediata del Interlacing
Theorem de Cauchy.
Proposicio´n 3.1.10. Los autovalores no elementales de Lq son las ra´ıces del polinomio suma
de Γ. Adema´s, si PΓ(γ) = 0 entonces se cumple
1. Si γ 6= γi, con i = 1, . . . ,m, entonces γ es simple y su autofuncio´n unitaria correspondiente
viene dada por
u =
1 + σ20 m∑
j=1
a2jσ
2
j
(γj − γ)2
− 12 ω0 + σ0 m∑
j=1
ajσjωj
γj − γ
 .
2. Si γ = γi para algu´n i = 1, . . . ,m y γ 6= γi−1, entonces una base ortonormal del subespacio
de autofunciones correspondientes a γi viene dada por
uk =
( k−1∑
j=0
σ2i+j
)− 12( k∑
j=0
σ2i+j
)− 12 k−1∑
j=0
σi+j
(
σi+jωi+k − σi+kωi+j
)
, k = 1, . . . ,mi − 1.
Demostracio´n. Si consideramos u =
m∑
j=0
τjωj , entonces τj = 〈ωj , u〉 para toda j = 0, . . . ,m.
As´ı, de las igualdades de (3.1.5) tenemos que Lq(u) = γu si y so´lo si
γ0τ0ω0 −
( m∑
j=1
ajσjσ0τj
)
ω0 = γτ0ω0, on V0,
γiτiωi − aiσiσ0τ0ωi = γτiωi, on Vi, i = 1, . . . ,m
o, equivalentemente, si y so´lo si
(γ0 − γ)τ0 =
m∑
j=1
ajσjσ0τj and (γi − γ)τi = aiσiσ0τ0, i = 1, . . . ,m. [E]
Estas igualdades son el equivalente a decir que γ es un autovalor de la matriz MΓ definida en
la demostracio´n del Lema 3.1.9. As´ı, si γ 6= λ, entonces γ es una ra´ız del polinomio suma de
Γ. Adema´s, los valores τ0, . . . , τm deben ser justamente las componentes de un autovector de
MΓ correspondiente al autovalor γ. Au´n ma´s, si (τ0, . . . , τm)
T y (τ̂0, . . . , τ̂m)
T son autovectores
3.1. SUMA 37
linealmente independientes y ortogonales, respectivamente, de MΓ entonces u =
m∑
j=0
τjωj y
û =
m∑
j=0
τ̂jωj son autofunciones lineales y ortogonales, respectivamente, de Lq. As´ı, todas las
ra´ıces de PΓ, contando multiplicidades, son autovalores no elementales de Lq.
(1) Si PΓ(γ) = 0 y γ 6= γi para cualquier i = 1, . . . ,m, entonces el Lema 3.1.9 implica que
γ es un autovalor simple de Lq. Las u´ltimas ecuaciones en [E] implican que τi = aiσiσ0τ0
γi − γ ,
i = 1, . . . ,m. Adema´s, como 〈u, u〉 =
m∑
j=0
τ2j , entonces u es unitaria si y so´lo si
τ20 =
1 + σ20 m∑
j=1
a2iσ
2
i
(γi − γ)2
−1 .
(2) Cuando γ = γi para alguna i = 1, . . . ,m entonces la i-e´sima ecuacio´n en [E] implica que
τ0 = 0, mientras que la j-e´sima ecuacio´n para j /∈ I(i) implica que τj = 0. Adema´s, la primera
ecuacio´n en [E] implica que u es una autofuncio´n correspondiente a γ si y so´lo si
∑
j∈I(i)
σjτj = 0,
since aj = ai for any j ∈ I(i). Por u´ltimo, I(i) = {i, . . . , i+mi} since γ 6= γi−1 y as´ı
vk = σiωi+k − σi+kωi, k = 1, . . . ,mi − 1
es una base del subespacio de autofunciones correspondientes a γi. La base ortonormal se obtiene
aplicando el proceso de Gram–Schmidt a este sistema.
3.1.3. Aplicaciones: ejemplos concretos. En el siguiente resultado se especifica el caso
esta´ndar, esto es, el caso de la suma de dos grafos Γ0 = (V0, E0) y Γ1 = (V1, E1) con |V0| = n0
y |V1| = n1 (ver [9]). Esto se corresponde a tomar λ = 0, m = 1, ω = 1√
n0 + n1
y a1 = n0 +n1,
de tal manera que c(x, y) = 1 para cualquier x ∈ V0 y y ∈ V1. Sean 0 = ν1 < ν2 ≤ · · · ≤ νn0
y 0 = µ1 < µ2 ≤ · · · ≤ µn1 los autovalores de los laplacianos combinatorios de Γ0 y Γ1,
respectivamente. Adema´s, sean {n− 120 1, u2, . . . , un0} ⊂ C(V0) y {n−
1
2
1 1, v2, . . . , vn1} ⊂ C(V1) las
bases ortonormales de autofunciones correspondientes.
Corolario 3.1.11. Los autovalores del laplaciano combinatorio L de la red suma son
0, ν2 + n1, . . . , νn0 + n1, µ2 + n0, . . . , µn1 + n0, n0 + n1
y su correspondiente base ortonormal de autofunciones es
(n0 + n1)
− 12 1, u2, . . . , un0 , v2, . . . , vn1 , u,
donce u(x) =
n1√
n0n1(n0 + n1)
si x ∈ V0 y u(x) = − n0√
n0n1(n0 + n1)
si x ∈ V1.
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3.2. Cluster
En la literatura, el cluster Γ0{Γ1} de dos grafos Γ0 = (V0, E0) y Γ1 = (V1, E1), tales que
V0 ∩ V1 = ∅, y un ve´rtice distinguido de V1 consiste en crear |V0| copias de Γ1 e identificar
cada ve´rtice de V0 con el ve´rtice distinguido de una de las copias de Γ1, manteniendo las ramas
originales en cada factor, tal como se muestra en la Figura 3, ver [20].
. . .
Γ1 Γ0
. . .
Γ0{Γ1}
Figura 3. Ejemplo de cluster cla´sico.
En este trabajo consideraremos la siguiente generalizacio´n. Sea Γ0 = (V0, E0, c0), con V0 =
{x1, . . . , xm}, una red conexa y para cada i = 1, . . . ,m consideremos Γi = (Vi, Ei, ci) una
red conexa tal que xi ∈ Vi. Llamamos red cluster con base Γ0 y peso ω a la red Γ, tambie´n
denotada por Γ0{Γ1, . . . ,Γm}, cuyo conjunto de ve´rtices es V =
m∐
i=1
Vi la unio´n disjunta de
todos los conjuntos de ve´rtices y cuya conductancia esta´ dada por c(x, y) = ci(x, y), para todo
par x, y ∈ Vi, i = 0, . . . ,m y por c(x, y) = 0 en caso contrario.
Γ1 Γ2 Γ3 Γm
x1 x2 x3 xm
Γ0
x1 x2 x3 xm
. . .
c1
′s c2′s c3′s
cm
′s
. . .
c0
′s
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⇓
x1 x2 x3 xm
. . .
Γ = Γ0{Γ1, . . . ,Γm}
c0
′s
c1
′s c2′s
cm
′s
c3
′s
Figura 4. Ejemplo de cluster generalizado
Por otro lado, dado el peso ω ∈ Ω(V ) en V , para cada i = 0, . . . ,m se define el valor σi =( ∑
x∈Vi
ω(x)2
) 1
2
. Entonces, dado i = 0, . . . ,m si para cada x ∈ Vi definimos ωi(x) = σ−1i ω(x),
es claro que ωi ∈ Ω(Vi); es decir, hemos restringido el peso ω para obtener pesos derivados de
e´ste en cada factor de la red cluster.
Para cada i = 0, . . . ,m identificamos C(Vi) con el subespacio de C(V ) formado por las funciones
que son nulas en V \ Vi. Por otro lado, si u ∈ C(V ), la restriccio´n de u a Vi, i = 0, . . . ,m se
denota tambie´n por u. Observamos que si u ∈ C(Vi) y v ∈ C(V ), entonces 〈u, v〉 =
∑
x∈Vi
u(x)v(x).
En particular, si u ∈ C(Vi) y v ∈ C(Vj) donde 0 ≤ i < j ≤ m, entonces 〈u, v〉 = 0 cuando i 6= 0,
mientras que 〈u, v〉 = u(xj)v(xj) cuando i = 0.
Denotamos por L al Laplaciano combinatorio de Γ y para cada i = 0, . . . ,m por Li al Laplaciano
combinatorio de la red Γi.
Lema 3.2.1. Para toda u ∈ C(V ), se verifica:
L(u)(x) = Li(u)(x) + L0(u)(xi)εxi(x), para todo i = 1, . . . ,m, x ∈ Vi.
Lema 3.2.2. Consideremos el potencial qω = −ω−1L(ω) definido en V y consideremos los
potenciales qωi = −ω−1i Li(ωi) definido en Vi, para i = 0, . . . ,m. Entonces,
qω = qωi + qω0(xi)εxi en Vi, i = 0, . . . ,m.
En adelante, para las redes cluster, trabajaremos con la transformacio´n de Doob Lqω .
Proposicio´n 3.2.3. Para toda u ∈ C(V ), se verifica:
Lqω (u)(x) = Liqωiu(x) + L
0
qω0
u(xi)εxi(x) para todo x ∈ Vi, i = 0, . . . ,m.
3.2.1. Funcio´n de Green, resistencias efectivas e I´ndice de Kirchhoff. El principal
objetivo de esta seccio´n es obtener la funcio´n de Green de la red cluster en te´rminos de las
funciones de Green de sus factores. Como consecuencia, obtendremos tambie´n los I´ndices de
Kirchhoff y las resistencias efectivas respecto del peso dado en te´rminos de los para´metros
ana´logos de los factores, simplemente aplicando las identidades de la Proposicio´n 2.5.1. A lo
largo de esta seccio´n, Giqωi y G
i
qωi
denotara´n el operador y la funcio´n de Green asociados al
operador de Schro¨dinger Liqωi en Γi, donde i = 0, . . . ,m.
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Proposicio´n 3.2.4. Si f ∈ C(V ) es tal que 〈ω, f〉 = 0, entonces la u´nica solucio´n de la ecuacio´n
de Poisson Lqω (u) = f tal que 〈ω, u〉 = 0 es:
u =
m∑
i=1
(
Giqωi (f)− h(xi)G
i
qωi
(εxi) + diωi
)
− Cω ,
donde para cada i = 1, . . . ,m
h(xi) =
〈f, ωi〉
ωi(xi)
,
di =
1
ωi(xi)
(
G0qω0 (h)(xi)− G
i
qωi
(f)(xi) + h(xi)G
i
qωi
(xi, xi)
)
,
C =
m∑
i=1
σidi.
Demostracio´n. Aplicando la Proposicio´n 3.2.3 obtenemos que si u es solucio´n de Lq(u) = f ,
entonces u es solucio´n de Ljqωj (u) + L
0
qω0
(u)(xj)εxj = f en Vj para cada j = 1, . . . ,m. Por
tanto, si consideramos la funcio´n h ∈ C(V0) definida como h = L0qω0 (u), entonces u es solucio´n
de Lq(u) = f sii para cada j = 1, . . . ,m
Ljqωj (u) = f − h(xj)εxj , en Vj .
Teniendo en cuenta que Ljqωj (ωj) = 0 para cada j = 1, . . . ,m, de las identidades anteriores
concluimos que
0 = 〈f, ωj〉 − h(xj)ωj(xj)
y por tanto, h(xj) =
〈f, ωj〉
ωj(xj)
, j = 1, . . . ,m.
Por otra parte, como 〈f − h(xj)εxj , ωj〉 = 0 resulta que existe aj ∈ R tal que
u = Gjqωj (f)− h(xj)G
j
qωj
(
εxj
)
+ ajωj en Vj .
Si para cada j = 1, . . . ,m definimos uj = Gjqωj (f)−h(xj)G
j
qωj
(
εxj
)
+ajωj , entonces uj ∈ C(Vj)
y u =
m∑
i=1
ui es solucio´n de la ecuacio´n de Poisson. Adema´s,
〈ω, u〉 =
m∑
i=1
〈ω, ui〉 =
m∑
i=1
σi〈ωi, ui〉 =
m∑
i=1
σi〈ωi, ui〉 =
m∑
i=1
σiai,
de manera que 〈u, ω〉 = 0 sii
m∑
i=1
aiσi = 0.
Por otro lado, si definimos las funciones v, z ∈ C(V0) como v(xj) = ajωj(xj) y como z(xj) =
Gjqωj (f)(xj)− h(xj)G
j
qωj
(xj , xj), j = 1, . . . ,m, entonces u = z+ v en V0 y por tanto, L0qω0 (v) =
h − L0qω0 (z) en V0. Como 〈h − L0qω0 (z), ω0〉 = 0, podemos resolver la anterior ecuacio´n usando
el operador de Green, obteniendo
v = G0qω0
(
h− L0qω0 (z)
)
+ αω0 = G0qω0 (h)− z + ω0〈z, ω0〉+ αω0 = G
0
qω0
(h)− z + βω0
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en V0, donde β = α+ 〈ω0, z〉.
Substituyendo en esta igualdad el valor de v(xj) y teniendo en cuenta que ωj(xj) =
ω(xj)
σj
=
σ0ω0(xj)
σj
, obtenemos la siguiente expresio´n para los coeficientes aj
aj =
G0qω0 (h)(xj)
ωj(xj)
− z(xj)
ωj(xj)
+ β
σj
σ0
, j = 1, . . . ,m
lo que, a su vez, que, implica que
m∑
i=1
aiσi = 0 sii
β = σ0
m∑
i=1
σi
ωi(xi)
(
z(xi)− G0qω0 (h)(xi)
)
,
de donde finalmente se deduce la identidad del enunciado.
Teorema 3.2.5. La funcio´n de Green de la red cluster Γ0{Γ1, . . . ,Γm} con peso ω esta´ deter-
minada por las identidades
Gqω = G
j
qωj
(·, ·) + σ
2
j − 1
ωj(xj)
Gjqωj (xj , ·)⊗ ωj +
σ2j − 1
ωj(xj)
ωj ⊗Gjqωj (·, xj) + gjωj ⊗ ωj ,
en Vj × Vj, j = 1, . . . ,m,
Gqω =
σiσj
ωi(xi)
Giqωi (·, xi)⊗ ωj +
σiσj
ωj(xj)
ωi ⊗Gjqωj (xj , ·) + gijωi ⊗ ωj ,
en Vi × Vj, j = 1, . . . ,m, i 6= j,
donde para cada i, j = 1, . . . ,m
gj =
G0qω0 (xj , xj)
ω2j (xj)
+
1− 2σ2j
ω2j (xj)
Gjqωj
(xj , xj) + σ
2
j
m∑
i=1
σ2i
ωi(xi)
Giqωi
(xi, xi)
− 2σj
ωj(xj)
m∑
i=1
σi
ωi(xi)
G0qω0 (xi, xj) + σ
2
j
m∑
i=1
σi
ωi(xi)
m∑
k=1
σk
ωk(xk)
G0qω0 (xi, xk),
gij =
G0qω0 (xi, xj)
ωi(xi)ωj(xj)
− σiσj
ω2j (xj)
Gjqωj
(xj , xj)− σiσj
ω2i (xi)
Giqωi
(xi, xi)
− σi
ωj(xj)
m∑
k=1
σk
ωk(xk)
G0qω0 (xk, xj)−
σj
ωi(xi)
m∑
k=1
σk
ωk(xk)
G0qω0 (xk, xi)
+σiσj
m∑
k=1
σ2k
ω2k(xk)
Gkqωk
(xk, xk) + σiσj
m∑
k=1
σk
ωk(xk)
m∑
l=1
σl
ωl(xl)
G0qω0 (xk, xl)
Demostracio´n. De la identidad (1) se concluye que si y ∈ V y consideramos la funcio´n
u = Gqω (·, y), entonces u es la u´nica solucio´n de la ecuacio´n de Poisson Lqω (u) = εy − ω(y)ω
tal que 〈ω, u〉 = 0. Por tanto la expresio´n de u se deduce de aplicar la expresio´n de tal solucio´n
dada en la proposicio´n anterior cuando f = εy − ω(y)ω. Se deja al lector la substitucio´n de
f = εy − ω(y)ω en las ecuaciones anteriores para obtener el resultado.
Corolario 3.2.6. El ı´ndice de Kirchhoff del cluster Γ respecto del peso ω viene dado en funcio´n
del ı´ndice de Kirchhoff respecto del peso ωi de cada subred Γi que compone el cluster segu´n la
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siguiente fo´rmula:
k(ω) =
m∑
i=1
ki(ωi) +
1
2σ20
m∑
i=1
m∑
j=1
σ2i σ
2
jRω0(xi, xj) +
m∑
i=1
(1− σ2i )rωi(xi),
donde
ki(ωi) =
∑
x∈Vi
Giqωi
(x, x) es el ı´ndice de Kirchhoff de Γi respecto del peso ωi.
Adema´s, las resistencias efectivas para la red cluster respecto del peso ω vienen dadas para todo
x, y ∈ V por:
Rω(x, y) =
Rωi(x, y)
σ2i
si x, y ∈ Vi,
Rω(x, y) =
Rωj (x, xj)
σ2j
+
Rωi(y, xi)
σ2i
+
Rω0(xi, xj)
σ20
+
2σ2j − 1
σ2j
rωj (xj)
+
2σ2i − 1
σ2i
rωi(xi) + 2tij si x ∈ Vj , y ∈ Vi, i = 1, . . . ,m, i 6= j,
donde para cada i, j = 1, . . . ,m
tij = −
m∑
k=1
σ2krωk(xk)−
1
σ20
m∑
k=1
σ2krω0(xk)−
1
2σ20
m∑
k=1
σ2kRω0(xk, xi)
− 1
2σ20
m∑
k=1
σ2kRω0(xk, xj) +
1
2σ20
m∑
k=1
m∑
l=1
σ2kσ
2
l Rω0(xk, xl).
Demostracio´n. Dejamos los ca´lculos, que son inmediatos a partir de las fo´rmulas dadas y
por tanto no contiene ningu´n punto complicado, al lector.
3.2.2. Aplicaciones: ejemplos concretos. Para dar una aplicacio´n pra´ctica del ca´lculo de
estos para´metros de una red cluster, supondremos ahora que tenemos un grafo Γ0 = (V0, E0)
con m = |V0| y m grafos ma´s Γi = (Vi, Ei), no necesariamente iguales, con ni = |Vi| para
toda i = 1, . . . ,m. El cluster Γ = (V,E) con peso constante ω ≡ w ∈ Ω(V ), grafo base
Γ0 = (V0, E0) con las notaciones anteriores y grafos sate´lite Γi = (Vi, Ei) representar´ıa, en el
campo de la Qu´ımica Orga´nica, una mole´cula a la que se han unido m mole´culas distintas: lo
que nos interesa saber es el I´ndice de Kirchhoff de la nueva mole´cula en funcio´n de los I´ndices
de Kirchhoff de las mole´culas originales.
Observemos primero que |V | = n1 + · · ·+ nm. Como ω ∈ Ω(V ) y ω ≡ w es constante, se tiene
que ω = w =
1√
n1 + · · ·+ nm . Adema´s,
σ0 = w
√
m, σi = w
√
ni para toda i = 1, . . . ,m,
ω0 =
1√
m
, ωi =
1√
ni
para toda i = 1, . . . ,m.
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Con las notaciones anteriores el I´ndice de Kirchhoff de la red cluster es:
k(ω) = w2
m∑
i=1
niki(ωi) +
w2
2m
m∑
i=1
m∑
j=1
ninjRω0(xi, xj)
+
m∑
i=1
(
1− w2ni
ni
∑
x∈Vi
Rωi(x, xi)
)
.
Ahora an˜adimos condiciones sobre el ejemplo anterior: supongamos ahora que todos los grafos
sate´lite Γ1, . . . ,Γm son el mismo grafo Γ1 con el mismo ve´rtice distinguido x1. Entonces, si
definimos n = n1 = . . . = nm, el peso es ω = w =
1√
mn
. Cuando modificamos el peso para
restringirlo a cada grafo que compone este cluster, se tiene que σ0 = w
√
m y ω0 =
1√
m
y, para
toda i = 1, . . . ,m, σi = w
√
n y ωi =
1√
n
.
El ı´ndice de Kirchhoff viene dado por la siguiente igualdad:
(6) k(ω) = k1(ω1) + nk0(ω0) +
m− 1
n
∑
x∈V1
Rω1(x, x1).
En [20] los autores han calculado el I´ndice cla´sico de Kirchhoff para este caso particular de
cluster. Queremos comparar los resultados que acabamos de obtener con los de este art´ıculo
para mostrar con ello que las generalizaciones de este trabajo son correctas y adecuadas. Para
ello, recordemos que si ω = w es constante y n = |V (G)|, entonces
Rw = nR y k(w) =
k
n
.
Aplicando estas correspondencias al ı´ndice de Kirchhoff (6) calculado en el ejemplo que se estaba
tratando, si ki es el ı´ndice de Kirchhoff cla´sico del grafo Γi, con i = 0, 1, se tiene
k = n2k0 +mk1 + nm(m− 1)
∑
x∈V1
R(x, x1),
que es exactamente la fo´rmula que se da en [20].
3.3. Corona
En la literatura, la corona Γ0 ◦ Γ1 de dos grafos Γ0 = (V0, E0) y Γ1 = (V1, E1), tales que
V0 ∩ V1 = ∅ consiste en crear |V0| copias de Γ1 y unir cada ve´rtice de V0 con una de las copias
de Γ1, manteniendo adema´s las ramas originales en cada factor, ver [20].
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Γ1
Γ0
Γ0 ◦ Γ1
Figura 5. Ejemplo de corona cla´sica.
En este trabajo consideraremos la siguiente generalizacio´n. Sea Γ0 = (V0, E0, c0), con V0 =
{x1, . . . , xm}, una red conexa y para cada i = 1, . . . ,m consideremos Γ˜i = (V˜i, E˜i, c˜i) una red
conexa. Llamamos red corona con base Γ0, conductancias {a˜i}mi=1 y peso ω a la red Γ, tambie´n
denotada por Γ0 ◦ (Γ˜1, . . . , Γ˜m), cuyo conjunto de ve´rtices es V = V0 ∪
m∐
i=1
V˜i la unio´n disjunta
de todos los conjuntos de ve´rtices y cuya conductancia esta´ dada, para todo par para todo par
x, y ∈ V˜i ∪ {xi}, i = 1, . . . ,m por
c(x, y) = ci(x, y) =
 c˜i(x, y), x, y ∈ V˜ia˜iω(x)ω(xi), x ∈ V˜i, y = xi
0, de otra forma
y por c(x, y) = 0 en caso contrario. Podemos suponer, sin pe´rdida de generalidad, que a˜1 ≤
. . . ≤ a˜m.
Γ˜1 Γ˜2
Γ˜m
. . .
c˜1
′s c˜2′s c˜m
′s
. . .
. . .
c0
′s
x1
x2
xm
Γ0
⇓
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. . .
c˜1
′s
c˜2
′s
c˜m
′s
. . .
. . .
c0
′s
x1
x2
xm
Γ0 ◦ (Γ1, . . . ,Γm)
a˜1
′s
a˜2
′s
a˜m
′s
Figura 6. Ejemplo de corona generalizada.
La estrategia a seguir para estudiar la red corona viene determinada por la siguiente observacio´n,
que expresa co´mo se puede crear una corona cualquiera a partir de la combinacio´n de una suma
y un cluster:
Observacio´n 3.3.1. Γ0 ◦(Γ˜1, . . . , Γ˜m) = Γ0
{
(Γ˜1 +K1), . . . , (Γ˜m +K1)
}
, donde K1 es el grafo
de un so´lo ve´rtice y es precisamente el ve´rtice distinguido de Γ˜i +K1 en el momento de hacer
el cluster.
Por otro lado, dado el peso ω ∈ Ω(V ) en V , para cada i = 1, . . . ,m se definen los valores
σi =
( ∑
x∈Vi
ω(x)2
) 1
2
, σ˜i =
( ∑
x∈V˜i
ωi(x)
2
) 1
2
y σ0 =
( m∑
i=1
ω(xi)
2
) 1
2
donde, dado i = 1, . . . ,m, para
cada x ∈ Vi ωi(x) = σi−1ω(x), para cada x ∈ V˜i ω˜i(x) = σ˜i−1ωi(x) y ω0(xi) = σ−10 ω(xi).
Es claro que ω˜i ∈ Ω(V˜i) y ω0 ∈ Ω(V0); es decir, hemos restringido el peso ω para obtener pesos
derivados de e´ste en cada factor de la red corona.
Para cada i = 1, . . . ,m identificamos C(V˜i) con el subespacio de C(V ) formado por las funciones
que son nulas en V \ V˜i y C(V0) por el de las nulas en V \ V0. Por otro lado, si u ∈ C(V ), la
restriccio´n de u a V˜i o V0, se denota tambie´n por u.
Denotamos por L al Laplaciano combinatorio de Γ y para cada i = 1, . . . ,m por L˜i al laplaciano
combinatorio de la red Γ˜i y por L0 al laplaciano combinatorio de la red Γ0.
Lema 3.3.2. Para toda u ∈ C(V ), se verifica:
L(u)(xj) = L0(u)(xj) + aj
√
1− σ˜j2σ˜j
(
u(xj)〈ω˜j , 1〉 − 〈ω˜j , u〉
)
L(u)(x) = L˜j(u)(x) + aj
√
1− σ˜j2σ˜jω˜j(x)
(
u(x)− u(xj)
)
, con x ∈ V˜j
para todo j = 1, . . . ,m, donde aj =
σ20ω
2
0(xj)
1− σ˜j2
a˜j.
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Demostracio´n. Por el Lema 3.1.1 se tiene que
Lj(u)(xi) = aj
√
1− σ˜j2σ˜j
(
u(xj)〈ω˜j , 1〉 − 〈ω˜j , u〉
)
Lj(u)(x) = L˜j(u)(x) + aj
√
1− σ˜j2σ˜jω˜j(x)
(
u(x)− u(xj)
)
, con x ∈ V˜j .
Aplicando ahora el Lema 3.2.1 se llega a la igualdad del enunciado.
Como se ha visto en esta demostracio´n, el ca´lculo de un determinado para´metro en una corona
necesita el ca´lculo del mismo para la suma y para el cluster. Por ello, en adelante se omitira´n las
demostraciones que tan so´lo consistan en este tipo de ca´lculos y se dejara´n las comprobaciones
al lector.
Lema 3.3.3. Consideremos el potencial qω = −ω−1L(ω) definido en V y consideremos los
potenciales qω˜i = −ω˜i−1L˜i(ω˜i) definidos en V˜i, para i = 1, . . . ,m, y qω0 = −ω−10 L0(ω0) definido
en V0. Entonces,
qω(xj) = qω0(xj) + aj σ˜j
(
σ˜j −
√
1− σ˜j2〈ω˜j , 1〉
)
,
qω(x) = qω˜j (x) + aj
√
1− σ˜j2
(√
1− σ˜j2 − σ˜jω˜j(x)
)
, con x ∈ V˜j
para todo j = 1, . . . ,m.
En adelante, para las redes corona, trabajaremos con el operador de Schro¨dinger dado por la
transformacio´n de Doob Lqω . Denotamos por Lqω al operador de Schro¨dinger de Γ, para cada
j = 1, . . . ,m denotamos por Ljp˜j al operador de Schro¨dinger de Γ˜j y por L0qω0 al operador de
Schro¨dinger de Γ0.
Proposicio´n 3.3.4. Para toda u ∈ C(V ), se verifica:
Lqω (u)(xj) = L0qω0u(xj) + aj σ˜j
(
σ˜ju(xj)−
√
1− σ˜j2〈ω˜j , u〉
)
,
Lqω (u)(x) = Ljp˜ju(x)− aj σ˜j
√
1− σ˜j2u(xj)ω˜j(x), con x ∈ V˜j
para todo j = 1, . . . ,m, donde p˜j = qω˜j + γ˜j y γ˜j = aj(1− σ˜j2).
3.3.1. Funcio´n de Green, resistencias efectivas e I´ndice de Kirchhoff. El principal
objetivo de esta seccio´n es obtener la funcio´n de Green de la red corona en te´rminos de las
funciones de Green de sus factores. Como consecuencia, obtendremos tambie´n los I´ndices de
Kirchhoff y las resistencias efectivas respecto del peso dado en te´rminos de los para´metros
ana´logos de los factores, simplemente aplicando las identidades de la Proposicio´n 2.5.1. A lo
largo de esta seccio´n, G0qω0 , Gip˜i yG0qω0 ,Gip˜i denotara´n el operador y la funcio´n de Green asociados
a los operadores de Schro¨dinger L0qω0 en Γ0 y Lip˜i en Γ˜i, con i = 1, . . . ,m, respectivamente.
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Proposicio´n 3.3.5. Si f ∈ C(V ) es tal que 〈ω, f〉 = 0, entonces la u´nica solucio´n de la ecuacio´n
de Poisson Lqω (u) = f tal que 〈ω, u〉 = 0 es:
u(xj) = G0qω0 (h)(xj)− Cσ0ω0(xj),
u(x) = Gjp˜j (f)(x)−
σ˜j(1− σ˜j)ω˜j(x)
aj(1− σ˜j2)
〈f, ω˜j〉 − h(xj)Gjp˜j +
σ˜jω˜j(x)√
1− σ˜j2
G0qω0 (h)(xj)
−Cσ0ω0(xj)σ˜jω˜j(x)√
1− σ˜j2
, con x ∈ V˜j ,
donde para cada j = 1, . . . ,m
h(xj) = f(xj) +
σ˜j〈f, ω˜j〉√
1− σ˜j2
,
C =
m∑
i=1
σ0ω0(xi)
1− σ˜i2
(
G0qω0 (h)(xi) +
σ˜i〈f, ω˜i〉
ai
√
1− σ˜i2
)
.
Teorema 3.3.6. La funcio´n de Green de la red corona Γ0 ◦ (Γ˜1, . . . , Γ˜m) con peso ω esta´ de-
terminada por las identidades
Gqω (x, y) = G
j
p˜j
(x, y) +
(
σ˜j
2Qjj − 2σ˜j
2σ20ω
2
0(xj)
aj(1− σ˜j2)2
)
ω˜j(x)ω˜j(y) x, y ∈ V˜j
Gqω (xj , y) = σ˜jQjj
√
1− σ˜j2ω˜j(y)− σ˜jσ
2
0ω
2
0(xj)
aj(1− σ˜j2) 32
ω˜j(y) y ∈ V˜j , xj ∈ V0
Gqω (x, y) = Tkj σ˜j σ˜kω˜k(x)ω˜j(y)
− σ˜j σ˜kσ20ω20(xk)ω20(xj)√
1−σ˜j2
√
1−σ˜k2
ω˜k(x)ω˜j(y)Skj y ∈ V˜j , x ∈ V˜k, j 6= k
Gqω (xk, y) = Tkj σ˜j
√
1− σ˜k2ω˜j(y)− σ˜jσ
2
0ω
2
0(xj)ω
2
0(xk)
aj(1− σ˜j2) 32
ω˜j(y) y ∈ V˜j , xk ∈ V0 j 6= k
Gqω (xj , xj) = G
0
qω0
(xj , xj) + (1− σ˜j2)Njj xj ∈ V0
Gqω (xj , xk) = Tkj
√
1− σ˜j2
√
1− σ˜k2 xj , xk ∈ V0, j 6= k.
donde para cada j, k = 1, . . . ,m
Skj =
 1
ak
√
1− σ˜k2
+
σ˜k
2
aj
√
1− σ˜k2
+
1
ak
√
1− σ˜j2
+
σ˜j
2
aj
√
1− σ˜j2
 ,
Nkj =
σ40ω0(xj)ω0(xk)√
1− σ˜k2
√
1− σ˜j2
 m∑
i=1
σ˜i
2ω20(xi)
ai(1− σ˜i2)
+
m∑
i,l=1
ω0(xl)ω0(xi)
(1− σ˜i2)(1− σ˜l2)
G0qω0 (xi, xl

− σ
2
0ω0(xk)√
1− σ˜k2
√
1− σ˜j2
m∑
i=1
ω0(xi)
1− σ˜i2
(
G0qω0 (xi, xj) +G
0
qω0
(xi, xk)
)
,
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Tkj =
1√
1− σ˜k2
√
1− σ˜j2
G0qω0 (xk, xj) +Nkj
Demostracio´n. De la identidad (1) se concluye que si y ∈ V y consideramos la funcio´n
u = Gqω (·, y), entonces u es la u´nica solucio´n de la ecuacio´n de Poisson Lqω (u) = εy − ω(y)ω
tal que 〈ω, u〉 = 0. Por tanto la expresio´n de u se deduce de aplicar la expresio´n de tal solucio´n
dada en la proposicio´n anterior cuando f = εy − ω(y)ω. Se deja al lector la substitucio´n de
f = εy − ω(y)ω en las ecuaciones anteriores para obtener el resultado.
Corolario 3.3.7. El ı´ndice de Kirchhoff de la corona Γ = Γ0 ◦ (Γ˜1, . . . , Γ˜m) respecto del peso
ω viene dado en funcio´n del ı´ndice de Kirchhoff respecto del peso ω˜i de cada subred Γ˜i y del
peso ω0 de la re base Γ0 segu´n la siguiente fo´rmula:
k(ω) =
m∑
i=1
k˜i(γ˜i, ω˜i) +
m∑
i=1
1
ai(1− σ˜i2)
− σ20
m∑
i=1
σ˜i
2ω20(xi)
ai(1− σ˜i2)2
+
σ20
2
m∑
i,j=1
ω20(xj)ω
2
0(xi)
(1− σ˜i2)(1− σ˜j2)
Rω0(xi, xj),
donde k˜i(γ˜i, ω˜i) es el ı´ndice de Kirchhoff de Γ˜i respecto de γ˜i y ω˜i.
Adema´s, las resistencias efectivas para la red corona respecto del peso ω vienen dadas para todo
x, y ∈ V por:
Rω(x, y) =
1− σ˜j2
σ20 σ˜j
2ω20(xj)
Rγ˜j ,ω˜j (x, y) x, y ∈ V˜j
Rω(xj , x) =
1− σ˜j2
σ20 σ˜j
2ω20(xj)
rγ˜j ,ω˜j (x) +
1
ajσ20 σ˜j
2ω20(xj)
x ∈ V˜j , xj ∈ V0
Rω(x, y) =
1− σ˜j2
σ20 σ˜j
2ω20(xj)
rγ˜j ,ω˜j (x) +
1− σ˜k2
σ20 σ˜k
2ω20(xk)
rγ˜k,ω˜k (y)
+
1
σ20
Rω0(xk, xj) +Mkj x ∈ V˜j , y ∈ V˜k, j 6= k
Rω(xk, x) =
1− σ˜j2
σ20 σ˜j
2ω20(xj)
rγ˜j ,ω˜j (x) +
1
σ20
Rω0(xk, xj) +
1− σ˜j4
ajσ20 σ˜j
2ω20(xj)
+2
σ˜j
2
aj(1−σ˜j2) + 2
σ˜k
2
ak(1−σ˜k2) −
σ˜k
2
akσ
2
0ω
2
0(xk)
+ 2Zkj , x ∈ V˜j , xk ∈ V0, j 6= k
Rω(xj , xj) = 0 xj ∈ V0
Rω(xj , xk) =
1
σ20
Rω0(xk, xj)−
σ˜j
2
ajσ20ω
2
0(xj)
+2
σ˜j
2
aj(1− σ˜j2)
+ 2
σ˜k
2
ak(1− σ˜k2)
− σ˜k
2
akσ20ω
2
0(xk)
+ 2Zkj , xj , xk ∈ V0, j 6= k.
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donde para cada k, j = 1, . . . ,m
Zkj = −σ20
m∑
i=1
σ˜i
2ω20(xi)
ai(1− σ˜i2)2
−
m∑
i=1
ω20(xi)rω0(xi)
1− σ˜i2
− 1
2
m∑
i=1
ω20(xi)
(
Rω0(xi, xk) +Rω0(xi, xj)
)
1− σ˜i2
+
σ20
2
m∑
i,l=1
ω20(xi)ω
2
0(xl)Rω0(xi, xl)
(1− σ˜i2)(1− σ˜l2)
,
Mkj =
1− σ˜j4
ajσ20ω
2
0(xj)
+
1− σ˜k4
akσ20ω
2
0(xk)
+ 2
σ˜j
2
aj(1− σ˜j2)
+ 2
σ˜k
2
ak(1− σ˜k2)
+ 2Zkj .
3.3.2. Autovalores y autofunciones. El ca´lculo general de los autovalores del operador de
Schro¨dinger de una red corona generalizada no es un ca´lculo fa´cil. Tal como para el caso cla´sico
de la corona de dos grafos existen resultados que los determinan, ver [2], el mero hecho de que
las redes sate´lite no sean todas la misma eleva en gran medida en nivel de dificultad, incluso en
el caso cla´sico en que el peso es constante y las conductancias de la red son la funcio´n unidad.
En el presente trabajo no hemos encontrado la mayor´ıa de autovalores del operador de Schro¨din-
ger de la red corona, pero s´ı aquellos ma´s simples relacionados con los autovalores de las redes
sate´lite.
Proposicio´n 3.3.8. Sean {δi}nji=1 los autovalores de Ljp˜j , con nj = |V˜j |, j = 1, . . . ,m. Sea
{v1 = ω˜1, v2, . . . , vnj} una base ortonormal de las respectivas autofunciones asociadas. En-
tonces, Lqω (vi) = δivi para todo i = 2, . . . ,m, es decir, δi es autovalor de Lqω con autofuncio´n
vi siempre que vi 6= ω˜j.
Demostracio´n. Consideremos j ∈ {1, . . . ,m} y supongamos que i = 2, . . . , nj . Entonces, se
tiene que 〈ω˜j , vi〉 = 0 por ser de una base ortonormal de autofunciones. Adema´s, vi(xj) = 0
para todo par i, j. Aplicando esto junto con las igualdades de 3.3.4 y distinguiendo casos:
Si x ∈ V˜j , Lqω (vi)(x) = Ljp˜j + 0 = δivi(x).
Si x = xj ∈ V0, Lqω (vi)(xj) = 0 = δivi(xj).
Si x ∈ V˜k, con k 6= j, Lqω (vi)(x) = 0 = δivi(x).
Si x = xk ∈ V0, con k 6= j, Lqω (vi)(xj) = 0 = δivi(xk).
Este resultado determina
m∑
i=1
ni − m de los m +
m∑
i=1
ni autovalores de la corona generalizada.
Por tanto, desconocemos 2m autovalores. Por otro lado, ya se ha visto en los preliminares de
este trabajo que necesariamente λ = 0 es autovalor con autofuncio´n ω. Por tanto, nos quedan
2m− 1 autovalores por determinar, pues ninguno de los autovalores de la proposicio´n anterior
es el 0.
Como objetivos posteriores a este trabajo se intentara´ usar el Interlacing Theorem de Cauchy
para dar luz sobre el ca´lculo de cotas para los autovalores de determinadas subredes y a partir
de aqu´ı intentar deducir el comportamiento de los mismos. Dado que toda corona es fruto
de la accio´n de un cluster, debemos tener en cuenta que se ha hecho en algu´n momento una
eleccio´n arbitraria de un ve´rtice distinguido y por tanto, si las redes sate´lite no son sime´tricas,
es razonable entender que los autovalores tendran un comportamiento cuanto menos cao´tico
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respecto de esta eleccio´n. Sin embargo, si restringimos nuestro estudio a redes corona tales que
sus redes sate´lite son todas sime´tricas (redes circulantes o distancia-regulares), se prevee que el
comportamiento podr´ıa ser predecible con la ayuda del Interlacing Theorem de Cauchy.
3.3.3. Aplicaciones: ejemplos concretos. Para dar una aplicacio´n pra´ctica del ca´lculo de
estos para´metros de una red corona, supondremos ahora que tenemos un grafo Γ0 = (V0, E0)
con m = |V0| y m grafos ma´s Γ˜i = (V˜i, E˜i), no necesariamente iguales, con ni = |V˜i| para toda
i = 1, . . . ,m. El hecho de estar considerando grafos implica que las conductancias son todas 1
y el para´metro λ es nulo.
Observemos primero que |V | = m + n1 + · · · + nm. Como ω ∈ Ω(V ) y ω ≡ w es constante, se
tiene que ω = w =
1√
m+ n1 + · · ·+ nm . Adema´s, como consecuencia de todas las suposiciones
se tiene que
σ0 = w
√
m, σ˜i =
√
ni√
ni + 1
,
ω0 =
1√
m
, ω˜i =
1√
ni
,
ai = ni + 1, λi = 0, γ˜i = 1, αi =
ni
ni + 1
para toda i = 1, . . . ,m.
Con las notaciones anteriores el I´ndice de Kirchhoff de la red corona es:
k(ω) =
m∑
i=1
k˜i(1, ω˜i) +m− w2
m∑
i=1
ni
+
w2
2m
m∑
i,j=1
(ni + 1)(nj + 1)Rω0(xi, xj).
Ahora an˜adimos condiciones sobre el ejemplo anterior: supongamos ahora que todos los grafos
sate´lite Γ˜1, . . . , Γ˜m son el mismo grafo Γ˜1. Entonces, si definimos n = n1 = . . . = nm, el peso es
ω = w =
1√
m(n+ 1)
. Cuando modificamos el peso para restringirlo a cada grafo que compone
esta corona, se tiene que para toda i = 1, . . . ,m, σ˜i =
√
n√
n+ 1
y ω˜i =
1√
n
.
El ı´ndice de Kirchhoff viene dado por la siguiente igualdad:
(7) k(ω) = mk˜1(1, ω˜1) + (n+ 1)k0(ω0) +m− n
n+ 1
En [20] los autores han calculado el I´ndice cla´sico de Kirchhoff para este caso particular de
corona, tambie´n mediante el uso de la suma y el cluster. Queremos comparar los resultados
que acabamos de obtener con los de este art´ıculo para mostrar con ello que las generalizaciones
de este trabajo son correctas y adecuadas. Para ello, recordemos que si ω = w es constante y
s = |V (G)|, entonces
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Rw = sR y k(w) =
k
s
.
Aplicando estas correspondencias al ı´ndice de Kirchhoff (6) calculado en el ejemplo que se estaba
tratando, si k0 es el ı´ndice de Kirchhoff cla´sico del grafo Γ0 y k˜i el de Γ˜i , se tiene que
k = m2(n+ 1)k˜1(1, ω˜1) + (n+ 1)
2k0 +m
2n+m2 − nm,
que es exactamente la fo´rmula que se da en [20].
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