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ABSTRACT
When independent component analysis (ICA) is ap-
plied on real data, the source signals as well as the
mixing matrix are blind to users. In such case testing
for mutual independence of estimated source signals is
of vital importance. In this paper, we illustrate and
discuss how testing mutual independence of estimated
sources signals can be done in the context of testing
multivariate uniformity.
1. INTRODUCTION
Independent component analysis (ICA) [1] has been
adopted for separating blind signals in a variety of
tasks such as radio-communication, speech enhance-
ment, seismic signals, nuclear reactor monitoring and
airport surveillance.
Mathematically, ICA can be expressed as
x = As; (1)
where x = (x1;x2;¢¢¢ ;xn)T denotes the vector of ob-
served random variables, s = (s1;s2;¢¢¢ ;sn)T is the
vector of the independent blind source signals, and
A2 Rn£k(n ¸ k), is an unknown non-singular mixing
matrix.
Without knowing the source signals s and the mix-
ing matrix A, the task of ICA is to ﬁnd a so-called de-
mixing matrix W to recover the original signals from
the observations x by the following linear transform:
y = Wx = WAs = Vs; V = WA (2)
where y = (y1;y2;¢¢¢ ;yn)T denotes the estimated source
signals such that either y=s or y recovers s only up to
constant unknown scales and any permutation of in-
dices.
The work described in this paper was fully supported by a
grant from the Research Grant Council of the Hong Kong SAR
(Project No: CUHK 4169/00E).
However, independence of the estimated source sig-
nals as deﬁned by
PY1¢¢¢Yn(y1;¢¢¢ ;yn) = PY1(y1)¢¢¢PYn(yn): (3)
cannot be veriﬁed in real practice because the mixing
matrix A as well as the source signals y are all blind.
Moreover, we cannot directly evaluate the indepen-
dence of estimated source signals via
KL(W) =
Z
p(y)log
p(y)
Qk
i=1 p(yi)
dy (4)
because the joint distribution of sources cannot be es-
timated.
Literature concerning test for independence was not
common. Test statistic based on comparing the resid-
ual of the empirical characteristic function and true
characteristic function was suggested by [2]. It is based
on the property of the Fourier-Stieltjes transform that
one characteristic function corresponds to one distri-
bution. Therefore, closeness of two distributions can
be restated in terms of closeness of their characteristic
functions. However, computational cost increases dras-
tically as the number of sources increases. On the other
hand, although the test statistics based on the gener-
alized least squares criterion proposed by [3] was sup-
ported by some empirical evidence, further theoretical
results are needed on the distribution and convergence
properties.
In view of the lack of appropriate test for source
independence, a new approach based on testing mul-
tivariate uniformity of suitably transformed estimated
source signals is proposed in this paper. The rest of
the paper is organized in the following way. Section 2
establishes the theoretical equivalence between testing
for independence of the source signals and uniformity of
the transformed signals. Section 3 outlines test statis-
tics and test procedures. Section 4 discusses several
issues related to using the uniformity test for indepen-
dence. Section 5 is devoted to experimental simulation
and section 6 concludes the paper.2. TESTING MULTIVARIATE
UNIFORMITY AS AN ALTERNATIVE FOR
INDEPENDENCE
By the famous integral transformation theorem [4], we
know that if Y is a real-valued random variable with
continuous cumulative distribution function F, then
Z = F(Y ) has a uniform distribution on the interval
[0;1], i.e., Z is a U[0;1] random variable.
Moreover, if we consider the estimated sources are
mutually independent and each of them if transformed
by its corresponding cumulative distribution function,
then all source signals would have multivariate uniform
distribution in the multidimensional unit cube [0;1]k.
Conversely, if any two of the estimated sources are not
independent, then the joint density of the transformed
sources would be [5]
PZ1¢¢¢Zn(z1;¢¢¢ ;zk)
= PZ1¢¢¢Zn(FY1(y1);¢¢¢ ;FYk(yk))
=
PY1¢¢¢Yn(y1;¢¢¢ ;yk)
Qk
i=1 PYi(yi)
6= 1: (5)
It implies that the joint distribution of the transformed
signals would not be multivariate uniform. Thus, test-
ing multivariate uniformity of transformed signals can
be used as an alternative for testing for independence
of the estimated signals.
3. THE TEST FOR MULTIVARIATE
UNIFORMITY
Early studies on testing uniformity in the unit interval
[0;1] were referred to [6, 7]. [4] gave a comprehensive
review. However, testing uniformity of random samples
in the multidimensional unit cube ¯ Ck(k ¸ 2), where
¯ Ck = [0;1]k = fx = (x1;¢¢¢ xk)T 2 Rk :
0 · xi · 1;i = 1;¢¢¢ kg;
seems to have received less attention in the literature
of statistics. Recent development [5] in the area has
indeed provided an eﬃcient tool that enables us to per-
form test related to independence.
3.1. The Null and Alternate Hypotheses
The null hypothesis for testing the uniformity of ran-
dom samples P = z1;¢¢¢ ;zn ½ ¯ Cd where can be stated
as H0 : z1;¢¢¢ ;zn are uniformly distributed in the unit
cube ¯ Ck. The alternative hypothesis H1 implies rejec-
tion of H0. A test for multivariate uniformity can be
performed by determining whether the value of a test
statistic is unlikely under the null hypothesis.
3.2. Properties of the Test Statistic
The test statistic is derived from the generalized L2
type discrepancy D(P2) [8]. Under the null hypothesis,
the statistic
An =
p
n
£
(U1 ¡ Mk) + 2(U2 ¡ Mk)
¤
=(5
p
³1) (6)
is shown in [5] to converge to the standard normal dis-
tribution N(0;1) as n ! 1, where U1 given by
U1 =
1
n
n X
i=1
k Y
j=1
£
M + ¯2¹(zij)
¤
; (7)
converges almost surely to Mk by the strong law of
large numbers.
U2 is a second-order U-statistic given by
U2 =
2
n(n ¡ 1)
n X
i<l
k Y
j=1
(M + ¯2[¹(zij) + ¹(zlj)
+
1
2
B2(jzij ¡ zljj) + B1(zij)B1(zlj)]) (8)
for i;l = 1;¢¢¢ ;n, and converges to Mk by the strong
law of large numbers for general U-statistics.
³1 is given by
³1 = (M2 + ¯4c2)k ¡ M2k where c2 =
Z 1
0
¹(x)2dx
(9)
The B1(¢) and B2(¢) in (8) are the ﬁrst and second
degree Bernoulli polynomials, respectively:
B1(x) = x ¡ 1
2 and B2(x) = x2 ¡ x + 1
6.
Three speciﬁc discrepancies, namely symmetric, cen-
tered and star discrepancy, can be obtained by taking
diﬀerent choices of the constants ¯,M and the function
¹(x). We favor the symmetric discrepancy because it is
more powerful than its counterparts. Since the power of
a test is equal to (1 ¡ ¯) where ¯ is the Type II error,
this implies that the probability for the test statistic
with symmetric discrepancy to make a mistake when
the sample actually comes from a non-uniform distri-
bution is lower. Consequently, we have
¹(x) = ¡1
2(x2 ¡ x + 1
6), ¯ = 2, M = 4
3.
Larger values of the statistic jAnj imply rejection for
H0. Critical values of jAnj at ® = 5% for the asymp-
totic as well as ﬁnite-sample distributions are show in
Table 1(A) [5].4. SPECIFIC ISSUES RELATED TO THE
UNIFORMITY TEST FOR
INDEPENDENCE
4.1. Transforming Source Signals by CDF
To enable the uniformity test to be used, the each
source should be transformed by its respective cumu-
lative distribution function (cdf). Since the actual cdf
has to be estimated, we would use the empirical cdf
which is an unbiased estimator of the true cdf. Sup-
pose that fy1;¢¢¢ ;yng is a dataset of observed values
from a real-valued random variable, source transfor-
mation can be achieved by means of the empirical cdf
deﬁned by
F(y) =
#fif1;2;¢¢¢ ;ng : yi · yg
n
for y 2 R: (10)
Thus, F(y) gives the fraction of values in the dataset
less than or equal to y.
4.2. Critical Values by Monte Carlo Simulation
Although testing for independence can be alternatively
done via testing multivariate uniformity, two issues still
needs to be resolved before the test can be used for
testing for source independence for ICA.
The ﬁrst one is concerned with the eﬀect of the
transformation by cdf on the critical values of the orig-
inal test statistic. This is motivated by the empirical
fact shown in Table 2. We observe that if the original
critical values 1.96 or -1.96 for testing bivariate unifor-
mity as shown in Column 2 & 3 of Table 1(A) were
used, then the computed An would not reject indepen-
dence even if the sources are signiﬁcantly dependent.
Figure 1 compares the diﬀerences between testing
multivariate uniformity and testing for independence.
As shown by the connection between the two grey boxes,
the inappropriateness of using the original critical val-
ues for testing for independence may be due to the
univariate transformation by cdf.
Since the critical values shown in Table 1(A) is not
suitable for testing for independence, we have to deter-
mine new critical values. This can be done by Monte
Carlo simulation. For each sample size of 25,50,100,200
and 1000, we generate 1000 samples to obtain a new
set of critical values. Results are summarized in Table
1(B).
By comparing Table 1(A) & (B), we can see that at
® = 5% and the critical values are very diﬀerent. The
smaller critical values of Table 1(B) reveals the eﬀect of
source transformation by their respective cdf. Figure 2
shows two typical independent sources before and after
transformation by their respective cdf.
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Figure 1: A comparative view of the approach for test-
ing uniformity and that modiﬁed for testing for inde-
pendence
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(b) After transformation
Figure 2: 2-dimensional view of independent sources
before and after uniform transformation
4.3. Relationship between Dependence and Non-
Uniformity
The second issue concerns whether greater dependence
always results in greater distortion on multivariate uni-
formity, i.e., there is a monotonic relationship between
the dependence and non-uniformity. When sources are
not independent, it is known that the transformed sources
would deviate from multivariate uniformity. To deter-
mine whether greater dependence results in greater dis-
tortion on the test statistic for multivariate uniformity,
we consider a sample consisting of 1000 2-dimensional
uniformly distributed data. Correlation is introduced
via a rotation of two independent sources. We exam-
ine the eﬀect of 2nd, 3rd and 4th order dependence on
the test statistic An for bivariate uniformity. During
simulation, we alter the degree of second order corre-
lation as well as higher order dependence via the ro-
tation matrix. Typical results obtained are shown in
Table 2. As shown in Table 2, a reasonable pattern
observed is higher dependence results in greater distor-Table 1: Comparison of critical values for testing multivariate uniformity and those for testing for independence
at ® = 5%.
(A) Critical values for testing multivariate uniformity
Sample k=2 k=5 k=10
Size Upper Lower Upper Lower Upper Lower
25 2.1836 -1.9566 2.1698 -1.9750 2.3549 -1.9266
50 2.0585 -1.9969 2.0814 -1.9143 2.0965 -1.8729
100 2.0078 -1.9102 2.0271 -1.9372 2.0861 -1.8981
200 1.9897 -1.9279 2.0671 -1.9199 2.0855 -1.9743
1 1.9600 -1.9600 1.9600 -1.9600 1.9600 -1.9600
(B) Critical values for testing for independence
25 -0.3057 -0.6797 -0.4334 -1.1184 -0.4702 -1.5962
50 -0.1958 -0.5215 -0.1589 -0.9189 -0.3258 -1.1894
100 -0.1089 -0.3658 -0.0900 -0.6319 -0.0110 -0.9506
200 -0.0408 -0.2943 0.0136 -0.4991 0.0398 -0.8472
1000 0.0631 -0.1743 0.0568 -0.3770 0.1851 -0.3760
Table 2: Results by simulation to examine eﬀect of dependence on distortions of the test statistic for bivariate
uniformity
Correlation Coeﬃcient
2nd order 3rd order 4th order jAnj
0.0098 0.0199 0.0220 0.0267 0.0365 0.0275 0.0233
0.0906 0.0775 0.0781 0.0658 0.0612 0.0757 0.2463
0.1883 0.1724 0.1765 0.1558 0.1583 0.1752 0.2931
0.2806 0.2621 0.2698 0.2411 0.2511 0.2674 0.4531
0.3656 0.3449 0.3558 0.3199 0.3373 0.3503 0.6777
0.4423 0.4196 0.4331 0.3909 0.4154 0.4233 1.1856
0.5103 0.4858 0.5014 0.4540 0.4848 0.4869 1.7571
0.5698 0.5438 0.5609 0.5093 0.5457 0.5417 2.3568
0.6213 0.5941 0.6124 0.5573 0.5986 0.5888 2.9688
0.7040 0.6750 0.6944 0.6345 0.6837 0.6638 4.1518
tion on bivariate uniformity and hence greater value
of An. Figure 3 shows two dependent sources before
and after the transformation by their respective cdf
and Figure 4 shows results of two dependent but uncor-
related sources. Although Figure 4(a) [obtained from
de-correlation of Figure 3(a)] after transformation still
cannot achieve bivariate uniformity, it is more close to
bivariate uniformity as compared with Figure 3(b) due
to de-correlation.
5. SIMULATIONS
Suppose three samples of 5-dimensional vectors repre-
senting signals of 2 sub-Gaussian sources and 3 super-
Gaussian sources are estimated via a typical ICA al-
gorithm. The two sub-Gaussian sources are generated
with uniform distribution while the three super-Gaussian
sources consist of one lognormal and two speech signals
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(b) After PCA transformation
Figure 3: 2-dimensional view of dependent sources be-
fore and after uniform transformation
1. The simulation is done with sample size n = 50;200
and 1000 respectively. Independence is ﬁrst veriﬁed via
checking if every row of WA has one and only one sig-
1Source data are available for download at
http://sweat.cs.unm.edu/»bap/domos.htmlTable 3: Computed test statistic and statistical inference for independent sources.
Sample 95% Computed An Critical An at ® = 5% Statistical Empirical
Size Upper Lower Upper Lower Inference ˆ ®=ˆ ¯
50 -0.2057 -0.6128 -0.1589 -0.9189 Reject H1 ˆ ® = 0%
200 -0.0147 -0.5551 0.0136 -0.4991 Reject H1 ˆ ® = 2%
1000 0.1174 -0.4123 0.0568 -0.3770 Reject H1 ˆ ® = 3%
Table 4: Computed test statistic and statistical inference for dependent sources.
Sample 95% An Outside Critical An at ® = 5% Statistical Empirical
Size Upper Lower Upper Lower Inference ˆ ®=ˆ ¯
50 -0.1803 -0.8121 -0.1589 -0.9189 Reject H0 ˆ ¯ = 5%
200 -0.0984 -0.5319 0.0136 -0.4991 Reject H0 ˆ ¯ = 3%
1000 0.0436 -0.2943 0.0568 -0.3770 Reject H0 ˆ ¯ = 6%
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(b) After transformation
Figure 4: 2-dimensional view of uncorrelated depen-
dent sources before and after uniform transformation
niﬁcant non-zero element. Since independent sources
are necessarily uncorrelated, we would deny indepen-
dence if the correlation coeﬃcients of the estimated
sources are signiﬁcantly diﬀerent from zero.
5.1. Estimated Sources Being Mutually Inde-
pendent
We repeat the simulation 100 times to study the be-
havior of the test statistic on mutually independent
sources. Computed test statistic as well as statistical
inference drawn at ® = 5% for n = 50;200 and 1000
are shown in Table 3. The second and third columns
jointly gives the interval where 95% of the computed
An lies. This can be contrasted with the critical values
of An as shown in the next two columns [critical values
can also be looked up in Table 1(B)]. If the computed
An is not signiﬁcant at the 95% conﬁdence level, we
reject H1. This implies sources are independent. The
ˆ ® in the last column represents the empirical Type I
error which is the percentage H0 erroneously rejected.
5.2. Estimated Sources Not Independent
We repeat the simulation 100 times to study the behav-
ior of the test statistic on dependent estimated source
signals. The 100 dependent samples are mostly syn-
thetic, with about 20% due to unsuccessful attempts
by some ICA algorithms. Computed test statistic and
statistical inference drawn for n = 50;200 and 1000 are
shown in Table 4. The second and third columns gives
the boundaries outside which 95% of the computed An
lies. The ˆ ¯ in the last column represents the empir-
ical Type II error rate which is the percentage H0 is
erroneously accepted.
5.3. Tradeoﬀ Between Type I and Type II Er-
rors
By comparing the last column of Table 4 and that of
Table 3, we can see the inevitable tradeoﬀ between
Type I error ® and Type II error ¯. With ® set at
5%, Type I error is smaller and empirically only ac-
counts for about 2 out 100 simulations. However, this
indirectly causes the Type II error to be greater than
5%. Since we cannot minimize Type I and Type II er-
rors simultaneously, we would normally choose greater
values for ® if we regard the consequence of making
wrong inference due to Type I error is less signiﬁcant
than that of Type II error. In other words, if we want
to be more stringent on accepting independence.
6. CONCLUSION
Testing independence of estimated source signals is a
vital task in real application because source signals are
truly blind in the sense that both the source signals
and the mixing matrix are not known. This paper
illustrates how testing mutual independence betweensources can be eﬀected via testing multivariate unifor-
mity. In particular, several issues regarding adaptation
of the uniformity test for independence are discussed.
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