Abstract. We give relations between dynamical Poisson groupoids, classical dynamical YangBaxter equations and Lie quasi-bialgebras. We show that there is a correspondance between the class of bidynamical Lie quasi-bialgebras and the class of bidynamical Poisson groupoids. We give an explicit, analytical and canonical equivariant solution of the classical dynamical Yang-Baxter equation (classical dynamical ℓ-matrices) when there exists a reductive decomposition g = l ⊕ m, and show that any other equivariant solution is formally gauge equivalent to the canonical one. We also describe the dual of the associated Poisson groupoid, and obtain the characterization that a dynamical Poisson groupoid has a dynamical dual if and only if there exists a reductive decomposition g = l ⊕ m.
Introduction
The Classical Dynamical Yang-Baxter equation (CDYBE) is an important differential equation in mathematical physics. It was first introduced by Felder [7] in the context of conformal field theory, appearing as a dynamical analogue of the Classical Yang-Baxter equation (CYBE), which plays a central role in the theory of integrable systems; the geometric meaning of (CYBE) was given by Drinfel ′ d, and gives rise to the theory of Poisson-Lie groups. The geometric meaning of (equivariant solutions of) the (CDYBE) was given by Etingof and Varchenko [6] , and is a groupoidal analogue of that of (CYBE): dynamical Poisson groupoids. In the present paper, we explicitely describe dynamical Poisson groupoids with base space containing 0 which have a dynamical dual -bidynamical Poisson groupoids.
Let G be a connected, simply connected Lie group, L ⊂ G a Lie subgroup, and let l = Lie(L) and g = Lie(G) be their respective Lie algebras; we denote by i : l → g the corresponding inclusion. For an Ad * L -equivariant subset U ⊂ l * we consider the trivial Lie groupoid G = U × G × U with base U , with the product given by (p, x, q)(q, y, r) = (p, xy, r). Let r : U → 2 g be a differentiable map (we identify 2 g with the skew-symmetric maps from g * to g). In [6] , extending Drinfel ′ d's classical work, P. Etingof and A. Varchenko, showed that the following bracket on C ∞ (G):
is a Poisson bracket if and only if r is a classical dynamical r-matrix, in which case G turns out to be a Poisson groupoid -which they call dynamical (see Section 1 for the notations). We recall that a classical dynamical r-matrix is an l-equivariant solution of the classical dynamical Yang-Baxter equation:
where ϕ is any element in 3 g g . It also appeared that the smallest Poisson submanifold of G containing the unit of G is not the unit itself, but the image of the hamiltonian unit L = U × L Date: February 2, 2008. by the groupoid morphism I(p, h) = (Ad * h −1 p, h, p). Explicit dynamical r-matrices were given and classified when g is a complex semi-simple Lie algebra and l a Cartan subalgebra. In [2] , A. Alekseev and E. Meinrenken exhibited an analytic classical dynamical r-matrix in the case where g = l is a quadratic Lie algebra. In [5] , P. Etingof and O. Schiffmann proved the existence of (formal) classical dynamical r-matrices and gave a complete description of the moduli space of classical dynamical r-matrices in the case where there exists a reductive decomposition g = l ⊕ m and for an element ϕ = Ω, Ω with Ω ∈ S 2 g g such that Ω ∈ l ⊗ l ⊕ m ⊗ m.
In [8] , L.C. Li and S. Parmentier gave the form of all Poisson groupoid structures on the trivial Lie groupoid G = U ×G×U which admit an inclusion of the hamiltonian unit L. But in the present paper, we only consider the following special form of Poisson brackets on G which correspond to the inclusion I(p, h) = (Ad * h −1 p, h, p): {f, g} (p,x,q) = p, [δf, δg] 
where π : G → 2 g is a Lie group 1-cocycle, and l : U → 2 g. It turns out that Jacobi's identity is equivalent to the following two conditions:
• There exists an element ϕ ∈ 3 g such that for all ξ, η, ζ ∈ g * the following identity holds:
and for all p ∈ U and ξ, η, ζ ∈ g * the following identity holds:
• for all p ∈ U , z ∈ l, and ξ ∈ g * the following identity holds:
. Such a groupoid G is called dynamical, and a map l satisfying the two previous conditions will be referred to as a classical dynamical ℓ-matrix.
It is shown in [11] that the previous conditions have solutions l : U → 2 g only if the quadruple G = (g, [ , ] , ̟, ϕ) is a Lie quasi-bialgebra. From the form of the dual of the Lie algebroid, it is observed that a necessary condition for the groupoid G to have a dynamical dual is that the Lie algebra g admits a reductive decomposition g = l ⊕ m. Under this assumption and additional natural (but restrictive) compatibility conditions between G and the reductive decomposition, all formal solutions l of the above conditions are given, via an explicit and analytic representative, and the action of a (formal) gauge group. The duality for the groupoid G is also explicitely described.
The goal of the present paper is to solve the problem when no compatibility condition between the reductive decomposition of g and the Lie quasi-bialgebra is assumed. In short Section 1 we recall some notations and set the problem. Section 2 is divided into three subsections: first we show that every classical dynamical ℓ-matrix is gauge equivalent to one satisfying l p sp = 0, and that there is at most one formal classical dynamical ℓ-matrix satisfying this condition, which we call canonical. Second we find an explicit formula for the canonical ℓ-matrix, which shows that it is analytic (Theorem 2.11). Then, we define bidynamical objects and morphisms on both the Lie quasi-bialgebra level and groupoid level, and show that there is a functorial correspondance between these bidynamical objects. In Section 3 we give an explicit trivialization isomorphism which enables us to describe explicitly the Poisson groupoid dual to G. The duality for groupoids induces a duality for the class of bidynamical Lie quasi-bialgebras, which is also described. We obtain the following characterization which was announced in [11] : a dynamical Poisson groupoid (with 0 ∈ U ) is bidynamical if and only if g admits a reductive decomposition g = l⊕m. In Section 4 we give a link between the two canonical dynamical ℓ-matrices associated to dynamical Poisson groupoids in duality, which shows that both ℓ-matrices have the same domain of analyticity.
The problem will be adapted to the case where 0 does not belong to U in a forthcoming publication [13] .
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Dynamical Poisson groupoids at 0
Let i : l → g be an inclusion of the Lie algebra l into the Lie algebra g. Let U be an Ad * L -invariant, contractible open subset in l * containing 0 and G = (g, [ , ] , ̟, ϕ) a Lie quasi-bialgebra (see [11] for information on Lie quasi-bialgebras where we use the same conventions and notations as in the present paper).
By definition, a classical dynamical ℓ-matrix on U associated with G is a map l : U → 2 g which is a solution of the following two equations (we identify 2 g with the skew-symmetric maps from g * to g):
The set of classical dynamical ℓ-matrices on U associated with G is denoted by Dynl(U, G). Classical dynamical r-matrices are just classical dynamical ℓ-matrices with ̟ = 0. Let D be the formal neighborhood of 0 in l * . We also consider classical dynamical ℓ-matrices which are formal around 0 ∈ l * , the set of which is denoted by Dynl(D, G). For all t ∈ 2 g, we denote by G t the twist of the Lie quasi-bialgebra G via t . The following result is proved in [11] :
This proposition allows us to be only concerned with classical dynamical ℓ-matrices which vanish at 0, which form a set denoted by Dynl 0 (U, G).
If we want Dynl 0 (U, G) (or Dynl 0 (D, G)) to be non empty, then we must have:
(evaluate equations (1.1) and (1.2) at 0). Classical dynamical ℓ-matrices are related to Poisson groupoids in the following way: Let G be a connected Lie group with Lie algebra g. For any point x ∈ G and any function f ∈ C ∞ (G), we denote by D x f ∈ g * and D ′ x f ∈ g * the right and left derivatives at x:
for all u ∈ g. Let L be a connected Lie subgroup of G with Lie algebra l, and U an Ad *
L -invariant open subset in l * containing 0. We will denote the inclusion by i : l → g. Consider the trivial Lie groupoid G = U × G × U with multiplication: (p, x, q)(q, y, r) = (p, xy, r) (1.6)
We say that a multiplicative Poisson bracket on G is dynamical if it is of the form:
where l : U → 2 g is a smooth map, and π : G → 2 g is a group 1-cocycle. In this equation, δf ∈ l and δ ′ f ∈ l denote the derivatives of f with respect to the first and second U factors, Df and D ′ f denote the right and left derivatives of f with respect to the G factor, and all derivatives are evaluated at (p, x, q). Denote by ̟ = T 1 π : g → 2 g the Lie algebra 1-cocycle associated with π. It can be shown (see [8] ) that the bracket (1.7) is Poisson (i.e., satisfies Jacobi's identity) if and
There is a notion of duality for Poisson groupoids which extends that of Poisson-Lie groups (see [10, 14] and also [8, 11] for our more concrete case). It was already observed in [11] (see also [8] ) that the Lie algebra of the vertex group G ⋆ 0 is (isomorphic to) the lagrangian Lie subalgebra g ⋆ 0 = l ⊕ l ⊥ of the double d of the Lie quasi-bialgebra G, which is a reductive decomposition over l (we recall that a reductive decomposition over b of a Lie algebra a is a vector space decomposition a = b ⊕ c such that b is a Lie subalgebra of a and [b, c] ⊂ c). Thus, a necessary condition for the dual to be (a covering of) a dynamical Poisson groupoid, is that g admits a reductive decomposition g = l ⊕ m. In this case, it was shown in [11] , under additional natural but restrictive compatibility conditions on ϕ and ̟, that the dual of G is still (a covering of) a dynamical Poisson groupoid. This result is proved in this paper, without the additional compatibility assumptions on ϕ and ̟. It is shown in [8] , using a theorem of Mackenzie [9] that the vertex algebras g ⋆ p defined as:
with the Lie bracket:
are all isomorphic when p ranges over U . Isomorphisms between the g ⋆ p 's are not provided by Mackenzie's theorem, and are not canonical. In the present paper, we construct such an isomorphism as part of the trivialization. It was observed in [11] that the Lie algebra g ⋆ p is a lagrangian Lie subalgebra in d p , the canonical double of the twisted Lie quasi-bialgebra G lp .
It is natural to consider the following definition:
It is shown in [11] that if the Lie quasi-bialgebra G is compatible with the reductive decomposition g = l ⊕ m in the sense of Example 2.12, the associated dynamical Poisson groupoid is bidynamical.
This paper is devoted to the study of bidynamical Poisson groupoids (at 0). Thus, from now on, we fix a reductive decomposition g = l ⊕ m of a Lie algebra g, and a Lie quasi-bialgebra G = (g, [ , ], ̟, ϕ) such that ̟ l = 0 and ϕ ≡ 0 mod l. We also denote by p l (resp. p m ) the projection on l (resp. m) along m (resp. l), and by s : l * → g * the adjoint of p l . Notice that s is l-equivariant and that its image is m ⊥ .
Canonical dynamical ℓ-matrices
For a vector space E and a formal map f : D → E, we denote either by [f ] k or f k its homogeneous term of degree k (the notation f k is not to be confused with the k-th power of f ).
For a dynamical ℓ-matrix l ∈ Dynl(D, G) and an l-equivariant map σ ∈ Map(D, G) l , we denote by l σ the gauge transformation of the map l by σ (see [11] ):
where θ σ is defined as:
and where π : G → 2 g is the Lie group cocycle integrating ̟. This action is a left action:
2.1. Canonical dynamical ℓ-matrices. The following proposition shows that there always exists some distinguished representative in each (formal) gauge orbit of dynamical ℓ-matrices. We denote by Map(D, G) the group of formal maps from D to G with pointwise multiplication, by Map 0 (D, G) the group of formal maps σ such that σ 0 = 1 and by Map 
Proof. By induction: Let k ≥ 1 and assume that [
. Now, define Σ as:
Notice that Σ is an l-equivariant homogeneous map of degree k + 1. We have
The proof follows by induction. We will make use of the following notations: for all ξ ∈ g * , we define:
The following proposition shows that such a representative is necessarily unique. 
Proof. Assume that l : D → 2 g is a formal map satisfying l p sp = 0 and the generalized Yang-
For all ξ, η ∈ l ⊥ , we obtain from equation (1.1):
) as:
for all ζ ∈ g * , then equation (2.7) reads:
for all ξ ∈ l ⊥ and k ≥ 1. For all ξ ∈ l ⊥ and α ∈ l * , we obtain from equation (1.1):
for all α ∈ l * and k ≥ 1. Similarly, one obtains:
It is easily shown that l satisfies equation (2.6).
In particular, one obtains the following corollary:
0 (D, G) l consists of at most one point.
Proof. Let l and l ′ in Dynl 0 (D, G). Then, from Proposition 2.1 there are two maps σ and σ ′ in Map
Thus, l σ and (l ′ ) σ ′ are two solutions of equation (2.6) which vanish at zero. From the uniqueness of such solutions, we must have
Conversely, we show that a solution of (2.6) is a (formal) dynamical ℓ-matrix: Proof. It is a direct consequence of the skew-symmetry of the map ad sp , and of the l-equivariance of the maps s and p l .
Proof.
Thus, i * ξ p = ad * p l lpξ p, and Lemma 2.6 is proved.
We denote by CDYB the (generalized) classical dynamical Yang-Baxter operator : For any map
for all ξ, η, ζ ∈ g * , where, as usual, ( , ) d is the canonical bilinear form on the double d of G. Notice that equation (1.1) is equivalent to CDYB(l) = ϕ.
Lemma 2.7. For all ξ, η, ζ ∈ g * , we have
Proof. For all ξ, η, ζ ∈ g * , using equations (2.6) and (1.2), as well as:
which are consequences of Jacobi's identity on d, one obtains:
and we obtain 
m ϕ. Now, from Lemma 2.7, if α, β, γ ∈ l * , we obtain:
Thus, CDYB 0 (l) = ϕ. So let k ≥ 0 and assume that [CDYB p (l) − ϕ] ≤k = 0. From Lemma 2.7, since l satisfies equation (2.6), we have:
for all ξ, η, ζ ∈ g * . Now, since η 0 = 0, equation (2.24) reads:
for all ξ, η, ζ ∈ g * .
(1) Let ξ, η, ζ ∈ l ⊥ . Then equation (2.25) reads [ ξ ⊗ η ⊗ ζ, CDYB p (l) ] k+1 = 0; (2) let ξ, η ∈ l ⊥ and ζ ∈ m ⊥ . Then equation (2.25) reads:
thus [ ξ ⊗ η ⊗ ζ, CDYB p (l) ] k+1 = 0; (3) let ξ ∈ l ⊥ and η, ζ ∈ m ⊥ . Then equation (2.25) reads:
Hence, the map l satisfies equation (1.1). Thus l ∈ Dynl(D, G). We have already seen that it is the unique dynamical ℓ-matrix satisfying l 0 = 0 and l p sp = 0. Definition 2.8. The (formal) ℓ-matrix defined in Theorem 2.4 is called the canonical dynamical ℓ-matrix associated with the Lie quasi-bialgebra G and the reductive decomposition g = l ⊕ m, and is denoted by l can(G,l,m) , or simply l can when no confusion is possible.
Remark 2.9. Clearly, when the Lie quasi-bialgebra G is canonically compatible with the reductive decomposition g = l ⊕ m of g (see Example 2.12 or [11] ), then the canonical ℓ-matrices of Definition 2.8 and of [11] coincide in view of uniqueness of dynamical ℓ-matrices satisfying l p sp = 0 (see also Example 2.12).
2.2.
Canonical dynamical ℓ-matrices are analytic. We now show that a canonical dynamical ℓ-matrix is in fact analytic, and find an explicit formula.
For any t ∈ 2 g we set
We start with the following proposition: We recall that X p belongs to g ⋆ p if and only if X p = z p + ξ p ∈ l ⊕ g * and i * ξ p = ad * zp p. Proof. Since l 0 = 0, equations (2.26) and (2.27) are clearly satisfied at order 0. Now, let X p ∈ g ⋆ p . Then, X p can be uniquely written X p = z + ad sp z + ξ, where z ∈ l and ξ ∈ l ⊥ (notice that ad sp z = ad * z sp ∈ m ⊥ for all z ∈ l, p ∈ l * , since ̟ l = 0). Since l satisfies equation (2.6), one has:
by Lemma 2.6, and is of degree ≥ 1. Thus, if equation (2.26) is satisfied modulo terms of degree ≥ k, then it will also be satisfied modulo terms of degree ≥ k + 1. Equation (2.26) is thus proved.
Since l satisfies equation (2.6), one has:
Thus, for k ≥ 1, 
for all ξ ∈ l ⊥ and α ∈ l * , where R and S are given by:
We get from equation (2.26): p m l p ξ = −R p (p l l p ξ + ξ), and from equation (2.27): p l l p ξ = −S p (p m l p ξ + ξ). Combining these two equations, and the fact that both (Id m − R p S p i m ) and (Id l − S p R p i l ) are analytically invertible around 0 yields equations (2.30) and (2.31).
Let α ∈ l * . We get from equation (2.28): p m l p sα = −R p p l l p sα + sα + 1−Ad e sp adsp sα , and from equation (2.29): p l l p sα = −K p sα − S p sα − S p p m l p sα. Combining these two equations yields equations (2.32) and (2.33).
Example 2.12 (ℓ-matrices for a Lie quasi-bialgebra canonically compatible with a reductive decomposition). We say (see [11] ) that the Lie quasi-bialgebra G = (g, [ , ] , ̟, ϕ) is canonically compatible with the reductive decomposition g = l ⊕ m if the following conditions hold:
In this case, the expression S p of equation (2.36) vanishes, and the expression R p of equation (2.35) reads as:
Thus, l can has the simpler expression of [11] :
Morever, if ̟ = 0, then equation (2.42) reads as:
This example can be specified to the Etingof-Varchenko case (see Example 3.9). 
the maps K and S read as:
for all α ∈ g * , thus we obtain:
for all α ∈ g * . The Alekseev-Meinrenken r-matrix associated with a cocommutative Lie quasibialgebra was already constructed in [4] .
Example 2.14 (r-matrices for the non-compatible case). In this example, we assume that ̟ = 0 and that ϕ ∈ Alt(l ⊗ l ⊗ m). We set:
(notice that c ± and s ± are respectively the parts of order 0, 2, 1 and 3 modulo 4 of the exponential map).
One has:
Thus, for all k ∈ N such that k ≡ 0 mod 4 one has p l ad k sp i l = 0 and p m ad k sp i m = 0, thus the map K of Theorem 2.11 reads as:
for all α ∈ l * , and the maps R and S are represented by the following block-matrices (relatively to the vector space decomposition g = l ⊕ m ⊥ ⊕ m ⊕ l ⊥ , in this order):
and for α ∈ l * , R p Ad e sp −1−adsp adsp sα reads as: We set
57)
After computation and simplification, one obtains:
for all ξ ∈ l ⊥ , α ∈ l * . Equation (2.6) for l can is equivalent to the following differential system: A morphism φ between two bidynamical Lie quasi-bialgebras over l, 
In particular, the Lie groupoid morphism Proof. We set λ p = ψl can(G,l,m) ψ * . Then, it is easy to check, from equation (2.6) , that λ satisfies the same equation as l can(G ′ ,l,m ′ ) , namely:
Trivialization and duality
From now on, we denote by U the domain of analyticity of the canonical ℓ-matrix l can . Notice that U is l-equivariant, but not simply-connected in general.
3.1. Trivial Lie algebroids. Let (g, [ , ] g ) be a Lie algebra and M a manifold. Recall (see [9] ) that the trivial Lie algebroid on M with vertex algebra g is the vector bundle A = T M ⊕ (M × g) = T M × g over M (Whitney sum), where the anchor is the projection on T M , and the bracket is defined as follows: let σ and σ ′ be two sections of the vector bundle A, say σ = (X, x) and σ ′ = (X ′ , x ′ ) where X and X ′ are two vector fields on M and x, x ′ : M → g, and set
The bracket in the first component of the right hand side of equation (3.1) is the bracket of vector fields on M , and X · x ′ denotes the derivative of x ′ in the direction of X.
Corollary 3.1 implies that the bundle map
is a Lie algebra bundle isomorphism. So, in order to complete the trivialization, we need a flat connection ∇ :
where u p : l * → l and v p : l * → l ⊥ are given by:
for all α ∈ l * . We show in Proposition 3.3 below that ∇ is a flat connection. We introduce the following notations:
for α ∈ l * . Then, ∇ is given by:
for all α ∈ l * . The following lemma, the proof of which is straightforward, will help in our computations:
Proof. To show that ∇ is a flat connection, we have to show the two following equalities for all α, β ∈ l * seen as constant sections:
The left hand side of (3.16) vanishes, since d p Let op : g → g be the standard involution associated with the reductive decomposition g = l ⊕ m:
for all z ∈ l and u ∈ m. We define the Lie bracket [ , ] op on the vector space g as follows:
for all z, z ′ ∈ l, u, u ′ ∈ m, and we denote by g op the resulting Lie algebra. We also set
where
We denote by d ⋆ the canonical double of G ⋆ . First, observe that under the canonical vector space identification d ⋆ ≃ d, the Lie algebra g is not a Lie subalgebra of d ⋆ (but the Lie algebra g is isomorphic to the Lie subalgebra
We now turn to our main duality statement which provides the dual Poisson groupoid of a Poisson groupoid associated with a canonical ℓ-matrix: for α ∈ l * and x ∈ g. Now let T ⋆ be the algebroid isomorphism
given by Theorem 3.4, associated with the datum G ⋆ . An easy computation shows that T ⋆ • op = −T * , i.e., that −T * is indeed a Lie algebroid isomorphism, where op : U × l * × g → U × l * × g op is the Lie algebroid isomorphism given by op p (α, x) = α, op(x) for all p ∈ U , α ∈ l * and x ∈ g.
In this part, we also showed the following: Proof. It is shown in [11] that it is a necessary condition. Theorem 3.6 shows that it is indeed a sufficient condition.
Example 3.8 (Dual of the Alekseev-Meinrenken r-matrix). Let G = (g, [ , ], 0, ϕ) be a cocommutative Lie quasi-bialgebra. Clearly, the dual over g of G is G itself, so that r AM is self-dual.
Example 3.9 (Dual ℓ-matrix of the Etingof-Varchenko r-matrices). Let g be a semi-simple Lie algebra, l a Cartan subalgebra of g, ∆ the set of roots, and G = (g, [ , ], 0, ϕ) the Lie cocommutative quasi-bialgebra with ϕ given by ξ ⊗ η ⊗ ζ, ϕ = ξ, [η, ζ] (where we have identified g ≃ g * via the Killing form). We recall (see [6] ) the form of r-matrices in this case: let ∆ s ⊂ ∆ be a choice of simple roots. We denote by ∆ ± the set of positive/negative roots in ∆. Let Γ ⊂ ∆ s , and denote by Γ the set of roots spanned by Γ, and setΓ ± = ∆ ± \ Γ . Let µ ∈ h * . For all root α ∈ ∆ and p ∈ h * we define
if α ∈Γ ± (µ is assumed to be chosen such that t α is defined for p = 0). The Etingof-Varchenko dynamical r-matrix associated with Γ is given as follows: We set t = r EV 0 ∈ 2 g, and t α = t α (0). Using Proposition 1.1, we see that r EV −t is a dynamical ℓ-matrix for the Lie quasi-bialgebra G t = (g, [ , ], t , ϕ t ). The dual over l of G t is G ⋆ = (g ⋆ , [ , ] g ⋆ , ̟ ⋆ , ϕ ⋆ ) with ̟ ⋆ for all z, z ′ ∈ l, ξ, ξ ′ ∈ l ⊥ , the cobracket ̟ ⋆ is given by:
for all z ∈ l, α ∈ l * , u ∈ m and ξ ∈ l ⊥ , and ϕ ⋆ is given by:
Now, if G is a canonical dynamical Lie quasi-bialgebra, then so is G (2) with reductive decomposition d = l ⊕ (m ⊕ g * ) over l, and j is thus a canonical dynamical Lie quasi-bialgebra morphism. Thus, it follows from Proposition 2.16 that jl can (G,l,m) j * = l can(G (2) ,l,m⊕g * ) . (4.3)
We denote by K the Lie algebra isomorphism from the double d of G to the double d ⋆ of the dual G ⋆ given by K = p l⊕l ⊥ −p m ⊥ ⊕m when the vector spaces d and d ⋆ are canonically identified. Let r ⋆ =
