Abstract Cirrus clouds are ubiquitous in the upper troposphere and still constitute one of the largest uncertainties in climate predictions. This paper evaluates cloud-resolving model (CRM) and cloud system-resolving model (CSRM) simulations of a midlatitude cirrus case with comprehensive observations collected under the auspices of the Atmospheric Radiation Measurements (ARM) program and with spaceborne observations from the National Aeronautics and Space Administration A-train satellites. The CRM simulations are driven with periodic boundary conditions and ARM forcing data, whereas the CSRM simulations are driven by the ERA-Interim product. Vertical profiles of temperature, relative humidity, and wind speeds are reasonably well simulated by the CSRM and CRM, but there are remaining biases in the temperature, wind speeds, and relative humidity, which can be mitigated through nudging the model simulations toward the observed radiosonde profiles. Simulated vertical velocities are underestimated in all simulations except in the CRM simulations with grid spacings of 500 m or finer, which suggests that turbulent vertical air motions in cirrus clouds need to be parameterized in general circulation models and in CSRM simulations with horizontal grid spacings on the order of 1 km. The simulated ice water content and ice number concentrations agree with the observations in the CSRM but are underestimated in the CRM simulations. The underestimation of ice number concentrations is consistent with the overestimation of radar reflectivity in the CRM simulations and suggests that the model produces too many large ice particles especially toward the cloud base. Simulated cloud profiles are rather insensitive to perturbations in the initial conditions or the dimensionality of the model domain, but the treatment of the forcing data has a considerable effect on the outcome of the model simulations. Despite considerable progress in observations and microphysical parameterizations, simulating the microphysical, macrophysical, and radiative properties of cirrus remains challenging. Comparing model simulations with observations from multiple instruments and observational platforms is important for revealing model deficiencies and for providing rigorous benchmarks. However, there still is considerable need for reducing observational uncertainties and providing better observations especially for relative humidity and for the size distribution and chemical composition of aerosols in the upper troposphere.
Introduction
High ice clouds (hereafter referred to as cirrus) contribute approximately 20-30% to the global high cloud cover [Wylie and Menzel, 1999; Sassen et al., 2008; Stubenrauch et al., 2006] . Cirrus clouds occur most frequently in the tropics and in midlatitude storm tracks [e.g., G. G. and exhibit pronounced seasonal variability [Mace et al., 2006; Huo and Lu, 2014] . Cirrus clouds affect the radiative energy balance of the Earth by reflecting parts of the incoming solar radiation back to space (albedo effect) and absorbing and re-emitting longwave radiation (greenhouse effect). The net radiative effect of cirrus clouds critically depends on the cirrus radiative properties which, in turn, are affected by the microphysical (e.g., particle size distribution, ice water content, and crystal shapes and habits) and macrophysical (e.g., cloud height, cloud thickness, cloud cover, and lifetime) characteristics of cirrus. Cirrus clouds still constitute one of the largest uncertainties in climate predictions [Boucher et al., 2013] and are the largest contributor to the intermodel spread in longwave and shortwave cloud feedbacks among global climate models (GCMs) participating in the Coupled Model Intercomparison Project (CMIP) [Zelinka et al., 2012 [Zelinka et al., , 2013 .
In the last couple of years, it has become increasingly evident that our understanding of the occurrence of small ice crystals in cirrus has been biased by in situ aircraft observations and measurements that often indicated high ice number concentrations. Although number concentrations of ice crystals in cirrus can vary over several orders of magnitude depending on the type of cirrus and the vertical velocities [Kärcher and Lohmann, 2002] , an increasing number of studies suggest that occurrences of high ice crystal number concentrations can be measurement artifacts caused by shattering of ice particles at the protruding components of cloud probes such as tips, shrouds, and inlets. These shattering effects produce ice crystal fragments that artificially amplify the number counts at small sizes [Korolev and Isaac, 2005; McFarquhar et al., 2007; Jensen et al., 2009; Korolev et al., 2011] . These erroneously measured ice number concentrations have been shown to cause errors of more than 100% in the extinction coefficient and approximately 50% in the ice water content [McFarquhar et al., 2007] . Many of the ice microphysical data sets collected with airborne cloud probes during the past 30 years have been widely used, either implicitly or explicitly, to parameterize microphysical processes in cirrus.
Given the evidence of ice crystal shattering, it is justified to re-examine cloud microphysical parameterizations and to challenge numerical models with new observations. The goal of this paper is to evaluate cloud-resolving model simulations of midlatitude cirrus with comprehensive observations collected under the auspices of the Atmospheric Radiation Measurements (ARM) program and with spaceborne observations from the National Aeronautics and Space Administration (NASA) A-train satellites. A midlatitude cirrus case study introduced at the 8th International Cloud Modeling Workshop [Muhlbauer et al., 2013] is examined. The case study benefits from multiplatform observations collected in the vicinity of the ARM Southern Great Plains (SGP) site during the U.S. Department of Energy (DOE) Small Particles in Cirrus (SPARTICUS) aircraft campaign. The case study is suitable as a reference case for model comparison studies of cirrus clouds for a variety of models ranging from large eddy simulation (LES) models to cloud-resolving models (CRMs) and to single-column models (SCMs). The solid observational basis allows for rigorous comparisons of model simulations with state-of-the-art measurements and quantification of deficiencies of ice microphysics parameterizations. The paper is organized as follows. An overview of the case study is given in section 2. All relevant observations from ground-based remote sensors at the ARM SGP site in Oklahoma, A-train observations, and in situ aircraft measurements are introduced in section 3. The experimental design and model setups are discussed in section 4. A model description is presented in section 5. Results and sensitivity studies are presented in sections 6 and 7. A summary and conclusions are given in section 8.
Case Study Overview
The following case study describes a synoptically driven thick cirrus developing over the ARM SGP site on 1 April 2010 during the SPARTICUS field campaign [J. . The cirrus is driven by a midlatitude frontal system embedded in a deep upper level trough approaching from the west. At 18 UTC, the trough and embedded jet stream are located west of the ARM SGP site leading to southwesterly upper level flows at and around the ARM SGP site. The southerly low-level flows ahead of the trough advect moist subtropical air from the Northeast Pacific and the Gulf of Mexico toward the central U.S. and Oklahoma (Figure 1 ).
An elongated band of high ice supersaturation and cirrus clouds forms along the eastward flank of the jet stream. Collocated observations from the Moderate Resolution Imaging Spectroradiometer (MODIS) at about 19:45 UTC show an extended field of cirrus clouds in the warm air sector ahead of the trough and cirrus advecting over the ARM SGP site followed by a band of clear sky and patches of trailing midlevel clouds to the west (Figure 2 ). Cloud top temperatures at the top of the cirrus layer inferred from MODIS radiances are in the range of about 210 K (Figure 2 ).
The cirrus clouds form in a moist layer roughly between 8 and 12 km altitude, which is evident in observations from radiosondes launched at Lamont on 1 April 2010 at 17:28 UTC and 23:27 UTC, respectively (Figure 3 ). At 17:28 UTC (11:28 A.M. local time), the cirrus cloud layer is stably stratified with relatively high wind shear and embedded critical layers that may promote the growth of shear instabilities. At that time, the millimeter-wavelength cloud radar (MMCR) at the ARM SGP site detects only isolated patches of cirrus ( Figure 4 ). However, during the afternoon hours, radiative heating within the cirrus layer leads to warming at the bottom and cooling at the top and, thereby, to a destabilization of the cirrus layer. About 6 h later (23:37 UTC, about 6 P.M. local time), the radiative heating differential between cirrus cloud top and base induced an approximately 1500 m deep layer with near-neutral stratification starting at around 11 km height (Figure 3 ).
The top of the neutral layer coincides with the cirrus cloud top height of about 12.5 km detected by the MMCR at the ARM SGP site during the later afternoon hours (1 April 2010 at 21:15 UTC-2 April 2010 at 00 UTC) and also corresponds to the cirrus cloud tops seen by the CloudSat CPR at the time of the A-train overpass at around 19:45 UTC (Figure 4 ). During the course of the day, the trough axis and associated vorticity maximum advances eastward and eventually moves over the ARM SGP site on 2 April 2010, thereby leading to a gradual deepening of the cirrus layer and advection of middle-and low-level clouds (not shown).
Observations
The 1 April 2010 cirrus case study benefits from a number of collocated observations from different observational platforms. First, the cirrus clouds have been observed continuously by ground-based remote sensors at the ARM SGP site and, in particular, by the MMCR. Second, on 1 April 2010 at 19:45 UTC, the field of cirrus clouds has been sampled by spaceborne remote sensors aboard the A-train satellite constellation as part of 
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an overpass in near proximity to the ARM SGP site. These spaceborne observations include the CloudSat cloud profiling radar (CPR) [Im et al., 2006] , the Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) [Winker et al., 2007] , and the Clouds and the Earth's Radiant Energy System (CERES) instrument aboard the Aqua satellite. Third, during 19:15 UTC and 21:15 UTC, the cirrus clouds at and around the SGP site have been sampled in situ by aircraft as part of many research flight (RF) missions conducted during the SPARTICUS field campaign in 2010.
Ground-Based Observations
Ground-based observations of radar reflectivity are available from the MMCR at the ARM SGP site. The MMCR is a vertically pointing cloud radar operating with a frequency of 35 GHz. A time series of the observed MMCR reflectivity profiles is shown in Figure 4 . Before about 19 UTC, the MMCR samples intermittent and isolated patches of cirrus. At this time, the cirrus clouds in the vicinity of the ARM SGP site are relatively tenuous and inhomogeneous as they belong to the edge of a mesoscale field of thicker cirrus clouds associated with the approaching frontal system. After approximately 19 UTC, the cirrus cloud field sampled by the MMCR becomes more contiguous and gradually deepens over time. The depth of the cirrus layer is about 3-4 km with cloud tops located between 11.5 km and 12.5 km altitude. The cirrus cloud base varies over time between 7 km and 9 km heights. At around 20:40 UTC, when the cirrus over the ARM SGP site is sampled by the aircraft, the cirrus layer is approximately 3.5 km deep with the cloud base slightly below 8 km and cloud tops reaching up to about 12 km.
A-Train Observations
On 1 April 2010 at 19:45 UTC, the cirrus cloud field is sampled by the A-train satellite constellation on a northbound track passing about 60 km east of the ARM SGP site. The location of the A-train track relative to the ARM SGP site, the cirrus cloud field, and the large-scale meteorological features is shown for reference in Figures 1  and 2 . Throughout this study, we use A-train observations, in particular observations of cloud occurrence and radar/lidar backscatter from the CPR and CALIOP as well as shortwave and longwave irradiances from CERES.
The CloudSat CPR is a 94 GHz nadir-looking cloud radar with a footprint of 1.5 km across track and 2.5 km along track and a sampling interval of 250 m in the vertical. Cirrus cloud occurrence and radar reflectivity are based on the radar-lidar cirrus cloud mask from the CloudSat 2B-GEOPROF-LIDAR product [G. G. , which utilizes reflectivity data from both the CPR and CALIOP. The combination of radar and lidar observations for cirrus cloud detection has significant benefits as it exploits the capabilities of both instruments in a synergistic way; that is, it combines the ability of the cloud radar to probe optically thick cirrus clouds with the higher sensitivity and higher vertical resolution of the lidar in detecting optically thin cirrus and tenuous cloud tops that are below the CPR detection threshold of approximately −30 dBZ [Tanelli et al., 2008] . Thus, the combination of cloud radar and lidar provides the best possible estimate of the occurrence of hydrometeor layers in the vertical column. Furthermore, the higher horizontal (1 km along track and 300 m across track) and vertical (75 m) resolutions of the lidar allow for the detection of clouds within the radar volume.
Because many partially cloudy radar volumes have a reflectivity near or below the detection threshold of the CPR, the radar cloud mask is not simply a binary variable but includes confidence levels reflecting the degree of certainty that, for a given radar volume, the radar return is different from instrument noise . Thus, for computing a radar-lidar cloud mask, we closely follow G. G. and define a radar volume as cloudy if the CPR cloud mask is greater or equal than 20 or the lidar cloud fraction within the CPR sampling volume is greater or equal to 50%. Cirrus clouds detected by the lidar only are given a default value of −32 dBZ for radar reflectivity, which is below the minimum detectable signal of the CPR.
Vertical cross sections of CloudSat CPR reflectivity are shown in Figure 4 for the collocated A-train overpass on 1 April 2010. In the vicinity of the ARM SGP site, the CPR shows a cirrus layer between 8 km and 12 km heights and radar reflectivities on the order of about −5 dBZ to −20 dBZ, which are consistent with the ground-based MMCR observations at the same time (Figure 4) . However, the CPR cross section indicates a deepening and lowering of the cirrus cloud layers in a northwesterly direction with radar reflectivities up to about 5 dBZ as the CloudSat track intersects the jet stream region.
Observations of shortwave and longwave irradiances are provided by the CERES instrument aboard the Aqua satellite. Here we use the integrated CALIPSO CloudSat CERES and MODIS merged data set Kato et al. [2010 Kato et al. [ , 2011 , which provides instantaneous irradiance profiles along the A-train track by exploiting the synergy of collocated cloud and radiative flux observations. The TOA reflected shortwave and outgoing longwave radiative fluxes along the A-train track are shown in Figure 5 . The reflected shortwave radiative flux increases northward with increasing cirrus ice water path (IWP) whereas the outgoing longwave radiation (OLR) decreases northward as the field of cirrus clouds becomes more contiguous and optically thicker.
In Situ Aircraft Observations
The primary platform of SPARTICUS is the Stratton Park Engineering Company (SPEC Inc.) Learjet 25 carrying a set of cloud probes which provide in situ microphysical measurements for this case study. Throughout this study, we use observations from SPARTICUS RF 45, which took place during the later afternoon hours (local time) of 1 April 2010. The aircraft flight track and vertical profile are shown in Figure 6 . During RF 45, the Learjet departed from Tulsa airport in Oklahoma at around 19:15 UTC and headed westward to intersect the predicted A-train track at about 19:45 UTC and underfly the A-train satellite constellation. The aircraft then flew along the A-train track in the northwesterly direction for about 1.5 h and sampled the field of cirrus clouds in a series of ramped ascents and descents with straight level legs in between. After returning from the northbound A-train track, the Learjet continued flying westward and performed a spiral ascent over the ARM SGP site for about 20 min before heading back to Tulsa and arriving at the airport at around 21:15 UTC ( Figure 6 ). During RF 45, the aircraft encountered cirrus at altitudes between 7 km and 11 km and temperatures ranging from about −25 ∘ C down to −50 ∘ C (Figure 6 ). The sampling heights of the aircraft agree reasonably well with the cirrus cloud bases and tops seen by the MMCR and the CPR. We note that the vertical extent of cirrus to temperatures as warm as −25 ∘ C and altitudes of about 7 km is caused by sedimentation of ice particles from levels above as indicated by the cloud radar observations in Figure 4 .
Cloud Probe Data
Measurements of ice crystal number concentrations have been obtained with the two-dimensional stereo (2D-S) cloud probe at a sampling rate of 1 Hz. The 2D-S probe has been introduced by and measures cloud particles in the size range 10-3000 μm with 61 unequally spaced size bins. The smallest 2D-S size bin ranges from 5 to 15 μm (centered at 10 μm) and, thus, captures the small particle end of the particle size distribution (PSD) to a reasonable degree.
Microphysical data sets collected with airborne cloud optical array probes in the past have been shown to be affected by shattering of ice crystals at the protruding components of cloud probes such as tips, shrouds, and inlets. The shattering effect can produce tens to several hundreds of ice crystal fragments, thereby artificially amplifying the number counts of ice particles at small (maximum dimensions < 50 μm) sizes [Korolev and Isaac, 2005; McFarquhar et al., 2007; Jensen et al., 2009; Korolev et al., 2011] . These shattering artifacts can lead to substantial errors in the measured bulk microphysical properties (e.g., ice number concentrations, ice water content, and extinction) of cirrus clouds [McFarquhar et al., 2007] .
The 2D-S probe is specifically designed to mitigate the impact of ice crystal shattering on the sample volume by minimizing protruding instrument surfaces and by using modified probe tips to divert the trajectories of shattering particles from the sample volume. In an effort to minimize the impact of ice particle shattering on the measured PSD, interarrival time algorithms and image processing techniques are used to identify and efficiently remove artificial clusters of small ice crystal fragments resulting from shattering from the 2D-S measurement. Recent studies suggest that a combination of modified instrument tips and interarrival time algorithm produces best results in minimizing shattering artifacts [Jackson et al., 2014] . The processing of 2D-S image data is a complex process based on theoretical and empirical approaches and has evolved over time. For the sake of brevity, we refer the interested reader to and Lawson [2011] regarding the technical details and evaluation of the interarrival time algorithm procedure as well as for an in-depth discussion of the measurement uncertainties of the 2D-S instrument.
However, despite these recent improvements, there is a continuing debate within the measurement community regarding the uncertainty of measured ice crystal number concentrations in particular at small sizes. For example, at a recent international workshop on airborne cloud instrumentation, it was concluded that (i) number concentrations of small particles derived from optical array probes are uncertain by a factor of 2 or 3 due to instrumental limitations and (ii) ice shattering as a source of measurement contamination remains a major concern for interpreting data collected by any airborne particle spectrometer [Baumgardner et al., 2012] . A careful examination of the 2D-S data collected during RF 45 suggests that the PSD measurements exhibit a sudden increase in particle counts at the smallest sizes resolved by the instrument (i. e., the first bin). Since it is not clear whether the particle counts at the smallest size bin are real or artificially enhanced by unaccounted particle shattering, we decided to take this inherent uncertainty into account for estimating bulk values of ice number concentrations and ice water content (IWC). It turns out that including/excluding the first bin affects the bulk estimates of ice number concentrations by about a factor of 2 on average but does not affect the estimate of IWC.
For the calculation of IWC from the 2D-S PSD measurements, the mass-area relationship M = A (M is particle mass in units of milligrams, and A is particle area in units of square millimeters) is used with the coefficients = 0.115 and = 1.218 as suggested by . The mass of ice particles in each 2D-S size bin as determined by the mass-area relationship is constrained by the mass of an equivalent sphere with ice density of i = 0.917 g cm −3 .
Ice number concentrations are highly variable in cirrus clouds encountered during RF 45, typically ranging from a few tens to several hundreds of particles per liter as shown in Figure 6 . Mean values of ice number concentrations measured by the 2D-S during individual flight segments are given in Table 1 . The mean ice number concentration averaged over the entire RF is on the order of 30 L −1 and similar to the mean ice number concentrations observed during the A-train underpass but roughly a factor of 2 lower than during the spiral ascent over the ARM SGP. Detailed statistics of the 2D-S measurements are given in Table 1 . (182) 26 (26) 20 a Due to the inherent large uncertainties, we excluded the number counts in the first 2D-S size bins in the baseline calculations. Bulk values of ice number concentrations and IWC including the first 2D-S size bin are given for comparison in parentheses.
During SPARTICUS RF 45, there are two short (less than 1 min) episodes with high ice number concentrations exceeding 440 L −1 . These short episodes constitute extreme events in the sense that the observed ice number concentrations are above the 99th percentile of the observed occurrence frequency distribution. The events with high ice number concentrations are observed during the A-train underpass at 19:45 UTC and during the spiral ascent over the ARM SGP site at 20:52 UTC. The ambient temperatures measured by a Rosemount probe mounted on the aircraft are 235 K (−38 ∘ C) during the first event and 227 K (−46 ∘ C) during the second event, and both observed temperatures are equal to or lower than the temperature threshold for homogeneous freezing of pure liquid water droplets of approximately 235 K (−38 ∘ C), suggesting that the high ice number concentrations could have been caused by homogeneous freezing of aqueous solution droplets. A sequence of images taken by the Cloud Particle Imager (CPI) shows the presence of mostly quasispherical with some chain-like ice crystals during the first event and predominantly bullet rosettes during the second event. During both events, the vast majority of ice particles are small (maximum dimensions < 50 μm) or medium sized with maximum dimensions typically less than about 200 μm. Thus, we think it is very likely that the observed short episodes of high ice number concentrations are caused by homogeneous freezing and are not measurement artifacts due to shattering.
Mean IWC inferred from the 2D-S is 27 mg m −3 and is comparable between the segment of the flight underpassing the A-train track and the spiral over the ARM SGP site (Table 1 ). An independent observation of bulk IWC is available from the Nevzorov hot-wire probe [Korolev et al., 1998 ] mounted on the aircraft. Although the Nevzorov probe has been reported unstable during a considerable number of SPARTICUS RFs, during RF 45, the two independent observations of IWC track each other relatively well with a correlation coefficient of 0.74 for the entire flight. The mean values of IWC derived from the 2D-S measured by the Nevzorov probe are in good agreement except for the spiral ascent over the ARM SGP site where the IWC from the 2D-S is about 30% higher than the IWC from the Nevzorov probe (Table 1) . We note that this discrepancy is within reason given the inherent uncertainty associated with estimating particle mass from optical array probes and the uncertainties attached to mass-dimension and mass-area relationships due to differences in ice crystal habit, which can explain a factor of 2 or 3 difference [e.g., Jackson et al., 2012; Mishra et al., 2014] . Figure 7 shows vertical profiles of the observed ice number concentrations and IWC binned as a function of temperature. While the median ice number concentration exhibits only modest change as a function of temperature, the variability in ice number concentration tends to increase with decreasing temperature and the highest frequency of occurrence of high ice number concentrations is found in the temperature range at around −45 ∘ C. Vertical profiles of IWC show a clear dependence of IWC on temperature. The IWC is highest at the cloud base and decreases with decreasing temperature toward the tops of cirrus clouds. The increase in IWC toward the cloud base is a direct result of ice particle growth and subsequent sedimentation of larger ice crystals toward the cloud base. The presence of large (several hundred micrometers in size) ice crystals is evident in the 2D-S PSD measurements and the CPI particle imagery and reflected by the increasing values of radar reflectivity toward the cloud base observed by the MMCR at the ARM SGP site and by the CloudSat CPR.
In conclusion, as a result of growth and size-sorting mechanisms, ice crystals are smallest at the cloud top and largest toward the cloud base.
Vertical Velocity Measurements
Vertical velocities are obtained from the AIMMS-20 instrument carried by the Learjet. Unfortunately, absolute measurements of vertical velocity are uncertain due to the poor absolute accuracy of the instrument. According to the AIMMS-20 manual, the absolute accuracy of the vertical velocity measurements is approximately Vertical profiles of (a) ice number concentrations and (b) ice water content. The observations are binned into 5 K temperature intervals and shown as box and whisker plots. The median is denoted as a red horizontal line, the horizontal extent of the boxes indicates the interquartile range (25th to 75th percentiles), and the whiskers extend to ±2 of the standard normal distribution. All data are based on the 2D-S probe.
±0.75 m s −1 , which is typically on the same order of magnitude as observed vertical velocities in the upper troposphere [e.g., Gultepe et al., 1990] . However, Lenschow [1972] argues that the random component of errors in measured vertical air motions is considerably lower than the bias component. Thus, similar to previous studies, we derive the perturbation vertical velocities by subtracting the mean vertical velocity and best estimate linear trend along constant-altitude flight legs. Constant-altitude flight segments are identified using an automated procedure described by Muhlbauer et al. [2014b] . The sampling frequency for the vertical velocity measurements is 1 Hz, which corresponds to a spatial scale on the order of 200 m.
A histogram of vertical velocity observations inside and outside of cirrus is shown in Figure 8 . The vast majority of updrafts and downdrafts at cirrus altitudes are within ±1 m s −1 , which is broadly consistent with vertical velocities measured in many other synoptically driven cirrus encountered during SPARTICUS [Muhlbauer et al., 2014b [Muhlbauer et al., , 2014c .
Experimental Design and Model Setup
The model specifications for this case study are similar to previous model investigations for the ARM SGP site and suitable for cloud system-resolving regional models (CSRM), cloud-resolving models (CRM), large eddy simulation (LES) models, and single-column models (SCM). Two-dimensional (2-D) and three-dimensional (3-D) model setups are available for this case and are discussed next. In this study, the major differences between the CSRM and CRM setups are the dimensionality of the model domain, the treatment of the lateral boundary conditions, and the horizontal resolution at which the model simulations are performed as discussed in more detail in the subsequent sections.
Three-Dimensional Model Setup
Three-dimensional CSRM simulations are performed for the various computational domains and horizontal grid spacings shown in Figure 9 and summarized in Table 2 . The outermost computational domain A with 10 km horizontal grid spacing covers large parts of the continental U.S. Two smaller domains B and C are centered at the ARM SGP and have horizontal grid spacings of 4 km and 2 km, respectively.
The CSRM simulations are driven with initial and boundary conditions from the ERA-Interim [Dee et al., 2011] on the outermost domain. The ECMWF initial and boundary conditions are provided with a horizontal grid spacing of about 0.7 ∘ and at 6 h intervals starting on 1 April 2010 at 18 UTC and ending on 2 April 2012 at 00 UTC. A grid nesting and interpolation technique is applied to drive higher-resolution CSRM simulations from the initial and boundary conditions generated by the coarser parent simulation.
Two-Dimensional Model Setup
The 2-D CRM simulations are performed for the various horizontal grid spacings and computational domains summarized in Table 2 . The advantage of the 2-D setup is the considerably smaller computational burden, which in turn allows for simulations with higher resolution or detailed microphysics schemes. The computational domains span a region of 128 km, which represents the approximate horizontal extent of a GCM grid box. All CRM simulations are driven by hourly forcing data for the ARM SGP site, and periodic boundary conditions are applied.
The forcing data are derived from the National Oceanic and Atmospheric Administration (NOAA) Rapid Update Cycle analysis and constrained with surface and TOA measurements using the operational constrained variational analysis method as described by Zhang and Lin [1997] and Xie et al. [2004] . Continuous forcing data for the SPARTICUS period are produced by the ARM program and consist of vertical profiles of temperature, moisture, and wind speeds as well as large-scale horizontal and vertical advective tendencies for temperature and moisture. The total large-scale tendencies of temperature are computed from the sum of horizontal advective tendency of temperature and the vertical advective tendency of dry static energy. Similarly, the total large-scale tendency of specific humidity is derived from its large-scale horizontal and vertical advective components. The CRM simulations are initialized with observed profiles of temperature, specific humidity, and winds from the ARM SGP radiosonde launched on 1 April 2010 at 11:24 UTC and no cloud at initial time. Because the forcing data set does not provide large-scale tendencies for cloud condensate, we run the CRM simulations for a 12 h long period starting at 12 UTC to allow for spin-up and the production of cloud condensate from the initial profile and the forcing data. However, because observed values of relative humidity from Vaisala radiosondes in the upper troposphere exhibit a well-known dry bias [Miloshevich et al., 2001; Wang et al., 2002; Vomel et al., 2007; Wang et al., 2013] , we have taken adjusted profiles of specific humidity to initialize the model simulations. The adjusted moisture profiles are available at the ARM data archive as a value-added product (Sonde Adjust) [Troyan, 2011] , which applies several corrections to the original data. These corrections account for (i) a time lag error of the Vaisala temperature sensor, (ii) a temperature-dependent calibration error, and (iii) a dry bias due to solar heating of the sensors during daytime observations [Wang et al., 2002; Miloshevich et al., 2004 Miloshevich et al., , 2009 . Following Ghan et al. [2000] and Randall and Cripe [1999] , there are three different approaches on how forcing data can be applied to drive CRM 
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simulations. In the first approach, horizontal and vertical advective tendencies of temperature and specific humidity are prescribed in a single large-scale forcing tendency term such that
Here X represents temperature T or specific humidity q, the index h denotes the horizontal component of the wind vector field and gradient of X, and is the vertical wind speed in pressure coordinates. The benefit of this approach for a model intercomparison is that it ensures all models are driven by exactly the same forcing. However, the downside is that potential biases and errors in the forcing translate directly into similar model biases without the possibility for adjustments. In order to overcome this potential deficiency, a second approach is to relax the forcing tendencies toward observed profiles using some advective timescale :
HereX denotes the simulated profile of X horizontally averaged over the computational domain. Following Khairoutdinov and Randall [2003] , the advective timescale is chosen as = 2 h. As discussed by Ghan et al. [2000] , the benefit of the additional nudging term is that it relaxes the model simulations back to the observed profiles X obs , thereby correcting for potential errors in the analyzed advective tendencies and preventing the simulated fields from drifting too far from the observations. However, it may also hide errors in the parameterizations to be evaluated.
In the third approach, horizontal advective tendencies are prescribed but the vertical advective tendencies are computed internally from the simulated domain-averaged vertical gradients of temperature and humidity as well as prescribed large-scale vertical velocities obtained from the analysis:
Since previous studies did not find systematic improvements in model simulations depending on the methodology for treating the large-scale advective tendencies, we choose the first approach for our baseline CRM simulations and test the sensitivity of the simulations to the different treatments of the forcing tendencies in a separate set of simulations, which is discussed later. All forcing tendencies are applied horizontally homogeneously in the CRM domain at each time step and are linearly interpolated in time from the hourly forcing data set.
In addition to the large-scale forcing tendencies for temperature and specific humidity, the domain-averaged horizontal wind components are relaxed toward the observed wind profiles from the ARM SGP radiosondes with a nudging time scale of 2 h as in Khairoutdinov and Randall [2003] . Again, the goal of the nudging is to avoid systematic drift of the model simulations away from the observations and to maintain the observed atmospheric profiles as much as possible.
As a lower boundary condition, we prescribe time-varying sensible and latent heat fluxes at the surface, which are taken from the variational analysis. In order to promote inhomogeneities in the simulated cloud fields, random temperature perturbations with a standard deviation of 0.2 K are introduced in layers between 6 and 14 km at initial time.
Model Description
All CRM and CSRM simulations are performed with the University of Washington version of the numerical weather prediction model from the Consortium for Small-Scale Modeling (COSMO, http://www. cosmo-model.org) [Schättler et al., 2013; Baldauf et al., 2011] . COSMO is a limited-area model that can be run for a variable range of grid spacings as a high-resolution regional model [e.g., Muhlbauer et al., 2014a] employed to solve the fast and slow modes separately in the model. All moisture variables are transported using a fourth-order positive definite advection scheme [Bott, 1989] .
The standard physical parameterizations in the model include the Ritter and Geleyn [1992] two-stream radiation scheme, a Mellor-Yamada turbulence scheme with a level 2.5 closure, and a prognostic equation for turbulent kinetic energy. Deep convection is parameterized following Tiedtke [1989] . The deep convection scheme is only employed at coarse resolution, whereas for simulations with higher resolution (grid spacings of 4 km or smaller), deep convection is assumed to be resolved and only shallow cumulus convection is parameterized. Subgrid-scale orographic effects such as orographically induced wave drag are parameterized using the gravity wave drag scheme of Lott and Miller [1997] . Bulk microphysical processes are treated with the double-moment mixed-phase bulk microphysics parameterization of Morrison et al. [2005 Morrison et al. [ , 2009 , which is exclusively used throughout this study. Several modifications to the microphysics scheme are applied. First, the saturation water vapor pressure over ice and water is computed using the formulas of Murphy and Koop [2005] , which give more accurate results for the saturation water vapor pressure over liquid water at cold temperatures. Second, the diffusional growth of ice is treated with the parameterization of Harrington et al. [2009] , which explicitly accounts for the influence of a variable ice deposition coefficient and, therefore, surface kinetic effects on the growth of ice crystals. For the simulations in this study, we specify a constant value, the ice deposition coefficient of d = 0.1. There is considerable uncertainty regarding the magnitude of the ice deposition coefficient for representative environmental conditions in the upper troposphere, but model simulations of ice clouds have shown little sensitivity to this parameter except for very low values on the order of d = 0.001 [Harrington et al., 2009; Muhlbauer et al., 2014a] . Third, the effects of aerosols on primary ice initiation by homogeneous and heterogeneous freezing are taken into account by replacing the existing ice nucleation parameterizations with the homogeneous freezing parameterization of Koop et al. [2000] and an empirical parameterization for heterogeneous ice nucleation, which is based on various field and laboratory measurements of IN activity taken with continuous-flow diffusion chambers. The heterogeneous ice nucleation parameterization is based on the scheme by Phillips et al. [2008] with updates and modifications according to Phillips et al. [2013] . The heterogeneous ice nucleation scheme accounts for condensation/immersion and deposition freezing of mineral dust, black carbon, primary biological particles, and soluble organics and has been evaluated against laboratory and field observations. Since measurements of the size distribution and chemical composition of aerosols are lacking during SPARTICUS, we make several assumptions about the properties of upper tropospheric aerosols for this case study: for homogeneous freezing, we follow Kärcher and Lohmann [2002] and prescribe a single lognormal mode of sulfate aerosol particles in the upper troposphere with aerosol number concentrations of N a = 300 cm −3 , geometric median radius of r g = 0.028 μm, and geometric standard deviation of g = 1.6. For heterogeneous ice nucleation, we assume aerosol number concentrations of 0.5 cm −3 for mineral dust and 1 cm −3 for black carbon as in Eidhammer et al. [2009] but neglect primary biological particles due to the lack of representative observations. Also, upper tropospheric measurements only rarely find biological particles in ice residuals, suggesting a largely negligible role of biological particles for heterogeneous ice nucleation in cirrus clouds [Cziczo et al., 2013; Cziczo and Froyd, 2014] . The above values for aerosol number concentrations are within the range of average aerosol concentrations observed during the first and second Ice Nuclei Spectroscopy Studies [DeMott et al., 2003; Richardson et al., 2007] and are consistent with aircraft observations from the Ice in Clouds Experiment-Layer Clouds [Field et al., 2012] . All other parameters of the aerosol size distributions (i.e., geometric median diameter and geometric standard deviation) used in the heterogeneous ice nucleation scheme are prescribed according to Table 3 of Phillips et al. [2008] and Table 1 of Phillips et al. [2013] . Fourth, mass-weighted fall speeds of ice crystals are parameterized according to observations made in synoptically driven cirrus at midlatitudes during SPARTICUS [Mishra et al., 2014] . This ice fall speed parameterization is based on 2D-S PSD measurements and explicitly accounts for the observed variability of ice terminal fall velocities as a function of IWC and temperature. All physical tendencies are updated at every model time step, except the tendencies due to large-scale convection and radiation, which are updated every 10th model time step and every 15 min, respectively.
In order to facilitate a direct comparison of model output with cloud radar observations from the CloudSat CPR or the MMCR at the ARM SGP site, we implemented the Cloud Feedback Model Intercomparison Project Observation Simulator Package (COSP) [Bodas-Salcedo et al., 2011] . COSP includes a cloud radar simulator for comparing model output with observed cloud radar reflectivity profiles. All basic assumptions in the cloud microphysics scheme such as particle size distribution types and mass-dimension relationships of hydrometeors are consistently treated in the instrument simulators. Throughout this study, we use horizontal grid spacings between 10 km and 2 km for the 3-D CSRM simulations and between 2 km and 125 m for the 2-D CRM simulations (Table 2) . A stretched terrain-following coordinate system is used in the vertical with the model top placed at a height of approximately 23.5 km. However, since a vertically stretched coordinate system would deteriorate the vertical model resolution at cirrus altitudes, we modified the stretched vertical coordinate system to accommodate additional model levels between 6 and 12 km with constant grid spacings between 50 m and 200 m. Details regarding the model setups are provided in Table 2 .
Results
A comparison between the observations and the 3-D CSRM and 2-D CRM model simulations is provided below. Figure 10 shows a comparison between the simulated vertical profiles of temperature, moisture, and wind speeds after 6 h of simulations and the observations from the ARM SGP radiosonde. Overall, the vertical structures of the observed radiosonde profiles of temperature, humidity, and wind speeds are in reasonable agreement given the limitations of the comparison with a point observation. However, there are also pronounced differences between the model simulations and the radiosonde observations as discussed below. Regarding the temperature profile, there is surprisingly little difference between the CSRM and CRM simulations despite the fact that CSRM and CRM simulations are driven by different and independent data sets. However, both types of model simulations exhibit a cold bias between 10 km and 12 km heights.
Dynamical and Thermodynamical Profiles
Similarly, the observed vertical profile of potential temperature is reasonably well represented in the model simulations. However, the CSRM simulations feature a more stably stratified upper troposphere than shown in the radiosonde observations. In particular, the layers between 10 km and 12.5 km are too stable in the model, whereas the observed profiles exhibit a quasineutral layer. In the CRM simulations, the potential temperature profile agrees better with observations but the stratification within the cirrus layers in the simulations is still higher than in the observations. In section 2, we argue that this neutral layer may be formed as a consequence of local diabatic effects such as radiative heating within the cirrus layer that may not be properly captured by either the model simulations or the observationally constrained analysis. However, due to the lack of additional radiosonde observations, it is unclear whether the quasineutral layer is a feature representative for the mesoscale cirrus cloud field or pertinent only to this specific radiosonde profile.
Comparisons between the relative humidity profile from the ARM SGP radiosonde and the model simulations show a relatively good agreement. Both the observations and model simulations show sustained high values of ice supersaturation up to about 130% within the cirrus cloud layer. The CSRM simulations tend to overestimate relative humidity with respect to ice in layers between 10 km and 12 km heights and underestimate relative humidity toward the cloud base between 8 km and 9 km heights. Below the cloud base, the CSRM simulations qualitatively agree with the radiosonde profiles of relative humidity, whereas the CRM simulations overestimate relative humidity in the subcloud layers and exhibit a well-pronounced moisture bias.
The wind speeds are only in rough agreement (overestimated within the cirrus cloud layer and underestimated below the cloud base) with the radiosonde observations for the CSRM simulations but agree nicely in the CRM simulations. However, the good agreement in the CRM simulations is largely a result of nudging the CRM winds toward the observed wind profiles from the radiosonde.
Vertical Velocities
A comparison between the histograms of simulated and observed vertical velocities at cirrus altitudes is shown in Figure 11 . The simulated vertical velocities are comprised of grid-scale vertical velocities and vertical velocity contributions from subgrid-scale turbulence generated by buoyancy and shear production of turbulent kinetic energy by the subgrid-scale turbulence parameterization. Only vertical velocities at altitudes between approximately 6 km and 11 km are considered here for the sake of comparison with the aircraft data.
Clearly, the CSRM simulations systematically underestimate the frequency of occurrence of vertical velocities larger than about 40 cm s −1 by about two orders of magnitude. However, there is incremental improvement with decreasing horizontal grid spacing suggesting that as the horizontal grid spacing decreases, the CSRM is able to resolve the higher vertical velocity contributions from gravity waves with shorter wavelengths. The CRM simulations with grid spacings of 1-2 km exhibit a smaller bias than the CSRM simulations but still underestimate the larger vertical velocity contributions (i.e., the range 20-80 cm s −1 ) by about one order of magnitude. For grid spacings of 500 m or finer, the CRM simulations are able to reproduce the observed probability density function (PDF) of vertical velocities up to about 80 cm s −1 .
Cloud Macrophysics and Microphysics
A time height sequence of observed and simulated MMCR reflectivity at the ARM SGP site is shown in Figures 12a, 12c, 12e , and 12g. Both the CSRM simulations and the observations show cirrus cloud tops at around 12.5 km height. However, the cirrus cloud base is considerably lower in the simulations than in the observations between 19 UTC and 22 UTC, which makes the simulated cirrus layers too thick when compared with the observations. Also, the CSRM simulations exhibit a cirrus layer with decreasing depth after about 22 UTC, whereas the observations show a gradual thickening of the cirrus clouds and embedded pockets of high radar reflectivities toward 00 UTC on 2 April 2010. The location of maximum radar reflectivity at around 8 km is captured by the CSRM simulations, but the cloud base radar reflectivities at around 19:45 UTC are considerably larger than observed, suggesting that the ice particles at the cloud base are too large in the CSRM simulations. In the CSRM simulations, large values of radar reflectivities at the cloud base are caused by effective diameters of sedimenting ice and snow particles, which are considerably larger than the effective (Figures 12a, 12c , 12e, and 12g) and the geographical location of the ARM SGP site (Figures 12b, 12d, 12f, and 12h ).
diameter range of 20-130 μm observed during the SPARTICUS campaign [Mishra et al., 2014] . The extended occurrence of large ice particles below about 8 km is a direct consequence of the too large ice particles at the cloud base. The larger size of ice and snow crystals results in larger ice fall speeds and longer timescales for sublimation below the cloud base. Figures 12b, 12d, 12f , and 12h show the latitudinal variability of radar reflectivity within the simulated mesoscale cirrus cloud field and comparison with observed radar reflectivities from the CloudSat CPR at the time of the A-train overpass at about 19:48 UTC. The observations show isolated patches of tenuous cirrus between 32 ∘ N and 36 ∘ N and a gradual deepening and lowering of the cirrus toward the edge of the jet streak at about 40 ∘ N. Again, the simulated cirrus cloud tops are in reasonable agreement with the observations, and the northward deepening of the cirrus cloud field is represented by the CSRM simulations. The spatial distribution of radar reflectivities within the mesoscale cirrus cloud field is consistent with the observations, but the model simulations do not capture the pockets of high (up to 5 dBZ) radar reflectivities shown in the observations between 38 ∘ N and 40 ∘ N and heights of around 7 km. Instead, the CSRM simulations exhibit a layer of elevated radar reflectivities between 6 km and 8 km heights. Also, the simulated cirrus cloud base height is underestimated, which makes the simulated cirrus layers too deep. Figure 13 shows the vertical profiles of radar reflectivity at the ARM SGP site on 2 April 2010 at 00 UTC. The CSRM simulations overestimate the radar reflectivity between 10 km and 12 km heights by about 5 dBZ but underestimate the radar reflectivity below 10 km. In contrast, the CRM simulations exhibit radar reflectivities up to −3 dBZ at 8 km height, which is slightly higher than the observed average MMCR reflectivity but still within the observed variability range. However, radar reflectivity values simulated by the CRM are overestimated between 9 km and 12 km heights and below the observed cloud base at about 7 km. All CRM model simulations promote cirrus cloud layer that are too deep compared to the observations. The discrepancy in cirrus cloud thickness is caused by the underestimation of the cloud base height whereas the cloud top matches the observations fairly well. The overestimation of the cirrus cloud base height in the CRM simulations may be explained by the overestimation of cloud base relative humidities shown in Figure 10 or by a low bias in ice number concentrations toward the cloud base as discussed next. Figure 14 shows a comparison between the simulated vertical profile of ice water content and ice number concentrations as a function of temperature and cloud probe observations from the aircraft. Overall, the simulated vertical profiles of IWC from the CSRM and CRM simulations are within the observed variability of IWC observed by the aircraft. However, there is a tendency toward an overestimation of IWC at the cloud top and slight underestimation toward the cloud base. The number concentrations of ice particles in the CSRM simulations are within the observed range but tend to be lower in the CRM simulations especially at temperatures between −30 ∘ C and −50 ∘ C. At lower cirrus layers and temperatures between −25 ∘ and −30 ∘ C, both CRM and CSRM simulations underestimate ice number concentrations by about one order of magnitude. The underestimation of ice number concentrations toward the cloud base in the CRM and CSRM simulations is consistent with the overestimation of radar reflectivity shown in Figure 13 . Sensitivity studies with respect to the number concentrations of prescribed mineral dust particles (not shown) suggest that unrealistically high aerosol number concentrations of at least 10 cm −3 for mineral dust or alternatively higher freezing fractions of mineral dust would be needed to achieve a better agreement with the observed ice number concentrations at warm temperatures. Figure 15 shows the impact of the mesoscale cirrus cloud field on the reflected shortwave and outgoing longwave radiation (OLR). The shortwave reflected radiation increases northward due to an increase in cloud cover toward the region of the jet stream. This increase in the coverage and thickness of high clouds causes the OLR to decrease northward. Both the increasing trend in reflected solar radiation and the decreasing trend in OLR toward higher latitudes are captured by the CSRM simulations. However, there is a persistent low bias in the shortwave reflected radiation in the CSRM simulations. (Table 3) . At the same time, the mesoscale variability in the OLR field decreases with increasing CSRM resolution. The range of mean OLR values in the suite of CRM simulations is much more constrained with values ranging from 231 W m −2 to 240 W m −2 , which indicates a lack of cloud inhomogeneity in the CRM simulations.
Radiative Effects
Sensitivity Studies
In the subsequent section, we discuss the sensitivity of the 2-D CRM simulations to perturbation in the initial conditions, the methodology of the forcing applied to the CRM simulations, and the dimensionality of the CRM simulations (i.e., 2-D versus 3-D CRM simulations).
Initial Conditions
We performed a series of 2-D CRM simulations with perturbed initial conditions to explore the sensitivity of the simulated cirrus cloud profiles to slight changes in the initial conditions. These CRM ensemble simulations are produced by slightly perturbing the temperature profile at initial time. The temperature perturbations satisfy a normal distribution with zero mean and prescribed standard deviation T . The perturbed temperature profiles are specified such that T ′ (z) = T(z) + T  with T = 0.2 K and  as the standard normal distribution. The value for the standard deviation is derived from previous error analyses and reflects uncertainties typical for temperature measurements from radiosondes [Miloshevich et al., 2001; Turner et al., 2003] . The CRM ensemble consists of 10 realizations of CRM simulations with temperature perturbations introduced between 6 km and 13 km heights.
The effect of uncertainties in the initial conditions on the simulated cloud profile is shown in Figure 17 . Overall, the sensitivity of the simulated cloud profile to perturbations in the initial conditions is marginal in particular when compared to the temporal variability in the MMCR observations within the 15 min time window prior to Table 2. the comparison time on 2 April 2010 at 00 UTC. Thus, we conclude that for this specific cirrus case study, the simulated cirrus cloud profile is rather insensitive to changes in the initial conditions and, therefore, uncertainties in the initial conditions play a minor role in explaining differences between the simulated and observed cloud profiles.
Forcing Method
Throughout this study, CRM simulations are conducted by prescribing external forcing tendencies and surface fluxes to the model simulations. Tendencies for large-scale horizontal and vertical advections of temperature and moisture are taken from the objective variational analysis at the ARM SGP site as discussed in section 4.2. In the baseline CRM simulations, we employ equation (1) to apply the forcing tendencies; that is, we derive total (horizontal and vertical) advective tendencies from the objective variational analysis and apply them directly to the model simulations as an external forcing term. In the following sensitivity experiments, we test the sensitivity of the outcome of the CRM simulations by repeating the simulations and employing either equation (2) or (3) to the model simulations. The difference is that, in equation (2), we drive the model simulations with the total analyzed forcing tendencies at each time step but relax the simulated domain-averaged fields of temperature and specific humidity toward the time-interpolated radiosonde observations by prescribing an additional nudging term. The nudging timescale in equation (2) is chosen as 2 h as for the nudging of the domain-averaged horizontal wind speeds.
The effects of the different forcing methods on the simulated cloud profile are shown in Figure 17 . The best agreement between simulation and observation in terms of radar reflectivities is achieved by applying the total forcing tendencies with nudging (i.e., equation (2)). Throughout most parts of the cirrus cloud, the simulated MMCR reflectivity falls within the range of observed reflectivities if the CRM is driven by the forcing Figure 17 . Comparison of observed and simulated MMCR reflectivity profiles for 1 April 2010 at 00 UTC for CRM simulations with (a) perturbed initial conditions, (b) varying forcing methods, and (c) varying dimensionality. Shown are the MMCR reflectivity averaged over a 15 min time window between 1 April 2010 at 23:45 UTC and 2 April 2010 at 00:00 UTC (black), the standard deviation of the MMCR radar reflectivity within the 15 min averaging period (black horizontal bars), the CRM control (CTL) simulation with 2 km horizontal grid spacing (blue), the spread of CRM ensemble simulations with 2 km horizontal grid spacing (shaded red), the spread of the suite of CRM simulations with forcing tendencies prescribed according to equations (1) (shaded blue), (2) (shaded green), and (3) (shaded magenta), and the spread of the suite of 3-D CRM simulations (shaded orange). tendencies and nudging is included. Treating the vertical advective tendency with prescribed vertical velocities following equation (3) yields partial agreement with the observations but produces large variability in the simulated radar reflectivity profiles, which is not supported by the observations. Overall, the sensitivity of the simulated cirrus cloud profile to the forcing method is considerable and larger than the sensitivity to perturbations in the initial conditions. Also, the different treatments of the forcing tendencies affect the vertical profiles of temperature, moisture, and wind speeds (not shown). There is little difference between the simulation with prescribed total advective tendencies (equation (1)) and the simulation with additional nudging term (equation (2)). Both sets of simulations exhibit a slight cold bias and a dry bias in the layers between 8 km and 10 km. However, the profile of potential temperature and, in particular, the quasineutral layer is better represented in the simulation with nudging (equation (2)) than in the simulation without nudging (equation (1)). The simulation with prescribed analyzed vertical velocities in the vertical advective forcing tendencies (equation (3)) yields larger deviations from the observed vertical profiles and exhibits the largest biases in temperature and upper tropospheric humidity (not shown).
Regarding vertical velocities, the CRM simulation driven by prescribed forcing tendencies (equation (1)) gives the best comparison with the observed vertical velocities, whereas the nudged simulations (equation (2)) are underestimating vertical velocities (Figure 18 ). In contrast, the simulations with prescribed vertical velocities in the vertical advective tendency (equation (3)) are grossly overestimating upper tropospheric vertical velocities and in particular the contributions of strong (larger than 40 cm s −1 ) updrafts/downdrafts. Thus, we recommend driving the CRM simulations for this cirrus case study by applying the total advective tendencies only following equation (1) or, optionally, nudge the simulations toward the observed profiles of temperature and humidity using equation (2).
Three-Dimensional CRM Simulations
The effect of dimensionality of the simulated cirrus cloud profiles is investigated with a set of 3-D CRM simulations driven by exactly the same forcing as that of the 2-D baseline simulations. The only difference is the three-dimensional nature of the simulations and the doubly periodic boundary conditions. A comparison between the simulated cloud profiles in the 2-D and 3-D CRM simulations is shown in Figure 17 . The differences between the simulated cirrus cloud profiles in the 2-D and 3-D simulations are small, and thus, we suggest that the impact of dimensionality can be neglected in this particular cirrus case study.
Summary and Conclusions
This paper introduces a case study of synoptically driven thick cirrus at midlatitudes, which benefits from comprehensive, multiplatform observations collected in the vicinity of the ARM SGP site during the SPARTICUS field campaign in 2010. Two-dimensional CRM and three-dimensional CSRM setups are discussed for this case, and the model simulations are compared with observations. The sensitivity of the simulated cloud profiles to perturbations in the initial conditions, the treatment of the forcing data, and the dimensionality of the CRM simulations are discussed.
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Although the vertical profiles of temperature, relative humidity, and wind speeds are reasonably well simulated by the CSRM and CRM, there are remaining biases in the temperature, wind speeds, and relative humidity that need further investigation. Some of these biases may be related to deficiencies in the model simulations or the forcing data set and can be mitigated through nudging the model simulations toward the observed radiosonde profiles.
Simulated vertical velocities are underestimated in all simulations except in the CRM simulations with grid spacings of 500 m or finer. The underestimation of vertical velocities suggests that turbulent vertical air motions in cirrus clouds need to be parameterized in GCMs and even in CSRM simulations with horizontal grid spacings on the order of 1 km. The simulated profiles of ice water content and ice number concentrations in the CSRM simulations agree with the observations to within the observed variability. However, the CRM simulations tend to underestimate ice number concentrations throughout most of the cirrus cloud but especially at warmer temperatures toward the cloud base. The underestimation of ice number concentrations is consistent with the overestimation of radar reflectivity in the CRM simulations, suggesting that the model produces too many large ice particles especially toward the cloud base.
The simulated cloud profiles are rather insensitive to temperature perturbations in the initial conditions. However, the treatment of forcing data has a considerable effect on the model simulations whereas the dimensionality of the CRM simulations has only little effect on the outcome of the model simulations. Overall, CRM simulations with nudging yield a better agreement with the observed cloud profiles than CRM simulations without nudging.
Despite considerable progress in observations and microphysical parameterizations, simulating the microphysical, macrophysical, and radiative properties of cirrus remains challenging. Comparing model simulations with observations from multiple instruments and observational platforms is important for revealing model deficiencies and for providing rigorous benchmarks. However, there still is considerable need for providing observations with higher accuracy in particular for relative humidity in the upper troposphere. Also, it is necessary that future field campaigns provide measurements of the size distribution and composition of aerosol particles along with detailed measurements of the ice particle size distribution, ice water content, and vertical velocities. Such field observations are necessary to further evaluate and constrain ice nucleation parameterizations and to improve microphysical parameterizations of cirrus clouds.
