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ABSTRACT 
We consider intervals of matrices with respect to the usual entrywise partial 
ordering. Necessary and sufficient conditions are given for an interval of matrices to 
contain only P-matrices (i.e. matrices having only positive principal minors) or related 
matrices. 
INTRODUCTION 
On the set of the real n x n matrices the usual partial ordering is defined 
entrywise. We call an interval of matrices with respect to this partial ordering 
a matrix internal. In this paper we consider matrix intervals which contain 
only P-matrices or related matrices. A matrix is a P-matrix if all its principal 
minors are positive. 
The next section contains notation and definitions for our paper. Here we 
give a negative answer to the question posed by Berman and Hershkowitz [2] 
whether a nonsingular totally nonnegative matrix is diagonally stable. Neces- 
sary and sufficient conditions for a matrix interval to contain only P-matrices 
or diagonally stable matrices are obtained in Section 2. Related statements 
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hold for classes of matrices with alternating sign of their principal minors. In 
Section 3 we give some applications. 
1. PRELIMINARIES 
All matrices and vectors in this paper are assumed to be real and of order 
n (matrices are square). If A is a matrix, its entries are denoted by aij. Let 
N: = {1,2,..., n }; each subset a of N will be assumed to be nonempty and 
ordered henceforth We denote the cardinality of a by ]a]. If a, /I G N, then 
A(a, j3) denotes the determinant of the submatrix of A with rows indexed by 
a and columns indexed by j3. We abbreviate principal minors A( a, a) to A( a). 
For matrices and vectors the relations < and G are understood entry- 
wise. For matrices 4 = (ai j), A= (ai j) satisfying 4 G x the m&ix interval 
[A]=[A,~]isdefinedby[A,~]:={A(A~A~~}.Vectorintervalsare 
defined in an analogous way. 
With a matrix interval [A] we associate the three subsets 
%‘,[A], the set of all matrices A for which aij E {gij,aij}, i, j = l(l)n; 
&[A], the set of ail matrices A E V,[A] for which for i = l(l)n, a,, = gii, 
and if aij = aij (respectively, aij) then aji = czji (respectively, aji), 
j = i + l(l)n; 
V,[ A], the set of all matrices A E Vi [ A] which can be transformed by 
simultaneous interchange of rows and columns to a matrix partitioned 
as 
*1 Cl 
i 1 c2 *2 ’ 
where B,, B, are square and the entries of Bi and Ci are entries of 4 
and $ respectively, i = 1,2. 
Then, as can be readily confirmed, the cardinahty of Vi [ A], VJ A], and 
V, [ A] is at most 2”“, 2n(n-1)‘2, and 2”-l, respectively. We write Vi, V,, and 
Vs when the matrix interval in question can be inferred from the context. 
The identity matrix is denoted by 1. 
We shall consider the following six classes of matrices (cf. [2], [5], and the 
references therein): the classes 
P 
PD 
A 
of all matrices whose principal minors are positive, the P-matrices; 
of all symmetric P-matrices, the positive definite matrices; 
of all matrices A for which a positive definite diagonal matrix D 
exists such that AD + OAT is positive definite, the diagonally 
stable matrices; 
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PWSS of all P-matrices with nonnegative products of almost principal 
minors symmetric about the main diagonal, i.e. 
A E PWSS - A~P~((Va,pcN,lcwl=IPI=lanPI+l: 
Ah PM@, 4 > o), 
the positive weakly sign-symmetric matrices; 
M of all matrices A which can be expressed in the form A = al - B, 
B >, 0, a > p(B), where p(B) denotes the spectral radius of B, the 
(nonsingular) M-matrices; 
T of all matrices which are nonsingular and whose minors are all 
nonnegative, the nonsingular totally nonnegative matrices. 
To facilitate the description of the inclusion relations between these six 
classes we use the symbols P,PD,... to denote the properties of being a 
P-matrix, a positive definite matrix, etc. An arrow denotes inclusion; for 
example, A + P means that a diagonally stable matrix is a P-matrix. The 
following inclusion diagram is known (cf. [2], [5]): 
The question whether T + A was posed in [2]. Since a matrix of order 2 is 
diagonally stable if and only if it is a P-matrix [l], the inclusion is obvious for 
n G 2. The following example answers the question for n > 3 in the negative: 
Consider 
(cf. [ll, p. 1631). In order to show that A G A we make use of the following 
characterization of diagonally stable matrices [l]. 
THEOREM (Barker, Berman, and Plemmons). A matrix A is diagonally 
stable if and only if for every nonzero positive semidefinite matrix C, the 
matrix CA bus a positive diagonal entry. 
36 
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85 - 24.9 4.8 
-24.9 7.6 -1.5 
4.8 - 1.5 0.3 
is positive definite, but CA has no positive diagonal entry. 
2. MAIN RESULT 
THEOREM 1. Let [A] be a matrix interval. Then 
(i) [A]cPifandonZyifV,cP, 
(ii) [A] c A if and only iLf V, c A. 
Proof. It suffices to prove the “if” statements. 
(i): We make use of the following characterization of P-matrices (e.g. [lo, 
p. 981): A E P if and only if for every signature matrix (i.e. diagonal matrix 
with diagonal elements + 1) S, there exists a vector x > 0 such that SASx > 0. 
Let Vs c P and A E [A], let S be any signature matrix, and set J: = {i ( sii 
= l}. Define the matrix B by 
if jEJ> 
if j@_l 
for i E 1, 
bij: = 
lYiij 
CZij 
Then B E V,, and by the above 
SBSx > 0. 
Since 
if jEI, 
if jer for i G I. 
characterization a vector x exists such that 
C gijxj- C aijxj for iEJ, C aijXj - jlC,aijxj a 
j=l jeJ jsEJ 
C aijxj - jE,aijxj 2 ,$,UijXj - ,x,aijXj for i 4 I 
jEJ ‘E ‘E 
we have SASx > SBSx. Hence A E P. 
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(ii): Let V, c A and A E [A]; let C be any nonzero positive semidefinite 
matrix. Then for all i 
Define the matrix B by 
if Cij>,O, 
if cij<O 
i, j = l(l)?%; 
then B E V,, and the ith entry of the diagonal of CA is bounded below by the 
ith entry of the diagonal of CB. The matrix CB has a positive diagonal entry 
by the theorem of Barker, Berman, and Plemmons, which completes the 
proof. n 
REMARKS. 
(a) A similar statement is not valid for PWSS in case n > 2, even when 
extending V, to Vi: Let 
Clearly 4, AE PWSS, but the matrix 
is not an element of PWSS, since (1) does not hold for (Y : = { 1,2}, /3 : = { 2,3}. 
(b) In (i) P may be replaced by Pa, i.e. the set of all matrices whose 
principal minors are nonnegative. This may be proven by using the following 
characterization of the PO-matrices [7]: A E PO if and only if A + EZ E P for 
any positive number E. Statement (i) extends of course to matrices A with 
VcwcN,]cll]=k: signA(cw)=(-l)k, k=l(l)n, 
and it furthermore extends to the nonnegative (i.e. entrywise nonnegative) 
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semi-PN-matrices, i.e. matrices A satisfying 
Va&N,]a]=k: signA(cw)=(-l)k-l, k=2(l)n, 
provided that the set V, is replaced by its dual, which is defined by 
interchanging the role of the entries a_ij and aij in the definition of V,. The 
proof uses for the nonnegative semi-PN-matrices a characterization of these 
matrices given e.g. in [ 10, Chapter 31. In (ii) the set A may be replaced by the 
set of all matrices for which a nonzero nonnegative diagonal matrix D exists 
such that AD + OAT is positive semidefinite. The proof parallels precisely the 
proof above by using a characterization of these matrices given in [4]. 
(c) Related statements are valid for intervals of M-matrices [6] and special 
totally nonnegative matrices [9]. However, for both classes the number of 
matrices from which we may conclude that the whole matrix interval enjoys 
the same structure can be brought down to only two elements of V,. 
The set V, is “minimal” in the following sense: 
THEOREM 2. Let W be a nonempty proper subset of V,. Then for each k 
and n, 2 < k < n, there exists a matrix interval [A] such that IV,[A]I = 2k-1 
and W[A] c P, and there is a matrix B E Vs[A]\ W[A] with BE P. 
Proof. Let a =(a,,..., a,)T be a real vector. Define the matrix M, = 
(mij) by 
mli=mil: = a,, i = l(l)n, 
mij: = a,,, i, j = 2(l)n, 
where aij denotes the Kronecker delta. Expansion by the first row yields 
det M, = a, - C;&aF. Hence the matrix M, is a P-matrix if det M, > 0. Let 
a_, a be two vectors satisfying a 6 a; then M, < M,-. 
For simplicity we assume now that 1 W 1: 1 Vs I- 1. To construct a matrix 
interval [A] with the properties required in the statement, we consider a 
matrix interval [A] = [M,, M,], where g and a, a < a, will be specified 
below. Let b be the vector such that M, E Vs \ W. Now choose a_ and a as 
follows: 
$=a,: = k - 1.5, 
tzi: = -1, ai: =0, if bi=pi, 
ai: = 0, ai: =l, if bi=ai, 
i = 2(l)k, 
gi=ai: =o, i = k + l(l)n. 
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Then IV,] = 2k-1 and det Mb = k - 1.5 -(k - l)= - 0.5, whereas for all 
matrices M, E W 
det M, 2 k - 1.5 - (k - 2) = 0.5. 
Thus, we have found a matrix B: = M, E V, \ W with B @ P whereas W C P. 
n 
The analogous question for diagonally stable matrices is open. But note 
that the matrices M, used in the proof of Theorem 2 are symmetric and 
therefore diagonally stable. Thus the proof shows that the set V, in Theorem 
l(ii) cannot be replaced by a nonempty proper subset of Vs. 
Nevertheless, there are matrix intervals for which V, and V, may be 
replaced by a subset of considerably lower cardinality. For example, let all 
A E [A] be either lower or upper triangular matrices. If for such a matrix 
interval [A] all gii are positive, then [A] c P; moreover, [A] c A (e.g. [l]). 
3. APPLICATIONS 
(1) Global Univalence (i.e. Injectivity) of a Lliffmentiable Function 
If f: X + R ” is a differentiable function and X = [x, x], x < 5, a vector 
interval, then by means of interval arithmetic (e.g. [13, Chapter 31) an interval 
enclosure [J] = [I, j] for the Jacobian J(x) of the function f in X may be 
found, i.e. J(x) &[./I for all x E X. Then if Vs[J] c P, by Theorem l(i) and 
the univalence theorem of Gale, Nikaido, and Inada (e.g. [8, Theorem 20.41) 
the (global) univalence off on X follows. Univalence may also be concluded if 
the Jacobian of f is continuous, .j < 0, f has negative diagonal entries, and if 
for every A E Vs[./] the matrix - A is a semi-PN-matrix [cf. Remark (b)]. 
(2) Linear Gnnphmentarity Problem 
As a second application we consider the linear comphmentarity problem 
(cf. [3, Chapter lo]): For a given vector r and a matrix M, find a (or conclude 
that there is no) vector z >, 0 such that 
r+Mz>O and- z?(r+Mx)=O. 
This problem will be denoted by (r, M). The problem (r, M) has a unique 
solution for every vector r if and only if M is a P-matrix (cf. [3, Theorem 
2.151). We assume now that the given matrix M is not exactly known (for 
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example due to rounding errors) but can be enclosed in a matrix interval [A]. 
Then the problem (r, A) has a unique solution for every vector T and each 
matrix A E [A] (in particular for the unknown matrix M) if and only if 
Vs[A] c P. 
(3) Two Extremul Properties of the Deteminunt 
We first establish a simple extremal property of the determinant on 
arbitrary matrix intervals. 
LEMMA. Let [A] be a matrix interval. Then 
{Ez)detA= (tz) detA. 
A~l-41 A E v,(Al 
Proof. We first observe that for all A E [A] and all real numbers 6 
det(A+Ge(‘)e(j)r)=detA+( -I)i+jiidetAij, (2) 
where e(‘) is the ith unit vector of W” and Aij is the submatrix obtained from 
A by deleting row i and column j. Then the assertion follows by repeated 
application of the expansion (2). n 
For matrix intervals containing only P-matrices the determinant assumes 
its minimum (maximum) on the set {A E V, 1 a,, = gii} ({A E V, 1 aii = fiii }), 
This is readily seen from (2). 
Let now A, K be symmetric. Instead of [A] we consider its subset 
[A],:={AE[A]]A=A~}. F rom Theorem l(i) we may immediately con- 
clude that the inclusion Vs[ A] = Vs [ A] s c PD implies [A] s c PD. As can be 
readily confirmed, the set [A], is the convex huh of { A E V, [ A] ( A = AT}. 
Noting this and using the log concavity of the determinant and the convexity 
of the function A e A-‘(a) for fixed a G Non PD (e.g. [12, Chapter 16]), we 
obtain: 
THEOREM 3. Let [A] S C PD. Then 
(0 min det A = min det A, 
(ii) AAEd$; A-l(a)~EAv$~~lA-l(a) for all a G N. 
s 
‘+\T 
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