In the 2-reachability problem we are given a directed graph G and we wish to determine if there are two (edge or vertex) disjoint paths from u to v, for given pair of vertices u and v. In this paper, we present an algorithm that computes 2-reachability information for all pairs of vertices in O(n ω log n) time, where n is the number of vertices and ω is the matrix multiplication exponent. Hence, we show that the running time of all-pairs 2-reachability is within a log factor of transitive closure.
Introduction
Our Results. In this paper, we show how to beat the O(nm) bound for dense graphs.
Specifically, we present an algorithm that computes 2-reachability information for all pairs in O(n ω ) time in a strongly connected digraph, and in O(n ω log n) time in a general digraph. Hence, we show that the running time of all-pairs 2-reachability is within a log factor of transitive closure. This result is tight up to a log factor, since all-pairs 2-reachability is at least as hard as computing the transitive closure (see Section 6) , which is asymptotically equivalent to Boolean matrix multiplication, as shown by Fischer and Meyer [7] . Moreover, our algorithm produces a witness (separating edge or separating vertex) whenever 2-reachability does not hold. By processing these witnesses, we can find all the dominator trees of G in O(n 2 ) additional time. Thus, we also obtain an algorithm to compute all the dominator trees of a directed graph in O(n ω log n) time (in O(n ω ) time if the graph is strongly connected), which improves the previously known O(mn) bound for dense graphs. This in turn enables us to answer various connectivity queries in O(1) time. For instance, we can test in constant time if there is a path from u to v avoiding an edge e, for any pair of query vertices u and v, and any query edge e, or if there is a path from u to v avoiding a vertex w, for any query vertices u, v, and w. We can also report all the edges or vertices that appear in all paths from u to v, for any query vertices u and v.
Related Work. To the best of our knowledge, ours is the first work that considers the all-pairs 2-reachability problem and gives a fast algorithm for it. In recent work Georgiadis, Italiano, and Parotsidis [11] investigate the effect of an edge or a vertex failure in a digraph G with respect to strong connectivity. Specifically, they show how to preprocess G in O(m + n) time in order to answer various sensitivity queries regarding strong connectivity in G under an arbitrary edge or vertex failure. For instance, they can compute in O(n) time the strongly connected components (SCCs) that remain in G after the deletion of an edge or a vertex, or report various statistics such as the number of SCCs in constant time per query (failed) edge or vertex. This result, however, cannot be applied for the solution of the 2-reachability problem.
Our Techniques. Our result is based on two novel approaches, one for DAGs and one for strongly connected digraphs. For DAGs we develop an algebra that operates on paths between pairs of vertices. We provide an efficient binary encoding and decoding scheme that allows us to apply our algebra in a recursive algorithm that uses Boolean matrix multiplication, similar to the computation of transitive closure. Unfortunately, our algebraic approach does not work for strongly connected digraphs. In this case, we show how to use two arbitrary dominator trees to transform a strongly connected digraph G into two auxiliary graphs. Then we show how to reduce 2-reachability queries in G to 1-reachability queries in those auxiliary graphs. This reduction works only for strongly connected digraphs and does not carry over to general digraphs. Our algorithm for general directed graphs is obtained via a suitable combination of those two approaches.
Organization. The remainder of the paper is organized as follows. After introducing some basic definitions and notation in Section 2, we present our algorithm in three steps. In Section 3 we describe our approach for acyclic graphs, Section 4 covers strongly connected graphs and Section 5 describes their combination for arbitrary directed graphs. We provide a matching lower bound and extend our approach to vertex-disjointness in Sections 6 and 7, respectively. Finally, Section 8 lists several applications of our algorithm.
Preliminaries
In this section we introduce some notation and terminology that is used throughout the paper. We assume that the reader is familiar with the standard graph terminology, as contained for instance in [5] . Let G = (V, E) be a directed graph (digraph). Given an edge e = (x, y) in E, we denote x as the tail of e and y as the head of e. A directed path in G is a sequence of vertices v 1 , v 2 , . . ., v k , such that edge (v i , v i+1 ) ∈ E for i = 1, 2, . . . , k − 1. The path is said to contain vertex v i , for i = 1, 2, . . . , k, and edge (v i , v i+1 ), for i = 1, 2, . . . , k − 1. The length of a directed path is given by its number of edges. As a special case, there is a path of length 0 from each vertex to itself. We write u v to denote that there is a path from u to v, and u v if there is no path from u to v. A directed cycle is a directed path, with length greater than 0, starting and ending at the same vertex. A directed acyclic graph (in short DAG) is a directed graph with no cycles. A DAG is known to admit a topological ordering, i.e., a linear ordering of its vertices such that for every directed edge (u, v) from vertex u to vertex v, u comes before v in the ordering (denoted by u < v). A directed graph G is strongly connected if there is a directed path from each vertex to every other vertex. The strongly connected components of a directed graph are its maximal strongly connected subgraphs. Given a subset of vertices V ⊂ V , we denote by G \ V the digraph obtained after deleting all the vertices in V , together with their incident edges. Given a subset of edges E ⊂ E, we denote by G \ E the digraph obtained after deleting all the edges in E'.
2-Reachability and 2-Reachability closure. We write u 2e v (resp., u 2v v) to denote that there are two edge-disjoint (resp., internally vertex-disjoint) paths from u to v, and u 2e v (resp., u 2v v) otherwise. As a special case, we assume that v 2e v (resp.,
We define an abstract set S = E ∪{ , ⊥}. The semantic of this set is as follows: ⊥ corresponds to , corresponds to 2e and e ∈ E corresponds to an edge e separating two vertices. Given a digraph G, we define a 2-reachability closure of G, denoted by G 2e , to be a matrix such that:
where e is any separating edge for u and v.
Since v 2e v for each v ∈ V , we have that G 2e [v, v] = . An example of a graph with a 2-reachability closure matrix is given in Figure 1 . Note that a 2-reachability closure matrix is not necessarily unique, as there might be multiple separating edges for a given vertex pair. We next define the 2-reachability left closure G 2e L and the 2-reachability right closure G 2e R as follows:
if e is the first (leftmost) separating edge for u and v.
if e is the last (rightmost) separating edge for u and v.
Note that if there is only one edge separating u and v, then
. Given any 2-reachability closure matrix, one can compute efficiently the 2-reachability left and right closure matrices. We sketch below the basic idea for the left closure (the right closure being completely symmetric). Let u and v be any pair of vertices. If
is the first separating edge for u and v and G 
3 All-pairs 2-reachability in DAGs
In this section we present our O(n ω log n) time algorithm for all-pairs 2-reachability in DAGs. The high-level idea is to mimic the way a Boolean matrix multiplication can be used to compute the transitive closure of a graph: in a divide and conquer approach along any topological ordering, combine the transitive closure of the first and the second half of the vertices in a single matrix multiplication. However, while for the all-pairs reachability problem for each pair (i, j) we have to store only information on whether there exists a path from i to j, for all-pairs 2-reachability this is not enough. First, we describe a path algebra, used by our algorithm to operate on paths between pairs of vertices in a concise manner. We then continue with the description of a matrix product-like operation, which will be the backbone of our recursive algorithm. Finally, we show how to implement those operations efficiently using some binary encoding and decoding at every step of the recursion.
Algebraic approach
We assume without loss of generality that the vertices of our DAG G are given in a topological ordering v 1 , v 2 , . . . , v n (otherwise, a topological ordering can be computed in time O(n + m)). Assume that we have a family of paths P = {P 1 , P 2 , . . . , P }, all sharing the same starting and ending vertices u and v. We wish to be able to distinguish between the following three possibilities: (i) P is empty; (ii) there is an edge e that belongs to every path P i ∈ P; or (iii) there are at least two paths P 1 , P 2 ∈ P that are edge-disjoint. We do this by defining a left representation repr L (P) ∈ S, where S = E ∪ { , ⊥}, as follows:
if no edge belongs to all P i e such that e ∈ P i , 1 ≤ i ≤ , and tail(e) is minimum in the topological order A right representation repr R (P) ∈ S can be defined symmetrically:
such that e ∈ P i , 1 ≤ i ≤ , and tail(e) is maximum in the topological order
If repr L (P) ∈ E (resp., repr R (P) ∈ E), we say that repr L (P) (resp., repr R (P)) is the first (resp., last) common edge in P. We also define the representation repr(P) as follows:
Let P be the set of all the paths from u to v. Then, both repr L (P) and repr R (P) contain all the information about the reachability and the 2-reachability from
With a slight abuse of notation we also say that G 2e [u, v] ∈ repr(P). We next define two operations, denoted as serial and parallel. Although those operations will be formally defined on S = E ∪ { , ⊥}, they will have a more intuitive interpretation as operations on path families. We start with the serial operation ⊗. For a, b ∈ S, we define:
otherwise.
We define ⊕ as the parallel operator. Namely, for arbitrary a ∈ S:
and otherwise, for e, e ∈ E:
e ⊕ e def = if e = e e if e = e Ideally, we would like operator ⊕ either to preserve consistently the first common edge or to preserve consistently the last common edge, under the union of path families. If for instance we preserve the first common edge, that means that if P and P are two path families sharing the same endpoints then we would like repr L (P ∪ P ) = repr L (P) ⊕ repr L (P ) to hold. However, this is not necessarily the case, as for example both P and P could consist of a single path, with both paths sharing an intermediate edge e , but both with two different initial edges, respectively e 1 and e 2 . Thus repr L (P) ⊕ repr L (P ) = e 1 ⊕ e 2 = while repr L (P ∪ P ) = e . To tackle this issue, we extend the definition of ⊕ to operate on pairs of elements of S, as follows
We now introduce some new terminology. Let G = (V, E) be a DAG, and let E 1 , E 2 be a partition of its edge set E, E = E 1 ∪ E 2 . We say that a partition is an edge split if there is no triplet of vertices x, y, z in G such that (x, y) ∈ E 2 and (y, z) ∈ E 1 simultaneously. Informally speaking, under such split, any path in G from a vertex u to a vertex v consists of a sequence of edges from E 1 followed by a sequence of edges from E 2 (as a special case, any of those sequences can be empty). In the following, we refer to the edge split as G = (V, E 1 , E 2 ) (See Figure 2) . We say that vertex x in G = (V, E 1 , E 2 ) is on the left (resp., right) side of the partition if x is adjacent only to edges in E 1 (resp., E 2 ).
Next, we characterize some combinatorial properties of path families with respect to edge splits. Those properties will be useful when considering a recursive, divide-and-conquer approach for computing all-pairs 2-reachability. In the following lemmas, we let G be a DAG and denote its vertices by {v 1 , v 2 , . . . v n }.
Lemma 3.1. Let G = (V, E 1 , E 2 ) be an edge split of a DAG, and let u and v be two arbitrary vertices in G. For 1 ≤ i ≤ n, let P i = {P ⊆ E 1 : P is a path from u to v i }, and Q i = {Q ⊆ E 2 : Q is a path from v i to v} (See Figure 2 ) and let S be the family of all paths from u to v. If v i is such that both u v i in E 1 and v i v in E 2 (both P i = ∅ and
Proof. We only prove (a), since (b) is completely analogous. Assume by contradiction that
Since repr L (S) = e ∈ E 1 , it must be e ∈ repr(P i ), as otherwise we would have a path u v i v avoiding e. Since e ∈ repr(P i ) and repr L (P i ) = e = e, all paths in P i must go first from u to edge e , then to edge e and finally to v i . However, since repr L (S) = e ∈ E 1 , then e is reachable from u by a path avoiding e . By definition of edge split, this path must be fully contained in E 1 , which contradicts the fact that edge e precedes e in all paths in P i .
It is important to note that Lemma 3.1 holds also when u and v are on the same side of the partition.
Lemma 3.2. Let G, P i , Q i and S be as in Lemma 3.1. Then:
Proof. We proceed with a case analysis:
. By definition of ⊕, we must have that ∀ i (repr L (P i ) ∈ {e 1 , ⊥} or repr R (Q i ) = ⊥) and there must be at least one j such that repr L (P j ) = e 1 and repr R (Q j ) = ⊥. Hence, any path in S must contain e 1 .
(c) The proof is similar to (b).
(d) The proof is again similar to (b).
From case (a) we know that repr(S) = ⊥, and thus there exists an edge e ∈ E such that e ∈ repr(S). Without loss of generality, assume that e ∈ E 1 . Then, it must be repr L (S) = e for some edge e ∈ E 1 . Without loss of generality, assume that v 1 , v 2 , . . . , v j , are all the vertices such that simultaneously u v i in E 1 , v i v in E 2 and u = v i (there is at least one such vertex, since S = ∅ and repr(S)
where we have used that (i) if v i = u, then Q i = ∅, as otherwise u v in E 2 , with a path avoiding e ∈ E 1 , and (ii) by the choice of j,
Thus we have a contradiction.
We now consider the special case where one side of the partition contains only paths of length one. In particular, we say that the edge set E ⊆ E is thin, if there exists no triplet of vertices x, y, z such that (x, y) ∈ E and (y, z) ∈ E . Lemma 3.3. Let G, P i , Q i and S be as in Lemma 3.1. Additionally, let E 1 be thin. Then
Proof. Since E 1 is thin, we have that for each i:
We proceed with a case analysis as in Lemma 3.2.
(a) Since repr R (S) = ⊥ iff repr(S) = ⊥, this case follows immediately from Lemma 3.2(a).
(b) The condition implies that there must be v j such that e 1 = (u, v j ) and v j 2e v in E 2 .
Additionally, for all i = j such that
and for
It follows that every path in G from u to v must go through vertex v j , and since E 1 is thin, this makes e 1 the separating edge. Since v j 2e v, edge e 1 is the only possible separating edge for u and v. Hence, repr R (S) = e 1 .
(c) The condition implies that for any 1 ≤ j ≤ n, exactly one of the constraints is satisfied:
Additionally, unless there exists a j such that v j = u (which would mean u 2e v j ), the first constraint is satisfied for at least two distinct values of j since the conditions (ii) and (iii) are not sufficient to satisfy
The condition implies that for exactly one j, there exists an edge e 1 = (u, v j ) and v j v in E 2 , and repr R (Q j ) = e 2 . Additionally, for every i = j, either u v j in E 1 (that is, v j = u and (u, v j ) ∈ E 1 ) or v j v in E 2 (since otherwise there would be a path avoiding e 1 ). Similarly to case (c), it follows that repr R (S) = e 2 .
(e) Since repr R (S) = iff repr(S) = , this case follows immediately from Lemma 3.2(e).
One could prove a symmetric version of Lemma 3.3, with E 2 being thin. However, in the remainder of the paper we stick with Lemma 3.3: namely, we choose a partition with a thin left side and thus break case (d) of Lemma 3.3 in favor of the rightmost edge (instead of the leftmost edge, as it would be in the symmetric version). Consistently, we define the following projection operator π so that it extracts the rightmost edge from a pair of elements:
With this new terminology, Lemma 3.2 and Lemma 3.3 can be simply restated as follows:
Corollary 3.4. Let G, P i , Q i and S be as in Lemma 3.1. Then
Corollary 3.5. Let G, P i , Q i and S be as in Lemma 3.1. Additionally, let E 1 be thin. Then
Matrix product. Now we define a path-based matrix product based on the previously defined operators:
As a key result of this section, we show that the 2-reachability closure of a DAG G can be computed with the help of path-based matrix products. Throughout, we assume that the vertices of G are sorted according to a topological ordering. Notice that in the following lemma B represents a thin set of edges, that is, the set of edges from a subset of vertices to another disjoint subset of vertices.
Lemma 3.6. Let
A B 0 C be the adjacency matrix of a DAG G = (V, E), where A, B and C are
If B is the matrix containing ⊥ for every 0 in B and the appropriate e ∈ E for every 1 in B, then:
is a 2-reachability closure of G (not necessarily unique).
Proof. Let V = {v 1 , v 2 , . . . , v n } be the vertex set in order of rows and columns of the input matrix, and let V 1 = {v 1 , v 2 , . . . , v k } and V 2 = {v k+1 , . . . , v n }. Matrices A, B and C correspond respectively to all edges from V 1 to V 1 , to all edges from V 1 to V 2 and to all edges from V 2 to V 2 . We will refer to the edge sets represented by those matrices as E A , E B and E C . As a consequence of the fact that there are no edges from V 2 to V 1 , any path from V 1 to V 1 can use only edges from E A , and any path from V 2 to V 2 can use only edges from E C . Thus:
By Corollary 3.5 (since E B is thin) and by definition of path-based matrix product:
Finally, by Corollary 3.4:
By Lemma 3.6, the 2-reachability closure can be computed by performing path-based matrix products on the left and right 2-reachability closures of smaller matrices. This gives immediately a recursive algorithm for computing the 2-reachability closure: indeed, as already shown in Section 2, one can compute the left and right 2-reachability closures in O(n 2 ) time from any 2-reachability closure. In the next section we will show how to implement this recursion efficiently by describing how to compute efficiently path-based matrix products.
Encoding and decoding for Boolean matrix product
We start this section by showing how to efficiently compute path-based matrix products using Boolean matrix multiplications. The first step is to encode each entry of the matrix as a bitword of length 8k where k = log 2 (n + 1) . We will use Boolean matrix multiplication of matrices of bitwords, with bitwise AND/OR operations, denoted respectively with symbols ∧ and ∨. Our bitword length is O(log n), so matrix multiplication takes O(n ω log n) = O(n ω ) time by performing Boolean matrix multiplication for each coordinate separately.
We make use of the fact that after each multiplication we can afford a post-processing phase, where we perform actions which guarantee that the resulting bitwords will represent a valid 2-reachability closure. First, we note that ⊥ will be represented by {0} 4k (that is, 4k appearances of 0), as {1} 4k and we reserve other binary encodings for e ∈ E. When encoding a specific matrix, we know whether it will be used as a left-side or a right-side component of multiplication.
The main idea is to encode left-side and right-side ⊥ as only bits 0, in the form {0} 8k , and for any other value, append {1} 4k either in the first 4k positions or in the last 4k positions, depending on whether it will be used as a left-side or right-side component. The pseudocode of Algorithm 2 that implements this encoding is presented next. For a bitword w, we let w denote the complement of w, where each bit of w is inverted.
Algorithm 2: Left-and right-side encoding
Input:
The serial operator ⊗, which is used to concatenate paths that share a specific vertex, is implemented by coordinate-wise AND over two bitwords, where each bitword contains the concatenation of the binary representations of elements in S, and the bitword {1} 4k as a prefix or suffix. As it should be clear from the pseudocode in Algorithm 2, whenever a bitword represents an edge e in a left-closure, then it is of the form ID e ID e {1} 4k ; whenever a bitword represents a edge e in a right-closure, then it is of the form {1}
4k ID e ID e . Recall that the operator ⊗ always has as its first (left) operand an element from a left-closure matrix and as its second (right) operand an element from a right-closure. We observe that ⊗ is calculated properly in all cases: (let e, e 1 , e 2 ∈ E, e 1 = e 2 ) 
The parallel operator ⊕ is executed over pairs of elements in S, which result from the execution of the ⊗ operator. The ⊕ operator is implemented as coordinate-wise OR over bitwords representing pairs of elements from S. Additionally, notice that all bitwords can be binary representations of pairs of elements in S of the form (e 1 , e 2 ), (e 1 , ), ( , e 2 ), (⊥,
We observe that all cases except of the case where both bitwords include encoded edges are managed correctly by the execution of coordinate-wise OR: (let e ∈ E)
As we mentioned previously, we are only left to take care the the operations of the form e 1 ⊕e 2 for e 1 , e 2 ∈ E. According to the definition of the parallel operator ⊕, we want e 1 ⊕ e 2 = e ∈ E iff e 1 = e 2 = e and otherwise e 1 ⊕ e 2 = . This special case is the reason that we assigned the specific binary representation for each edge e ∈ E of the form ID e = ID u ID v ID u ID v , i.e., a concatenated binary encoding of the ID's of both its vertices u, v and negated binary encoding of ID's of those vertices. More specifically, we are using negations as a form of integrity check, as we now explain. Observe, that the binary representation ID e has the following property of complementary halves: ID e [1 .. 2k] = ID e [2k + 1 .. 4k]. Moreover, the coordinate-wise OR of two encodings of edges, that is X = ID e1 ∨ ID e2 , has the property of complementary halves iff e 1 = e 2 .
Thus, after the execution of ⊕ operation over a sequence of elements in S (using the coordinate-wise OR operation), in order to successfully decode the result of chained ⊕ from coordinate-wise OR, we need to distinguish the following cases (our result is encoded as X = X[1 .. 2k]X[2k + 1 .. 4k]):
4k , then the result is ⊥,
2k , then X is the encoding of the resulting edge.
The implementation of a projection operator follows trivially. Algorithm 3 presents a straightforward implementation of those ideas. With all the above tools and notation, the path-based matrix product over bitwords can be equivalently stated as:
Notice that we can execute all coordinate-wise OR and AND operations independently for each coordinate. Moreover, the necessary operations to calculate the l-th coordinate of all entries Algorithm 3: R . That is, we can execute the Boolean matrix product for each coordinate, concatenate the coordinates of the resulting Boolean matrices into a matrix of bitwords, and finally execute the decode operation from Algorithm 3. Our algorithm, where the details of how to execute the bit-wise matrix products are omitted, is illustrated in Algorithm 4.
Finally, all the tools that we developed in this section allow us to compute the 2-reachability closure for DAGs. Our algorithm is illustrated in Algorithm 5, and it follows closely Lemma 3.6. Since we implemented the right-side version of the projection, we have only to be careful to perform first the right multiplication before the left multiplication.
Lemma 3.7. Given a DAG with n vertices, Algorithm 5 runs in time O(n ω log n).
Proof. Algorithm 4 computes path-based matrix product of matrices with every dimension bounded by n, if the initial graph size was n 0 , in time O(n ω log n 0 ), as it needs to compute O(log n 0 ) Boolean matrix products, one for each coordinate of the stored bitwords. Closures are computed in time O(n 2 ). The recursion that captures the runtime of Algorithm 5 is thus given by the formula T (n) = T ( n/2 ) + T ( n/2 ) + O(n ω log n 0 ) which is satisfied by setting T (n) = O(n ω log n 0 ). The bound follows.
All-pairs 2-reachability in strongly connected graphs
In this section we focus on strongly connected graphs. In this case reachability is simple: for any pair of vertices (u, v) ∈ V × V we have u v in G. But in case that u 2e v in G, finding a separating edge that appears in all paths from u to v in G is still a challenge. We show that we can report such an edge in constant time after O(n ω ) preprocessing.
Theorem 4.1. For any strongly connected graph G, we can compute the 2-reachability closure in O(n ω ).
The construction will follow in Definition 4.6 and Algorithm 6. Its running time will be analyzed in Lemma 4.7 and its correctness in Lemma 4.9.
Reduction to two single source problems
Let G = (V, E) be a strongly connected digraph. Let s be a fixed but arbitrary vertex of G. Picking such a special vertex s will enable us to design a fast algorithm as we will be able to deduce properties about any pair (u, v) from properties of the pairs (u, s) and (s, v).
Lemma 4.2. For any pair of vertices u and v:
If there is an edge e ∈ E(G) such that u v in G \ e, then either u s in G \ e or s v in G \ e.
Proof. If there is a path from u to s and a path from s to v in G \ e, then concatenating those two paths yields a path from u to v in G \ e. Now let P u,s be the family of all paths from u to s and let P s,v be the family of all paths from s to v. We denote by e u the first edge on all paths in P u,s , and by e v the last edge on all paths in P s,v . Note that there might be no edge that is on all paths of P u,s in which case we say that e u does not exist. If there are several edges on all paths in P u,s , then they are totally ordered, so it is clear what first edge means. (And similar for e v and P s,v .)
We now show that in order to search for a separation witness for (u, v), it suffices to focus on e u and e v . Lemma 4.3. If there is some e such that u v in G \ e, then at least one of these statements is true:
• e u exists and u v in G \ e u .
• e v exists and u v in G \ e v .
Proof. If e = e u or e = e v , the claim is trivial. Otherwise, by Lemma 4.2, we know that u s or s v in G \ e. Let us assume that u s (See Figure 3) . So e lies not only on any path from u to v but also on any path from u to s. As e u is the first common edge of every path from u to s, e u also lies on every path from u to e. As all paths from u to v have to go through e, they also have to go through e u and hence u v in G \ e u .
If s v in G \ e, we can show that u v in G \ e v by the same extremality argument for e v .
Hence, in order to check whether there is an edge that separates u from v in G, it suffices to look at the reachability information in G \ e u (a graph which does not depend on u) and at the reachability information in G \ e v (a graph which does not depend on v). Unfortunately, this is not enough to derive an efficient algorithm, since we would have still to look at as many as 2n different graphs (as we will explain later, and as it was first shown in [13] , there can be at most 2n − 2 edges whose removal can affect the strong connectivity of the graph). As a result, computing the transitive closures of all those graphs would require O(n ω+1 ) time. The key insight to reduce the running time to O(n ω ) is to construct an auxiliary graph H, whose reachability is identical to G \ e v for any query pair (u, v), and a second auxiliary graph H whose reachability is identical to G \ e u for any query pair (u, v). Note that the edge that is missing from the graph depends always on one of the two endpoints of the reachability query. As a consequence, we have to consider only n 2 and not n 3 different queries for H and H .
Strong bridges and dominator tree decomposition
Before we construct these auxiliary graphs, we need some more terminology and prior results. [17] presented an algorithm for computing dominators in O(mα(m, n)) time for a flow graph with n vertices and m edges, where α is a functional inverse of Ackermann's function [21] . Subsequently, several linear-time algorithms were discovered [2, 3, 8, 9 ]. An edge (x, y) is a bridge of the flow graph G s if all paths from s to y include (x, y). Note that in this case d(y) = x. Strong bridges Let G = (V, E) now be a strongly connected digraph. An edge of G is a strong bridge if its removal increases the number of strongly connected components. 1 Let s be a fixed but arbitrary start vertex of G. Since G is strongly connected, all vertices are reachable from s and reach s, so we can view both G and G R as flow graphs with start vertex s, denoted respectively by G s and G As a consequence of Property 4.4, all the strong bridges of the digraph G can be obtained from the bridges of the flow graphs G s and G R s , and thus there can be at most (2n − 2) strong bridges in a digraph G. Using the linear time algorithms for computing dominators, we can thus compute all strong bridges of G in time O(m + n) ⊆ O(n ω ). We will use the following lemma from [10] that holds for a flow graph G s of a strongly connected digraph G. 
Overview of the algorithm and construction of auxiliary graphs
The high-level idea of our algorithm is to compute two auxiliary graphs H and H from G and G R , respectively, with the following property. Given two vertices u and v, we have that u 2e v in G if and only u v in H and v u in H . To construct the auxiliary graphs H and H , we use the bridge decompositions of D and D R , respectively. The two extremal edges e u and e v , which we defined in Section 4.1, can now also be equivalently defined in terms of the bridge decompositions. In particular, e v is the bridge entering the tree T v of the bridge decomposition of D, so e v = (d(r v ), r v ), and e u is the reversed bridge entering the tree D R u of the bridge decomposition of D R , so e u = (r
Hence if there exists a path from u to v avoiding each of the strong bridges e v and e u , then it must hold that u 2e v in G. By Lemma 4.3, we know that it is enough if H models the reachability of G \ e v and H the reachability of G \ e u . So graph H is responsible for answering whether u has a path to v avoiding e v , while graph H is responsible for answering whether u has a path to v avoiding e u . Then, if any of the reachability queries in H and H returns false, we immediately have an edge that appears in all paths from u to v.
We show next how to compute the auxiliary graphs H and H in O(n 2 ) time. Furthermore, computing the transitive closure of the auxiliary graphs H and H takes O(n ω ) time, after which reachability queries can be answered in constant time. Therefore, we can preprocess a strongly f, d, c, a) , a does not reach f in H. To illustrate why both H and H are relevant in Lemma 4.9, consider the following example: vertex c is unreachable from b in G \ (b, c), which we also detect as there is no c-b path in H (even though there is a b-c path in H).
connected digraph G in total time O(n ω ) and answer 2-reachability queries in constant time, as claimed by Theorem 4.1.
We will describe only the construction of graph H, since H can be constructed by applying exactly the same procedure on the reverse graph G R . A detailed implementation can be found in Algorithm 6. Together with graph H, the algorithm outputs an array of edges ("witnesses") W , such that for each vertex v = s, W [v] = (d(r v ), r v ) is a candidate separating edge for v and any other vertex. Definition 4.6 (Auxiliary graph construction). The auxiliary graph H = (V, E ) of the flow graph G s = (V, E, s) is constructed as follows. Initially, E = E \ BR, where BR is the set of bridges of G s . For all bridges (p, q) of G s do the following: For each edge (x, y) ∈ E such that x ∈ D(q), y / ∈ D(q), we add the edge (p, y) in E , i.e., we set E = E ∪ (p, y).
Lemma 4.7. The auxiliary graph H can be computed in O(n 2 ) time and space.
Proof. For each root r of a tree T r ∈ D, we maintain a set R(r) ⊆ V , initially set to ∅. The value R(r) will contain all such endpoints y of edge (x, y) such that x ∈ D(r) and y / ∈ D(r). We process the trees of the bridge decomposition in a bottom-up order of their roots. For each root r that we visit we compute R(r) in the following tree steps. First, for each bridge (p, q) of G s such that p ∈ T r , we update R(r) by setting R(r) = R(r) ∪ R(q). Second, for every edge (x, y) such that x ∈ T r we insert y into R(r). Finally, we remove all D(r), that is R(r) = R(r) \ D(r). We execute this final step since we are only interested whether there is an edge (x, y) such that x ∈ D(r) and y / ∈ D(r). Clearly, after these steps the set R(r) contains only the desired endpoints.
Note that we actually wish to insert edges to d(r) for each root r of a tree on the bridge decomposition. Therefore, after computing for each root r its set R(r), we insert to H an edge (d(r), y) for every y ∈ R(r) (notice that the outgoing edges of d(r) in G, except (d(r), r), are also Algorithm 6: 2-reachability closure in strongly connected graphs Input: Strongly connected graph G on N vertices. Output: 2-reachability closure of G.
for tree T , rooted at r, in bottom-up order of bridge decomposition of D do
outgoing edges of d(r) in H). Overall, by representing sets as bitmasks, all the R(r) sets can be computed in O(n 2 ) time. We spend O(n 2 ) time in the third step, since we visit each vertex at most one. Since we traverse every edge only once, the second step takes O(n + m) in total. The bound follows.
Lemma 4.8. For all w ∈ V , there is no edge (x, y) ∈ E(H) such that x / ∈ D(r w ) and y ∈ D(r w ).
Proof. Assume, by contradiction, that there is an edge (x, y) ∈ E(H) such that x / ∈ D(r w ) and y ∈ D(r w ). Since (d(r w ), r w ) is a strong bridge in G s , (x, y) does not exist in G (by Lemma 4.5). Hence, by construction, there is an edge (z, y) ∈ E(G) where z ∈ D(x) \ x and y / ∈ D(x). Therefore, x cannot be an ancestor of w in D, which implies z / ∈ D(r w ) and z = d(r w ) since D(z) ∩ D(r w ) = ∅. This is a contradiction, since (z, y), where z / ∈ D(r w ) and y ∈ D(r w ), cannot exist in G by Lemma 4.5.
Correctness of our construction
Now we consider queries where we are given an ordered pair of vertices (u, v), and we wish to return whether there exists an edge e such that u v in G \ e. We show that we can answer this query in constant time by answering the queries u v in H and v u in H .
Given Lemma 4.3, it is sufficient to show the following:
Lemma 4.9. The auxiliary graphs H and H satisfy these two conditions:
• If e v exists, then u v in G \ e v if and only if u v in H.
• If e u exists, then u v in G \ e u if and only if v u in H .
We prove the lemma in two separate lemmas, one for each direction of the two equivalences. ) and we are done. Otherwise, we iteratively substitute auxiliary edges of P , with paths in G \ e v , so that in the end, P is fully contained within G \ e v . Let e * = (x * , y * ) be the first edge of P such that e 
If we now replace e * in P by P x * x o · e o , then P contains a path from u to y * containing only edges in G \ e v . We repeat this argument as long as P contains auxiliary edges and get a path from u to v in G \ e v . The statement for H and G \ e u can be shown with completely analogous arguments.
Proof. By Lemma 4.5 (a), e v is the only edge in G entering D(r v ). So any path P from u to v in G \ e v can only use edges in E(G[D(r v )]). If P only contains edges in H, we are done. Otherwise, let e * = (x * , y * ) be the first edge of P that is in E(G[D(r v )]) but not in H, hence e * is a bridge of G s . Let z * be the first vertex on P after e * that is not a descendent of y * in D. Such a vertex z * exists since P ends at v but v is not a descendant of y * (recall that e * is a bridge and lies within G[D(r v )]). Thus, we can replace the subpath of P between e * and z (including e * ) by the edge (x * , z * ) which is an auxiliary edge of H, by the definition of H. We repeat this argument as long as P contains bridges of G s and get a path from u to v in H.
The statement for G \ e u and H can be shown with completely analogous arguments.
All-pairs 2-reachability in general graphs
In this section, we show how to combine the two algorithms for computing the 2-reachability closure in DAGs and in strongly connected graphs to derive an algorithm for computing 2-reachability in general graphs. First, notice that the 2-reachability closure of a strongly connected graph G can be constructed as follows: G 2e [i, j] = if i has two edge-disjoint paths to j and G 2e [i, j] ∈ E if there is an edge e ∈ E such that i j in G \ e. No entry of G 2e contains ⊥ since G is strongly connected. After O(n ω ) time preprocessing all the above queries can be answered in constant time. Therefore, the 2-reachability closure can be computed in O(n ω ) time. Let G be a general directed graph. The condensation of G is the DAG resulting after the contraction of every strongly connected component of G into a single vertex. We assume, without loss of generality, that the vertices are ordered as follows: The vertices in the same strongly connected component of G appear consecutively in an arbitrary order, and the strongly connected components are ordered with respect to the topological ordering of the condensation of G. Moreover, we assume that we have access to a function stronglyConnected(u, v) that answers whether the vertices u and v are strongly connected.
The key insight is that every idea presented in Section 3 never truly used the fact that the input graph is a DAG, just the properties of an edge split, that is finding edge partition into two sets so that no vertex has incoming edge from second set and outgoing edge from first set simultaneously. If we are able to extend the definition of an edge split to a general graph in a way highlighted above, and the definitions of repr(), repr R () and repr L (), then all of the results from Section 3 carry over to a general graph G. Note that given arbitrary path family P, repr L (P) and repr R (P) might be ill-defined, since paths in an arbitrary path family might not share the order of common edges. However, we are only using this notation for path families containing exactly all of paths connecting a given pair of vertices in the graph: for such families, the order of common edges is shared.
The high-level idea behind the algorithm in this section is to extend the algorithm for computing the 2-reachability closure in DAGs as follows. At each recursive call, the algorithm attempts to find a balanced separation of the set of vertices, with respect to their fixed precomputed order, into two sets such that there is no pair across the two sets that is strongly connected. If such a balanced separation can be found, then the instance is (roughly) equally divided into two instances. On the other hand, if there is no balanced separation of the set of vertices into two subsets, then one of the following properties is guaranteed: (i) the larger instance is a strongly connected component, or (ii) the recursive call on the larger instance will separate a large strongly connected component, on which we can compute the 2-reachability closure in O(n ω ) time. Proof. The recurrence that provides the running time is the following (we denote by N 0 the size of the original graph)
where N is defined as in Algorithm 7, that is, N is such i that stronglyConnected(i, i − 1) == false or stronglyConnected(i, i + 1) == false and that minimizes |i − N/2 |. Without loss of generality, assume that N ≥ N/2. Denote by N < N/2 the start of the strongly connected component that ends at position N . Observe that this component size satisfies N − N ≥ 2(N − N/2). We consider two cases, which intuitively distinguish whether the strongly connected component in the middle of the order is small or large:
This means that N will be a spliting point in a recursive call on range [0, N ], and we get bound
where we have used that our claimed runtime bound T () is nondecreasing, so we can use bounds N ≤ 1/3N and
It is easy to see that T (N ) = C · N ω log N 0 satisfies both of the recursive bounds (since ω ≥ 2), given large enough constant C.
Thus plugging N 0 = N for the total running time yields the claimed bound.
Algorithm 7: 2-reachability closure in general graphs Input: Matrix G of dimension N × N , with vertices ordered w.r.t. some fixed topological order of strongly connected components Output: 2-reachability closure of G. 1 def closure(G): 
Matching lower bounds
A simple construction shows that any 2-reachability oracle for strongly connected graphs can also be used as a reachability oracle for any graph. Let G be a DAG. We create a graph G = ( V , E) from G as follows: we add two new vertices s and t together with the edge (s, t), and for each vertex v ∈ V (G) we add the edges (v, s) and (t, v). Clearly, G is strongly connected since we added paths from each vertex u to any other vertex v, namely the path u, s, t, v . All the new paths between vertices in V (G) contain the edge (s, t). Therefore, a vertex u has two edge-disjoint paths to v in G, where u, v ∈ V (G), if and only if u has a path to v in G. Additionally, for general graphs, there cannot be a significantly faster all-pairs 2-reachability algorithm (than by a logarithmic factor), as our construction can produce all dominator trees, which by definition encode the necessary information to answer reachability queries in constant time. As computing reachability is asymptotically equivalent to matrix multiplication [7] , there is no hope to solve all-pairs 2-reachability in o(n ω ).
Extension to vertex-disjoint paths
Our approach can be modified so that it reports the existence of two vertex-disjoint (rather than edge-disjoint) paths for any pair of vertices. Although we can formulate the algorithms of Sections 3 and 4 so that they use separating vertices (rather than separating edges), here we sketch how to obtain the same result via a standard reduction, which uses vertex-splitting. The details of the reduction are as follows. From the original digraph G = (V, E), we compute a modified digraph G = ( V , E) by replacing each vertex v ∈ V by two vertices v + , v − ∈ V , together with the edge (v − , v + ) ∈ E, and replacing each edge (u, v) ∈ E by (u
(Thus, v + has the edges leaving v, and v − has the edges entering v.) Then, for any pair of vertices u, v ∈ V , G contains two vertex-disjoint paths from u to v if and only if G contains two edge-disjoint paths from u + to v − . Suppose that we apply our algorithm to G. Let u, v be any vertices in G. If v is reachable from u in G but all paths from u to v in G contain a common vertex, then the algorithm will report a separating edge e ∈ E for the vertices u + and v − . If e = (x − , x + ), then x is a separating vertex for all paths from u to v in G. Otherwise, if e = (x + , y − ), then (x, y) is a separating edge for all paths from u to v in G and so both x and y are separating vertices.
An application: computing all dominator trees
Let s be an arbitrary vertex of G. The (vertex-)dominator tree of G with start vertex s is the tree D rooted at s, such that, for any vertices u and v, u is contained in all paths in G from s to v if and only if u is an ancestor of v in D. Recall the bridge decomposition D of D (Section 2), which is the forest obtained from D after deleting the bridges of flow graph G with start vertex s. As noted earlier, T v is the tree in D that contains vertex v, and r v denotes the root of T v . We define the edge-dominator tree D of G with start vertex s, as the tree that results from D after contracting all vertices in each tree T v into its root r v . For any vertex v and edge e = (x, y), e is contained in all paths in G from s to v if and only if (r x , r y ) is in the path from s to r v in D. , y) is the last common edge in all paths from s to v. We mark y, set r v = y, and temporarily assign d(y) = x (note that r x may be unknown at this point).
After we have processed the entries G 2e R [s, v] for all v, we make another pass over the marked vertices. Let y be a marked vertex, for which we temporarily assigned d(y) = x. Then we set d(y) = r x . This completes the construction of D, which clearly takes O(n) time. By repeating this procedure for each vertex in V as a start vertex, we can compute all the edge-dominator trees, each rooted at a different vertex, in total O(n 2 ) time.
We can preprocess each edge-dominator tree D in O(n) so that we can answer ancestordescendant relations in constant time [20] . We can also compute in O(n) time the number of descendants in D of every root r in D. This allows us to answer various queries very efficiently:
• Given a pair of vertices s and t and an edge e = (x, y), we can test if G \ e contains a path from s to t in constant time. This is because e is contained in all paths from s to t in G if and only if the following conditions hold: e is a bridge of flow graph G with start vertex s (i.e., r y = y and d(y) = r x ) and y is an ancestor of r t in D.
• Similarly, given a vertex s and an edge e = (x, y), we can report how many vertices become unreachable from s if we delete e from G. If e is a bridge of flow graph G with start vertex s, then this number is equal to the number of descendants of y in D. Hence, we find the edge whose removal disconnects the most pairs of vertices in time O(n 2 ).
By computing all vertex-dominator trees of G, we can answer the analogous queries for vertex-separators. Moreover, we can answer efficiently queries regarding junctions. A vertex s is a junction of vertices u and v in G, if G contains a path from s to u and a path from s to v that are internally vertex-disjoint (i.e., s is the only vertex in common in these paths). Yuster [25] gave a O(n ω ) algorithm to compute a single junction for every pair of vertices in a DAG. By having all dominator trees of a digraph G, we can also answer the following queries.
• Given vertices s, u and v, test if s is a junction of u and v. This is true if and only if u and v are descendants of distinct children of s in D. Hence, we can perform this test in constant time.
• Similarly, we can report all junctions of a given a pair of vertices in O(n) time. Note that two vertices may have n junctions (e.g., in a complete graph).
Concluding remarks
In this paper we have shown that the all-pairs 2-reachability problem can be solved in O(n ω log n) time. Our algorithm produces a witness (separating edge or separating vertex) for every pair of vertices for which 2-reachability does not hold. An important corollary of this result is that we can compute all dominator trees of a directed graph within the same time bound. Our work raises some new, and perhaps intriguing, questions. First, since our algorithms can be used to answer queries on whether there exists a path from vertex u to vertex v avoiding an edge e, can we extend our approach to reporting avoiding paths within the same O(n ω log n) (or any sub-cubic) running time? Another interesting question is whether one can compute all-pairs k-reachability (or equivalently, the existence of (k − 1)-cuts) in O(n ω ) time, or even in sub-cubic time, for k ≥ 3. It does not seem easy to extend our techniques in this case.
