(S1)
Identification of multiple optimal solutions
Suboptimal solutions are often useful to analyze the property of the estimated networks. After estimating the optimal network by the learning method, we obtain the suboptimal solutions by iterating the following method,
subject to Eq. (11) and,
where,
d * i is the optimal delay determined by Eq. (S1), and ν is the control parameter of suboptimality (to be explained later). c ij is the restriction coefficient of w ij and is changed by the iteration: c ij is initially 1, but is increased by 1 if w ij is non-zero in the previous iteration. This implies that it is difficult for the non-zero connection in the previous iteration to become non-zero in this iteration, and we can obtain a different solution from the previous one.
In addition to condition (11), we use condition (S3) that restricts the solutions. Note that the left side of Eq. (S3) is equal to the original objective function Eq. (10). Then, we can obtain the ν-nearest solutions of the optimal solution z * i . Empirically, we can obtain several solutions even if ν = 0, i.e., there exist multiple optimal solutions. We use the multiple optimal solutions by fixing this parameter at ν = 0 for all results.
