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a b s t r a c t
In this paper, first we introduce, briefly, pseudo-spectral method to solve linear Ordinary
Differential Equations (ODEs), and then extend it to solve a system of linear ODEs and
then Differential-Algebraic Equations (DAEs). Furthermore, because of appropriate choice
of Chebyshev–Gauss–Raudo points we will show that this method can be used to solve a
DAE whenever some coefficient functions in constraint are not analytic by providing some
numerical examples.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The spectral methods arise from the fundamental problem of approximation of a function by interpolation on an interval,
and are very much successful for the numerical solution of ordinary or partial differential equations [1].
Since the time of Fourier (1882), spectral representations in the analytic study of differential equations have been used
and their applications for numerical solution of ordinary differential equations refer, at least, to the time of Lanczos [2].
The basic of spectral methods to solve differential equations is to expand the solution function as a finite series of very
smooth basis function, as given
yN(x) =
N∑
k=0
akφk(x), (1)
in which, as pointed out in [1], the best choice of φk, are the eigenfunctions of a singular Sturm–Liouville problem. Among
the singular Sturm–Liouville problems, particular importance rests with those problemswhose eigenfunctions are algebraic
polynomials because of the efficiency with which they can be evaluated and differentiated numerically and the spectral
accuracy is ensured if the problem is singular. A mathematical proof of these facts is given in Section 9.2 [1].
If the function y belongs to C∞[a, b], the produced error of approximation (1), when N tends to infinity, approaches zero
with exponential rate [1]. This phenomenon is usually referred to as ‘‘spectral accuracy’’, [3]. The accuracy of derivatives
obtained by direct, term by term differentiation of such truncated expansion naturally deteriorates [1], but for low-order
derivatives and sufficiently high-order truncations this deterioration is negligible. So, if solution function and coefficient
functions are analytic on [a, b], spectral methods will be very efficient and suitable.
Differential-Algebraic Equations (DAEs) are system of differential equations (sometimes also referred to as descriptor,
singular or semi-state systems),where the unknown functions satisfy additional algebraic equations [4]. In otherwords, they
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consist of a set of differential equations with additional algebraic constraints. Many physical phenomena are most naturally
modeled as combination of ordinary differential and algebraic equations. Comparing DAEs with Ordinary Differential
Equations (ODEs), there are both numerical and analytical difficulties which do not occur with ODEs [5]. The first practical
numerical methods for certain classes of DAEs are the Backward Differentiation Formula (BDF) and implicit Runge–Kutta
methods [6]. But these methods cannot be applied to approximate the solution to all DAEs [7,8]. Sometimes a DAE can be
converted into a system of ODEs. However, numerical stability of the system is often undermined in the process so that,
even if all DAEs can be converted into ODEs, it is usually not always desirable to do so [5,9,10].
A considerable research has been done on numerical methods for DAEs. Ascher, Petzold, Campbell and Gear have done
extensive work for numerical solution of this class of equations [11–14]. The Sequential Regularization Method (SRM) and
related Predicted Sequential Regularization Method (PSRM) are recent numerical methods designed to deal with certain
classes of DAEs [15–17].
Here, we are going to present implementation of pseudo-spectral method for a DAE system, but first of all we introduce
pseudo-spectral method to solve a linear ODE.
2. Pseudo-spectral method
Consider the following differential equation:
Ly =
M∑
i=0
fM−i(x)Diy = f (x), x ∈ [−1, 1], (2a)
Ty = C, (2b)
where fi, i = 0, 1, . . . ,M, f , are known real functions of x,Di denotes ith order of differentiation with respect to x, T is a
linear functional of rank N and C ∈ <M .
Here (2b) can be initial, boundary or mixed conditions. The basic of spectral methods to solve this class of equations is to
expand the solution function, y, in (2a) and (2b) as a finite series of very smooth basis function, as given below
yN(x) =
N∑
k=0
akTk(x), (3)
where, {Tk(x)}k0 is sequence of Chebyshev polynomials of first kind. With replacing yN in (2a), we define residual term by
rN(x) as follows
rN(x) = LyN − f . (4)
In spectral methods, main target is to minimize rN(x), through domain as much as possible with regard to (2b).
Implementation of these methods leads to a system of linear equations with N + 1 equations and N + 1 unknowns
a0, a1, . . . , aN .
Consider the following differential equation:
P(x)y′′ + Q (x)y′ + R(x) y = S(x), x ∈ (−1, 1),
y(−1) = a, y(1) = b. (5)
First, for an arbitrary natural number N , we suppose that the approximate solution of Eqs. (5) is given by (3), where
a = (a0, a1, . . . , aN)t ∈ <N+1 is the coefficient vector and {Tk(x)}k0 is the sequence of Chebyshev polynomials of the first
kind.
In pseudo-spectral we put
V (x) =
N∑
k=0
akTk(x), (6)
then corresponding to functions V , V ′ and V ′′, we can define matrices A(0), A(1) and A(2) as follows [18]:
V ≡ A(0), A(0) = I(N+1)×(N+1) (7)
V ′ ≡ A(1), (A)(1)i j =

(
1
ci
)
× 2i, for j > i, i+ j = odd,
0, otherwise
(8)
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A(1) =

0 1 0 3 0 · · ·
0 4 0 8 · · ·
0 6 0 · · ·
0 8 · · ·
·
·
·

V ′′ ≡ A(2), (A(2))i j =

(
1
ci
)
× (j− i)j(j+ i), for j > i, i+ j = even,
0, otherwise
(9)
A(2) =

0 0 4 0 32 · · ·
0 0 24 0 · · ·
0 0 48 · · ·
0 0 · · ·
·
·
·
 ,
where, N ≥ j, i ≥ 0, and ci =
{
2, i = 0,
1, i > 0.
Now using differential equation (5), we define matrix AA(x) as follows;
AA(x) = P(x)A(2) + Q (x)A(1) + R(x)A, (10)
that is,
AA(x) =

R(x) Q (x) 4P(x) 3Q (x) 32P(x) · · ·
R(x) 4Q (x) 24P(x) 8Q (x) · · ·
R(x) 6Q (x) 48P(x) · · ·
R(x) 8Q (x) · · ·
R(x) · · ·
·
·
·

(N+1)×(N+1)
.
Hence, differential equation (5) converts to
N∑
i=0
aiφi(x) ≈ S(x), (11)
in which,
φi(x) =
i∑
k=0
(AA)k iTk(x), (12)
that is,
φ0(x) = R(x)T0(x),
φ1(x) = Q (x)T0(x)+ R(x)T1(x),
φ2(x) = 4P(x)T0(x)+ 4Q (x)T1(x)+ R(x)T2(x),
·
·
·
It must be noted that, if A(k+2); k ≥ 1 be corresponding matrix of (k+ 2)th order differentiation of V (x), it follows that [18]:
A(k+2)ij = A(k)ij
(j− i− k)(j+ i+ k)(j+ i− k)
4k(k+ 1) , 0 ≤ i, j ≤ N.
Now, if we impose boundary condition from (5) on V (x)we will have;
V (−1) = a⇒
N∑
k=0
akTk(−1) =
N∑
k=0
ak(−1)k = a,
V (1) = b⇒
N∑
k=0
akTk(1) =
N∑
k=0
ak = b.
M. Saravi et al. / Computers and Mathematics with Applications 59 (2010) 1524–1531 1527
So
[
1 −1 1 · · · (−1)N
1 1 1 · · · 1
]
a0
a1
·
·
·
aN
 =
[
a
b
]
. (13)
Relation (13) forms a system with two equations and N + 1 unknowns. To construct the remaining N − 1 equations we
substitute points xj = cos(pi j/N), j = 1, 2, . . . ,N − 1, in (11) and put:
N∑
i=0
aiφi(xj) = S(xj), j = 1, 2, . . . ,N − 1, (14)
to obtain N − 1 equations.
3. Linear DAE and system of ODE with variable coefficient and pseudo-spectral method
A linear DAE with variable coefficients, is of the form
A(t)y′(t)+ B(t)y(t) = g(t) (15)
defined on the interval I. This kind of DAE, which also is named as linear time-varying DAE, exhibits most of the behaviour
found in the nonlinear case. According to (15), consider the following DAE as
a11(t)y′1(t)+ a12(t)y′2(t)+ a13(t)y1 + a14(t)y2(t) = f1(t)
a23(t)y1 + a24(t)y2(t) = f2(t), t ∈ [−1, 1], (16a)
with initial conditions,
y1(−1) = α,
y2(−1) = β, (16b)
where ai j , f1 and f2 are sufficiently smooth functions of t and α and β are constants.
Now, for an arbitrary natural number N , we suppose that the given DAE has the approximate solution as
y1(t) ∼=
N∑
i=0
aiTi(t)
y2(t) ∼=
N∑
i=0
aN+1+iTi(t)
(17)
where {Ti}Ni=0 is a sequence of Chebyshev polynomials of first kind and a = (a0, a1, . . . , a2N+1)t ∈ <2N+2. Main target is to
find a.
As Section 2, put
V (x) =
N∑
k=0
akTk(x),
then, again, corresponding to function V and V ′, we can define A(0) and A(1) as before and let,
AA = a11(t)A(1) + a13(t)A(0)
BB = a12(t)A(1) + a14(t)A(0)
CC = a23(t)A(0)
DD = a24(t)A(0)
(18)
φi(t) =

i∑
k=0
(AA)kiTk(t), 0 ≤ i ≤ N,
i∑
k=0
(BB)k(i−1−N)Tk(t), N + 1 ≤ i ≤ 2N + 1,
(19)
ψi(t) =

i∑
k=0
(CC)kiTk(t), 0 ≤ i ≤ N,
i∑
k=0
(DD)k(i−1−N)Tk(t), N + 1 ≤ i ≤ 2N + 1,
(20)
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then (16a) converts to
2N+1∑
i=0
aiφi(t) ≈ f1(t),
2N+1∑
i=0
aiψi(t) ≈ f2(t),
(21)
with initial conditions,
N∑
i=0
aiTi(−1) =
N∑
i=0
ai(−1)i = α,
N∑
i=0
aN+1+iTi(−1) =
N∑
i=0
aN+1+i(−1)i = β.
(22)
Relation (22) forms a system with two equations and 2N + 2 unknowns. To construct the remaining 2N equations we
substitute points
tj = cos
(
2pi j
2N − 1
)
, j = 0, . . . ,N − 1, (23)
in (18), (21) and put,
2N+1∑
i=0
aiφi(tj) = f1(tj),
2N+1∑
i=0
aiψi(tj) = f2(tj),
j = 0, . . . ,N − 1
to obtain 2N equations.
It must be noted that, this method can also be used to solve a system of ODEs as
a11(t)y′1(t)+ a12(t)y′2(t)+ a13(t)y1 + a14(t)y2(t) = f1(t),
a21(t)y′1(t)+ a22(t)y′2(t)+ a23(t)y1 + a24(t)y2(t) = f2(t), t ∈ [−1, 1]
provided that
CC = a21(t)A(1) + a23(t)A(0)
DD = a22(t)A(1) + a24(t)A(0).
Even we can extend this method to a system of differential equations of any order. For example;
a11(t)y′′1(t)+ a12(t)y′′2(t)+ a13y′1(t)+ a14y′2(t)+ a15y1(t)+ a16y2(t) = f1(t)
a21(t)y′′1(t)+ a22(t)y′′2(t)+ a23y′1(t)+ a24y′2(t)+ a25y1(t)+ a26y2(t) = f2(t) t ∈ [−1, 1],
which is of order two. Provided that
AA = a11(t)A(2) + a13(t)A(1) + a15(t)A(0),
BB = a12(t)A(2) + a14(t)A(1) + a16(t)A(0),
CC = a21(t)A(2) + a23(t)A(1) + a25(t)A(0),
DD = a22(t)A(2) + a24(t)A(1) + a26(t)A(0).
In the next section we consider, numerically, some examples.
4. Numerical examples
First of all we consider numerical examples for a system of differential equations and then the rest of this section devoted
to DAE. In all examples e1 and e2 denote the maximum error of the y1(t) and y2(t) respectively.
Example 1. Consider
xy′1(t)+ y′2(t)− 2y1(t)+ exy2(x) = 1− e−x,
y′1(t)+ 2xexy′2(t) = 0,
with exact solutions y1(t) = x2, and y2(t) = e−x. We solved it by pseudo-spectral method for N = 4, 7, 10, and the results
are given in Table 1.
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Table 1
N e1 e2
4 6.482× 10−4 2.750× 10−3
7 8.519× 10−8 7.656× 10−7
10 8.449× 10−12 2.059× 10−10
As can be seen from the results, this method produces accurate results. In this manner we can solve a system of linear
ODEs of order two, and extend it to any order. But in this paper our main target is to consider examples of linear DAE
therefore, the rest of this section devoted to such systems.
Example 2. Consider
y′1(t)− y′2(t)− ty1 = 0,
t(sin t)y1(t)+ (cos t)y2(t) = t,
with exact solution, y1(t) = sin t , and y2(t) = t cos t .
We solved it by pseudo-spectral method and the error produced for different choose of N for y1(t) and y2(t) are given in
Table 2.
Table 2
N e1 e2
4 1.341× 10−2 6.784× 10−3
6 7.782× 10−5 4.840× 10−5
10 9.182× 10−10 4.063× 10−10
Let us consider another example. This example was chosen from [19].
Example 3. Consider the following problem with initial values;(
1 −t
0 0
)
y′(t)+
(
1 −1− t
0 1+ µt
)
y(t) =
(
0
sin t
)
, t ∈ [0, 1].
The exact solutions are, y1(t) = t sin t + (1+ µt)e−t , and y2(t) = µe−t + sin t .
First, we change the interval [a, b] to interval [−1, 1] by t = 12 [(b− a)x+ (b+ a)], and then solve it by pseudo-spectral
method. Although, this problem has index 1, but Ascher showed that in 1989, for µ  0 symmetric methods solving
numerically encounter with difficulty [20]. In 1994 Amodio solved it by techniques of boundary values [19]. Here we solved
it by pseudo-spectral method forµ = 200 and the results are given in Table 2. In this table eps and eA mean maximum error
between y1(t) and y2(t) using pseudo-spectral and Adams method, respectively.
As we can see the results are much better (Table 3).
Table 3
N eps h eA
6 1.731× 10−4 2× 10−2 1.22× 10−5
10 1.290× 10−10 5× 10−3 1.92× 10−7
14 6.214× 10−14 2.5× 10−3 2.41× 10−8
Example 4. Let us consider another problem with initial condition as,(
0 0
1 µt
)
y′(t)+
(
1 µt
0 1+ µ
)
y(t) =
(
et
t2
)
, t ∈
[
−1
2
,
1
2
]
,
with exact solution, y1(t) = et + µt(et − t2), and y2(t) = t2 − et .
This problem has global index 2 and was considered in several papers such as [19,21,11,22]. Gear and Petzold in 1984
shown that, when µ  −1/2, then recurrence Euler method is unable to solve it numerically [22], and in [6], numerical
methods based on finite differences encounter with difficulty. In 1994 Amodio [19], solve it by techniques of boundary
values, but the rate of convergency for µ < −1/2 is very low. We solved it for µ = −2, and examined it with different
values of N . The results are given in Table 4.
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Table 4
N eps h eA
6 2.575× 10−6 10−1 7.06× 10−6
10 1.948× 10−12 1.25× 10−2 1.30× 10−7
14 8.231× 10−17 6.25× 10−3 1.66× 10−8
Here, again, we have better results.
Let us consider the problems in which the constraint has, at least, one non-analytical coefficient. In these cases, because
of appropriate choice of Chebyshev–Gauss–Raudo points in (21) and also in (18), we expect to get better results. To see this,
we consider some examples.
Example 5. Consider
cos(x)y′1(t)− sin(x)y′2(t) = 1|x| y1(t)+ y2(t) = |x| sin(x)+ cos(x), t ∈ [−1, 1].
Here, we have non-analytical point in zero. We used pseudo-spectral method and the results are given in Table 5.
Table 5
N e1 e2
4 5.426× 10−2 2.656× 10−2
6 2.488× 10−5 1.806× 10−5
10 2.077× 10−9 1.598× 10−9
Let us consider another example.
Example 6. Consider
y′1(t)− xy′2(t)+ y1(t) = xe−x,∣∣∣∣x− 12
∣∣∣∣ y1(t)+ ∣∣∣∣x+ 12
∣∣∣∣ y2(t) = e−x ∣∣∣∣x− 12
∣∣∣∣+ ∣∣∣∣x+ 12
∣∣∣∣
with exact solutions, y1(t) = y2(t) = e−x.
Here, we have two points, in which, coefficient functions are not analytic. Again, we solved this example by this method and
the results are given in Table 6.
Table 6
N e1 e2
4 5.297× 10−3 7.165× 10−3
6 2.942× 10−5 5.249× 10−5
10 7.717× 10−9 2.261× 10−8
We end this paper by solving a system of differential equations with non-analytical coefficient functions.
Example 7. Consider
cos(x)y′1 − sin(x)y′2 = 1|x| y′1 + y′2 + y1 = |x| cos(x);
with exact solutions y1 = sin(x), y2 = cos(x). In this system we have non-analytical coefficient functions. We used this
method again and the results are shown in Table 7.
Table 7
N e1 e2
4 4.819× 10−3 5.701× 10−3
6 2.297× 10−5 3.827× 10−5
10 2.384× 10−10 3.926× 10−10
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As we can see this method will be useful for a system of differential equations, even, whenever we have non-analytical
coefficient functions.
Some conclusions about the use of Pseudo-spectral method is as follows.
Results of all examples in this paper show the efficiency of pseudo-spectral method. Because of one algebraic expression
in (16a) and differentiation of order one, we obtained a spectral accuracy. Therefore, accuracy of pseudo-spectral method
is much better than other methods and this can be seen by results of Examples 3 and 4. Also rate of convergence of Adams
method which is known as a good method [11], comparing with pseudo-spectral method is very low. Besides this, another
superiority of pseudo-spectral method is its flexibility in comparing with methods based on finite difference methods. We
also observed the efficiency of this method to solve a system of linear ODEs, even with non-analytical coefficients.
Since the real world problems lead to the solution of nonlinear equations or systems of nonlinear equations, it would be
very interesting to extend this method to such problems. Research in this matter is one of our future goals.
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