Artificial bee colony (ABC) algorithm is a popular optimization technique with strong search ability. Although ABC has the ability to handle complex optimization problems, it suffers from weak exploitation and slow convergence. In order to tackle this issue, a new ABC variant based on multiple search strategies and dimension selection (ABC-MSDS) is proposed in this paper. Firstly, multiple search strategies based on dual strategy pool are designed. Compared to other existing ABC with multiple search strategies, our approach constructs two strategy pools for employed and onlooker bees, respectively. Secondly, a new dimension selection method is used to replace the random dimension selection in the standard ABC. In the search process, each dimension is chosen one by one in terms of the quality of offspring. Finally, a modified scout bee phase is employed to accelerate the search. Experimental study is conducted on classical benchmark problems and CEC 2013 shifted and rotated problems. The performance of ABC-MSDS is compared with several recently published ABC variants. Computational results demonstrate the effectiveness of our approach.
I. INTRODUCTION
In the past decades, some intelligent optimization algorithms have been proposed to solve complex and difficult problems, such as genetic algorithm (GA) [1] , differential evolution (DE) [2] - [5] , particle swarm optimization (PSO) [6] - [8] , ant colony optimization (ACO) [9] , artificial bee colony (ABC) [10] , [11] , and firefly algorithm (FA) [12] - [14] , and bat algorithm (BA) [15] , [16] . Among these algorithms, ABC has the advantages of strong global search ability and few control parameters. Thus, it has been used to solve many optimization problems [17] - [20] .
Like PSO, ABC is a swarm-based stochastic algorithm [10] . A set of candidate solutions in the swarm is called food sources. Different kinds of bees use their corresponding search strategies to attain new solutions. Employed bees The associate editor coordinating the review of this manuscript and approving it for publication was Bo Jin. and onlooker bees produce offspring during the search process by using the same search strategy. Then, their search behaviors are similar. This is not beneficial for the search. In addition, some studies reported that the standard ABC suffers from slow convergence and low accuracy of final solutions [21] , [22] .
To tackle the above issues, we propose a new improved ABC algorithm called ABC-MSDS, which employs three modifications. Multiple search strategies based on dual strategy pool is used to balance the exploration and exploitation. Compared to other existing ABC with multiple search strategies, our approach constructs two strategy pools for employed and onlooker bees, respectively. Then, the search strategy of the onlooker bees can be different from the employed bees. They will behave different search characteristics. Moreover, the random dimension selection used in the original ABC is replaced by a new dimension selected method. A modified scout bee phase based on opposition-based learning (OBL) [23] , [24] is used to help trapped solutions jump to better positions. To verify the performance of ABC-MSDS, two benchmark sets are used in the experiments.
The rest of this work is organized as follows. The standard ABC and its literature review are presented in Section II. Our approach ABC-MSDS is described in Section III. Results on two benchmark sets are presented in Section IV. Finally, the work is concluded in Section V.
II. BACKGROUND REVIEW AND RELATED WORK A. ARTIFICIAL BEE COLONY
In ABC, the artificial bees are divided into three types: employed bees, onlooker bees, and scout bees. In order to search good food sources (called solutions), all bees need undertake certain tasks. Firstly, employed bees search around each food source and share their search experiences to onlooker bees. Then, the onlooker bees choose some good food sources based on a probability and search around them again. Scout bees monitor all food sources and search new food sources to replace some abandoned ones [25] . The standard ABC consists of four operations: initialization, employed bee phase, onlooker bee phase, and scout bee phase. These operations are described as follows [25] .
1) INITIALIZATION
The initial population P has SN food sources (solutions), where SN is the population size. Let X i = {x i1 , x i2 , . . . , x i,D } be the ith solution in P and D is the dimension size. At the initialization stage, X i is randomly generated as follows [25] .
where j = 1, 2, . . . , D, rand(0,1) represents a random value in the range [0,1], and [X min , X max ] is the boundary constraint
2) EMPLOYED BEE PHASE
For each solution X i , an employed bee searches around X i and finds a new solution V i by the following equation [25] .
where φ i,j ∈ [−1, 1] is a random weight, j is randomly chosen from {1, 2, . . . , D}, x k,j is the jth component of X k , and X k is randomly selected from the population (i = k). If the quality of the new V i is superior to X i , then X i is updated by V i [25] .
3) ONLOOKER BEE PHASE
After the employed bee phase, the food information is passed to the onlooker bees. The onlooker bees assess the food information and choose some food sources with better quality. By searching around these food sources, new better solutions may be gained. The selection is based on a roulette wheel mechanism and it is computed by [25] 
where fit(X i ) is the fitness value of the ith solution in the current population, and it is defined by [25] .
where f i is the function value of the ith solution. From Eqs. (3) and (4), it is obvious that a large f i corresponds a high probability p i . It means that a better solution X i is selected by the onlooker bees with a higher probability. When a solution X i is chosen by the onlooker bees, a new V i is generated according to Eq. (2) . If the quality of the new V i is superior to the old X i , then replace X i with V i [25] . This process is the same with the employed bees.
4) SCOUT BEE PHASE
When a solution cannot be improved after a preset number (limit) of iterations, the solution is abandoned. The scout bee produces a new solution to update the abandoned one according to Eq. (1).
B. OTHER ABC VARIANTS
Since the development of ABC, it has been used to solve complex optimization problems. Different variants of ABC were proposed. In the following, a brief overview of recent advance on ABC is presented as below.
In [21] , the global best solution (gbest) was used to guide the search. Inspired by the gravity model, Xiang et al. [26] employed the gravity model to select the appropriate neighborhood of the current solution. Chen et al. [27] adopted a variety of different solution search models in ABC. In addition, an adaptive method was designed to determine the selectivity of each model.
Banharnsakun et al. [28] proposed a modified ABC to solve constrained problems. To enhance the local search, the randomly selected neighborhood solution is replaced by the best feasible solutions. The search radius is adjusted as the iteration increases. By means of the characteristics of orthogonal experimental design, Gao et al. [29] constructed a better representative candidate solution. With the advantages of Rosenbrock's rotation direction method, Kang et al. [30] developed a Rosenbrock ABC to achieve accurate numerical optimization. Chengli et al. [31] designed a hybrid ABC (HABC), which added variable neighborhood search factors to the solution search equation. Moreover, a memory mechanism was used to store previous successful experiences. Li et al. [32] proposed an ABC based on genetic recombination (RABC), which employed modified gene recombination operators into ABC to accelerate its convergence. Gao et al. [17] embedded two new learning strategies into ABC. The cooperation of these two methods forms a complement to improve the performance of the algorithm. Experimental results show those learning strategies have excellent performance in convergence speed. Ji et al. [33] proposed a scale-free ABC (SFABC). Under the guidance of a scalefree network, poor food sources can obtain more information from neighbors' good sources, and exchange information in good food sources. Lin et al. [34] presented a new ABC called ABCLGII, which interacts local and global search information. In the search, employed bees can learn from the gbest. For onlooker bees, some solutions with high quality are used to construct two new search strategies. In [35] , a Parzen window method is used in the greedy selection. Additionally, three search strategies were used to construct a strategy pool.
Choong et al. [36] proposed an improved ABC to solve traveling salesman problem, in which modified choice function and Lin-Kernighan method are used. Cai et al. [37] presented combined ABC and biogeography to solve mechanical design problems. In [38] , ABC was combined with PSO. In [39] , the best neighbor was used to guide the search of ABC. Chen et al. [40] proposed an ABC based simulated annealing (SAABC), in which simulated annealing has an excellent effect on improving the quality of the search of employed bees.
III. PROPOSED APPROACH
The search behavior of a swarm intelligence algorithm is determined by its corresponding search strategy. Different search strategies easily lead to different search performance. So, search strategies play an important role in enhancing the performance of algorithms. In many improved swarm intelligence algorithms including ABC, the search strategies are usually modified to obtain a good performance. Recently, research on ABC with multiple search strategies attracted much attention [35] , [41] - [43] . The reported results show that multiple search strategies can help ABC find better solutions. The literature [41] also pointed out that two or more search strategies can help ABC find better offspring with a higher probability than a single one. In this paper, a novel ABC based on multiple search strategies and dimension selection (called ABC-MSDS) is proposed. In contrast with other existing ABCs with multiple search strategies, our approach establishes two strategy pools for employed and onlooker bees, respectively. Furthermore, a new dimension selection method and a modified scout bee phase are employed. The detailed modifications of ABC-MSDS are described in the following sections.
A. MULTIPLE SEARCH STRATEGIES BASED ON DUAL STRATEGY POOL
In ABC, the search strategy greatly determines its optimization performance. Recently, various improved search strategies were proposed. In [41] , a multi-strategy ensemble ABC (MEABC) was proposed, in which a strategy pool consisting of three different search strategies with different characteristics was built. Gao et al. [42] also used a strategy pool, which designed three search strategies based on Gaussian distribution. Kiran et al. [43] used a roulette wheel mechanism to choose appropriate strategy among five different search strategies. In [35] , Gao et al. employed three search strategies to construct a strategy pool. Moreover, a Parzen window method is used in the greedy selection. It seems that FIGURE 1. The encoding method in our approach, where X i is the i th solution in the population, ES i is the search strategy of X i for employed bee phase, and OS i is the search strategy of X i for onlooker bee phase. multiple search strategies can be a good research direction. Therefore, this paper also focuses on using multiple search strategies to strengthen the performance of ABC.
Unlike the standard ABC, all bees in the population are considered as the same type in MEABC [41] . It means that MEABC does not make a distinguish between employed and onlooker bees. Every solution is allocated a search strategy and bees use the corresponding search strategy to generate offspring. In the standard ABC, the onlooker bees only choose good solutions with high selection probability to conduct further search around them. This can help ABC find more accurate solutions quickly. However, MEABC did not take advantage of the characteristic of the onlooker bees.
Based on the above analysis, multiple search strategies based on dual strategy pool are proposed in this paper. In our approach, two strategy pools, namely ESP andOSP, are constructed for employed and onlooker bees, respectively. In ABC, each solution only contains the position vector. In MEABC, each solution has two components: position vector and search strategy. Compared to ABC and MEABC, our approach designs a novel encoding method based on the dual strategy pool, in which a solution has three parts, position vector, search strategy for employed bees, and search strategy for onlooker bees. Fig. 1 shows this proposed encoding method. As seen, each solution X i is assigned two independent search strategies ES i and OS i . Employed bees uses the strategy ES i to search the neighborhood of X i . When a solution X i is selected by an onlooker bee, the corresponding strategy OS i is used for generating an offspring V i . ES i and OS i are taken from the strategy pool ESP and OSP, respectively.
For the strategy pool ESP in the employed bee phase, three search strategies are used. The first strategy is ABC/best/1 [22] , which is defined by
where X best is the global best solution found so far, and X r1 and X r2 are randomly selected from the current population (r1 = r2 = i).
The second strategy is modified ABC/best/1 [41] and it is defined by
where X k is randomly selected from the population and k = i. The third strategy is called IABC, which is an improved global best guided search strategy [44] . The search strategy of IABC is defined as below.
where a 1 , a 2 , and a 3 are three random numbers, and a 1 + a 2 + a 3 = 1. Therefore, the strategy pool ESP for the employed bees are described as follows.
where ESP h is the hth strategy in ESPand h = 1, 2, 3.
Some good solutions are chosen based on the probability in the onlooker bee phase and they are conducted further search. Thus, some better solutions may be chosen many times and some worse solutions may not be selected during the search. For employed bees, the solutions are sequentially selected. In the standard ABC, the two types of bees use different selection methods, but they use the same search strategy to generate offspring. The same search strategy means the same search behavior. It would be better if the onlooker bees behaved a different manner by a different search strategy.
In [45] , Karaboga and Gorkemli designed a new search strategy based on a neighborhood concept for the onlooker bee phase. The neighborhood of X i is related to the mean Euclidean distance ( i ) between itself and the rest of solutions in P. The mean Euclidean distance i is calculated by [45] 
where d(i, j) represents the Euclidean distance between X i and X j . For each solution X j , if the Euclidean distance d(i, j) is less than i , X j is considered as the neighbor of X i . By the suggestion of [45] , a new parameter r was used to control the neighborhood radius.
The best solution in the neighborhood of X i is X best i , and it is defined by [45] fit(X best
In our approach, the neighborhood concept is embedded into the search strategies of the ESP. Then, we can get three modified search strategies as below.
where X best r1 and X best k are defined by Eqs. (9) and (10). Therefore, the strategy pool OSP for the onlooker bees are described as follows.
where OSP h is the hth strategy in OSP and h = 1, 2, 3.
At the initial stage, the search strategies ES i and OS i are randomly selected from their corresponding strategy pools. In the search process, ES i and OS i are dynamically updated in terms of the quality of offspring. If the offspring V i is superior to its parent X i , the corresponding strategy (ES i or OS i ) is remained; otherwise a different strategy (ESP r or OSP r ) is randomly from the corresponding strategy pool to replace the old one (ES i or OS i ). The detailed updated method is described as below.
where r is a random integer in the range [1] , [3] and r = i.
B. NEW DIMENSION SELECTION METHOD
In the standard ABC, a dimension j is randomly selected to update the solution. Due to the randomness and independence of the random dimension, the result of the updating is also random. It may lead to a good or a poor solution. It is possible to obtain large differences between solutions. To tackle this issue, some improved strategies were designed. Ma et al. [46] divides the entire population into the bottom layer and the top layer for a finer local search in a single dimension, and uses the parallel search to find the partial dimensions optimal for the bottom layer. In [47] , the differences between different dimensions are considered. In this work, the random dimension selection used in ABC is replaced by a new dimension selection method. In both employed and onlooker bee phases, each dimension is chosen one by one to generate offspring. Assume that DS i is the selected dimension for X i , where i = 1, 2, . . . , SN . Initially, DS i is set to 1 for all solutions. During the search process, the dimension DS i is updated as follows.
From Eq. (17), if the offspring V i is superior to X i , the current value of DS i is remained. It means that the current dimension is a good search direction for X i . Keeping DS i may continue to improve X i in the next search. If V i is worse than X i , the current value of DS i is increased 1. It demonstrates that VOLUME 7, 2019 the current dimension is not a good search direction for X i . So, changing the dimension DS i by adding 1 may help to find better solution in the next search. If the solution X i still cannot be improved, the dimension DS i is selected one by one. For example, the initial DS 1 for X 1 is equal to 1. If the offspring V 1 is better than X 1 , the value of DS 1 keeps unchangeable; otherwise DS 1 is set to 2 (when the current DS 1 is equal to D, the new DS 1 is set to 1).
C. MODIFIED SCOUT BEE PHASE
In the search process, the offspring V i for each X i is generated according to search strategies. When V i cannot beat X i , the current search is considered to be a failure. The scout bee phase employs a counter trial i to monitor the number of failures of X i . If the quality of X i cannot be improved, the counter trial i is added 1 (trial i = trial i +1). When the counter trial i exceeds a preset value (limit), X i abandoned and it is randomly re-initialized by Eq. (1). During the search, if X i cannot be improved in many times, the solution may be trapped into local minima. Though the random re-initialization method can help the trapped solution jump to a new position, the randomness may break the state of the current convergence and slow down the search. In this paper, the re-initialization in the original scout bee phase is replaced by a new method based on OBL [23] , [24] . Assume that X i is abandoned solution. Then, a new solution OX * i is generated to replace X i .
where X best is the best solution found so far, r 1 , r 2 ∈ [0, 1] are two random numbers, and r 1 + r 2 = 1.
D. FRAMEWORK OF THE APPROACH
In ABC-MSDS, there are three modifications: multiple search strategies based on dual strategy pool, new dimension (17); end if i = i%SN + 1; end while End selection, and modified scout bee phase. And these modifications are embedded into the main operations of ABC. The main steps of the employed and onlooker bees in ABC-MSDS are described in Algorithm 1 and Algorithm 2, respectively. Compared to the standard ABC, there are two modifications. First, the updating dimension of X i is determined by the value DS i and it is dynamically changed by Eq. (17) . Second, the search strategy of each solution is changing in the search process. For employed bees, new offspring V i are produced based on the value of ES i and Eq. (8), and ES i is updated by Eq. (15) . For onlooker bees, new solutions V i are generated by the value of OS i and Eq. (14) , and OS i is updated by Eq. (16) . The main steps of the modified scout bee phase are given in Algorithm 3. As shown, the abandoned solution is not randomly re-initialized and it is updated by Eq. (18). In addition, ES i , OS i and DS i are also initialized.
The framework of the proposed ABC-MSDS is presented in Algorithm 4, where FEs is the number of fitness evaluations andMaxFEs is the preset maximum value of FEs.
IV. EXPERIMENTAL STUDY A. TEST PROBLEMS
To verify the performance of ABC-MSDS, two benchmark sets including 50 test problems are utilized in the following experiments [48] - [51] . The first benchmark set contains 22 classical problems and their specific mathematical definitions are listed in Table 1 . The second benchmark set includes 28 shifted and rotated problems which are taken from the CEC 2013 special session on optimization competition [51] . Results on this benchmark are given in Section IV.D. • Our approach (ABC-MSDS).
The employed parameter settings are described as follows. For D = 30 and 100, the parameters SN, MaxFEs, and limit are equal to 50, 5000 * D, and 100, respectively. In MABC, p is set to 0.7 [22] . In DFSABC-elite, P and R are equal to 0.1 and 10, respectively [53] . For other parameters in MEABC, ABCMSSCE and BABC, please refer to [41] , [46] , [52] . For each problem, all algorithms run 30 times. Tables 2 and 3 show comparison results of ABC-MSDS and six other ABC algorithms on the classical benchmark with D = 30 and 100, respectively, where ''Mean'' is the mean best function value and ''Std Dev'' represents the standard deviation. The term ''w/t/l'' represents an overall comparison between ABC-MSDS and six other ABCs. The symbol w indicates that ABC-MSDS is better than the corresponding competitor on w problems. The symbol l means that ABC-MSDS is worse than the corresponding competitor on l problems. For the symbol t, ABC-MSDS and its competitor obtain the same results on t problems. The best results among seven algorithms are shown in boldface.
From the results of Table 2 , ABC-MSDS is superior to ABC, MEABC, MABC, ABCMSSCE, BABC, and DFSABC-elite on the majority of test problems. On 18 of 22 problems, ABC-MSDS is better than, or at least comparable to six other ABCs. For functions f 1 -f 6 From the results of Table 3 , ABC-MSDS still surpasses ABC, MEABC, MABC, ABCMSSCE, BABC, and DFSABC-elite on the majority of test problems when the dimension increases to 100. On 17 of 22 problems, ABC-MSDS is not worse than other algorithms. ABC is better than ABC-MSDS on only 2 problems, while ABC-MSDS performs better than ABC on 17 problems. Compared to MEABC, MABC and DFSABC-elite, ABC-MSDS wins on 10, 9, and 8 problems, respectively. They obtain the same results on 9 problems. ABCMSSCE outperforms ABC-MSDS on 2 problem, but it achieves worse results than ABC-MSDS on 12 problems. In contrast with BABC, ABC-MSDS obtain worse solutions on 3 problems. For the rest 19 problems, ABC-MSDS is not worse than BABC. Fig. 2 lists the convergence processes of ABC-MSDS, ABC, MABC, MEABC, ABCMSSCE, DFSABC-elite, and BABC on some representative problems with D = 30. As seen, ABC-MSDS shows much faster convergence speed than other algorithms on f 1 , f 4 , f 5 , f 6 and f 9 in the whole search process. For function f 10 , BABC and ABC converge faster than MABC, MEABC, ABCMSSCE, DFSABC-elite and ABC-MSDS. It seems that the improved strategies may hinder the search for the rest of five ABCs. At the early search stage of function f 14 , ABC-MSDS shows the fastest convergence speed. As the iteration increases, DFSABC-elite gradually gain the advantage on the convergence.
According to the suggestions of [50] , Friedman and Wilcoxon tests are used to compare the performance of ABC-MSDS and six other ABCs on the benchmark set. Table 4 presents the mean rank values of ABC-MSDS and other ABCs. The best rank is shown in boldface. For both D = 30 and 100, ABC-MSDS obtains the best mean rank. It means that our approach ABC-MSDS is the best algorithm among seven ABCs. Table 5 presents the p-values obtained by Wilcoxon test between ABC-MSDS and other ABCs. The p-values less than 0.05 are shown in boldface. From the results, ABC-MSDS is significantly better than ABC (D = 30 and 100) and ABCMSSCE (D = 100). For other cases, ABC-MSDS does not achieve significant performance differences. However, ABC-MSDS still surpasses other compared algorithms in terms of the mean rank values. 
C. EFFECTS ON DIFFERENT STRATEGIES
The proposed ABC-MSDS employs three improved strategies including Multiple search Strategies based on dual strategy pool (MS), a new Dimension Selection method (DS), and a Modified Scout bee Phase (MSP) based on OBL. According to the results of Tables 2 and 3 , ABC-MSDS surpasses ABC and five other improved ABCs. To verify the effectiveness of different strategies, some combination experiments between ABC and the above three strategies are carried out in this section. The detailed algorithms are listed as follows. • ABC-MSDS: ABC with three improved strategies (MS, DS, and MSP). For the above five algorithms, the parameters MaxFEs, SN and limit are set the same as Section IV.B. Each algorithm runs 30 times and the mean results are listed in Tables 6 and 7 for different dimensions.
Tables 6 and 7 present the results of ABC, ABC-MS, ABC-DS, ABC-MSDS-WMSP, and ABC-MSDS on the classical benchmark set with D = 30 and 100, respectively, where ''w/t/l'' summarizes the overall comparison between four improved ABCs (ABC-MS, ABC-DS, ABC-MSDS-WMSP and ABC-MSDS) and the standard ABC. For example, the corresponding improved ABC outperforms ABC on w problems. ABC is better than the corresponding improved ABC on l problems. Both of the corresponding improved ABC and ABC achieve the same results on t problems.
From Table 6 , ABC-MS outperforms the standard ABC on 15 out of 22 problems, while ABC-MS obtains worse results on 4 problems. It demonstrates that the proposed multiple search strategies based on dual strategy pool is effective to help ABC obtain good performance. ABC-DS is worse than ABC on 11 problems and it only wins on 8 problems. It seems that the dimension selection is not suitable for the search. By combining MS and DS, ABC-MSDS-WMSP surpasses ABC on 16 problems. Compared to ABC-MS, ABC-MSDS-WMSP (ABC with MS and DS) performs better on 11 problems, while ABC-MS achieves better results on only 5 problems. It is interesting that the single DS method cannot improve the performance of ABC, but it can help ABC-MS obtain better performance. It can be also found that ABC-MSDS-WMSP find much more accurate solutions than ABC with MS. When embedding three strategies (MS, DS, and MSP) into ABC, ABC-MSDS achieves better results on more problems.
Similarly, we can get the same conclusion when the dimension increases from 30 to 100. From Table 7 , ABC with single MS is better than ABC on most problems, while ABC with single DS fails to achieve a good improvement. By introducing DS into ABC-MS, ABC-MSDS-WMSP obtains better results than ABC, ABC-MS, and ABC-DS. When introducing three strategies into ABC, ABC-MSDS achieves better performance than ABC and ABC with one or two strategies.
From the above analysis, the single MS is helpful to the search, but the single DS fails. By combining MS and DS, we can get better results than ABC, ABC with single MS, and ABC with single DS. It demonstrates that DS is not always ineffective and it can help ABC-MS find more accurate solutions. When introducing MSP into ABC-MSDS-WMSP, ABC-MSDS still achieves better results. It means that the modified scout bee phase (MSP) is also effective.
D. RESULTS ON THE CEC 2013 BENCHMARK SET
In Sections 4.2 and 4.3, the classical benchmark set is used to test the performance of ABC-MSDS. However, those classical test problems are usually simple, and the global minimum is located at the origin on many problems. In this part, we try to test ABC-MSDS on CEC 2013 benchmark set with shifted and rotated problems [51] , and the dimension D is set to 30. Compared to the classical benchmark set, the test problems in the CEC 2013 benchmark set are more complex and difficult. The detailed mathematical definitions of the CEC 2013 benchmark set can be found in [51] .
In the experiment, ABC-MSDS is still compared with ABC, MABC, MEABC, ABCMSSCE, BABC, and DFSABC-elite. By the suggestion of [51] , MaxFEs is set to 10000 * D. For other parameters, the same settings are employed as described in Section IV.B. For each problem, each algorithm runs 51 times, and the mean error value between the final best solution and the global minimum is reported [51] . Table 8 shows the results of ABC-MSDS, ABC, MABC, MEABC, ABCMSSCE, BABC, and DFSABC-elite on the test suite, while ''Mean Error'' is the mean error value. From the results, ABC-MSDS performs better than ABC on all problems except for f 19 and f 26 . On f 19 , ABC-MSDS is worse than ABC. All algorithms achieve the same result on f 26 . MEABC surpasses ABC-MSDS on 9 problems, while ABC-MSDS is better on 14 problems. MABC, DFSABC-elite, and ABCMSSCE outperforms ABC-MSDS on 10 problems. For the rest of 18 problems, ABC-MSDS is not worse than them. Compared to BABC, ABC-MSDS obtains better results on 18 problems, but BABC outperforms ABC-MSDS on 7 problems. From the above results, ABC-MSDS still outperforms the other compared ABC variants on complex and difficult problems. It confirms the effectiveness the proposed ABC-MSDS.
V. CONCLUSION
In this paper, a novel ABC algorithm based on multiple search strategies and dimension selection is proposed. The new approach, namely ABC-MSDS, consists of three modifications. Firstly, multiple search strategies based on dual strategy pool is used to balance the exploration and exploitation. Compared to other existing ABC with multiple search strategies, ABC-MSDS builds two different strategy pools for employed and onlooker bees. Then, a new dimension selection method is employed. In contrast with the random dimension selection in the original ABC, each dimension is chosen one by one based on the quality of offspring in our approach. Finally, a modified scout bee phase based on opposition-based learning is utilized to accelerate the search. In the experiments, 50 benchmark problems including classical and CEC 2013 benchmark set are used.
For the classical benchmark set with D = 30 and 100, ABC-MSDS achieves better results than ABC, MEABC, MABC, ABCMSSCE, BABC, and DFSABC-elite on the majority of test problems. According to the Friedman test, ABC-MS obtains the best rank among six ABC algorithms. For the CEC 2013 benchmark set, ABC-MSDS is better than, or at least comparable to ABC, MEABC, MABC, ABCMSSCE, BABC, and DFSABC-elite on 22 out of 28 problems.
As mentioned before, the proposed ABC-MSDS consists of three modifications: multiple search strategies (MS), new dimension selection (DS), and modified scout bee phase (MSP). Results show the single MS is helpful to the search, but the single DS is not successful. By combining MS and DS, ABC can get better results than ABC and ABC with single MS or DS. Though the single DS is not effective, it can help ABC-MS find more accurate solutions. When ABC is combined with three strategies (ABC-MSDS), it obtains better performance than ABC with two strategies (MS and DS). It confirms the effectiveness of the modified scout bee phase.
We have noticed that the roulette wheel selection described in Eq. (3) is not a good choice to choose good solutions. Other selection methods will be tried. In addition, the proposed method will be used to solve some practical engineering optimization problems.
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