We introduce a new distance-based phylogeny reconstruction technique which provably achieves, at sufficiently short branch lengths, a sequence length requirement growing slower than any polynomial. The technique is based on a new averaging procedure that implicitly reconstructs ancestral sequences.
Introduction
The evolutionary history of a group of organisms is generally represented by a phylogenetic tree or phylogeny [19, 38] . The leaves of the tree represent the current species. Each branching indicates a speciation event. Many of the most popular techniques for reconstructing phylogenies from molecular data, e.g. UPGMA, Neighbor-Joining, and BIO-NJ [37, 36, 20] , are examples of what are known as distance-matrix methods. The main advantage of these methods is their speed, which stems from a straightforward approach: 1) the estimation of a distance matrix from observed molecular sequences; and 2) the repeated agglomeration of the closest clusters of species. Each entry of the distance matrix is an estimate of the evolutionary distance between the corresponding pair of species, that is, roughly the time elapsed since their most recent common ancestor. This estimate is typically obtained by comparing aligned homologous DNA sequences extracted from the extant species. The basic insight being, the closer the species, the more similar their sequences. Most distance methods run in time polynomial in n, the number of leaves, and in k, the sequence length. This performance compares very favorably to that of the other two main classes of reconstruction methods, likelihood and parsimony methods, which are known to be computationally intractable [22, 14, 13, 34, 5, 35] .
The question we address in this paper is the following: Is there a price to pay for this speed and simplicity? There are statistical reasons to believe that distance methods are not as accurate as more elaborate reconstruction techniques, notably maximum likelihood estimation (MLE). Indeed, in a typical instance of the phylogenetic reconstruction problem, we are given aligned DNA sequences {(ξ i l ) k i=1 } l∈L , one sequence for each leaf l ∈ L, from which we seek to infer the phylogeny on L. Generally, all sites (ξ i l ) l∈L , for i = 1, . . . , k, are assumed to be independent and identically distributed according to a Markov model on a tree (see Section 1.1). For a subset W ⊆ L, we denote by µ W the probability distribution of (ξ i l ) l∈W under this model. Through their use of the distance matrix, distance methods reduce the data to pairwise sequence correlations, that is, they only make use of estimates of µ 2 = {µ W : W ⊆ L, |W | = 2}. In doing so, they seemingly fail to take into account more subtle patterns in the data involving three or more species simultaneously. In contrast, MLE for example outputs a model that maximizes the joint probability of all observed sequences. We call methods that explicitly use the full dataset, such as MLE, holistic methods.
It is important to note that the issue is not one of consistency: when the sequence length tends to infinity, the estimate provided by distance methods-just like MLEtypically converges to the correct phylogeny. In particular, under mild assumptions, it suffices to know the pairwise site distributions µ 2 to recover the topology of the phy-logeny [4, 3] . Rather the question is: how fast is this convergence? Or more precisely, how should k scale as a function of n to guarantee a correct reconstruction with high probability? And are distance methods significantly slower to converge than holistic methods? Although we do not give a complete answer to these questions of practical interest here, we do provide strong evidence that some of the suspicions against distance methods are based on a simplistic view of the distance matrix. In particular, we open up the surprising possibility that distance methods actually exhibit optimal convergence rates-at least in some cases. Context. It is well known that some of the most popular distance-matrix methods actually suffer from a prohibitive sequence length requirement [1, 25] . Nevertheless, over the past decade, much progress has been made in the design of fast-converging distance-matrix techniques, starting with the seminal work of Erdös et al. [15] . The key insight behind the algorithm in [15] , often dubbed the Short Quartet Method (SQM), is that it discards long evolutionary distances, which are known to be statistically unreliable. The algorithm works by first building subtrees of small diameter and, in a second stage, putting the pieces back together. The SQM algorithm runs in polynomial time and guarantees the correct reconstruction with high probability of any phylogeny (modulo reasonable assumptions) when k = poly(n). This is currently the best known convergence rate for distance methods. (See also [10, 9, 31, 23, 12] for faster-converging algorithms involving partial reconstruction of the phylogeny.)
Although little is known about the sequence length requirement of MLE [41, 42] , recent results of Mossel [30] and Daskalakis et al. [10, 11] on a conjecture of Steel [40] indicate that convergence rates as low as k = O(log n) can be achieved when the branch lengths are sufficiently short, using insights from statistical physics. We briefly describe these results.
As mentioned above, the classical model of DNA sequence evolution is a Markov model on a tree that is closely related to stochastic models used by physicists to study particle systems [27, 21] . This type of model undergoes a phase transition that has been extensively studied in probability theory and statistical physics: at short branch lengths (in the binary symmetric case, up to 15% divergence per edge), in what is called the reconstruction phase, good estimates of the ancestral sequences can be obtained from the observed sequences; on the other hand, outside the reconstruction phase, very little information about ancestral states diffuses to the leaves. See e.g. [17, 11] and references therein. The new algorithms in [30, 10, 11] exploit this phenomenon by alternately 1) reconstructing a few levels of the tree using distance-matrix techniques and 2) estimating distances between internal nodes by reconstructing ancestral sequences at the newly uncovered nodes. The overall algorithm is not distance-based, however, as the ancestral sequence reconstruction is performed using a complex function of the observed sequences called recursive majority. The rate k = O(log n) achieved by these algorithms is known to be necessary in general. Moreover, the slower rate k = poly(n) is in fact necessary for all methods-distancebased or holistic-outside the reconstruction phase [29] . In particular, note that distance methods are in some sense "optimal" outside the reconstruction phase by the results of [15] . Beyond the oracle view of the distance matrix. It is an outstanding open problem to determine whether distance methods can achieve k = O(log n) in the reconstruction phase 1 . From previous work on fast-converging distance methods, it is tempting to conjecture that k = poly(n) is the best one can hope for. Indeed, all previous algorithms use the following "oracle view" of the distance matrix, as formalized by King et al. [24] and Mossel [31] . As mentioned above, the reliability of distance estimates depends on the true evolutionary distances. From standard concentration inequalities, it follows that if leaves a and b are at distance τ (a, b), then the usual distance estimateτ (a, b) (see Section 1.1) satisfies:
for ε, D such that k ∝ (1 − e −ε ) −2 e 2D . Fix ε > 0 small and k poly(n). Let T be a complete binary tree with log 2 n levels. Imagine that the distance matrix is given by the following oracle: on input a pair of leaves (a, b) the oracle returns an estimateτ (a, b) which satisfies (1). Now, notice that for any tree T which is identical to T on the first log 2 n/2 levels above the leaves, the oracle is allowed to return the same distance estimate as for T . That is, we cannot distinguish T and T in this model unless k = poly(n). (This argument can be made more formal along the lines of [24] .) What the oracle model ignores is that, under the assumption that the sequences are generated by a Markov model of evolution, the distance estimates (τ (a, b)) a,b∈ [n] are in fact correlated random variables. More concretely, for leaves a, b, c, d, note that the joint distribution of (τ (a, b),τ (c, d)) depends in a nontrivial way on the joint site distribution µ W at W = {a, b, c, d}. In other words, even though the distance matrix is-seemingly-only an estimate of the pairwise correlations µ 2 , it actually contains some information about all joint distributions. Note however that it is not immediately clear how to exploit this extra information or even how useful it could be.
It turns out that the correlation structure of the distance matrix is very informative at short branch lengths. More precisely, we introduce a new distance-based method with a convergence rate of k = e O( √ log n) in the reconstruction phase-improving significantly over previous poly(n) results. Note that the oracle model allows only the reconstruction of a o(1) fraction of the levels in that case. Our new algorithm involves a distance averaging procedure that implicitly reconstructs ancestral sequences, thereby taking advantage of the phase transition discussed above. We also obtain the first results about Steel's conjecture beyond the simple symmetric models studied by Daskalakis et al. [10] (the so-called CFN and Jukes-Cantor models). We improve the convergence to k = poly(log n) under the molecular clock assumption (see below). Moreover, our proofs suggest potential sources of lower bounds for distance methods. In the next subsections, we introduce general definitions and state our results more formally. We also give an overview of the proof. Further related work. For further related work on efficient phylogeny reconstruction, see also [18, 16, 8, 7, 6, 33 ].
Definitions
Phylogenies. We first define phylogenies and evolutionary distances more formally.
Definition 1 (Phylogeny)
A phylogeny is a rooted, edgeweighted, leaf-labeled tree T = (V, E, [n], ρ; τ ) where: V is the set of vertices; E is the set of edges; L = [n] = {0, . . . , n − 1} is the set of leaves; ρ is the root; τ : E → (0, +∞) is a positive edge weight function. We further assume that all internal nodes in T have degree 3 except for the root ρ which has degree 2. We let Y n be the set of all such phylogenies on n leaves and we denote Y = {Y n } n≥1 . For convenience, we denote by (τ (a, b)) a,b∈[n] the natural tree metric corresponding to the phylogeny T = (V, E, [n], ρ; τ ). We extend τ (u, v) to all vertices u, v ∈ V in the obvious way.
Example 1 (Homogeneous Tree) For an integer h ≥ 0, we denote by
is the h-level complete binary tree with arbitrary edge weight function τ and
We let HY = {HY n } n≥1 be the set of all phylogenies with homogeneous underlying trees.
Model of molecular sequence evolution. Phylogenies are reconstructed from molecular sequences extracted from the observed species. The standard model of evolution for such sequences is a Markov model on a tree (MMT).
Definition 3 (Markov Model on a Tree) Let Φ be a finite set of character states with ϕ = |Φ|. Typically Φ = {+1, −1} or Φ = {A, G, C, T}. Let n ≥ 1 and let T = (V, E, [n], ρ) be a rooted tree with leaves labeled in [n]. For each edge e ∈ E, we are given a ϕ × ϕ stochastic matrix M e = (M e ij ) i,j∈Φ , with fixed stationary distribution π = (π i ) i∈Φ . An MMT ({M e } e∈E , T ) associates a state σ v in Φ to each vertex v in V as follows: pick a state for the root ρ according to π; moving away from the root, choose a state for each vertex v independently according to the distribution (M e σu,j ) j∈Φ , with e = (u, v) where u is the parent of v.
The most common MMT used in phylogenetics is the socalled general time-reversible (GTR) model.
Definition 4 (GTR Model)
Let Φ be a set of character states with ϕ = |Φ| and let π be a distribution on Φ satisfying π i > 0 for all i ∈ Φ. For n ≥ 1, let T = (V, E, [n], ρ; τ ) be a phylogeny. Let Q be a ϕ × ϕ rate matrix, that is, Q ij > 0 for all i = j and j∈Φ Q ij = 0, for all i ∈ Φ. Assume Q is reversible with respect to π, that is, π i Q ij = π j Q ji , for all i, j ∈ Φ. The GTR model on T with rate matrix Q is an MMT on T = (V, E, [n], ρ) with transition matrices M e = e τeQ , for all e ∈ E. By the reversibility assumption, Q has ϕ real eigenvalues 0 = Λ 0 > Λ 1 ≥ · · · ≥ Λ ϕ−1 . We normalize Q by fixing Λ 1 = −1. We denote by Q ϕ the set of all such rate matrices. We let G n,ϕ = Y n ⊗ Q ϕ be the set of all ϕ-state GTR models on n leaves. We denote G ϕ = {G n,ϕ } n≥1 . We denote by ξ W the vector of states on the vertices W ⊆ V . In particular, ξ [n] are the states at the leaves. We denote by
GTR models include as special cases many popular models such as the CFN model.
Example 2 (CFN Model)
The CFN model is the GTR model with ϕ = 2, π = (1/2, 1/2), and
Example 3 (Binary Asymmetric Channel) More generally, letting Φ = {+, −} and π = (π + , π − ), with π + , π − > 0, we can take
Phylogenetic reconstruction. A standard assumption in molecular evolution is that each site in a sequence (DNA, protein, etc.) evolves independently according to a Markov model on a tree, such as the GTR model above. Because of the reversibility assumption, the root of the phylogeny cannot be identified and we reconstruct phylogenies up to their root.
Definition 5 (Phylogenetic Reconstruction Problem)
Let Y = { Y n } n≥1 be a subset of phylogenies and Q ϕ be a subset of rate matrices on ϕ states. Let
is the rooted tree underlying T , we denote by T − [T ] the tree T where the root is removed: that is, we replace the two edges adjacent to the root by a single edge. We denote by T n the set of all leaf-labeled trees on n leaves with internal degrees 3 and we let T = {T n } n≥1 . A phylogenetic reconstruction algorithm is a collection of maps
k to leaf-labeled trees T ∈ T n . We only consider algorithms A computable in time polynomial in n and k. Let k(n) be an increasing function of n. We say that A solves the phylogenetic reconstruction problem on Y ⊗ Q ϕ with sequence length k = k(n) if for all δ > 0, there is n 0 ≥ 1 such that for all n ≥ n 0 , T ∈ Y n , Q ∈ Q ϕ ,
An important result of this kind was given by Erdos et al. [15] .
Theorem 1 (Polynomial Reconstruction [15] ) Let 0 < f < g < +∞ and denote by Y f,g the set of all phylogenies T = (V, E, [n], ρ; τ ) satisfying f < τ e < g, ∀e ∈ E. Then, for all ϕ ≥ 2 and all 0 < f < g < +∞, the phylogenetic reconstruction problem on Y f,g ⊗ Q ϕ can be solved with k = poly(n).
This result was recently improved by Daskalakis et al. [10] in the reconstruction phase, that is, when g < ln √ 2.
Theorem 2 (Logarithmic Reconstruction [10] ) Let g * = ln √ 2. Then, for all 0 < f < g < g * , the phylogenetic reconstruction problem on Y f,g ⊗ {Q CFN } can be solved with k = O(log(n)) 2 .
2 Because of different conventions, our edge weights are scaled by a factor of 2 compared to those in [10, 11] .
Distance methods. The proof of Theorem 1 uses distance methods, which we now define formally.
and
Definition 7 (Distance Method) A phylogenetic reconstruction algorithm A = {A n,k } n,k≥1 is said to be distance-based if A depends on the data (ξ
The previous definition takes a very general view of distance-based methods: any method that uses only pairwise sequence comparisons. In practice, most distancebased approaches actually use a specific distance estimator, that is, a function of F ab that converges to τ (a, b) in probability as n → +∞. We give two classical examples below. 
Loosely speaking, the log-det distance can be thought as a generalization of the CFN metric. We will use a different generalization of the CFN metric. See Section 1.3.
Results
Main result. In an attempt to keep the paper as selfcontained as possible we only sketch the proof of a special case: the CFN model on the homogeneous tree. See Section 2.
Theorem 3 (Main Result: CFN/Homogeneous Case) Let 0 < f < g < +∞ and denote by HY f,g the set of all homogeneous phylogenies T = (V, E, [n], ρ; τ ) satisfying f < τ e < g, ∀e ∈ E. Let g * = ln √ 2. Then, for all 0 < f < g < g * , there is a distance-based method solving the phylogenetic reconstruction problem on
More generally, we extend Theorem 3 to general trees and general time-reversible models. The main technical contributions there are a truncation lemma and a new distance estimator. The more general results rely on a combinatorial algorithm of [11] .
Theorem 4 (Main Result: GTR Models/General Trees) Let 0 < f < g < +∞ and denote by Y f,g the set of all phylogenies T = (V, E, [n], ρ; τ ) satisfying f < τ e < g, ∀e ∈ E. Let g * = ln √ 2. Then, for all ϕ ≥ 2, 0 < f < g < g * and Q ∈ Q ϕ , there is a distance-based method solving the phylogenetic reconstruction problem on
For lack of space, all proofs are omitted. The reader is referred to the full version of the paper available on the author's website for details and complete proofs. Molecular clock. Under the so-called molecular clock hypothesis, we get the following improved result. The proof can also be found in the full version of the paper.
Theorem 5 (Main Result: Ultrametric Case) Let 0 < f < g < +∞ and denote by UY f,g the set of all phylo-
f,g where we have further that τ is ultrametric, that is, for all v ∈ V it holds that
Then, for all 0 < f < g < g * , there is a distance-based method solving the phylogenetic reconstruction problem on UY f,g ⊗ {Q CFN } with k = poly(log n).
Proof Overview
Distance averaging. The basic insight behind Steel's conjecture is that the accurate reconstruction of ancestral sequences in the reconstruction phase can be harnessed to perform a better reconstruction of the phylogeny itself. For now, consider the CFN model with character space {+1, −1} and assume that our phylogeny is homogeneous with uniform branch lengths ω.
. Let a, b be two internal vertices on level h − h < h (from the root). Suppose we seek to estimate the distance between a and b. This estimation cannot be performed directly because the sequences at a and b are not known. However, we can try to estimate these internal sequences. Denote by A, B the leaf set below a and b respectively. An estimate of the sequence at a is the (properly normalized) "site-wise average" of the sequences at Ā
for i = 1, . . . , k, and similarly for b. It is not immediately clear how such a site-wise procedure involving simultaneously a large number of leaves can be performed using the more aggregated information in the correlation matrices
. Nevertheless, note that the quantity we are ultimately interested in computing is the following estimate of the CFN metric between a and b
Our results are based on the following observation:
, where note that the last line depends only on distance estimatesτ (a , b ) between leaves a , b in A, B. In other words, through this procedure (the last line above), which we call exponential averaging, we perform an implicit ancestral sequence reconstruction using only distance estimates. One can also think of this as a variance reduction technique. Branch length estimation. When the branch lengths are not uniform, one needs to use a weighted version of (2). This requires the estimation of branch lengths-which turns out to be a costly operation. Because we re-use previously computed branch lengths to obtain new ones, the error builds up quite rapidly. In fact it is multiplied by a constant at every level. Unfortunately this leads to a poly(n) sequence length requirement. To avoid this problem, we only estimate paths of length O( √ log n). It is well known that the sequence length scales as 1/ε 2 in the tolerance ε.
Hence, using sequences of length e O( √ log n) , we get a tolerance e −Ω( √ log n) which remains bounded after recursing √ log n times all the way to the root. Estimator. As for GTR models, the standard log-det estimator does not lend itself well to the exponential averaging procedure described above. Instead, we introduce a new estimator involving the right eigenvector ν 1 corresponding to the second eigenvalue Λ 1 of Q. For a, b ∈ [n], we consider the estimatorτ
This choice is justified by a generalization of (2) introduced in [32] . Note that ν 1 may need to be estimated. Accuracy amplification. There is a further complication in that to obtain results with high probability, one needs to show thatτ (a, b) is highly concentrated. However, one cannot directly apply standard concentration inequalities be-causeσ i a is not bounded. Classical results on the reconstruction problem imply that the variance ofσ i a is finitewhich is not quite enough. To amplify the accuracy, we go down log log n levels and compute O(log n) distance estimates with conditionally independent biases. By performing a majority procedure, we finally obtain a concentrated estimate. Deep subtree truncation. So far, we have only discussed homogeneous trees. For more general trees, we use an algorithm of [11] . However, as stated, this algorithm requires the reconstruction of ancestral sequences on subtrees with ω(log n) levels. This is a problem because we cannot estimate path lengths beyond log n levels. Instead, we show that the ancestral reconstruction can be performed on a truncated tree with log n levels. Ultrametric case. Finally, an important simplification comes about in the ultrametric case: the path lengths factor out of the weights in the exponential average. As it turns out, we can avoid estimating them altogether. Given that path length estimation is the main "bottleneck" in the discussion above, this observation leads to a much improved result.
Organization
In the next section we outline the proof of our main result in the case of the CFN model on the homogeneous tree.
Binary Symmetric Channel on the Homogeneous Tree
In this section we restrict ourselves to the case Q = Q CFN and T = T (h) where we take h = log 2 n and f < τ e < g, ∀e ∈ E (h) , with 0 < f < g < g * = ln √ 2 (see Examples 1 and 2 and Theorem 2). Letz =z(n) be an integer function such that log 2 log 2 n ≤z(n) ≤ log 2 n,
for n large enough. For all κ > 0 and n ≥ 0, denotē
Throughout this section, we use sequence length k = Z κ (n) where κ is a constant to be determined later 3 . We generate
with state space Φ = {+1, −1}. We use the distance estimator introduced in Example 4 which, with our choice of state space Φ, can be equivalently written asτ
For convenience, we extend this estimator to any pair of vertices in u, v ∈ V (h) . However, note that the input to our reconstruction algorithm is limited to (τ (a, b) ) a,b∈[n] .
Ancestral Reconstruction, Distance
Averaging, and Accuracy Amplification v,y) .
. Approximate Weighted Majority. We begin with an approximate version of a key lemma of [17] . Let ζ > 0. Assume we are given an estimate
for all x ∈ L v . Let σ [n] be an independent copy of σ
Proposition 1 (Approximate Weighted Majority) Let Ψ be the unit flow from v to L v , defined as Ψ(e) = 2 −|e|v , for all e ∈ E v . Then the estimator
for large enough n, where recall that n is the number of leaves in T (h) (see (5)).
Deep Distance Computation. Well-known concentration results (see e.g. [15] ) guarantee thatτ (u, v) is a good approximation of τ (u, v) when u and v are sufficiently close. But such results are useful only when u, v are leaves. To compute distances between internal nodes, we instead combine the standard concentration arguments with Proposition 1 above in a way that involves only (τ (a, b)) a,b,∈[n] (and previously computed estimates of internal weights). However, the second-moment guarantee in Proposition 1 is not enough to obtain good estimates with high probability. To remedy this situation, we perform a large number Figure 1 . Accuracy amplification.
of conditionally independent distance computations, as we now describe. Let α > 1 and assume h > α log 2 log 2 n . Let 0 ≤ h < h such that ∆h ≡ h − h = α log 2 log 2 n . Let
h that are below x 0 and, for j = 1, . . . , 2 ∆h , let X j be the leaves of T (h) below x j . See Figure 1 .
Assume that we are given estimates Θ a0,· , Θ b0,· satisfying (5). For 1 ≤ j ≤ 2 ∆h , we estimate τ (a 0 , b 0 ) as follows
This choice of estimator is suggested by the following observation
Note that the first line depends only on estimates (τ (u, v)) u,v∈ [n] and { Θ v,· } v∈Va 0 ∪V b 0 . The last line is the empirical distance between the reconstructed states at a j and b j (up to a factor of roughly e −τ (a0,aj )−τ (b0,bj ) ).
For d ∈ R and r > 0, let B r (d) be the ball of radius r around d. We define the dense ball around j to be the smallest ball aroundτ (a j , b j ) containing at least 2/3 of J = {τ (a j , b j )} 
and we let
Let ∆h = min{h , α log 2 log 2 n }. For all α > 1, ζ > 0, D > 0, W > 5, and γ > 0, there exists κ = κ(D, W, α, ζ, γ) > 0 and K > 1 (universal constant), such that if the following conditions hold: • [Sequence Length] The sequence length is k = Z κ (n), then we have, with probability at least
under either of the following two conditions:
Estimating Averaging Weights
Proposition 2 relies on the prior computation of estimates Θ x0,· for x = a, b satisfying (5) . In this section, we show how this estimation is performed. For this recursive procedure to work all the way to the top of the tree, we will need the choicez(n) = √ log n. See the remark after Proposition 3.
We use a setup similar to that of Section 2.1 except that we now have a third vertex c 0 in L (h) h with corresponding c 1 , . . . , c 2 ∆h , and C 1 , . . . , C 2 ∆h . Denote by z the meeting point of the paths joining a 0 , b 0 , c 0 . For x = a, b, c, assume that, for all j = 1, . . . , 2 ∆h and for all x ∈ X j , we are given Θ x0,x such that
for some ζ > 0. For all j = 1, . . . , 2 ∆h and a ∈ A j we define the estimate
Note that the expression in parenthesis is an estimate of the distance between a 0 and z. In the algorithm of Section 2.3, we recurse the computation of O α at most log 2 n/z β (n) times to reach the top of the tree. At every application of Proposition 3, the estimation error gets multiplied by a constant. To keep the error arbitrarily small we require (3K) log 2 n/z β (n) = Z ε (n), for 0 < ε < ζ, or after rearrangement (z(n)) 2 = ln 3K εβ log 2 n,
which leads to the requirementz(n) = Ω( √ log n). See Section 2.3 and Figure 3 for details.
Putting it All Together
Let 0 ≤ h < h and Q 0 = {a 0 , b 0 , c 0 , d 0 } ⊆ L 
and we define the deep four-point test Algorithm. Let K be the universal constant in Propositions 2 and 3. Fixz(n) = Ω( √ log n), D > 4g, W > 5, γ > 3, α > 1, β > 0, ζ > 0, ε > 0 such that (6) is satisfied. Choose κ so as to satisfy Propositions 2 and 3 for all ζ ∈ [ζ −ε, ζ ]. Let Z 0 be the set of leaves. The algorithma standard cherry picking algorithm with an extra averaging weight estimation step-is detailed in Figure 3 .
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