We give a compact expression for the number of factorizations of any permutation into a minimal number of transpositions of the form (1 i). Our result generalizes earlier work of Pak in which substantial restrictions were placed on the permutation being factored.
Introduction
It is well known that the symmetric group S n is generated by various sets of transpositions, and it is natural to ask for the number of decompositions of a permutation into a minimal number of factors from such a set. For instance, a famous paper of Dénes [1] addresses this question when the generating set is taken to consist of all transpositions. Stanley [5] has also considered the problem for the set of Coxeter generators {(i i + 1) : 1 ≤ i < n}.
More recently, Pak [4] {1, . . . , n} obtained from them by interpreting (a b) as an edge between vertices a and b is star-shaped. Pak proves that any permutation π ∈ S n that fixes 1 and has m cycles of length k ≥ 2 admits exactly
minimal length decompositions into star transpositions. He leaves open the problem of extending (1) to more general target permutations π, and it is the purpose of this paper to answer this question completely.
Our result is best expressed in terms of minimal transitive star factorizations, which we now define. A star factorization of π ∈ S n of length r is an ordered list f = (τ 1 , . . . , τ r ) of star transpositions τ i such that τ 1 · · · τ r = π. 1 We say f is minimal if π admits no star factorization of length less than r, and transitive if the group generated by its factors acts transitively on [n]. It is easy to see that if π is composed of m cycles then it admits a transitive star factorization of length n+m−2. Moreover, it can be shown [3] that a transitive factorization of π into transpositions of any type must have at least this many factors. Hence a transitive star factorization of π of length n + m − 2 is said to be minimal transitive.
Our main result is the following:
Theorem 1 Let π ∈ S n be any permutation with cycles of lengths ℓ 1 , . . . , ℓ m . Then there are precisely
minimal transitive star factorizations of π.
Notice that Pak's formula (1) is recovered from Theorem 1 by setting ℓ 1 = 1 and ℓ 2 = · · · = ℓ m+1 = k and observing that a star factorization of a permutation with no fixed points other than (possibly) 1 must be transitive, since π(a) = a means any star factorization of π involves the factor (1 a).
Consider now a permutation π having fixed points i 1 , . . . , i k and possibly 1. A minimal (though not transitive) star factorization of π should certainly not contain any of the factors (1 i 1 ) , . . . , (1 i k ). Indeed, π naturally induces a permutation π ′ on [n]\{i 1 , . . . , i k } having no fixed points other than (possibly) 1, and minimal star factorizations of π are simply minimal transitive star factorizations of π ′ . Since π ′ has m − k cycles when π has m cycles, we obtain the following result by setting n = n − k and m = m − k in Theorem 1.
Corollary 2 Let π ∈ S n be any permutation with cycles of lengths ℓ 1 , . . . , ℓ m including exactly k fixed points not equal to 1. Then there are
minimal star factorizations of π.
We prove Theorem 1 in two stages. In Section 2, we give a characterization of minimal transitive star factorizations (Lemma 5) that is then conveniently rephrased as a bijection between such factorizations and a class of restricted words (Proposition 6). In Section 3 we describe a correspondence between these words and certain plane trees, and finally count the trees through an application of Lagrange inversion. The path we follow to Theorem 1 is therefore similar to that taken in [4] , and indeed we borrow techniques used there. The distinction, of course, is that our analysis accounts for cycles of arbitrary length in the target permutation. Of particular note, we place no constraints on the cycle containing the symbol 1, a fact which makes the symmetrical form of Theorem 1 somewhat surprising.
Star Factorizations and Words
Throughout this section we have in mind a fixed permutation π ∈ S n and a minimal transitive star factorization f = (τ 1 , . . . , τ r ) of π. Our arguments are probably best understood with a concrete example at hand. For instance, we might let f be the factorization
(1 2)
(1 10)
(1 5)
( 1 4) τ 10
( 1 7) τ 11
( 1 6) τ 12
(1 6)
of π = (1 8 2)(3)(4 5 10 7)(6)(9 11) ∈ S 11 .
It will be convenient to say that a transposition (1 i) meets the cycle σ if σ contains the symbol i. We shall also say τ i is to the left (respectively, right) of τ j if i < j (respectively, j > i). So in the example above, (1 5) meets (4 5 10 7), and (1 2) is to the left of (1 7). Clearly every star transposition meets exactly one cycle of π.
Our goal is to give a bijection between minimal transitive star factorizations of π and a certain restricted class of words. The construction of this bijection relies entirely on the following three supporting lemmas that characterize minimal transitive star factorizations.
Lemma 3 Let σ be a cycle of π.
, where a i = 1 for all i, then some transposition (1 a j ) appears exactly twice in f , while all transpositions (1 a i ) with i = j appear exactly once.
Moreover, in the first case, if (1 a 1 ) appears twice, then the factors of f meeting σ appear in right-to-left order (1 a 1 ), (1 a 2 ) , . . . , (1 a ℓ ), (1 a 1 ) . In the second case, the factors meeting σ appear in right-to-left order ( 
PROOF. Suppose σ = (a 1 a 2 . . . a ℓ ) with a i = 1. It is clear that for f to be transitive every transposition (1 a i ) must appear at least once as a factor. Let (1 a j ) be the leftmost factor of f that meets σ. If (1 a j ) appeared only this once, then we would have π = π 1 (1 a j ) π 0 , where π 0 fixes a j and π 1 fixes all a i . In particular, σ(a j ) = π(a j ) = π 1 (1) = a i for any i, a contradiction. We return to the case σ = (a 1 a 2 . . . a ℓ ) with a i = 1, and assume without loss of generality that (1 a 1 ) appears twice in f . The proof given above identified (1 a 1 ) is the leftmost factor of f meeting σ. However, reading the factors of f in reverse order yields a factorization f ′ of π −1 , and the same logic now identifies (1 a 1 ) as the leftmost factor of f ′ meeting σ. Thus (1 a 1 ) appears in f in the leftmost and rightmost positions amongst all factors meeting σ. Finally, note that for 1 ≤ i < ℓ the factor (1 a i+1 ) is to the left of the rightmost occurrence of (1 a i ) in f , as otherwise we would have π = π 1 (1 a i ) π 0 , where π 0 fixes a i and π 1 fixes a i+1 , and this gives the contradiction σ(a i ) = π(a i ) = π 1 (1) = a i+1 . It follows that the factors meeting σ appear in order (1 a 1 ), (1 a 2 ) , . . . , (1 a ℓ ), (1 a 1 ) .
, then the same logic just applied shows that for 2 ≤ i < ℓ, the factor (1 b i+1 ) appears to the left of (1 b i ) in f . Thus the factors meeting σ appear in order (1 b 2 ), (1 b 3 ) , . . . , (1 b ℓ ), as claimed. PROOF. Without loss of generality we may assume that if τ d and τ e meet the same cycle of π, with a ≤ d < c < e < b, then this common cycle isσ.
Let τ a = (1 y) and τ b = (1 x). Since τ a and τ b are assumed to meet the same cycle of π, Lemma 3 implies τ a is the leftmost copy of (1 y) in f , τ b is the rightmost copy of (1 x) in f , and π(x) = y. It follows from these criteria that the permutation τ a+1 · · · τ b−1 fixes 1, and therefore i := max{k : k ≤ c and τ k · · · τ b−1 fixes 1} is well defined. Say τ i = (1 z). Notice that τ i must occur twice amongst the factors of γ = τ i · · · τ b−1 , as otherwise γ(z) = 1 and hence γ does not fix 1, contrary to the definition of i.
Suppose τ i = τ j = (1 z), where j > i. Then Lemma 3 implies z cannot appear in any factor between τ i and τ j , so the permutation τ i · · · τ j fixes 1. But since τ i · · · τ b−1 fixes 1, it follows that τ j+1 · · · τ b−1 also fixes 1. Thus the maximality of i forces j ≥ c. However, if j > c then we have two identical factors τ i and τ j , with a < i < c < j < b, that meet the same cycle of π, and by hypothesis this common cycle must beσ. In this case, Lemma 3 rules out the possibility ofσ containing symbol 1 (because no transposition meeting the cycle containing 1 can appear twice in f ), and also implies any other factor of f that meetŝ σ lies between τ i and τ j , as desired. The remaining case is j = c, in which τ c occurs twice between τ a and τ b . Again the result follows from Lemma 3. 2
The statements of Lemmas 3 and 4 are crafted with the implicit assumption that f = (τ 1 , . . . , τ r ) is a minimal transitive star factorization of π. We now show that this can, in fact, be deduced from the conditions on f established by the lemmas. That is to say, if f is a star factorization whose factors are related to the permutation π in the manner described by the lemmas above, then f is necessarily a minimal transitive star factorization of π.
Lemma 5 The conditions on f guaranteed by Lemmas 3 and 4 characterize minimal transitive star factorizations of π.
be a star factorization that satisfies the conditions described by Lemmas 3 and 4. For brevity we shall refer to these conditions as C1 and C2, respectively. Suppose the cycles of π are σ 1 , . . . , σ m , with σ 1 containing symbol 1. We wish to show π ′ = π, where π ′ := τ 
′ in this case. Otherwise, by C2 there exists some cycle σ j = (a 1 · · · a k ) = σ 1 of π such that the factors τ ′ i that meet σ j occur contiguously in f ′ . By C1 this means that for some s we have
and no factors of f ′ other than τ by setting w i = j if τ i meets σ j . Of course, r = n + m − 2, and the fact that w satisfies the properties specified above is immediate from Lemmas 3 and 4. For 2 ≤ j ≤ m, let k j be the unique element of O j such that the leftmost factor of f meeting σ j is (1 k j ). Finally, set Φ(f ) = (w, k 2 , . . . , k m ).
The injectivity of Φ is immediate from Lemma 3. To see that Φ is also surjective, let (w, k 2 , . . . , k m ) ∈ W π × O 2 × · · · × O m , with w = w 1 · · · w r , and construct a star factorization f = (τ 1 , . . . , τ r ) as follows: Fix j ∈ [m] and let w i 1 , . . . , w is be all occurrences of symbol j in w.
• If j = 1, then s = ℓ j + 1 and σ j = (k j a 2 a 3 · · · a ℓ j ) for some a i 's. Let
Repeat this process for all j ∈ [m] to fully define the factors of f . Then, by construction, Φ(f ) = (w, k 2 , . . . , k m ) and f satisfies the conditions dictated by 
From Words to Trees
Continuing with the notation of Proposition 6, we observe that any word w ∈ W π corresponds with a bicoloured plane rooted tree T as follows: Given w = w 1 . . . w r ∈ W π , initialize T to be the plane tree consisting only of a white root node. Consider this to be the active vertex. Parse w = w 1 · · · w r from left to right, building T iteratively according to the following rule for processing w i :
• If w i is the leftmost occurrence of j = 1 in w then create a white descendant of the active vertex to the right of all its children. Assign this new vertex label j and make it active.
• If w i is the rightmost occurrence of j = 1 in w then activate the (unique) parent of the currently active vertex.
• Otherwise, create an unlabelled black descendant of the active vertex to the right of all its children.
For example, the word w = 5 5 5 1 3 3 2 2 3 3 4 4 3 1 ∈ [5] * from Example 7 corresponds to the tree T shown in Figure 1 . This is clearly a one-one correspondence between W π and the set T π of bicoloured plane rooted trees on a total of n vertices in which
• the root vertex is white and has label 1, • the nonroot white vertices are distinctly labelled 2, . . . , m, • the white vertex labelled i has ℓ i − 1 black children, and • all black vertices are leaves. since b 2 + 2b 3 + 3b 4 + · · · = (n − m) − (ℓ 1 − 1) is the number of black vertices in any T ∈ T π excluding those that are children of the root. Together with (4) this proves Theorem 1 in the case m ≥ 2. The case m = 1 is immediate from Lemma 3. 2
