Teoria de Sturm-Liouville e Problemas de Valores de Contorno by Thomé, João Antonio Francisconi Lubanco & Silva, Fernando de Ávila
Teoria de Sturm-Liouville e Problemas de Valores de
Contorno
João Antonio Francisconi Lubanco Thomé
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Resumo
No estudo das Equações Diferenciais Parciais, em particular na equação do calor ho-
mogênea, nos deparamos com o método de separação de variáveis para obtenção da solução
formal do problema. Este método consiste na suposição da independência das variáveis
em questão, e a consideração que a solução possa ser descrita como um produto de duas
outras funções independentes. Neste caso, nos deparamos com uma equação diferencial
ordinária no qual temos de encontrar suas soluções. Assim, neste trabalho iremos utilizar a
Teoria de Sturm-Liouville para a resolução destas EDO’s mais gerais, e consequentemente
obter um método de encontrar a solução da equação do calor não-homogênea.
1 Condução de Calor em Uma Barra Homogênea de
Seção Reta Uniforme
Considere o problema de condução de calor em uma barra de seção reta uniforme
feita com material homogêneo. Escolha o eixo x como sendo o eixo da barra, tal que
x = 0 e x = L correspondem às extremidades da barra. Suponha ainda que os lados da
barra estão perfeitamente isolados, de modo que não haja transmissão de calor. Suponha
também que as dimensões da seção reta são tão pequenas que a temperatura u pode ser
considerada constante em qualquer seção reta, então u só depende da coordenada espacial
x e do instante t.
2
Assim, estamos interessados em determinar uma função u = u(x, t) que descreva a
condução de calor na barra. A equação diferencial que descreve esse processo, junto com
suas condições iniciais e de contorno, é dada por
α2uxx = ut 0 ≤ x ≤ L t ≥ 0
u(x, 0) = f(x) 0 ≤ x ≤ L
u(0, t) = 0 u(L, t) = 0 t ≥ 0
(1)
sendo α2 uma constante conhecida como difusidade térmica que depende apenas do ma-
terial da barra. Queremos encontrar uma função u(x, t) de modo a satisfazer o problema
(1). Para isso vamos utilizar o método de separação de variáveis. Portanto, suponha que:
u(x, t) = X(x)T (t) (2)
Assim, substituindo (2) na EDP de (1), temos:
α2X
′′(x)T (t) = X(x)T ′(t)









Note que, como cada membro da igualdade depende de uma variável independente, se
fixamos x, por exemplo, e começarmos a variar t, chegaremos que a igualdade não será
satisfeita. Desta forma é necessário que a igualdade (3) seja igual a uma constante, e para








T (t) = −λ (4)
Separando a equação (4), chegamos em:
{
X
′′(x) + λX(x) = 0
T
′(t) + λα2T (t) = 0 (5)
Universidade Federal do Paraná - UFPR PET-MATEMÁTICA
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Note que nosso problema original era resolver um equação diferencial parcial, sob
certas condições de contorno e iniciais, e agora conseguimos reduzir a solução de (1) à
resolução de duas equações diferenciais ordinárias. Portanto, a solução do problema será
obtida a partir do produto das soluções do sistema (5). Agora vamos aplicar as condições
de contorno (1) em (2). Assim, para u(0, t) = 0 temos:
u(0, t) = X(0)T (t) = 0
Veja que se tivermos T (t) = 0 então u(x, t) = X(x)T (t) = 0 para todo x e portanto
a condição inicial u(x, 0) = f(x) só seria satisfeita se f(x) = 0. Portanto, como não
queremos apenas o caso trivial, devemos ter X(0) = 0. Analogamente chegamos que
X(L) = 0 e assim obtemos o seguinte problema de valores de contorno homogêneo:
{
X
′′(x) + λX(x) = 0
X(0) = 0 e X(L) = 0 (6)
Assim, vamos considerar os seguintes casos:
(i) Suponha λ < 0. Fazendo λ = −µ2, temos que:
X
′′ − µ2X = 0
Sua equação caracteŕıstica é da forma m2−µ2 = 0 e portanto sua ráızes são m = ±µ.
Desta forma a solução é da forma:
X(x) = c1 cosh(µx) + c2 sinh(µx)
Agora, aplicando as condições de contorno, temos que para X(0) = 0, implica:
c1 cosh(µ0) + c2 sinh(µ0) = 0
E assim c1 = 0. Já para a segunda condição temos que X(L) = 0 então:
c1 cosh(µL) + c2 sinh(µL) = 0
Pelo o que acabamos de ver c1 = 0, logo:
c2 sinhµL = 0
Como supomos que λ < 0 consequentemente µ 6= 0 e portanto sinhµL 6= 0. Desta
forma, c2 = 0. Veja que a solução da nossa equação diferencial ordinária é apenas
a solução trivial X(0) = 0, e como não estamos interessados nesse caso, chegamos
a conclusão que para λ < 0 o problema de valores de contorno não possui soluções
não triviais.
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(ii) Suponha λ = 0. Assim:
X
′′(x) = 0
cuja solução é X(x) = c1x+ c2. Aplicando as condições de contorno, chegamos em
c2 = 0 para X(0) = 0 e c1 = 0 para X(L) = 0. Logo, a solução para λ = 0 é da
forma X(x) = 0, e assim o problema não possui soluções não triviais para λ = 0.
(iii) Suponha agora que λ > 0. Por praticidade, vamos tomar λ = µ2, desta forma:
X
′′ + µ2X = 0
Sua equação caracteŕıstica é m2 + µ2 = 0 com m = ±µ, e assim a solução geral é
dada por:
X(x) = c1 cosµx+ c2 sinµx
Como λ > 0, por hipótese, temos que µ 6= 0 e sem perda de generalidade podemos
tomar µ > 0. Assim, para a condição de contorno X(0) = 0 temos:
c1 cosµ0 + c2 sinµ0 = 0
O que decorre c1 = 0. Já para a condição X(L) = 0, vale:
c2 sinµL = 0
Como não queremos a solução trivial para nosso problema, é necessário ter c2 6= 0
e assim:
sinµL = 0
Para isso ocorrer, devemos ter µL = nπ. Logo, µ = nπ
L
com n ∈ Z∗+. Assim, como




é um autovalor do problema (6). Como já vimos, a solução é dada por:
X(x) = c1 cosµx+ c2 sinµx
Utilizando os resultados que nós ja obtemos, que:
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5
Portanto, as únicas soluções não triviais para o problema:
{
X
′′(x) + λX(x) = 0
















α2T (t) = 0





Onde tomamos a constante de proporcionalidade como c1 = 1. Agora que ja possúımos
as soluções para os dois problemas, como supomos no ińıcio que u(x, t) = X(x)T (t),
podemos multiplicá-las para obter as soluções fundamentais do problema, sendo assim:






Que satisfaz a equação diferencial parcial e as condições de contorno de (1) para todo
n inteiro positivo. Entretanto, resta satisfazer a condição inicial:
u(x, 0) = f(x) 0 ≤ x ≤ L














Veja que cada termo da soma satisfaz a equação diferencial e suas condições de con-
torno. Desta forma, vamos supor que a série converge e também satisfaz as condições de
contorno. Para a condição inicial u(x, 0) = f(x), devemos ter:









Precisamos escolher os coeficientes cn tais que a série de funções convirja para a dis-
tribuição inicial de temperatura f(x), com 0 ≤ x ≤ L. Veja que série (7) é a Série de
Fourier em senos da função f , e seu coeficiente é dado pelas Fórmulas de Euler-Fourier.









Por fim, a solução formal do problema

α2uxx = ut 0 ≤ x ≤ L t ≥ 0
u(x, 0) = f(x) 0 ≤ x ≤ L
u(0, t) = 0 u(L, t) = 0 t ≥ 0


















dx ∀n ∈ N
2 Problemas de de Valores de Contorno de Sturm-
Liouville
Agora, estamos interessados em generalizar os resultados da seção 1, de modo a utilizar
o método de separação de variáveis em problemas mais gerais. Então, vamos considerar
equações diferenciais parciais
r(x)ut = [p(x)ux]x − q(x)u+ F (x, t) (8)
junto de condições de contorno da forma
ux(0, t)− h1u(0, t) = 0 e ux(L, t) + h2u(L, t) = 0 (9)
Em determinado momento do processo de obtenção da solução do problema de valor
de contorno para a equação do calor, foi necessário encontrar as soluções para o seguinte
problema {
X
′′(x) + λX(x) = 0
X(0) = 0 e X(L) = 0
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7
Assim, nesta seção nosso interesse estará voltado para essa classe de problemas, cha-
mados de problemas de valores de contorno de Sturm-Liouville (PSL), em que podemos
caracterizá-lo de uma maneira mais geral por
[p(x)y′]′ − q(x)y + λr(x)y = 0 0 < x < 1
a1y(0) + a2y′(0) = 0
b1y(1) + b2y′(1) = 0
(10)
onde p, p′, q e r são cont́ınuas no intervalo [0, 1] e que, além disso, p(x) > 0 e r(x) > 0 em
todos os pontos deste intervalo. Além disso, para facilitar a notação, podemos definir o
operador diferencial linear homogêneo L, dado por
L : C2 −→ C2
y 7−→ L[y] = λr(x)y
onde
L[y] = −[p(x)y′]′ + q(x)y
Assim, vamos estabelecer algumas propriedades para o PSL, de modo a obter uma
solução para o problema de condução de calor não-homogêneo.
Proposição 1. O operador L é linear.
Demonstração. Considere y, z ∈ C2[(0, 1)]. Assim, temos que:
L[y + z] = − [p(y + z)′]′ + q(y + z)
= − [py′ + pz′]′ + qy + qz
= − [py′]′ − [pz′]′ + qy + qz
= (−[py′]′ + qy) + (−[pz′]′ + qz)
= L[y] + L[z]
Portanto, L[y + z] = L[y] + L[z]. Agora, considere λ ∈ C e y ∈ C2[(0, 1)], então:
L[λy] = − [p(λy)′]′ + q(λy)
= λ
[
− [p(y)′]′ + q(y)
]
= λL[y]
Então L[λy] = λL[y] e portanto, L é um operador linear.
Teorema 1 (Identidade de Lagrange). Considere o operador L[y] = −[p(x)y′]′ + q(x)y
onde p, p′, q são funções cont́ınuas no intervalo [0, 1]. Se u, v ∈ C2([0, 1]) então vale a
identidade: ∫ 1
0
{L[u]v − uL[v]}dx = −p(x)[u′(x)v(x)− u(x)v′(x)]
∣∣∣1
0
Demonstração. Integrando por partes a seguinte integral, chegamos que:






































































Por fim, manipulando a equação (11), chegamos que:∫ 1
0
{L[u]v − uL[v]}dx = −p(x)[u′(x)v(x)− u(x)v′(x)]
∣∣∣1
0
Corolário 1. Se considerarmos a Identidade de Lagrange de modo que as funções u e v
satisfaçam as condições abaixo:
(i) a1u(0) + a2u′(0) = 0
(ii) b1u(1) + b2u′(1) = 0
(iii) a1v(0) + a2v′(0) = 0
(iv) b1v(1) + b2v′(1) = 0
Então, temos que: ∫ 1
0
{L[u]v − uL[v]}dx = 0
Demonstração. Vamos considerar primeiro o caso em que a2 6= 0 e b2 6= 0. Assim,∫ 1
0
{L[u]v − uL[v]}dx = −p(x)[u′(x)v(x)− u(x)v′(x)]
∣∣∣1
0
Supondo que u e v satisfazem as condições de (i) à (iv), temos que:
∫ 1
0
{L[u]v − uL[v]}dx = p(1)[v′(1)u(1)− v(1)u′(1)]− p(0)[v′(0)u(0)− v(0)u′(0)]
Como por hipótese temos a2 6= 0 e b2 6= 0, e decorrendo das condições iniciais, temos:



































{L[u]v − uL[v]}dx = 0. Já para o caso a2 = b2 = 0, temos:
{
a1v(0) = 0 b1v(1) = 0
a1u(0) = 0 b1u(1) = 0
E segue disto, que
∫ 1
0
{L[u]v−uL[v]}dx = 0. Nos casos em que a2 = 0 ou b2 = 0 é análogo
aos demais.
Segue do Corolário 1 que podemos reformular a escrita do resultado, de modo a utilizar





Assim temos que:∫ 1
0
{L[u]v − uL[v]}dx = 0 ⇐⇒ 〈L[u], v〉 = 〈u, L[v]〉 (12)





Então, o operador L é auto-adjunto, ou seja:
〈L[u], v〉 = 〈u, L[v]〉
Demonstração. Queremos mostrar que vale a igualdade 〈L[u], v〉 − 〈u, L[v]〉 = 0. Assim,
considere u = u1 + iu2 e v = v1 + iv2, com u1, u2, v1, v2 ∈ R:
Universidade Federal do Paraná - UFPR PET-MATEMÁTICA
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{(L[u1]v1 − iL[u2]v2 + iL[u2]v1 + L[u2]v2)−




{(L[u1]v1 − u1L[v1]) + i(L[u2]v1 − L[u1]v2) +
+(L[u2]v2 − u2L[v2]) + i(L[v2]u1 − L[v1]u2)}dx
Como u1, u2, v1, v2 ∈ R, segue da Corolário 1 que:∫ 1
0
(L[u1]v1 − u1L[v1])dx = 0 e
∫ 1
0
(L[u2]v2 − u2L[v2])dx = 0
E portanto, temos:
〈L[u], v〉 − 〈u, L[v]〉 =
∫ 1
0
i{(L[u2]v1 − L[u1]v2) + (L[v2]u1 − L[v1]u2)}dx
= 0 Segue do Corolário 1
Por fim, 〈L[u], v〉 − 〈u, L[v]〉 = 0 o que implica 〈L[u], v〉 = 〈u, L[v]〉.
Lema 1. Sejam f cont́ınua no intervalo [0, 1] e f(x) > 0 para todo x ∈ [0, 1], então∫ 1
0
f(x)dx > 0.
Teorema 3. Todos os autovalores do Problema de Sturm-Liouville são reais.
Demonstração. Suponha que λ é um autovalor do P.S.L tal que λ ∈ C. Logo, λ = u+ iv,
onde u, v ∈ R e considere φ = w + iz uma autofunção do P.S.L associada ao autovalor
λ, de modo que w, z ∈ R. Assim, tomando u = φ e v = φ na igualdade do Teorema 2,
temos:
〈L[φ], φ〉 = 〈φ, L[φ]〉
Como φ é uma autofunção do P.S.L, associada ao autovalor λ, temos que φ é solução do
P.S.L e portanto L[φ] = λrφ, de modo que:
〈λrφ, φ〉 = 〈φ, λrφ〉






Como já foi definido, r(x) é um função real, e assim:






















r(x)(w2(x) + z2(x))dx = 0
Como, r(x) > 0 e cont́ınua em [0, 1], da definição do P.S.L, e w2(x) + z2(x) > 0 e
cont́ınua em [0, 1], segue do Teorema 1 que
∫ 1
0
r(x)(w2(x) + z2(x))dx > 0 e portanto:
(λ− λ) = (u+ iv − (u− iv)) = 2iv = 0 =⇒ v = 0
Portanto, o autovalor λ = u + iv tem de ser da forma λ = u ∈ R, ou seja todo os
autovalores do P.S.L são reais.
Definição 1. Sejam f1, f2, · · · , fn funções. Definimos o Wronskiano de f1, f2, · · · , fn no
ponto t, como o determinante:
W (f1, f2, · · · , fn)(t) =
∣∣∣∣∣∣∣∣∣∣
f1(t) f2(t) · · · fn(t)
f ′1(t) f ′2(t) · · · f ′n(t)





2 (t) · · · f (n−1)n (t)
∣∣∣∣∣∣∣∣∣∣
Definição 2. Sejam y1 e y2 duas soluções de uma equação diferencial homogênea de
segunda ordem. Assim definimos o Wronskiano de y1 e y2 no ponto t, como sendo o
determinante:
W (y1, y2)(t) =
∣∣∣∣∣ y1(t) y2(t)y′1(t) y′2(t)
∣∣∣∣∣
Teorema 4 (Teorema de Abel). Se y1 e y2 são duas soluções da equação diferencial
y′′ + p(t)y′ + q(t)y = 0
onde p e q são funções cont́ınuas em um intervalo compacto I, então o wronskiano
W (y1, y2)(t) é dado por
W (y1, y2)(t) = ce−
∫
p(t)dt
onde c é um constante determinada que depende de y1 e y2, mas não depende de t. Além
disso, W (y1, y2)(t) ou é zero para todo t em I, ou nunca se anula em I.
Teorema 5. Seja y1 e y2 soluções da equação
y′′ + p(t)y′ + q(t)y = 0
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onde p e q são cont́ınuas em um intervalo compacto I. Então y1 e y2 são linearmente
dependentes em I se, e somente se, W (y1, y2)(t) = 0 para todo t ∈ I. De outro modo,
y1 e y2 são linearmente independentes em I se, e somente se, W (y1, y2)(t) 6= 0 para todo
t ∈ I.
Teorema 6. Os autovalores do Problema de Sturm-Liouville são todos simples, isto é, a
cada autovalor corresponde apenas uma autofunção linearmente independente.
Demonstração. Seja λ um autovalor do Problema de Sturm-Liouville e considere φ1 e
φ2 autofunções associadas à λ. Desta forma, se calcularmos o Wronskiano para φ1 e φ2
teremos:
W (φ1, φ2)(x) =
∣∣∣∣∣ φ1(x) φ2(x)φ′1(x) φ′2(x)
∣∣∣∣∣ = φ1(x)φ′2(x)− φ′1(x)φ2(x)
Como, φ1 e φ2 são soluções para o Problema de Sturm-Liouville, devem satisfazer as
condições de contorno, ou seja{
a1φ1(0) + a2φ′1(0) = 0
a1φ2(0) + a2φ′2(0) = 0








Substituindo estas relações no Wronskiano, chegamos que:















Como W (φ1, φ2)(0) = 0, segue do Teorema 4 que W (φ1, φ2)(t) = 0 para todo t ∈ [0, 1]
e assim, conclúımos do Teorema 5 que φ1 e φ2 são autofunções linearmente dependentes,
contradizendo a suposição inicial. Desta forma, temos
φ2 = αφ1
com α ∈ R. Portanto, a cada autovalor do Problema de Sturm-Liouville corresponde
apenas uma única autofunção linearmente independente, ou seja, o autovalor λ é simples.
Teorema 7. Para cada autovalor do Problema de Sturm-Liouville existe uma autofunção
real associada.
Demonstração. Considere λ um autovalor do Problema de Sturm-Liouville e seja φ uma
autofunção associada ao autovalor λ. Suponha que φ = u+ iv. Como φ é autofunção do
Problema de Sturm-Liouville, segue da definição que φ satisfaz
L[φ] = λφ
Assim, reescrevendo φ, obtemos:
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13
L[u+ iv] = λr(u+ iv)⇔ L[u] + iL[v] = λru+ i(λrv)
pela linearidade do operador L. Desta forma, segue que dois números complexos são
iguais se, e somente se, suas partes reais e imaginárias são iguais, respectivamente. Logo:
L[u] = λru e L[v] = λrv
Ou seja, u e v são autofunções associadas à autovalor λ. Porém, isso contradiz o Teorema
6 que diz que todos os autovalores do Problema de Sturm-Liouville são simples. Assim,
as autofunções U e v são linearmente dependentes, e portanto devemos ter que uma é
múltipla escalar da outra, e assim para α ∈ R:
v = αu
Portanto, a autofunção φ deve ser da forma:
φ = u+ iv = u+ i(αu) = u(1 + iα) = γu
com γ ∈ C. Desta forma, se tomarmos γ = µ+ i0 ∈ R, a autofunção φ será real. Ou seja,
temos que dado um autovalor, existe uma autofunção real associada a este autovalor.
Teorema 8. Se φ1 e φ2 são duas autofunções do Problema de Sturm-Liouville, corres-
pondentes aos autovalores λ1 e λ2 respectivamente, e se λ1 6= λ2, então:∫ 1
0
r(x)φ1(x)φ2(x)dx = 0
Demonstração. Considere φ1 e φ2 duas autofunções do Problema de Sturm-Liouville, as-
sociadas aos autovalores λ1 e λ2 respectivamente, de modo que λ1 6= λ2. Assim, segue da
definição de autofunção que
L[φ1] = λ1φ1r e L[φ2] = λ2φ2r
Pelo Teorema 2, temos
〈L[u], v〉 − 〈u, L[v]〉 = 0
assim, fazendo u = φ1 e v = φ2, chegamos em











{λ1φ1(x)r(x)φ2(x)− φ1(x)λ2φ2(x)r(x)}dx = 0
Por definição, a função peso r(x) é real. Como ja vimos, segue do Teorema 3 que λ por
ser um autovalor, deve ser real, e também segue do Teorema 7 que φ1 e φ2 são autofunções
reais. Portanto




{λ1φ1(x)r(x)φ2(x)− φ1(x)λ2φ2(x)r(x)}dx = 0




Como supomos que λ1 6= λ2, segue que∫ 1
0
r(x)φ1(x)φ2(x)dx = 0
Teorema 9. Os autovalores do P.S.L. formam uma sequência infinita e podem ser orde-
nados crescentemente, de modo que:
λ1 < λ2 < · · · < λn < · · ·
Além disso, λn −→∞ quando n −→∞.
Definição 3. As autofunções do P.S.L que satisfazem a condição:∫ 1
0
r(x)φ2n(x)dx = 1 n = 1, 2, · · ·
são ditas normalizadas.
Note que dado um autovalor λ, segue do Teorema 6, que existe uma única autofunção
φ1 linearmente independente associada ao autovalor λ, desta forma suponha que φ1 é
normalizada e considere φ2 uma autofunção associada ao autovalor λ de modo que seja









Ou seja, a autofunção φ2, que é múltiplo escalar de φ1, não é uma autofunção norma-
lizada.
Definição 4. Um conjunto ortonormal B de vetores em um espaço de Hilbert H é dito
ser um conjunto ortonormal completo em H, ou uma base ortonormal completa em H, se
o único vetor de H que é ortogonal a todos os vetores de B for o vetor nulo.






Onde r(x) > 0, ∀x ∈ [0, 1]. Assim, o conjuntos das autofunções normalizadas formam um
conjunto ortonormal, segundo o produto interno acima.
Demonstração. Seja A o conjunto das autofunções normalizadas, e considere φn, φm ∈ A
duas autofunções do P.S.L associadas a autovalores distintos, pois como já vimos com-




r(x)φn(x)φm(x)dx = 0 Pelo Teorema 8
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Portanto, φn ⊥ φm, para todo n,m ∈ N, tal que n 6= m. Agora, para φm ∈ A, temos:




E assim, ‖ φm ‖= 1. Logo, o conjunto das autofunções normalizadas é ortonormal.
Podemos unir a proposição anterior com o Teorema 8, para isso vamos definir o śımbolo
δmn, conhecido como Delta de Kronecker, por:
δmn =
{
0, m 6= n
1, m = n
Assim, chegamos no seguinte resultado:
Corolário 2. ∫ 1
0
r(x)φm(x)φn(x)dx = δmn
Demonstração. Segue diretamente da Proposição 2.
Proposição 3. Seja f uma função uniformemente cont́ınua no intervalo [0, 1], e suponha





onde as funções φn satisfazem o P.S.L e a condição de ortogonalidade do Corolário 2.




r(x)f(x)φndx = 〈f, rφn〉 n = 1, 2, · · ·






Portanto, multiplicado a equação (13) por r(x)φm(x), para um certo m ∈ N fixado e
























f(x)r(x)φm(x) = 〈f, rφm〉 m = 1,2,· · ·
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Teorema 10. Sejam φ1, φ2, · · · , φn, · · · as autofunções normalizadas do problema de
Sturm-Liouville: 
−[p(x)y′]′ + q(x)y = λr(x)y
a1y(0) + a2y′(0) = 0
b1y(1) + b2y′(1) = 0









r(x)f(x)φn(x)dx = 〈f, rφn〉
converge para [f(x+) + f(x−)]2 em cada ponto do intervalo aberto 0 < x < 1.
Problema de Sturm-Liouville Não-Homogêneo
Ao resolvermos equações diferenciais parcial sujeitas a valores de contorno e inicial, nos
deparamos com problemas de Sturm-Liouville, como já vimos. Entretanto, a teoria que
fizemos até agora, aborda apenas o caso homogêneo. Desta forma, precisamos encontrar
um método para resolver o caso não-homogêneo, e como veremos, vamos recair em um
problema de Sturm-Liouville homogêneo. Assim, considere o seguinte PSL generalizado
−[p(x)y′]′ + q(x)y = µr(x)y + f(x)
a1y(0) + a2y′(0) = 0
b1y(1) + b2y′(1) = 0
(14)
Onde, µ é uma constante e f é uma função definida no intervalo [0, 1]. Além disso,
vamos supor que p, p′, q e r são cont́ınuas em [0, 1] e que p(x) > 0 e r(x) > 0 neste mesmo
intervalo. Vamos definir, como hav́ıamos feito antes, o operador L, dado por:
L[y] = −[p(x)y′]′ + q(x)y
Ou seja, nossa equação diferencial ordinária se reduz a seguinte expressão:
L[y] = µr(x)y + f(x)
Para resolver o problema (14), vamos considerar as autofunções associadas ao problema
homogêneo. Ou seja, considere o seguinte sistema:
L[y] = λr(x)y
a1y(0) + a2y′(0) = 0
b1y(1) + b2y′(1) = 0
(15)
Sejam, pelo Teorema 9, λ1 < λ2 < · · · < λn < · · · os autovalores do P.S.L (15) e as
autofunções normalizadas φ1, φ2, · · · , φn, · · · associadas aos autovalores correspondentes.
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r(x)φ(x)φn(x)dx ∀n ∈ {1, 2, · · · } (17)
Entretanto, não conhecemos o valor de φ, pois esta é a solução do problema que procu-
ramos, assim vamos determinar bn de modo a satisfazer o problema (14) e posteriormente
substituir na equação (16). Note que φ dado por (16) satisfaz as condições de contorno
do problema (14), pois cada φn é uma autofunção do problema (15) e portanto satisfazem
as condições de contorno, e ainda mais a combinação linear de solução continua sendo
uma solução, assim φ satisfaz as condições de contorno de (14). Como supomos y = φ(x)
solução de (14), temos:
L[φ] = µr(x)φ(x) + f(x) (18)










Portanto, segue que como φn é uma autofunção do problema homogêneo (15), então





Como r(x) > 0 para todo x ∈ [0, 1], podemos multiplicar e dividir por r(x) o termo
não homogêneo da equação (18), isto é:
L[φ](x) = µr(x)φ(x) + r(x)f(x)
r(x)
Logo, por (20), temos:
∞∑
n=1






























Cancelando r(x) > 0 e reorganizando os termos, obtemos:
∞∑
n=1
{(λn − µ)bn − cn}φn(x) = 0 (21)
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Para prosseguir, precisaremos utilizar o seguinte lema:




cnφn(x) converge a f(x), onde f(x) = 0 para todo x ∈ [0, 1], então cn = 0
para todo n ∈ N.
Demonstração. Considere φ1, φ2, . . . , φn, . . . as autofunções normalizadas do P.S.L. Então,
se tomarmos




como f(x) = 0 é uniformemente cont́ınua no intervalo [0, 1], segue da Proposição 3 que




r(x) · 0 · φn(x)dx = 0 n = 1, 2, . . .
Portanto, temos que cn = 0, para todo n ∈ N.
Assim, segue do Lema 2, que devemos ter (λn − µ)bn − cn = 0. Portanto, temos de
considerar os seguintes casos:
(i) λn 6= µ, para n = 1, 2, · · · , ou seja, µ é diferente de todos os autovalores do do




, n = 1, 2, · · ·
e consequentemente a solução do problema (14) é dada por:






(ii) λm = µ para algum m ∈ N. Assim, temos que:
0.bm − cm = 0 (22)
Então, precisamos considerar dois casos:
• Se µ = λm e cm 6= 0 então é imposśıvel resolver a equação (22) e consequen-
temente o problema (14) não tem solução.
• Se µ = λm e cm = 0 então a equação (22) é satisfeita independente do valor de
bm, e portanto bm é arbitrário. Neste caso, a solução o problema (14) possui infinitas




Ou seja, se µ = λm, para algum m ∈ N, o problema de valores de contorno não-
homogêneo (14) só possui solução se f for ortogonal à autofunção associada ao
autovalor λm.
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Teorema 11. O problema de valores de contorno não-homogêneo
−[p(x)y′]′ + q(x)y = µr(x)y + f(x)
a1y(0) + a2y′(0) = 0
b1y(1) + b2y′(1) = 0
tem uma única solução para cada f sempre que µ for diferente de todos os autovalores do







e a séria converge para todo x ∈ [0, 1] . Se µ for igual a um autovalor λm do problema
homogêneo correspondente, então o problema de valores de contorno não-homogêneo não
tem solução, a menos que f seja ortogonal a φm, isto é, a menos que a condição∫ 1
0
f(x)φm(x)dx = 0
seja válida. Nessa caso, a solução não é única e contém um múltiplo arbitrário de φm.
3 Problema de Condução de Calor Não-Homogêneo
Na seção 1, estávamos interessados em encontrar a solução formal para a equação do
calor homogênea, sujeitas a certas condições de contorno e inicial. Para isso, utilizamos
o método de separação de variáveis. Entretanto, quando generalizamos o problema, nos
deparamos com Problemas de Sturm-Liouville mais gerais, e assim necessitamos de re-
sultados auxiliares. Portanto, através dos resultados, obtidos a seção 2, sobre a Teoria
de Sturm-Liouville fomos capazes de generalizar o método de separação de variáveis de
modo à aplicar ao problema de condução de calor não-homogêneo. Deste modo, considere
o seguinte problema
r(x)ut = [p(x)ux]x − q(x)u+ F (x, t)
ux(0, t)− h1u(0, t) = 0 ux(1, t) + h2u(1, t) = 0
u(x, 0) = f(x)
(23)
Assim, vamos primeiramente considerar o caso homogêneo, ou seja, F (x, t) = 0. Então
r(x)ut = [p(x)ux]x − q(x)u (24)
Suponha que a solução do problema (23) pode ser expressa como uma produto de duas
outras funções com variáveis independentes, u(x, t) = X(x)T (t). Assim, aplicando u na
equação (24), obtemos
r(x)X(x)T ′(t) = [p(x)X ′(x)T (t)]x − q(x)X(x)T (t) (25)
Como não estamos interessados nas soluções triviais do problema, podemos supor X(x) 6=







r(x) = −λ (26)
Universidade Federal do Paraná - UFPR PET-MATEMÁTICA
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Onde tomamos (26) igual a uma constante λ, devido ao fato que no lado esquerdo da
igualdade depende apenas de t. Assim, para que relação seja satisfeita, tomamos a equação
igual a uma constante. Isolando os termos em (26), chegamos em
−[p(x)X ′]′ + q(x)X = λr(x)X
Note que, como supomos u(x, t) = X(x)T (t), ao aplicarmos as condições de contorno do
problema (23), temos
ux(0, t)− h1u(0, t) = 0 ⇒ X ′(0)T (t)− h1X(0)T (t) = 0
⇒ X ′(0)− h1X(0) = 0 (pois T (t) 6= 0)
Analogamente, obtemos X ′(1) + h2X(1) = 0. Assim, vamos considerar o seguinte pro-
blema de contorno 
−[p(x)X ′]′ + q(x)X = λr(x)X
X ′(0)− h1X(0) = 0
X ′(1) + h2X(1) = 0
(27)
Se tomarmos p, q e r satisfazendo condições adequadas de continuidade e p(x) > 0 e
r(x) > 0, então (27) é um Problema de Sturm-Liouville. Logo, segue do Teorema 9 que
existe uma sequência λ1 < λ2 < . . . < λn < . . . de autovalores e autofunções normalizadas
correspondentes φ1, φ2, . . . , φn, . . .. Agora, vamos supor que a solução do problema não-





Nosso objetivo é determinar um modo de calcular os coeficientes bn(t) para assim, encon-
trarmos a solução do problema em questão. Assim, veja que as condições de contorno de
(23) são satisfeitas por u dada em (28), pois cada φn, por ser uma solução do problema,
satisfaz as condições, isto é
ux(0, t)− h1u(0, t) = 0⇐⇒ X ′(0)T (t)− h1X(0)T (t) = T (t)(X ′(0)− h1X(0))
= T (t)0
= 0
Analogamente, obtemos para a outra condição de contorno. Agora, vamos substituir u














bn(t){[p(x)φ′n(x)]′ − q(x)φn(x)} (29)
Note que, como φn é uma autofunção do problema (27), então satisfaz a equação, isto é,
− [p(x)φ′n(x)]′ + q(x)φn(x) = λnr(x)φn(x) (30)







λnbn(t)φn(x) + F (x, t) (31)
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Nosso objetivo agora, é escrever F (x, t) como combinação de autofunções, para isso, su-






















Observe que para calcular γn(t), basta encontrarmos as autofunções normalizadas do PSL,











e portanto, como r(x) 6= 0 para todo x ∈ [0, 1], temos
∞∑
n=1
φn(x){b′n(t) + bn(t)λn − γn(t)} = 0
Segue do Lema 2, que b′n(t) + bn(t)λn − γn(t) = 0, e consequentemente bn(t) é solução
da equação diferencial b′n(t) + λnbn(t) = γn(t) para todo n ∈ N. Então, para deter-
minarmos completamente bn(t), precisamos de uma condição inicial, assim considere
bn(0) = Bn, n = 1, 2, . . .. Logo, obtemos o seguinte problema de valor inicial{
b′n(t) + λnbn(t) = γn(t)
bn(0) = Bn
(33)
Para resolver o sistema (33), considere o fator integrante u(t) = eλnt, desta forma:


















eλnsγn(s)ds+ C = Bn ⇒ Bn = C
Assim
bn(t) = Bne−λnt +
∫ t
0
e−λn(t−s)γn(s)ds n = 1, 2, . . .
Para determinar Bn, vamos considerar a condição inicial do problema (23) u(x, 0) = f(x)
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e portanto, como f(x) =
∞∑
n=1




r(x)f(x)φn(x)dx n = 1, 2, . . .
Agora, note que Bn depende de f(x), que é a condição inicial do problema (23), e por-
tanto para determinar Bn, basta calcular as autofunções normalizadas do problema (27).
Portanto, chegamos que a solução formal do problema
r(x)ut = [p(x)ux]x − q(x)u+ F (x, t)
ux(0, t)− h1u(0, t) = 0 ux(1, t) + h2u(1, t) = 0






onde φn são as autofunções normalizados do Problema de Sturm-Liouville (27), cujo os
coeficientes bn(t) são determinados por
bn(t) = Bne−λnt +
∫ t
0





F (x, t)φn(x)dx e Bn =
∫ 1
0
r(x)f(x)φn(x)dx n = 1, 2, . . .
Assim, para usar este método para resolver um problema de valores de contorno na forma
(23), é necessário:
1. Calcular os autovalores λn e as autofunções normalizadas φn do P.S.L. correspon-
dente.
2. Calcular os coeficientes Bn e γn(s).
3. Calcular os coeficientes bn(t).
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