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A wide range of applications requires relative locations of sources of energy to be 
known accurately. Most conventional location methods are either subject to errors 
that depend strongly on inaccuracy in the model of propagation velocity used, or 
demand a well-distributed network of surrounding seismic stations in order to 
produce reliable results. A source location method based on coda wave 
interferometry (CWI) is relatively insensitive to the number of seismic stations and 
to the source-to-station azimuthal coverage. It therefore opens new avenues for 
research, for applications in areas with unfavourable recording geometries, and for 
applications which require a complementary method. 
 
CWI uses scattered waves in the coda of seismograms to estimate the small 
differences between two seismic states, and currently has three types of applications: 
estimating bulk velocity change of the medium, scatterer displacement, and source 
location perturbation. When used for source location, CWI is used to estimate the 
distances between pairs of sources with similar mechanism (equivalent to estimating 
location perturbation of the same source), which are then used jointly to determine 
the relative location of a cluster of sources using a probabilistic framework as an 
optimization problem. However, estimating source separation is a relatively new type 
of application of CWI. In the first part of this thesis, the performance of CWI is 
tested in models with varying complexities and types: from point-scatterer media as 
assumed in the CWI theory, to layered media as in classic Earth models, to media 
with combinations of point-scatters and layers, and finally to the more realistic 
Marmousi model. This thesis also presents the first elastic case of testing CWI to 
estimate source separation in synthetic experiments. The study contributes to better 
understand and interpret the source separation estimates and therefore relative 
locations using CWI. 
 
The second part of this thesis validates the location algorithm with synthetic data. 
When applied to real seismic data, the algorithm is found to suffer from the impact of 
large difference in the dominant wavelength of recordings made on different 
instruments. This thesis introduces a new formulation for the optimization problem 
to account for data from multiple station channels. In addition, it proposes a way to 
standardize the selection of parameters when implementing the method. The 
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algorithm is applied to a micro-seismic dataset of mining induced events recorded in 
Nottinghamshire, England. The earthquake location results are highly consistent 
when using different individual seismometer channels, showing that it is possible to 
locate event clusters with a single-channel seismometer. These microseismic events 
have shorter distinguishable codas in recorded waveforms, and hence fewer recorded 
scattered waves than those that have been used to test this method previously. Thus, 
the potential applications of this cost-effective method are extended to seismic events 
over a wider range of magnitudes. 
 
Given the advantages of this location method, it has been applied only once in 
literature other than in this thesis. It is likely that one reason that it is not used more 
widely is the lack of reliable code that implements this multistage method. This 
thesis develops a well-commented MATLAB code called CWIcluster that does so, 
accompanied by a clear and thorough user manual. It implements the location 
method in three stages: classifying events into clusters, computing inter-source 
separations using CWI, and estimating their relative locations. Each stage can be 
implemented in an automated sense given criteria chosen by the user. It is shown that 
the location algorithm is able to correct bias (underestimation) in the CWI separation 
estimates to some extent.  
 
The third part of this thesis returns to the three basic types of applications of CWI. 
Standard CWI methods require an assumption that a single type of perturbation has 
taken place in the system (as do most other methods that measure changes in a 
seismic system). However, in reality more than one type of perturbation can occur 
simultaneously. This thesis proposes a general treatment to account for multiple 
types of perturbations, allowing each type to be recognized and estimated with the 
effects of others being compensated. The appendices include a co-authored submitted 
paper that examines the influence of velocity change and source location 
perturbation on one another in the context of a rock-physics laboratory. 
 
Overall this thesis intensively tests the relatively new method of coda wave 
interferometry to estimate inter-source separations in various environments, and 
explores its potential to detect multiple types of perturbations that have occurred 
simultaneously, thus extending our understanding of the set of CWI methods in 
general. In addition, it validates the relative location method based on CWI and 
provides ways to improve the original method, as well as a way to assess the quality 
of results when applied to real data. Finally, it presents a new freely-available code 
package to implement the location method, which the authors hope will introduce 





	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	
 
Finding accurate locations of seismic sources is essential for a wide range of 
seismological, industrial and other applications. Examples include discriminating 
earthquake fault and auxiliary planes from the sequences of aftershocks or 
foreshocks, studying earthquake interaction and recurrence, modeling earthquake 
hazards, and monitoring seismic activity during and after geothermal projects and 
hydraulic fracturing. Conventional methods for estimating relative locations of 
seismic events that use the first arrivals of seismograms usually demand a 
well-distributed seismic station network. Their performance deteriorates where a 
sufficient number of seismic stations with a good source-to-receiver azimuthal 
coverage is unavailable. 
An alternative location method that uses a different part of seismograms, the coda, 
does not have such demands. Coda is the later part of a seismogram and is generated 
by scatterered waves. It is discarded in many seismological applications due to its 
complex appearance with few uniquely identifiable arrivals. In fact, usually these 
waves have travelled a large area during propagation, hence contain more 
information than the direct wave (first arrival of seismograms). Coda wave 
interferometry (CWI) can extract the location constraints of a cluster of events using 
the coda of seismograms and solve for their relative locations in a probabilistic 
framework. It has been shown to be able to locate a cluster of earthquakes with a 
single seismic station. 
In this thesis I show a second case of application of this novel location method. The 
data I use are recorded from microearthquakes that have shorter distinguishable coda 
in their waveforms than those used previously. Thus, the potential applications of this 
non-demanding method are extended to seismic events over a wider range of 
magnitudes. Despite the advantages of this method, the uptake in its use has been 
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limited to two papers in the literature (one is Chapter 4 of this thesis). In part this 
may be because the algorithm requires unfamiliar methods which are not painless to 
program. In this thesis I develop a well-commented and easily editable MATLAB 
code package that implements this multistage method in an automated sense, 
accompanied by a clear and thorough user manual.  
 
I also test this method in a series of numerical experiments in media of various types 
and complexities, which contributes to better understanding and interpretation of 
results of this method when applied to real data.  
 
Estimating constraints on locations of two sources is equivalent to estimating the 
displacement of one source whose location is changed to another position. Except for 
estimating change in source location, CWI can also be used to estimate small 
changes in velocity and scatterer locations in the propagating medium. The standard 
CWI methods require an assumption that a single type of perturbation (source 
location, velocity or scatter locations) has taken place in the system, which is not 
necessarily the case in reality. I provide a treatment that does not require this 
assumption, which accounts for multiple types of perturbations, allowing each type 
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Figure 1-1: Demonstration of direct arrival (panel a), single scattered arrivals (panel 
b), and multiple scattered arrivals (panel c). Waveforms shown in panels (a) and (b) 
are modeled using the Foldy code (Galetti, et al., 2013), panel (c) is a recorded 
waveform of a microearthquake in New Ollerton, England. 
 
Figure 1-2: Scattered waveforms. (a) displays the original waveform on the top, the 
waveform obtained after perturbing the source in the middle, and their superposition 
at the bottom. (b) and (c) are 2-second zoom-ins around the first arrivals and from 
the coda of the two waveforms. 
 
Figure 2-1: Sketch of wave trajectories. The star, triangle, and dots represent the 
source, receiver, and point-scatterers, respectively. The blue and cyan line segments 
with arrows indicate two possible wave trajectories in this medium.  
 
Figure 2-2: Wave paths from sources (stars) to the first scatterers (dots) in possible 
propagating trajectories. The red and orange stars represent the original and the 
perturbed source, respectively; the solid and dashed line segments represent the paths 
of the original and perturbed waveforms. This figure is a modified from Snieder and 
Vrijlandt (2005). 
 
Figure 2-3: Sketch of the scattering theory assumed. The star, triangle, and dots 
represent the source, receiver and point-scatterers, respectively. Replicated from 
Galetti et al. (2013). 
 
Figure 2-4: The 2D point-scatterer model. Blue and the red stars represent two 
sources with locations (0,0) and (40,40), respectively. The triangle represent the 
receiver. Green dots are 150 randomly distributed point scatterers. 
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Figure 2-5: Scatterered waveforms. Panels (a) and (b) show the recorded waveforms 
from the two sources in Figure 2-4; panel (c) shows their superposition. 
 
 
Figure 2-6: Source separation estimates derived from ten time-windows along the 
coda of the waveforms. The blue stars and the thin line show the estimates of each 
time-window, with the x-coordinates indicating the center of the windows. The bold 
line in blue and red are the mean of the estimated separation and the actual 
separation, respectively. 
 
Figure 2-7: The 2D point-scatterer model. Blue and the red stars represent two 
sources with locations and (40,40), (0,0)respectively. Triangles represent receivers. 
Green dots are 150 randomly distributed point scatterers. 
 
Figure 2-8: Source separation estimates given by receivers at different locations. 
Blue stars and error bars show the mean plus/minus one standard deviation of 
separation estimates from the 10 time-windows of waveforms recorded by individual 
receivers. Blue bold line shows the overall average estimate among all receivers, and 
red bold line shows true separation. 
 
Figure 2-9: An example corrupted waveform generated using the Foldy code (Galetti 
et al., 2013). 
 
Figure 2-10: Waveforms in time domain. The top and bottom panels show the 
waveforms generated by the small and large model described in the main text, 
respectively. 
 
Figure 2-11: Frequency spectrum of waveforms generated in the small (top) and 
large (bottom) model described in the main text, respectively. 
 
Figure 2-12: Condition number spectrum of matrix 𝐌 of waveforms generated in 
the small (top) and large (bottom) model described in the main text, respectively. 
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Figure 3-1: Synthetic tests with point-scatterer media. (a) shows the velocity model, 
where the circle with a star inside represents the source region, and the triangles 
represent receivers. The zoomed panel shows a point scatterer. (b) and (c) show the 
events of source set1 and set2, respectively.  
Figure 3-2: Source separation estimates calculated from recordings from individual 
receivers. (a) shows the results of source set1, (b) shows the results of source set2. 
 
Figure 3-3: Source separation estimates calculated from recordings from all 
receivers, shown as mean ± standard deviation for each event pair. The top row 
(panels a-d) shows the results with point scatterers with a maximum velocity 
difference of ∆𝑣 = 600𝑚/𝑠, and the bottom row (panels e-h) shows the results with 
point scatterers ∆𝑣 = 1800𝑚/𝑠. The columns from left to right show the results of 
tests with 10 (panels a and e), 30 (panels b and f), 50 (panels c and g) and 600 
(panels d and h) point scatterers. 
 
Figure 3-4: Synthetic tests with layered media. (a) shows the velocity model, where 
the circle with a star inside represents the source region, and the triangles represent 
receivers. (b) and (c) show the source separation estimates of events of set1 and set2, 
where the size angle 𝜃 of the event pairs are indicated with the colorbar. 
 
Figure 3-5: Definition of angle 𝜃 (panel a) and angle 𝛼 (panel b). The circle with 
a star inside represents the source region, the stars represent individual sources, and 
the triangle represents a receiver.  
 
Figure 3-6: Source separation estimates of source set2 given by individual receivers 
in the layered medium. (a) to (c) shows results of receivers R0, R2 and R4 from the 
horizontal array, and (d) to (f) shows results of receivers R0, R2 and R4 from the 
vertical array. The angle pattern on the top-left of each panel shows angle 𝛼 for the 
given receiver. 
 
Figure 3-7: Schematic diagrams of a simplified Earth subsurface with layers. (a) 
shows the layered subsurface with receivers (triangles) in a surface array and in a 
borehole, and the circles with a star inside represent source regions with multiple 
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events. (b) shows the layered subsurface with a cross-section of a horizontal well 
with receivers, and the stars represent individual sources. 
 
Figure 3-8: The velocity model of the scatterer-layer media, where the circle with a 
star inside represents the source region, and the triangles represent receivers. 
 
Figure 3-9: Source separation estimates of source set1 given by all receivers in: (a) 
the layered medium, (b-d) the scatterer-layer medium with 10, 30 and 50 scatterers. 
 
Figure 3-10: Synthetic tests with the Marmousi model. (a) shows the Marmousi 
model. The circle with a star inside represents the source region. The triangles 
represent the receivers, among which the results of those highlighted with lighter 
edges are displayed in Figure 3-11, 3-12, and 3-13. (b) shows source set1, containing 
20 events randomly distributed as a cluster. (c) shows source set2, containing 13 
events distributed in a straight line along the fault plane. (d) shows source set3, 
containing 13 events distributed in a straight line pseudo-parallel to the local layers 
and perpendicular to source set2. 
 
Figure 3-11: Source separation estimates of source set1. (a) to (c) shows results 
given by individual receivers R0, R6 and R9 from the horizontal array; (d) shows 
results given by all receivers from the horizontal array. (e) to (g) shows results given 
by individual receivers R18, R21 and R26 from the borehole array; (h) shows results 
given by all receivers from the borehole array. 
 
Figure 3-12: Source separation estimates of source set2. 
 
Figure 3-13: Source separation estimates of source set3. 
 
Figure 3-14: Source separation estimates of source set1 from vertical components in 
the elastic Marmousi medium. 
 
Figure 3-15: Source separation estimates of source set1 from horizontal components 
in the elastic Marmousi medium. 
List of Figures 
 XVI	
Figure 4-1: Map of the source region and typical waveforms. Panel (a) shows 
Thorsby colliery, New Ollerton, Nottinghamshire, England. The star shows the area 
around which the micro-earthquakes are likely to have occurred, triangles are 
temporary seismic stations, and the rectangles indicate locations of subsurface 
mining galleries. Panel (b)-(d) show the waveforms of two earthquakes in event 
Group 3 recorded by the N-channel of station NOLF, where (b) shows the whole 
waveforms, (c) and (d) show a 1-second window around the first arrival, and one of 
the time-windows (4 seconds) in the coda respectively, both indicated by boxes in (b). 
A comparison between panel (c) and (d) indicates that coda is more sensitive to 
source locations than early arrivals. 
 
Figure 4-2: Source separations estimated with single station channels. Each point in 
panel (a) shows the mean of the five estimates; each corresponding point in panel (b) 
shows the standard deviation. 
 
Figure 4-3: Separation-uncertainty matrix of the single-channel station NOLC. 
Colors indicate values of the average standard deviations resulting from the 
corresponding combination of number and length of time-windows used to divide 
coda. As a minimum of four time-windows are required for calculating standard 
deviations, the values for three windows are only shown here for illustration. 
 
Figure 4-4: Planar projections of relative location results. Axes X, Y and Z point to 
three orthogonal directions. Panels (a-d) show the CWI results of group 3, where 
dots are the event mean locations averaged over 10 location optimizations; ellipses 
show 95% confidence intervals in the means. Panel (a) shows results obtained using 
all available data from 6 stations (11 channels). Panels (b) – (d) each shows the 
results from single channels from stations NOLC, NOLD and NOLF, respectively. 
Panels (e) and (f) show location results of the Double-Difference method with 
damping parameter 40 and 100, respectively. Panels (g) and (h) show comparisons of 
location results of CWI (hollow circles) and Double-Difference method (solid 
circles), with damping values in Double-Difference method of 40 and 100, 
respectively. 
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Figure 5-1: Empirical functions showing bias and uncertainties in separation 
estimates from the CWI technique. The upper panel shows the empirical relation 
between the mean of the source separation estimates 𝜇 = 𝜇4𝛿67 8  and the true 
separation 𝛿67 . All separations are normalized by the dominant wavelengths of the 
coda waveforms. The dashed line 𝑦 = 𝑥 shows the case where the mean of the CWI 
separation estimates are identical to the true separations. The lower panel shows the 
empirical relation between the standard deviation 𝜎(𝛿67 ) of the separation estimates 
and the true separation 𝛿67 . 
 
Figure 5-2: Panel (a) shows the Marmousi2 S-wave velocity model (Irons, 2005) 
used for the synthetic example. Triangles and stars are receivers and sources 
respectively; the small square panel shows the source region magnified. Panel (b) 
shows the separation estimates (triangles) of each time-window from receiver R1 
only, with the mean indicated by the dashed line and the true separation between the 
two sources by the solid line. Panel (c) shows separation estimates from all 
individual receivers with error bars showing the mean plus/minus one standard 
deviation; the red line is the true separation between the two events. 
 
Figure 5-3: Planar projections of event locations, where axes X, Y and Z point in 
three orthogonal directions. Panels (a) compare the events’ actual locations (circles) 
and their initial locations (triangles) before optimization, and the black bars show 
their differences. Panels (b) shows the events’ actual locations (hollow circles) and 
the location results obtained (solid circles), with lines between the hollow and solid 
circles representing post-optimization location errors. 
 
Figure 5-4: A comparison of input inter-source separations (blue circles) and 
separations calculated from the location result after optimization (red asterisks). The 
upper and lower panels show the separation data and their standard deviations, 
respectively. 
 
Figure 5-5: Illustration of the minimization process of each optimization from 
different initializations of random event locations using different colors to indicate 
each example optimization. The magnified panels show details of how the values of 
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the objective function change with iteration number at the beginning and end of each 
optimization. The objective function is given in equation 5.10. 
 
Figure 5-6: Map of the source region near Thorsby colliery, New Ollerton, 
Nottinghamshire, England. The rectangles indicate the locations of subsurface 
mining galleries, the star shows the area where the microearthquakes are likely to 
have occurred, and the triangles are temporary seismic stations. 
 
Figure 5-7: A slice of the 3D separation uncertainty matrix. Colors indicate the 
values of the average standard deviations resulting from the corresponding parameter 
combination of number of windows, window length and start time of windows, used 
to divide the coda. White cells indicate parameter combinations that are not 
supported by the available data. For all scenarios represented in this slice, the start of 
the time-windows is 19s. The parameter combination giving the lowest average 
separation uncertainty is 4 windows with a length of 2.5s, starting from 19s. 
 
Figure 5-8: Illustrations of the minimization process using different colors for each 
optimization with different random initializations for cluster 1 (left) and cluster 2 
(right) using data from channel NOLCZ. The magnified panels show details of how 
the values of the objective function change with iteration number at the beginning 
and end of each optimization. The objective function is given in equation 5.10. 
 
Figure 5-9: CWI estimates of source separations and their optimized counterparts 
(the latter calculated from the estimated event locations) of cluster 2. Panel (a) shows 
the optimized separations using all three channels (black), and using single channels 
NOLCZ, NOLFE and NOLFN (red, blue, and green). Panel (b) compares the 
optimized separations of channel NOLCZ (red) with the original CWI separation 
estimates (black). 
 
Figure 5-10: Planar projections of relative event location results of cluster 2, using 
all three channels (top row), and using single channels NOLCZ, NOLFE, and 
NOLFN (successive rows). Axes X, Y and Z point in orthogonal directions. 
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Figure 6-1: Point-scatterer medium used to conduct the experiments in this chapter. 
Color scheme indicates the velocity of the medium. Red stars in the center of the 
model show the source region, and the blue triangles are the receivers. The smaller 
panel is a zoomed source region. 
 
Figure 6-2: Example comparison of the original (blue) and the perturbed (red) 
waveform with the velocity change removed using the stretching interpolation 
technique. 
 
Figure 6-3: The mean of travel-time changes of each time-window (dots) with the 
least-square fit (solid line), and the reference for which the estimated velocity equals 
the true velocity (dashed line), using waveforms recorded from source e1 (see Figure 
6-1) recorded by receiver R1. 
 
Figure 6-4: Estimated velocity change using windowing CWI. The dots and bars 
show the means and standard deviations of estimates over the six sources obtained 
from individual receivers; the solid line and the shade show the mean and standard 
deviations of the estimates over all receivers; and the dashed line shows the true 
velocity change. 
 
Figure 6-5: Estimated relative velocity change using the stretching interpolation 
(blue) and windowing (red) technique, where true 𝑑𝑣 𝑣⁄  values are plotted on a 
logarithmic scale. Panel a shows the mean (dots) and standard deviations (bars) of 
the estimates over all sources and receivers, where the dashed line indicates where 
the estimate is equal to the true value. Panel b shows standard deviations of the 
estimates given by the two methods with a zoomed plot for the lower values 
observed. 
 
Figure 6-6: Estimates of relative velocity change 𝑑𝑣 𝑣⁄  using the stretching method 
(blue) and windowing (red) technique when scatterer displacement also occurs. The 
dots and bars show the mean and standard deviations over all sources obtained from 
individual receivers. The dashed line shows the true relative velocity change. 
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Figure 6-7: Estimates of relative velocity change 𝑑𝑣 𝑣⁄  using the stretching method 
(blue) and windowing (red) technique when a simultaneous perturbation in source 
location occurs. The dots show estimates obtained from individual receivers. The 
dashed line shows the true relative velocity change. 
 
Figure 6-8: Estimated relative velocity change using CWI, where a simultaneous 
source perturbation of 30m occurs and true 𝑑𝑣 𝑣⁄  values are plotted on a 
logarithmic scale. Panel a shows the mean (dots) and standard deviations (bars) of 
the estimates over all sources and receivers, where the dashed line indicates where 
the estimate equals to the true value. Panel b shows the standard deviations of the 
estimates. The black line shows where the standard deviation (std) of the estimate 
equals the value of true 𝑑𝑣 𝑣⁄ , hence the area above shows std is greater than the 
true 𝑑𝑣 𝑣⁄  and the area below shows std is lower than the true 𝑑𝑣 𝑣⁄ . The blue and 
green line show where std equals to 0.25𝑑𝑣/𝑣 and 0.05𝑑𝑣 𝑣⁄ , respectively. 
 
Figure 6-9: Estimated relative velocity change 𝑑𝑣 𝑣⁄  measured with a range of 
source displacements. (Maybe add dashed line at dv/v=0.5%). 
 
Figure 6-10: Comparison of the original (blue) and perturbed (red) waveforms 
recorded by receiver R1. Panel a and b show the early arrivals and a part of the coda 
of the two waveforms, respectively. 
 
Figure 6-11: The mean of the travel time changes of each time-window. Dots show 
the estimates from each time-window, the solid line shows the least squares fit to 
those dots, and the dashed line indicates the case where the estimate equals the true 
travel time change. 
 
Figure 6-12: Estimated relative velocity change 𝑑𝑣 𝑣⁄ . Dots show the estimate of 
each receiver, with a mean of 0.4921%, and the dashed line shows the true velocity 
change. 
 
Figure 6-13: Comparison of the original (blue) and perturbed (red) waveforms 
recorded by receiver R1 after the effect of velocity change is removed from the 
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perturbed waveform using the stretching method. Panel a and b show the early 
arrivals and a part of the coda of the two waveforms, respectively. 
 
Figure 6-14: Estimated source displacement made using by each receiver 
individually. The dots and bars show the mean and standard deviation over all 
time-windows used, and the dashed line shows the true source displacement.  
 
Figure 6-15: Comparison of the estimated source displacement obtained without 
compensating for the velocity change in the perturbed waveforms (red), and that 
obtained with effect of the velocity change removed from the perturbed waveform 
(blue). The circle and bars show the means and standard deviations over all 
time-windows and receivers, and the dashed line shows where the estimated and true 
displacements are identical. All displacement values are normalized by the dominate 
wavelength of the waveforms. 
 
Figure 6-16: Plots of the 𝜎@A-𝑡 relation of the original and perturbed waveforms, 
where stars show the variance of the travel-time changes 𝜎@A of each time-window 
in the waveforms. Panel a shows the case for scatterer displacement being the only 
perturbation in the system, where the line shows the lease squares fit; panel b shows 
the case for source displacement being the only perturbation in the system where the 
line shows the level of the average over all time-windows applied; and panel c shows 
the case where scatterer displacement and source displacement both exist, where the 
black solid line shows the lease squares fit, the dashed black line marks the level of 
the y-intercept of the fit, and the red line shows the mean of the reference case 
without scatterer displacement shown in panel b. 
 
Figure 6-17: Plots of the 𝜎@A-𝑡 relation and least squares fits for cases with a 
scatterer displacement of 3%𝜆F. Panel a-f shows the case where the true source 
displacements are 30m, 60m, 67m, 90m, 108m and 120m. 
 
Figure 6-18: Plots of the 𝜎@A-𝑡 relation and least squares fits for cases with a 
scatterer displacement of 6%𝜆F. Panel a-f shows the case where the true source 
displacements are 30m, 60m, 67m, 90m, 108m and 120m. 
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Figure 6-19: Comparison of the estimated source displacement obtained using the 
standard CWI method (red), CWI after scatterer displacement is removed (blue), and 
reference cases in which source displacement is the only type of perturbation (black). 
All displacement values are normalized by the dominant wavelength of the 
waveforms. Panels a and b show the case for 𝛿GHI6 = 3%𝜆F and 𝛿GHI6 = 6%𝜆F, 
respectively. 
 
Figure 6-20: Plot of < 𝜏 >-𝑡 relation. Panel a shows the < 𝜏 >-𝑡 relation when all 
three types of perturbation occur, obtained using the original waveform (source 
location at e1, 𝑣M = 3000𝑚/𝑠) and the perturbed waveform (source location at 
e2,	𝑑𝑣 𝑣⁄ = 0.5%, scatter displacement 𝛿GHI6 = 3%𝜆F) recorded by receiver R1. 
Panel b shows the counterpart of Panel (a) with no velocity change in the perturbed 
waveform. 
 
Figure 6-21: Least squares fit of the < 𝜏 >-𝑡 relation. 
 
Figure 6-22: Comparison of waveforms before and after removing the measured 
effect of velocity change. Panel a and b show the early arrivals and a part from coda, 
respectively of the original (blue) and perturbed (red) waveforms; Panel c and d 
show the early arrivals and a part from coda of the original (blue) and perturbed (red) 
waveforms with the velocity change removed. 
 
Figure 6-23: Plot of the 𝜎@A-𝑡 relation after the effect of the velocity change is 
removed from the perturbed waveform. 
 
Figure 6-24: Least squares fit of the 𝜎@A-𝑡 relation in Figure 6-23 (solid line), 
where the dashed line marks the level of y-intercept. 
 
Figure 25: Plots of the < 𝜏 >-𝑡 (left column) and 𝜎@A-𝑡 (right column) relation 
and the least-square fits. Panel pairs a-b, c-d, e-f, f-g, i-j and k-l show plots for cases 
with true source displacement of 30m, 60m, 67m, 90m, 108m and 120m. In the left 
panels, dots show the mean of the travel-time changes < 𝜏 > of each time-window, 
and the line shows the least squares fit. In the right panels, stars show the variance of 
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the travel-time changes 𝜎@A of each time-window, the solid line (black) shows the 
least-square fit, and dashed line marks the level of the y-intercept of the fit. 
 
Figure 6-26: Estimated velocity change using CWI in a medium with 600 
point-scatterers. The dots and bars show the means and standard deviations of 
estimates over the six sources obtained from individual receivers; the solid line and 
the shade show the mean and standard deviations of the estimates over all receivers; 
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Table 5-1: Constants in the empirical relations in equations 5.5a and 5.5b for 𝜇 =
𝜇4𝛿67 8 and 𝜎 = 𝜎(𝛿67 ) (Robinson et al., 2013). 
 
Table 6-1: Estimated relative velocity change 𝑑𝑣 𝑣⁄  and source displacement 
𝛿GOPQHR for each true source displacement where the true 𝑑𝑣 𝑣⁄  is 0.5% and with a 
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1.1 Previous study on coda 
 
In highly heterogeneous media, seismic waveforms consist of directly arriving 
phases followed by a long train of chaotic-looking signals. These late arrivals 
constitute the coda of the waveform. The coda is dominated by waves that have been 
scattered by the heterogeneities in the medium single or multiple times. Figure 1-1a 
shows a modeled waveform that contains a direct arrival, a wave travelling directly 
from the source to the receiver. The waveform in Figure 1-1b contains a direct arrival, 
and subsequent arrivals with much lower amplitude, which should result mainly from 
single scattering at the modeled point scatterers due to their low amplitude and a 
limited time length. Figure 1-1c shows a waveform of a microearthquake recorded in 
New Ollerton, England. The direct P- and S-arrivals can be identified easily, and the 
subsequent arrivals whose amplitude decays gradually with time should mainly be 
generated by multiple scatterering in the medium. In most seismological applications, 
such as reflection and refraction seismology, the coda is discarded due to the 
complexity in its analysis. However, the coda contains information independent of 
that provided by early arrivals, in that coda waves travel in a larger region in the 
medium than direct or early arriving waves, hence have the potential to be used 
either individually in processing or as a complement to first arrivals and primaries 
(waves that have been reflected upward once).  
 
The idea of studying seismic coda germinated in the late 1960s, when Aki (1969) 
analyzed coda waves of small local earthquakes. He suggested that the coda waves 
are backscattered waves from a multitude of randomly-distributed heterogeneities in 
the subsurface, and the energy contained in coda waves of a local earthquake is a 
function of time measured from the origin of the earthquake. Specifically, the later a 
wave is recorded, the greater the number of scatterers it encounters. He proposed that 
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the late portions of a waveform could be considered as an averaging effect over 
numerous samples of the heterogeneities in the medium, hence could be treated in a 
statistical model, wherein the properties of the medium are characterized with a 
small number of statistical parameters (Aki, 1969; Aki & Chouet, 1975). The 
statistical treatment inspired other authors like Chouet (1976) who validated Aki’s 
statistical model with observational data. Their works laid the foundation of many 
subsequent studies that apply modeling techniques such as Finite Difference (Frankel 
& Clayton 1986; Stam 1995) and Foldy methods (Kelner et al. 1999; Snieder et al. 
2002; Lombaert at el. 2007) to model the Earth’s subsurface to generate scattered 
waveforms.  
	
Figure 1-1: Demonstration of direct arrival (panel a), single scattered arrivals (panel 
b), and multiple scattered arrivals (panel c). Waveforms shown in panels (a) and (b) 
are modeled using the Foldy code (Galetti, et al., 2013), panel (c) is a recorded 
waveform of a microearthquake in New Ollerton, England. 
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Aki and his collaborator’s first studies on coda (Aki 1969; Aki & Chouet 1975) as 
well as some later works (e.g. Roberts et al., 1992) used the amplitude of the waves, 
while the phase information was considered by other pioneers of coda studying. 
Poupinet et al. (1984) exploited the sensitivity of coda waves and estimated the 
velocity change of S-wave in the Calaveras fault zones from the phase shifts in 
seismograms recorded with the same station before and after the Coyote Lake, 
California, earthquake. Two waveforms were excited by a pair of microearthquakes 
on the same segment of the fault, and they found one seismogram were like the other 
with some time delay, regardless the difference in amplitude. They identified the 
different length of delay along the seismogram by computing the crosscorrelation in 
the frequency domain in a moving window, and the time delay data were used to 
estimate the changes in seismic velocity. The idea of their approach (Poupinet et al. 
1984; Ratdomopurbo & Poupinet, 1995) is similar to that of a technique proposed 
approximately a decade ago by Snieder et al. in 2002 - Coda wave interferometry 
(CWI) (Snieder et al., 2002). An advance of their method is that the way to extract 
the difference between waveforms may be more effective. In this project, we apply 
CWI to determine the separation between a pair of energy sources, which will then 
be used to solve for the relative locations of the sources. This is a relatively new 
application of the CWI theory, however, it shares a common methodology to obtain 
differences between waveforms with the original applications of CWI for estimating 
variations in seismic velocity of the medium. In the next section, we provide a 
review of the relatively short history of the CWI technique. 
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1.2  Coda wave interferometry 
 
Coda is highly repeatable in a stable seismic system, where the properties and 
position of source, propagating medium and the receiver stay unchanged. Once a 
small perturbation occurs, the difference between coda in the waveforms recorded at 
the same position before and after the perturbation reveals the change that has 
occurred in the system, while the early arrivals are often not able to “feel” it. The top 
plot of Figure 1-2 (a) shows a synthetic seismogram of waves that have traveled 
through a medium with a large number of point-scatterers as heterogeneities, the 
middle plot shows a waveform propagated in the same medium and was recorded at 
the same receiver, while the source is slightly displaced to its close neighbourhood. 
Not surprisingly, the two waveforms are very similar to each other as indicated in the 
bottom plot where one overlaps the other. Details of the first arrivals and the coda are 
shown in panel (b) and (c), respectively, which clearly show that the slight 
perturbation having almost no detectable influence on the early arrivals are 
significantly magnified in the coda. In other words, the commonly-desired first 
arrivals cannot be used in such cases where the changes in the system are small, 
while coda waves are shown to be more capable of identifying these changes.  
 
The example above visualizes the extreme sensitivity of coda. Coda wave 
interferometry (CWI) is the technique that exploits and makes use of the sensitivity 
of coda to estimate small temporal changes in seismic systems. Three major types of 
applications have been developed – (1) monitoring the change in seismic velocity, (2) 
estimating the displacement of scatterers in the medium and (3) determining the 
perturbation in source location. CWI identifies the type and amount of the small 
perturbation by measuring the phase shifts of arrivals in the coda in a statistical 
fashion. Specifically, this is done by computing the crosscorrelation of the two 
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waveforms within successive non-overlapping windows along their codas in the time 
domain. The statistical parameters describing the shifts of phases in a time-window 
are obtained by manipulating the crosscorrelation and autocorrelation of the two 
waveforms, hence can be derived simply from waveform data. They are then related 
to one of the three types of perturbations. Thus the perturbations mentioned above 
can be extracted. 
                                                                                                 
In the paper that first introduced CWI, Snieder et al. (2002a) determined the 
non-linear dependence of seismic velocity of Elberton granite on temperature. They 
were able to estimate the velocity change due to a temperature difference as small as 
5℃ , while in most of the previous laboratory experiments, the temperature 
discrepancy that could be identified from velocity change was about 100℃. Their 
experimental results also revealed a reversible and an irreversible mechanism of the 
velocity change in the granite under heating. Their work demonstrated the ability of 
CWI to identify minute changes in the medium through variations in bulk velocity. 
This idea was then implemented in a sequence of intriguing studies and applications. 
Outside the laboratory, Gret et al. (2005) carried out a controlled stress-change 
experiment in a mining environment, in which they used CWI to monitor in situ 
temporal stress variation by measuring time-lapse velocity changes. Using the CWI 
technique, a well-developed daily cyclic velocity change was found from a 
continuous monitoring near the Xiaojiang fault zone in Kunming, China, which 
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Figure 1-2: Scattered waveforms. (a) displays the original waveform on the top, the 
waveform obtained after perturbing the source in the middle, and their superposition 
at the bottom. (b) and (c) are 2-second zoom-ins around the first arrivals and from 





Applications of CWI to measure minute velocity variations have also contributed to 
studies on volcanoes. Wegler et al. (2006) applied CWI to the waveforms recorded 
by the permanent stations installed at the Merapi volcano, Indonesia, before its 
eruption in 1998. The waves were excited by airguns placed in water basin dug in the 
side of the volcano, each of which generated highly repeatable waveforms (Wegler et 
al., 1999). They observed an increase in shear wave velocity prior to the eruption, 
which correlated the incremental activity of seismicity during the same period. This 
indicated the increasing pressure inside the volcanoes as the elastic velocity in rocks 
is known to grow proportionally with increasing stress. Their interpretation agrees 
with that make by Poupinet et al. (1984) on the shear-wave velocity change before 
the earthquake on the Calaveras fault, California. A growth in seismic velocity before 
volcanic eruption was also observed by Nagaoka et al. (2010) at Mt. Asama, Japan. 
According to Battaglia et al. (2012), CWI can also be used as a tool to reveal the 
earthquake-volcano interaction by monitoring the velocity change in the surrounding 
areas. They demonstrate that in the cases where large earthquakes occur around a 
volcano, the interior of the volcano is affected by the passage of large amplitude 
seismic waves, whether any observable change in the eruptive activity is induced. 
The original CWI technique requires an assumption of a constant portion of velocity 
change. Pacheco and Snieder (2005) extended the theory by relating localized 
velocity change in the medium to the differences in recorded waveforms. 
  
As mentioned above, CWI can also be used to identify other types of changes in a 
system. Gret et al. (2005) observed rapid temporal changes in the Mount Erebus 
Volcano, Antarctica, from the deteriorating correlation of the signals recorded during 
a particularly active period of the volcano. Explosive gas bubbles in the lava lake 
that generated repeatable explosions were used as the passive source, and since the 
lake was of relatively small size, both the source location and mechanism were 
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considered unchanged. The reason for this change involving medium velocity change 
was also excluded because the phase shift did not show a trend linearly increasing 
with travel time, which characterizes velocity change by CWI. They therefore 
suggested the decorrelation of coda is for the change in scattering properties of the 
interior of the volcano.  
 
Applications of CWI that involves inferring displacement of scatterers in the medium 
can be used to monitor the turbulence of a fluid containing or seeded by small 
buoyant particles that scatters waves (Snieder, 2004). In the field of geophysics, this 
application may be relevant to the scenario in which a strongly scattering region of 
the Earth is strained leading to the movement of the interior heterogeneities, however 
this potential type of application has not been put into practical use in geophysics so 
far. A more detailed discussion on discriminating different types of changes using 
CWI is provided in Chapter 6. 
 
Another type of application of CWI is to estimate the separation between a pair of 
energy sources with similar mechanisms. Its study interests commenced when 
Sineder and Vrijlandt (2005) derived the geometric constraints on their relative 
locations for different types of sources, including point force, explosion, and 
double-couple (for earthquakes) sources, from the crosscorrelation of coda of 
waveforms recoded at the same station. Their derivation is based on the assumption 
of identical mechanism of sources. Highly correlated early arrivals in the waveforms 
of aftershock sequences and induced microseismicities in hydrocarbon reservoirs 
often show a high level of similarity in source mechanism (Ealdhauser & Ellsworth, 
2000; Sinieder & Vrijlandt, 2005; Gnyp, 2013; van der Woerd et al., 2014). However, 
there are occasions where the deviations in source mechanism cannot be ignored 
which leads to large errors in separation estimates. Robinson et al. (2007b) 
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developed an extension of CWI to accommodate the mechanism change for 
double-couple sources. Their new theory allows the change in strike, dip and rake of 
the double couple to be evaluated before they reach a set of crossovers, giving new 
potential of CWI in use of relative source location. 
Robinson et al. (2007a) observed that the source separation estimates using CWI 
show a probabilistic character. Robinson et al. (2011) established a Bayesian 
framework of the CWI separation that describes and quantifies its probabilistic 
nature. These works lead to a novel source location technique (Robinson et al., 2013), 
a probabilistic approach that solves for the relative location of a cluster of 
earthquakes through optimization, with inter-source separation data computed 
directly from seismic waveform using the CWI theory. Thus, CWI could be used as a 
complement to the conventional earthquake location methods (Poupinet et al., 1984; 
Fremont & Malone, 1987; Waldhauser & Ellsworth 2000, 2002). In particular, the 
most applicable range of CWI is where the inter-source distance is small compared to 
the dominant wavelength of the seismic waves, while it is extremely difficult for 
traditional approaches to attain an accuracy smaller than these separations.  
 
 
1.3  Relative source location 
 
Relative location of earthquakes is essential in a variety of applications, such as 
imaging fault planes with sequences of aftershocks and/or foreshocks (Got et al., 
1994; Dodge et al., 1995; Waldhauser & Ellsworth, 2002; Shearer et al., 2005), 
studying earthquake interaction and recurrence (Chen et al., 2013), and monitoring 
induced microseismicity (Ake et al., 2005; Fronhlich & Brunt, 2013; Ellsworth 2013). 
The relative locations of a group of earthquakes could be obtained from absolute 
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locations. However, the quality of absolute locations found in each case depends 
heavily on the velocity model used, the number of stations available, and 
source-to-receiver distances and azimuths. In seismological applications, earthquake 
location uncertainties are therefore usually of the order of kilometers (Shearer, 1999). 
Besides, in regions with multiple earthquakes, the events can have influence on the 
location of their neighbours (Pavlis, 1992). 
 
The location errors can be significantly depressed by directly calculating the relative 
location from the travel-times or waveforms so that the location errors can be 
reduced to a few or a few tens of meters. Douglas (1967) first improved the standard 
absolute location method described by Jeffreys (1959) by accounting for 
azimuth-dependent travel-time variation by estimating the epicenters for seven 
events simultaneously. A station correction term is added to the equation of condition 
for calculating the corrections of hypocenter locations from the initialization and in 
each iteration, as suggested by Cleaty and Hales (1966). This also gives the residual 
in station corrections and the residual of the original times. This method is called 
Joint Epicenter Determination (JEP). Although it estimates the depths of the 
earthquakes, the solution is poor, and only when the depths are constrained a priori 
the locating process, the convergence can be reached rapidly. Dodge et al. (1995) 
made a radical step forward of this method by using the crosscorrelation picked 
traveltimes, and obtained relative location errors of less than 100m horizontally and 
200m vertically, while the estimates given by its predecessor (Douglas, 1967) was 
about 1km in the horizontal direction. This is the Joint Hypocenter Determination 
(JHD) method widely used to estimate the relative location of earthquakes in swarms. 
JHD applies the technique proposed by VanDecar and Crosson (1990) for estimating 
the relative arrival times of tele-seismicity, where cross-correlation is calculated 
between all possible event pairs and the obtained delay times are converted to 
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absolute times by aligning them in the natural time order, which are then inverted for 
hypocenter locations and station corrections. Bhattacharya et al. (2005) used the JHD 
method to relocate a set of earthquakes in northeast India with both P and S-wave 
arrivals, and their lateral variation in velocity inferred from the resultant station 
correction is comparable to the result of the local earthquake tomography method.  
 
However, as other applications relying on crosscorrelating waveforms to obtain 
travel time differences, the JHD method is only able to locate events that are limited 
in a small volume to ensure the similarity in the waveforms. If the earthquakes 
interested are sparsely distributed, in other words, the inter-event separations are not 
small compared to the dominant wavelength, these methods would fail. Another 
approach to determine the relative location of earthquakes in a cluster is the master 
event approach (Harris, 1987; Deichmann & Garcia-Fernandez, 1992; Deichmann & 
Giardini, 2009), which suffers even more from large inter-event distances. It requires 
the existence of a master event to have a waveform sufficiently similar to that of all 
the other events, so that the differential traveltime between the master event and the 
others can be computed from crosscorrelation, which is not always possible, and the 
errors due to correlated noise in the master event are transferred to all differential 
traveltime measurements through the crosscorrelations, thus severely deteriorate the 
location results. 
 
The Double-Difference (DD) method developed by Waldhauser and Ellsworth (2000) 
partly overcomes the aforementioned problem of the limited inter-event distance 
with its ability to construct links between multiple event clusters and between 
clusters and individual events, though it also involves waveform crosscorrelation to 
compute differential traveltimes between event pairs. “Double-difference” refers to 
the residual between observed and theoretical differential traveltimes of a pair of 
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earthquakes recorded at a common station. The DD method determines the relative 
event location by minimizing the double-difference of pairwise events through 
adjusting the vector difference between their hypocenters. Within an earthquake 
swarm, the event separations can be determined to the accuracy of the 
crosscorrelation data. Catalog traveltime data are used to connect different event 
clusters. For individual events that are not inside any swarm, Waldhauser and 
Ellsworth (2002) also compute the double-difference between these events and 
between events in clusters with them. Thus by combining the traveltime data derived 
in two ways, the DD method is capable of relocating earthquakes distributed over 
large distances.  
 
The DD method is currently one of the most widely used approaches to locate 
earthquakes in a cluster or in multiple clusters in a region with dense seismic stations 
in a network. However, in areas without a large number of seismic stations or good 
source-to-station azimuthal coverage, like intra-plate regions, the performance of the 
DD method deteriorates (Robinson et al. 2013). In such circumstances, the 
CWI-based relative source location method (Robinson et al., 2013) can be 
particularly useful. This technique uses inter-source separation data calculated with 
CWI, which has been shown to give stable measurements among stations. It applies 
waveform crosscorrelation as the DD method, the JHD method and the master event 
approach do, however does not require multiple stations. This is because the 
CWI-based method extracts useful information from a larger proportion of the 
waveform, rather than only one or two phases (P and/or S arrivals) like the 
conventional methods. Robinson et al. (2013) established a probabilistic formulation 
to solve for the relative location of a cluster of earthquakes as an optimization 
problem, in which the most probable combination of event locations is found at the 
global minimum of the objective function. The second part of this thesis will focus 
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on this novel source location method.  
 
 
1.4  The claim 
 
In this thesis, I re-validate the usage of coda wave interferometry (CWI) for 
estimating the separation between a pair of sources with identical source mechanism 
with synthetic waveforms generated with a simple and exact modeling method, the 
Foldy code (Galetti et al., 2013). The underestimating tendency in estimates of larger 
separations is observed as described by Snieder and Vrijlandt (2005) and Robinson et 
al., (2007; 2011). 
 
To understand factors that influence the performance of CWI in estimating 
inter-source separations, I conduct a series of synthetic tests in media with various 
types and complexities. These experiments are original: testing different properties of 
the scatterers on the performance of CWI in point-scatterer media; testing CWI in 
media consisting of horizontal layers; testing CWI under the influence of both point 
scatterers and layers; and finally testing CWI in the more realistic Marmousi2 model. 
It is found that the accuracy and precision of CWI estimates improves with 
increasing number of point scatterers until a limit is met; and CWI gives estimates 
with lower uncertainty when the scatterers with higher intensity are applied. In a 
point-scatterer medium with favorable parameters, CWI produces a virtually exact 
estimate of the source separation between a pair of events with a true separation 
𝛿6QPR ≤ 0.25𝜆F, after which it has an increasing trend of underestimation, and for 
𝛿6QPR ≥ 0.4𝜆F CWI only gives an estimate of the lower bound of the separation. As 
the theory of CWI assumes point scatterers in its derivation, these results are then 
used as reference when examining the performance of CWI in other types of media. 
Layer structure is found to disrupt the estimation to an extent depending on the event 
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pair locations relative to the orientation of the layers, and the source-to-receiver 
locations relative to the orientation of the layers. However the estimation is 
remarkably improved when a small number of point-scatterers is included. Tests in 
the Marmousi2 model reveal that in more complex structures, CWI separation 
estimates have a similar level of accuracy to that obtained in the point-scatterer 
media, even when the assumptions in the theory does not adequately describe the 
data. This study contributes to better understanding and interpretation the source 
separation estimates and therefore relative locations using CWI.  
 
For a cluster of seismic sources, the inter-source separation estimates can be used to 
estimate their relative locations, using a probabilistic framework developed by 
Robinson et al. (2013). They also demonstrate that the CWI-based location method is 
able to determine the relative location of a cluster of earthquakes using a single 
seismic station. In this thesis, I validate this novel location method for a second time 
both synthetically and using real seismic data. While the method has been shown to 
produce reasonable results on larger earthquakes, I test this method for microseismic 
events with shorter distinguishable coda in recorded waveforms, and hence fewer 
scattered waves. The location results are highly consistent when using different 
individual seismometer channels, showing that it is possible to location event clusters 
with a single-channel seismometer. The potential applications of this cost-effective 
method are thus extended over a wider range of magnitudes. In this thesis, I also 
provide two improvements to the original method: to account for the impact of large 
difference in the dominant wavelength of recording made on different instruments, I 
introduced a new formulation for the optimization problem; to avoid the vagaries of 
trial-and-error method in parameter selection when applying CWI, I presented a 
systematic approach which helps standardize the method, and also allows CWI 
techniques to be automated. 
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Given the advantages of this location method, it is likely that it only has two 
published applications (Robinson et al., 2013; Zhao et al., 2017, i.e. Chapter 4 of this 
thesis) is in part because the algorithm requires unfamiliar methods to be used, and is 
therefore also partly due to the lack of a readily available, easily editable code. To 
this end, I developed such a code called CWIcluster in MATLAB that implements the 
method, accompanied by replicable examples with both synthetic and real data, and a 
user manual. A way to assess the location results is also introduced. The code has 
been made available at www.geos.ed.ac.uk/eip/codes.html. 
 
I also wrote a user manual for the location code (see Appendix 1), which thoroughly 
explains the methods and algorithms used in the functions and scripts contained in 
the code package, and demonstrates in detail how the they are used to produce the 
results of the synthetic and real-data examples presented in Chapter 5.  
 
Presently, when applying CWI to estimate changes in a seismic system, one assumes 
that a single type of change (medium velocity change, source location perturbation or 
scatterer displacement) has occurred. However, in reality more than one type of 
perturbation can occur simultaneously. In this thesis, I study a series of scenarios 
with numerical experiments where one type of change is accompanied by another, 
explored their applicable range, and how the effect of the undesired type of 
perturbation can be compensated. Finally, I propose a general treatment for scenarios 
where the types of changes that have occurred is unknown, how to distinguish them 
and estimate the change of interest with the effect of others compensated. 
 
In a co-authored article (Singh et al., 2019), where changes in wave velocity and 
source locations are measured with the CWI method using laboratory rock physics 
data, I use CWICluster code package to estimate the relative locations of the acoustic 
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emissions (sources) and find that the estimated event locations form a pattern that is 
very similar to that formed by the actual locations of the sources applied in the 
experiment. 
 
Chapters 3, 4, 5, and 6 are written in a manner that is common to published papers, 
where “we” refers to the first author, me, and the co-author(s). The co-authored 
article is provided as Appendix 2. 
 
 
1.5  Thesis outline 
 
This thesis consists of eight chapters, of which this Introduction is the first. The 
others can essentially be divided into three parts, corresponding to studies that focus 
on estimating source separation using CWI in Part 1 (Chapter 2-3), relative source 
location based on CWI in Part 2 (Chapter 4-5), and discriminating different types of 
perturbations using CWI methods in Part 3 (Chapter 6), respectively: 
 
Chapter 2 provides an introduction to the theory of coda wave interferometry with a 
brief derivation, and shows how it can be used to estimate the separation between a 
pair of energy sources. To validate the theory, I present the results of a synthetic 
example in a 2D acoustic point-scatterer medium, where the waveforms are modeled 
using the Foldy method (Foldy, 1945, Galetti et al, 2013). The underestimation 
tendency of CWI estimates is observed, and the consistency among results given by 
individual receivers at different locations is examined. It is found that estimates of 
individual receivers vary to some extent, which could be because the distribution of 
scatterers are insufficiently isotropic, rendering different scattering behaviour (in a 




In Chapter 3 I conduct a series of synthetic experiments to test the performance of 
CWI to estimate inter-source separations in models with various types and 
complexities. To begin with, a range of point-scatterer media is used to examine how 
different properties of point scatterers influence the CWI estimation. Since the theory 
of CWI assumes point scatterers in its derivation, results obtained in point-scatterer 
media with favorable parameters are then used as reference when examining the 
performance of CWI in other types of media: layered media, scatterer-layer media 
and the Marmousi model. It is demonstrated that within the applicable range, CWI is 
able to produce reliable estimates of source separations in media more complex and 
realistic structures, even when the assumptions in the theory does not adequately 
describe the data. I also present the first elastic test on CWI to estimate source 
separations in a synthetic experiment. The results of this study will help understand 
and interpret the source separation estimates using CWI in applications with real data. 
Parts of the work in this Chapter has been prepared to submit for publication as:  
• Zhao, Y., A. Curtis, and J. Singh, 2018, Estimating the distance between pairs of 
energy sources using coda wave interferometry in models with varying 
complexities and types of prior information. 
 
Chapter 4 focuses on using the inter-source separation obtained using CWI to 
estimate the relative location of a cluster of events. The location algorithm uses a 
probabilistic framework established with the empirical relations between measured 
and actual source separations and solves for the relative event locations as an 
optimization problem. The algorithm is presented, together with two improvements I 
introduce in this thesis. I validate the location algorithm with both synthetic and 
microearthquake data. The work in this Chapter has been published as: 
• Zhao, Y., A. Curtis, and B. Baptie, 2017, Locating microseismic sources with a 
single seismometer channel using coda wave interferometry: Geophysics, 82, 
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A19-A24. 
Chapter 5 presents a MATLAB code called CWIcluster that implements the source 
location algorithm introduced in Chapter 4. The code implements the location 
method in three steps: classifying events into clusters with the given waveforms 
recorded by one or multiple seismic station channels, estimating inter-source 
separations using CWI, and then estimating the relative source locations by solving a 
minimization problem. Each step can be implemented in an automated sense given 
criteria chosen by the user. Replicable examples with both synthetic and real data are 
presented in the Chapter. It is demonstrated that the location method is able to correct 
for the underestimation bias of the CWI method to some extent. This code is 
accompanied by a thorough user manual, and has been made available at 
www.geos.ed.ac.uk/eip/codes.html. The work in this Chapter has been accepted for 
publication as: 
• Zhao, Y. and A. Curtis, 2019, Relative source location using coda wave 
interferometry: method, code package, and application to mining induced 
earthquakes: Geophysics, 84, No.3 (May-June) P1-12. 
 
Chapter 6 returns to the three basic types of applications of CWI. Standard CWI 
methods require an assumption that a single type of perturbation has taken place in 
the system (as do most other methods that measure changes in a seismic system). 
However, in reality more than one type of perturbation can occur simultaneously. 
This Chapter proposes a general treatment to account for multiple types of 
perturbations, allowing each type to be recognized and estimated with the effects of 
others being compensated. The work in this Chapter is under preparation for 
submission for publication as: 
• Zhao, Y. and A. Curtis, 2018, Discriminating different types of perturbations in 




Chapter 7 discusses the current limitations of the location method, and provide 
suggestions for its improvements and further studies.  
 
Chapter 8 summarizes the main conclusions that can be drawn from the work 
presented in this thesis and the contributions to the field of research. 
 
Appendix 1 provides the user manual of the location code CWICluster introduced in 
Chapter 5. 
 
Appendix 2 is a co-authored article on the applications of CWI to monitor changes in 
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Geophysical applications of coda wave interferometry (CWI) that involve detecting 
subtle velocity variations have become a booming field of research (Poupinet, 1984; 
Gret et al., 2005; 2006; Peng and Ben-Zion, 2006; Wegler et al, 2006; Larose and 
Hall, 2009; Battaglia et al, 2012) since the introduction of its standard formulation by 
Snieder et al. (2002). Another type of CWI application measures changes in source 
location by estimating the separation between two identical sources, introduced by 
Snieder and Vrijlandt (2005). They derived the separation between a pair of sources 
given geometric constraints on their relative location for different types of source 
(point force, explosion, and double-couple earthquakes) in terms of the 
crosscorrelation of coda in the waveforms recorded at the same station. Their 
derivation is based on the assumption that the two events are of identical source 
mechanism. Highly correlated early arrivals in the waveforms of aftershock 
sequences and induced microseismicity in hydrocarbon reservoirs or mining sites 
often show a high level of similarity in source mechanism (Waldhauser & Ellsworth, 
2000; Snieder & Vrijlandt, 2005; Gnyp, 2013; van der Woerd et al., 2014). Coda 
waves sample a larger region of the propagating medium, and therefore contain more 
information than the first or early arrivals used by conventional methods. Hence 
CWI requires fewer stations and source-to-station azimuthal coverage than 
conventional methods. The most applicable range of CWI is where the inter-source 
distance is small compared to the dominant wavelength of the seismic waves; by 
contrast it is difficult for traditional approaches to attain an accuracy smaller than 
these separations.  
In this chapter, I first present the theory of CWI in Section 2.2, focusing on 
estimating source separations. I then introduce an efficient and exact modeling 
method called the Foldy method (Foldy, 1945; Groenenboom and Snieder, 1995; 
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Galetti et al., 2013) in Section 2.3, which I use for numerical examples. In Section 
2.4 I validate my implementation of the theory in a numerical experiment with 
waveforms generated using the Foldy method. In Section 2.5 I discuss a potential 
source of error of the modeling method and the limitations of the tests. 
 
 
2.2 Theory of coda wave interferometry 
 
The theory of CWI is based on scattering path summation, whereby the scattering 




which states that the total wavefield 𝒖(𝑡) at a given position can be written as the 
superposition of waves 𝑨Y(𝑡)  that travel along all possible trajectories in the 
medium, where the subscript 𝑇 is associated with each trajectory. This expression of 
wavefield considers point-scatterers, or scattering at boundaries, so the wave path 
can be “counted”, hence a sum is used. In the real Earth, heterogeneities that cause 
scattering may be far more complex. For a medium that contains only point scatters 
as heterogeneities, the trajectory of a wave is linked by a sequence of scatterers, 
through which a wave propagates from a source to a receiver, as shown in Figure 2-1. 
The trajectories 𝑇 in equation 2.1 include the direct wave, singly-scattered waves, 
and multiply-scattered waves. CWI does not require information on the number of 
trajectories or what each trajectory is. For elastic waves, mode conversions occur at 
the scatterers. In that case, 𝑨Y(𝑡) includes both P-wave and S-wave segments of a 
trajectory. 




Figure 2-1 Sketch of wave trajectories. The star, triangle, and dots represent the 
source, receiver, and point-scatterers, respectively. The blue and cyan line segments 
with arrows indicate two possible wave trajectories in this medium.  
 
 
Once a perturbation occurs, either in wave propagation velocity, scatterer positions 
or source location, the wavefield recorded at a given position changes 
correspondingly. It is shown by Snieder (2006) that the changes in the waveform 
caused by these perturbations is dominated by the change in the traveltime 
perturbation of the waves, provided that the scattering mean free path, the average 
distance between scatters, is much larger than a wavelength. The wavefields recorded 





𝒖([)(𝑡) =W𝑨Y(𝑡 − 𝜏Y),																																					
Y
			(2.3) 
where the superscripts (𝑢)  and (𝑝)  means “unperturbed” and “perturbed”, 
respectively, and 𝜏Y is the change in the travel-time because of the perturbation of 
the wave propagating along trajectory 𝑇. Note that as CWI analyze the coda in 
seismograms where the amplitude of the arrivals are lower than the early arrives, it is 
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usually required that the recordings of the first event (including coda) should be 
finished before the start of the second event. Also, there should be no further events 
overlapping the part of the seismogram of the second event being analyzed. 
 
The form of equation 2.3 implies that the shape and amplitude of the waves 
contained in 𝒖(𝑡)  do not change. However, this is not the case when the 
perturbation causes a dispersive change in the waves. In that case, equation 2.3 can 
still be taken as a good approximation for the perturbed wavefield if the waveform 
has been filtered with a pass band that is sufficiently small so that the dispersion can 
be ignored within the band (Snieder, 2006).  
 
In general, the travel-time change 𝜏Y depends on the trajectory 𝑇, so the travel-time 
changes of the waves arriving within a given time interval have a certain distribution, 
which reflects how the system is perturbed. In other words, the type (velocity change, 
scatterer displacement, and source displacement) and magnitude of the perturbation 
can be estimated from the distribution of 𝜏Y . Specifically, the mean 〈𝜏Y〉 and 
variance 𝜎@A statistics of the traveltime change of the waves arriving at a receiver 
within a certain time window are used in CWI to make such estimates. These 
statistics are extracted from the crosscorrelation of the unperturbed and the perturbed 
waveforms.  
 
The differences between a pair of waveforms are measured by their time-shifted 
crosscorrelation coefficient  
𝑅(6,6b)(𝑡G) =
∫ 𝑢(P)(𝑡d)𝑢([)(𝑡d + 𝑡G)𝑑𝑡d
6f6b
6g6b
h∫ 𝑢(P)A(𝑡d)𝑑𝑡d6f6b6g6b ∫ 𝑢
([)A(𝑡d)𝑑𝑡d6f6b6g6b
,																		(2.4) 
where 𝑡G  is the time shift of the two waveforms in the correlation. The 
crosscorrelation is computed over a time window with a length of 2𝑡i with center 
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time 𝑡. The denominator is the square root of the product of the autocorrelation of 
the two waveforms, which normalizes the crosscorrelation, thus the coefficient 
𝑅(6,6b) has a maximum of 1. Inserting the expression of the unperturbed and the 
perturbed waveforms 2.2 and 2.3 into the numerator of the correlation coefficient, 
gives  





which leads to a double sum ∑ 𝑤YYl over the trajectories, along which the waves 
arriving within the time window (𝑡 − 𝑡i, 𝑡 + 𝑡i). 𝑇 refers to the trajectories before 
the perturbation, and 𝑇d after. The double sum	∑ =YYl ∑ +∑ 1YoYl 	YpYl consists of 
diagonal terms (for 𝑇 = 𝑇d) and cross terms (for 𝑇 ≠ 𝑇d). If the cross terms are 
uncorrelated, they are assumed to contribute zero to the double sum term. Snieder 
(2004) investigated the validity of ignoring slightly correlated off-diagonal terms by 
comparing the magnitude of the non-diagonal and the diagonal terms and found that 
their ratio is inversely proportional to the square root of the frequency bandwidth of 
the waveform and the time window length. That is to say, in order to ignore the cross 
terms, the frequency band and the time window must be sufficiently large, yet the 
time window cannot be unboundedly large.  
 
The integral inside the summation is the crosscorrelation of the waves travelling 
along individual trajectories according to the definition of crosscorrelation, i.e. 
∫ 𝑨Yr(𝑡
d)𝑨Yr(𝑡
d + 𝑡G − 𝜏Y)𝑑𝑡d
6f6b	
6g6b
= 𝐶Y(𝑡G − 𝜏Y) . Thus the numerator of the 
correlation coefficient can be written as: 
𝑁(𝑡G) =W𝐶Y(𝑡G − 𝜏Y)
Y
.																																												(2.6) 




Hence, the correlation coefficient becomes:  
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𝑅(6,6b)(𝑡G) =
∑ 𝐶Y(𝑡G − 𝜏Y)Y
∑ 𝐶Y(0)Y
.																																									(2.8) 
The mean and variance of the travel-time change derivation of 〈𝜏Y〉 and 𝜎@A is the 
key to estimate small changes in a seismic system using CWI. For equation 2.8 to be 
written in a form more convenient to derive 𝜎@A, another assumption is made that the 
waves travelling along different trajectories arriving within a given time window 
have a power spectrum with the same shape (Snieder, 2006). This is valid in 
scenarios where the waves are excited by sources located in close proximity to each 
other with identical mechanism. Also, since scattering is usually 
frequency-dependent, the waves have to have been scattered the same number of 
times, the time window therefore must be sufficiently small. Note that to omit the 
cross terms in the double sum in 𝑁(𝑡G), there is a trade-off to consider in the 
decision about the length of the time window to use when implementing CWI. I 
developed an approach to systematically select the length of time windows, which is 
described in Chapter 5.  
 
As the Fourier transform of the power spectrum is autocorrelation in the time domain, 
the assumption implies that the autocorrelations are also the same after normalization. 
Hence, in a time window with a suitable size, the crosscorrelation function can be 
expressed by a “common” normalized autocorrelation function 𝐶(𝑡) , and a 
parameter 𝐼Y that accounts for the intensity of waves along different trajectories, i.e. 
𝐶Y(𝑡) = 𝐼Y𝐶(𝑡), where	𝐶(0) = 1,																													(2.9) 
and for autocorrelation 𝐶Y(0) = 𝐼Y. Hence, the correlation coefficient can be written 
as  
𝑅(6,6b)(𝑡G) =
∑ 𝐼Y𝐶(𝑡G − 𝜏Y)Y
∑ 𝐼YY
.																																								(2.10) 
In equation 2.10, the correlation coefficient is expressed as an average of the 
common normalized autocorrelation weighted by the intensity of waves along 
different trajectories. It is also assumed that the traveltime change of waves along 
different trajectories does not fluctuate dramatically within a time window, so the 
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common normalized autocorrelation can be approximated as its second-order Taylor 
expansion, i.e. 𝐶(𝑡) = 𝐶(𝑡 = 0) + ?̇?(𝑡 = 0)𝑡 + }
A
?̈?(𝑡 = 0)𝑡A , where the dots 
denote time derivatives. Since an auto-correlation function is an even function, its 
first-order time derivative is an odd function, giving ?̇?(𝑡 = 0) = 0. According to 
equation 2.9 𝐶(𝑡 = 0) = 1, the Taylor approximation becomes 
𝐶(𝑡) = 1 +
1
2 ?̈?
(𝑡 = 0)𝑡A.																																							(2.11)	 
?̈?(𝑡 = 0) can be obtained by differentiating the normalized auto-correlation twice, 
after which 𝐶(𝑡) becomes 
𝑅(6,6b)(𝑡G) = 1 −
1
2𝜔





where 𝑡  is replaced with 𝑡G − 𝜏Y , and 𝜔A = −?̈?(0) =
∫ Ṗ46l8F6lbb
∫ P(6l)F6lbb
 is the 
mean-squared angular frequency, which can readily be computed from the 
waveforms. The maximum of 𝑅(6,6b)(𝑡G) can then be found with differentiation and 




𝑡G = 〈𝜏Y〉(6,6b),																																																													(2.13) 





where the subscript means that the mean is taken oven the employed time window 
(𝑡 − 𝑡i, 𝑡 + 𝑡i). Substituting equation 2.13 into the weighted average term of 2.12, 





, which is the variance 𝜎@A of the travel-time 
change along different trajectories. Thus the maximum of the correlation coefficient 
is related to the variance 𝜎@A, i.e. (Snieder, 2006) 




The correlation coefficient can be computed from equation 2.4 and hence its 
maximum 𝑅(6,6b)I , the corresponding shift time 𝑡I = 〈𝜏Y〉(6,6b) , and the 
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variance 𝜎@A of the traveltime change can readily be obtained. 
 
 
From here on, the theory in this chapter will focus on estimating inter-source 
separations, while the other two types of application of CWI will be introduced in 
Chapter 6. Now consider a case where two sources with identical mechanism 
occurring close to one another. The waveforms recorded at the same receiver should 
be of high level of similarity. However, if the magnitude of such two sources is 
different, so are their source spectra, which will have impact on the crosscorrelation 
of their waveforms. In reality, CWI should be applied to sources with similar 
magnitudes, so that the difference in frequencies of the recordings can be ignored 
when the waveforms have been filled with a narrow band pass filter. 
As the sources are assumed to be apart by a small distance, the only segment that is 
different in each wave trajectory is the path from the source to the first scatterer, as 
shown in Figure 2-2. For trajectory 𝑇 , the travel-time change 𝜏Y  due to the 




(𝒓Y ∙ 𝛿),																																																	(2.16) 
Figure 2-2: Wave paths from sources (stars) 
to the first scatterers (dots) in possible 
propagating trajectories. The red and 
orange stars represent the original and the 
perturbed source, respectively; the solid 
and dashed line segments represent the 
paths of the original and perturbed 
waveforms. This figure is a modified from 
Snieder and Vrijlandt (2005). 
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where the 𝒓Y is the unit vector of the direction from which trajectory 𝑇 leaves the 
source before the perturbation; 𝑣 is the velocity as the wave leaves the source and is 
assumed to be constant in the source region. In elastic media, 𝑣 denotes P-wave 
velocity if the wave starts off from the source as a P-wave, while it denotes S-wave 
velocity if the wave leaves as an S-wave.  
Snieder and Vrijlandt (2005) derived the relation between the variance of the travel 
time changes 𝜎@A and source displacement 𝛿 for a range of types of sources. For 
an isotropic source in an acoustic medium with a source spectrum 𝑆(𝜔), assuming 
wave propagation from the source to the first scatterer in each wave trajectory can be 
described by the Green’s function for a homogeneous medium, the waves travelling 
from the source to the first scatterer along each path are  
𝑢(𝑟) = − R
r
Q
𝑆(𝜔).																																																	(2.17)         
where 𝑟 is the distance to each the first scatterer in each path. Inserting the wave 
along each trajectory (equation 2.17) and their traveltime (equation 2.16) into 







𝑣 (𝒓Y ∙ 𝛿)|𝑆(𝜔)|
A𝑑Ω𝑑𝜔	





where the integrals are over the angles of all outgoing directions in three dimensions 
and over all frequencies in the waveforms. As the scatterers are assumed to be 
distributed homogeneously, the distance 𝑟 is on average the same for each direction, 




. The frequency 
integrals cancel, thus equation 2.18 becomes  
< 𝜏 >= −
1
4𝜋𝑣k
(𝒓Y ∙ 𝛿) 𝑑Ω.																																								(2.19) 
Integrating over the full unit sphere, the integral vanishes, i.e. 
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< 𝜏 >= 0.																																																											(2.20) 
This is because in a medium where the scatterers are distributed homogeneously, 
when the source is displaced to a nearby location, some paths from the source to the 
first scatterer become longer and some shorter, and the change on average is zero. 
 
Equation 2.20 leads to 𝜎@A =< 𝜏A > −< 𝜏 >A=< 𝜏A >. Inserting the square of 
wave along each trajectory (equation 2.17) and their traveltime (equation 2.16), 






𝑣A (𝒓Y ∙ 𝛿)
A|𝑆(𝜔)|A𝑑Ω𝑑𝜔	










(𝒓Y ∙ 𝛿)A 𝑑Ω.																																						(2.22) 




¥, where 𝜑 and 𝜃 are 
the longitude and colatitude of a spherical coordinate system. Integrating along 
z-axis, the integral becomes 𝛿A ∫ 𝑐𝑜𝑠A𝜃 𝑑Ω = 4𝜋𝛿A/3 . Hence, the separation 





In a 2D case, the waves that propagate from the source at origin to the first scatterers 





Inserting the wave along each trajectory (equation 2.24) and their traveltime 
(equation 2.16) into equation 2.14, the averaged travetime of waves arriving within a 
time window given by 
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< 𝜏 >=
−∬| − ln	(𝑟)2𝜋 |
A 1
𝑣 (𝒓Y ∙ 𝛿)|𝑆(𝜔)|
A𝑑Ω𝑑𝜔	
∬ | − ln	(𝑟)2𝜋 |
A |𝑆(𝜔)|A𝑑Ω𝑑𝜔
,																		(2.25) 
where the integrals are over the angles of all outgoing directions in two dimensions 
and over all frequencies in the waveforms. As the scatterers are assumed to be 
distributed homogeneously, the distance 𝑟 is on average the same for each direction, 
thus equation 2.25 can be rewritten as < 𝜏 >= g∫(𝒓∙)F∫ |(i)|
Fi
A¨ ∫ |(i)|Fi
. The frequency 
integrals cancel, thus equation 2.25 becomes  
< 𝜏 >= −
1
2𝜋𝑣k
(𝒓Y ∙ 𝛿) 𝑑Ω.																																								(2.26) 
Integrating over the full unit circle, the integral vanishes as in the 3D case, i.e. 
< 𝜏 >= 0.																																																											(2.27) 
Hence, the variance of the travetime chance 𝜎@A =< 𝜏A > becomes  
𝜎@A =
∬ | − ln	(𝑟)2𝜋 |
A 1
𝑣A (𝒓Y ∙ 𝛿)
A|𝑆(𝜔)|A𝑑Ω𝑑𝜔	
∬ | − ln	(𝑟)2𝜋 |
A |𝑆(𝜔)|A𝑑Ω𝑑𝜔
.																		(2.28) 





(𝒓Y ∙ 𝛿)A 𝑑Ω.																																						(2.29) 
Using the representations of the unit vector 𝒓 = ©
𝑐𝑜𝑠𝜑
𝑠𝑖𝑛𝜑ª, where 𝜑  is angular 
coordinate of a polar coordinate system. Integrating along z-axis, the integral 
becomes 𝛿A ∫ 𝑐𝑜𝑠A𝜑AM 𝑑𝜑 = 𝜋𝛿
A. Hence, the separation between a pair of isotropic 





For earthquakes (double-couple sources), the relation is (Snieder and Vrijlandt, 2005) 














where 𝛿∥°±²³´  and 𝛿µ°±²³´  are components of source displacement parallel and 
perpendicular to the fault, respectively, and 𝛼 and 𝛽 are the P- and S-wave velocity, 
respectively. This equation constrains the source separation to lie on an ellipsoid with 
a symmetry axis perpendicular to the fault plane. For two earthquakes located on the 
same fault plane, which is often the case for aftershork sequences, the perpendicular 










In equation 2.32, velocities of both P- and S-waves are raised to high powers. Hence, 
in cases for earthquakes in the same fault plane S-waves dominate, as 𝛽 < 𝛼. The 
dominance of S-wave energy has also been observed by Aki and Chouet (1975), 
Weaver (1982), and Snieder (2002b). 
 
Equations 2.31 and 2.32 involve the quantitative magnitude (length) of the source 
displacement, while the orientation information is lost. This is because the 
derivations of the relationships between 𝜎@A  and 𝛿A  all involve a weighted 
integration over all directions that the waves could leave the source. The direction of 
the perturbation therefore cannot be solved from these relations. In an earthquake 
cluster, the relative direction of the separations of event pairs can be retrieved by 
solving a multi-variable optimization problem (Robinson et al., 2013), which will be 
introduced in Chapter 4. 
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2.3 Foldy modeling  
 
In the numerical example below I apply CWI to estimate inter-source separation 
between a pair of events. The waveforms used are generated with the modeling code 
developed by Galetti et al. (2013) – a simple and exact acoustic wavefield modeling 
method, based on the theory of multiple scattering introduced by Foldy (1945). The 
code calculates the signals in the frequency domain. Unlike the extensively used, 
grid-based modeling techniques, such as the finite difference (Moczo et al., 2007; 
Thorbecke and Draganov, 2011) and finite element (Komatitsch et al. 2010; Torabi 
and Rayhani, 2014) methods which allow different types of complexity to be 
included in the medium, the Foldy code simply applies isotropic point-scatterers as 
heterogeneities in the medium with a constant background velocity, which makes the 
simulation computation efficient, and it does not require large storage space. Besides, 
modeling methods like finite difference approximate the partial derivatives in the 
equations of motion with linear combinations of function values at grid points (Kelly 
et al., 1976). A coarse grid and a low order of derivatives can lead to numerical errors 
in the waveforms generated, and these may be transferred to the result of the 
subsequent processing or interpreting procedures. In that case, it may be difficult to 
distinguish errors produced by the algorithms being tested from those caused by the 
modeling method as shown by Galetti et al., (2013). Hence, I validate the theory of 
CWI with the waveforms generated using the Foldy code developed by Galetti et al. 
(2013) in a point-scatterer medium - as assumed in the derivation of CWI theory. 
 
The Foldy code used simulates the acoustic wavefield excited by monopole or dipole 
sources and is recorded by monopole or dipole receivers. The impulse-response of a 
monopole source is estimated using the analytical Green’s function in the frequency 
domain (Snieder, 2009), while that of a dipole source is analytically calculated from 
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the spatial derivative of the monopole Green’s function. These analytical Green’s 
functions constrain the velocity of the modeled direct and scattered waves to be 
constant, but also ensure that waveforms are exact and free from numerical errors 
which is desirable when testing new theories and algorithms. The isotropic point 
scatterers are treated as diffractors that scatter spherically symmetric acoustic waves. 
The scattered wavefield is modeled by computing all possible interactions between 
the scatterers in the model domain and using an exact solution to the infinite 
scattering series (Galetti et al., 2013). The remainder of this section provides a brief 
description of the Foldy method, using notation consistent with Galetti et al. (2013). 
 
Figure 2-3: Sketch of the scattering theory assumed. The star, triangle, and dots 
represent the source, receiver and point-scatterers, respectively. Replicated from 
Galetti et al. (2013). 
 
 
In a medium with 𝑁 randomly distributed isotropic point scatterers and a constant 
background velocity, an impulsive source and a receiver are located at position 𝑥 
and 𝑥·, as displayed in Figure 2-3. The total wavefield Ψ(𝑥·) recorded at 𝑥· is 
made up of two components - the direct wavefield ΨM(𝑥·) from 𝑥 to 𝑥·, and the 
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where the summation term on the right-hand side gives the scattered wavefield 
arriving at 𝑥·. Ψ4𝑥()8 denotes the total wavefield arriving at scatterer 𝑖 located at 
𝑥(), 𝐺4𝑥·, 𝑥()8 refers to the Green’s function from 𝑥() to 𝑥·, and 𝐴() is the 
scattering amplitude of scatter 𝑖. The code calculates the wavefields in the frequency 
domain. 𝐴() is a complex number, whose imaginary part must have a value that 
falls within a specific range to assure conservation of energy. Energy loss is assumed 
to be caused only by geometrical spreading. The direct wavefield ΨM(𝑥·) can be 
expressed as the Green’s function (impulse response) from 𝑥 to 𝑥·  convolved 
with a source wavelet 𝑠(𝜛): 
ΨM(𝑥·) = 𝑠(𝜔)𝐺(𝑥·𝑥G).																																										(2.34) 
By the same reasoning, the total wavefield Ψ4𝑥()8  arriving at scatterer 𝑖 
comprises the direct wavefield ΨM4𝑥()8 from the source 𝑥  and the scattered 
wavefield from every other scatterers 𝑗	(𝑗 = 1,2, … , 𝑁; 	𝑗 ≠ 𝑖): 





Equations 2.35 represents a group of linear equations when there is more than one 
scatterer in the model domain. By moving the summation term on the right-hand side 
of the equal sign to the left, and arranging the terms 𝐴(À)𝐺4𝑥(), 𝑥(À)8 into an 
𝑁-dimensional square matrix 𝐌, the linear equation system can be written in vector 
form: 
−𝐌𝚿 = 𝚿𝟎,																																																					(2.36) 
where vectors 𝚿  and 𝚿𝟎  respectively contain the total and direct wavefields 
reaching each scatterer, and matrix 𝐌 contains the interactive terms between the 
scatterers. The total wavefield Ψ4𝑥()8  arriving at each scatterer can thus be 
estimated by inverting equation (2.36), once 𝚿𝟎  and 𝐌  are estimated with 
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equation (2.34) using the Green’s function formulae given in Snieder (2009) 
𝚿 = −𝐌g𝟏𝚿𝟎.																																																			(2.37) 
Inserting the total wavefield arriving at each scatterer into equation (2.33), the exact 
total wavefield from a monopole source propagating through a homogeneous 
medium with randomly distributed point scatterers and recorded by a monopole 
receiver can be calculated. If a dipole source or receiver is used, as required for 
example in seismic interferometry (Wapenaar et al., 2010a, 2010b; Galetti et al., 
2013), differentiation needs to be performed either at the terms “from” the source - 
ΨM(𝑥·) and Ψ4𝑥()8 or at terms “to” the receiver ΨM(𝑥·) and 𝐺4𝑥·, 𝑥()8. The 
only other possible source of errors could be the finite length of a real number stored 
by the computer and inaccuracy in the inversion of matrix 𝐌.  
 
 
2.4 Synthetic examples 
 
Generating waveforms 
In this section, I validate CWI using synthetic waveforms generated with the Foldy 
code in a simple point-scatterer medium. In order to obtain multiply scattered waves, 
I used 150 randomly distributed point-scatterers in a 16𝑘𝑚 × 16𝑘𝑚 model with a 
constant velocity of 350	𝑚/𝑠. The frequency of the dominant components in the 
waveform is 1.5	𝐻𝑧, and the maximum frequency modeled is 20	𝐻𝑧. Figure 2-4 
shows the 2D model domain I use, where there are two identical isotropic sources 
(red and blue stars) in the center and a receiver (blue triangle) in the top left. The 
wavefields emitted from the two sources and recorded at the receiver are shown in 
Figure 2-5 a and b, respectively. The superposition of the two waveforms (Figure 2-5 
c) shows their high level of similarity. This indicates that the assumption that in the 
pair of wave trajectories, only the path from source to the first scatterer differs and 
all the subsequent sections of the trajectory stay the same, is well satisfied. I then use 
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these waveforms to apply CWI to measure the separation between the two sources. 
 
Applying CWI  
A MATLAB script was written for estimating inter-source separations based on the 
theory of CWI. In the script, a sequence of non-overlapping time windows is applied 
along the two waveforms, which is followed by the calculation of the correlation 
coefficient for each window, leading to the standard deviation of the traveltime 
differences of waves arriving within each window. The separation between the two 
sources is then computed from equations 2.20 or 2.22 depending on source and 
medium type. Thus each time window produces its estimate of the source separation, 





Figure 2-4: The 2D point-scatterer model. Blue and the red stars represent two 
sources with locations (0,0) and (40,40), respectively. The triangle represent the 
receiver. Green dots are 150 randomly distributed point scatterers. 
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Figure 2-5: Scatterered waveforms. Panels (a) and (b) show the recorded waveforms 




Figure 2-6: Source separation estimates derived from ten time windows along the 
coda of the waveforms. The blue stars and the thin line show the estimates of each 
time window, with the x-coordinates indicating the center of the windows. The bold 
line in blue and red are the mean of the estimated separation and the actual 
separation, respectively. 
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With the two modeled multiply scatterered waveforms, I take coda from 40s to 120s, 
divided into ten time windows with a length of 8s and apply CWI. Equation 2.20 is 
used as isotropic sources are applied in an acoustic medium in the experiment, and 
the factor 1/3 is replaced with 1/2 as the model is in 2D (Snieder and Vrijlantd, 2005). 
Figure 2-6 shows the estimated source separations from the 10 time windows. The 
estimated separations (blue stars) fluctuate about the actual value 56.57	𝑚 (red bold 
line) with an average of 51.97	𝑚  (blue bold line) over the 10 windows, 
underestimating the source separation by 8.13%. I repeat the experiment and find 
that, in general, the larger the true separation to be measured is, the more it is likely 
to be underestimated, given the true separation is less than the dominant wavelength. 
I do not expect exact estimation from every time window due to the probabilistic 
nature of the CWI method. 
 
Examining consistency 
It was suggested by Snieder (2006) and demonstrated by Robinson et al. (2011) that 
CWI does not require a large number of seismic stations. Here I test the stability of 
CWI estimation by comparing the estimates of source separation among multiple 
receivers at different locations. I use the same 2D model with point scatterers used in 
previous tests and generate multiply scattered waveforms with the Foldy code. I 
apply an array of 9 receivers in the medium, and the two sources in the center are 
56.57m apart (Figure 2-7). The estimated separation between the two sources 
computed from waveforms recorded at each receiver is displayed in Figure 2-8 with 
uncertainties. The receivers give an overall average separation of 52.01m (blue bold 
line), underestimating the true source separation by 8.06%, which does not show 
much improvement from using a single receiver in the test shown above. The 
standard deviation of the estimates is 3.84𝑚, which is less than 7% of the actual 
source separation. These results show a level of consistency in the CWI estimates 
among individual receivers. 
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Figure 2-7: The 2D point-scatterer model. Blue and the red stars represent two 
sources with locations (0,0)  and (40,40) , respectively. Triangles represent 






Figure 2-8: Source separation estimates given by receivers at different locations. 
Blue stars and error bars show the mean plus/minus one standard deviation of 
separation estimates from the 10 time windows of waveforms recorded by individual 
receivers. Blue bold line shows the overall average estimate among all receivers, and 
red bold line shows true separation.
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2.5 Discussion and conclusion 
 
In the synthetic example for validating my algorithm that applies CWI to estimate 
inter-source separations, I choose to use the Foldy method to model the multiply 
scattered wavefield, because unlike methods like finite difference, it uses analytically 
computed Green’s functions and their derivatives and theoretically gives exact 
modeled waveforms. However, it is not absolutely error-free, and could even produce 
highly corrupted waveform, as shown in Figure 2-9. The cause of the corruption of 
modeled waveforms could be inaccuracy in calculation on the inverse of matrix 𝐌, 
which contains the interactive terms of between point scatterers. In order to examine 
my hypothesis, I create two models with which corrupted and non-corrupted 




Figure 2-9: An example corrupted waveform generated using the Foldy code (Galetti 
et al., 2013). 
 
 
The two models are of sizes of 200 × 200𝑚A  and 20000 × 20000𝑚A , 
respectively. They both contain 50 point scatterers whose positions are identical 
relative to the size of the two models. The deployment of source and receiver in both 
models is identical to of that shown in Figure 2-4. Both models have a constant 
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background velocity of 400m/s, the source has a central frequency of 2Hz hence a 
dominant wavelength of 200m, and the maximum frequency modeled is 20Hz. In 
both models I record the waveforms as shown in Figure 2-10. The larger model 
(bottom panel) produces a multiply-scattered waveform as used previously, however 
the waveform produced by the smaller model (top panel) is clearly affected 
artificially by abnormally high amplitude at the front and rear where the amplitude 
should be zero or rather small. 
 
As mentioned, the modeling code of Galetti et al., (2013) calculates the signals in the 
frequency domain. Specifically, it computes matrix 𝐌 and its inverse 𝐌g𝟏 for each 
modelled frequency, and the waveform in the time domain is then obtained by 
applying an inverse Fourier transform to the signal computed in the frequency 
domain. I therefore investigate the frequency spectrum of the waveforms (Figure 
2-11). The correct waveform (bottom panel) does have a central frequency at 2Hz as 
designed, while the corrupted waveform (top panel) does not seem to have a central 
frequency – some (many) frequencies are wrongly solved. This may by due to poor 
inverse estimate of 𝐌g𝟏 at these frequencies, which is likely because their matrixes 
𝐌 are close to singular.  
 
As the level of singularity of a matrix is measured by its condition number, I 
compute the condition number of matrix 𝐌 for all modelled frequencies (Figure 
2-12). The condition number spectrum of the correctly computed waveform (bottom 
panel) has a single peak at very low frequency (0.05 Hz), and the condition number 
of 𝐌 is lower than 15 after 0.2Hz. On the contrary, the spectrum of the corrupted 
waveform (top panel) is multimodal, with condition number much larger at other 
frequencies than their counterpart for the correct waveform. Such condition number 
distributions of the two waveforms indicates that matrix 𝐌 for most frequencies of 
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the corrupted waveform have much higher levels of singularity than those of the 
correct waveform. Recall that all elements of the two models are in proportion to the 
model sizes, except that they have identical dominant wavelength of 200m, which is 
equal to the side length in the smaller model, while it is equal to 1% of the side 
length in the larger model. In other words, the only differences in the two modelling 
runs is that their side length, hence the inter-scatterer distances relative to dominant 
wavelength, differs by 100 times. As matrix 𝐌 contains all of the interactive terms 
between scatterers, the distances between scatterers relative to the dominant 
wavelength is the cause of ill-conditioning in matrixes 𝐌, in turn causing poor 
inversion and poor solution of the waveform to be generated.  
 
The purpose of using the Foldy code is to validate the algorithm and the 
implementation of CWI, which requires the inter-scatterer distances to be much 
larger than the dominant wavelength of the waveforms (Snieder and Vrijlandt, 2005). 
Therefore, in this case, I do not expect to get corrupted modelled waveforms, 
provided the aforementioned requirements of CWI are satisfied when designing the 
experiments. However, when the Foldy code is used to generate waveforms for the 
purpose involving other theories and methods, one is suggested to pay attention to 
the model size or inter-scatterer distances relative to the dominant wavelength of 














Figure 2-10: Waveforms in time domain. The top and bottom panels show the 






Figure 2-11: Frequency spectrum of waveforms generated in the small (top) and 
large (bottom) model described in the main text, respectively. 
 
 




Figure 2-12: Condition number spectrum of matrix 𝐌 of waveforms generated in 
the small (top) and large (bottom) model described in the main text, respectively. 
 
 
In the synthetic experiments, I validate my implementation of the CWI method for 
estimating separation between a pair of sources in a point-scatterer medium where 
the distance between the sources is much smaller than the dominant wavelength of 
the waveforms. It is found that CWI estimates tend to be lower than the 
corresponding true values. Also, although individual receivers at different locations, 
to some extent, give consistent results, their estimates fluctuate about the true 
separation, and the uncertainty given by each receiver varies. This could be attributed 
to the minute difference in local scattering properties, which leads to inconsistent 
fulfillment of the assumptions in the theory. Therefore, more tests are needed in 
point-scatterer medium with different scattering properties, such as density of 
scatterers and scattering intensity. In addition, further tests are also needed in more 
complex types of velocity structures than point-scatterers with a constant background 
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Estimating source separation is a relatively new type of application of CWI, it is 
therefore important that it is tested in synthetic experiments before being applied to 
real data. In this chapter, we test the performance of CWI with four series of 
experiments: in point-scatterer medium as presumed in the theory therefore used as 
reference for later tests; in media with horizontal layers, a fundamental structure type 
of the Earth subsurface; in media with different combinations of the two types of 
heterogeneities; and finally in the more realistic Marmousi model. It is found that in 
a point-scatterer medium with favorable properties, CWI gives accurate estimate of 
source separation for an event pair with a true separation up to a quarter of the 
dominant wavelength, after which it has an increasing tendency of underestimating 
until the true separation reaches 0.4 of the dominant wavelength where only an 
estimate of the lower bound of the source separation can be obtained. In media with 
parallel layers, although CWI shows limitations in estimating the source separations 
between events with some certain relative locations, it can be improved by including 
a small amount of point scatterers. In the Marmousi model, the accuracy of 
separation estimates obtained is very similar to the reference, when the assumptions 
in the theory does not adequately describe the data. The results of our tests will help 
understand and interpret the source separation estimates therefore relative locations 





Seismic coda consists of the extended signals in the later part of seismograms that 
arise from multiple scattering. It is discarded in many seismological applications due 
to its complex appearance with few uniquely identifiable arrivals. However, coda is 
extremely sensitive to minute changes in seismic systems, therefore can be used to 
3.1 Introduction 
 49 
measure changes between two seismic states that are too small to be identified from 
conventional techniques that use the first or early arrivals of the waveforms. Studies 
of coda were initiated by Aki (1969) who used the spectrum of coda from local 
earthquakes to estimate seismic moments. Later applications include attempts at 
earthquake forecasting from temporal change in coda attenuation intensity (Sato, 
1986), measuring scattering coefficient from relative coda duration (Robinson, 1987), 
studying intrinsic and scattering attenuation (van Wijk et al., 2004), etc. The more 
recently developed technique coda wave interferometry (CWI) (Snieder et al., 2002; 
Snieder 2006), using phase information of individual waves in coda in a statistical 
manner, can be applied to determine minute relative changes of wave velocity, 
seismic (Pacheco & Snieder, 2005; 2006) or in laborotary (Snieder et al., 2002; Grêt 
et al., 2006); and to measure changes in scatterer displacements of the propagating 
medium, thus to monitor volcanoes (Grêt et al., 2005) and to study turbulent fluid 
with neutrally buoyant particles (Cowan et al., 2000; 2002; Page et al., 2000; Snieder, 
2006). A third type of application of CWI is to estimate the separation between a pair 
of seismic events with identical source mechanism (Snieder & Vrijlandt, 2005; 
Robinson et al., 2011), which can be used for accurate relative source location 
(Robinson et al., 2013; Zhao et al., 2017).  
 
The three types of CWI applications all rely on crosscorrelation of coda in 
waveforms recorded at the same seismic station. It extracts statistical characteristics 
of the changes in arrivals in coda from the crosscorrelations that can be used to 
estimate velocity change, scatterer displacement or difference in source locations. 
The three types of changes result in different statistical behavior in coda arrivals, 
hence in theory, could be distinguished and estimated separately, however it is 
beyond the scope of this study. This chapter focuses on estimating source separations 
between seismic events, which can be used to determine the relative locations of a 
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cluster of events. Unlike the widely-used travel or delay time source location 
methods that use the first or early arrivals of seismograms, such as the double 
difference location (Waldhauser and Ellsworth, 2000; Bai et al., 2006) and the master 
event location (Ito, 1985; Deichmann and Garcia-Fernandez, 1992), CWI does not 
require a dense seismic network with good source-stations azimuthal coverage, 
because it makes use of a much larger part of the seismogram. In fact, it is possible to 
locate a cluster of earthquakes using only a single-channel station (Zhao et al., 2017). 
This makes CWI a favorable alternative to the conventional methods in areas without 
a large number of seismic stations. 
 
The theory of CWI assumes the propagating medium having a uniform background 
velocity, with heterogeneities being point scatterers (Snieder 2006). We test the CWI 
in media with pseudo-randomly distributed point scatterers with a range of physical 
properties, such as scatterer density and heterogeneity intensity, using seismic waves 
generated with finite-difference modeling. However, point-scatterer media are far 
from adequate in simulating the real Earth, which generally contains stratigraphic 
layers and heterogeneities of various sizes. Hence, it is essential to test CWI in more 
realistic Earth models before applying it to solve real-word problems. In this chapter, 
we first evaluate the performance of CWI in point-scatterer media with different 
properties, and use the results as a reference. We then test CWI in a medium 
consisting of parallel layers, which provides us with knowledge on how the 
performance of CWI is affected by layers alone. Next, we add point scatterers to the 
layered medium to examine CWI’s behavior under the influence of the two types of 
basic heterogeneities that have been studied. Next, we apply CWI in the Marmousi 
model, in order to gain a better understanding of how effective the CWI technique 
would be in a more realistic Earth model. Finally, we also had an attempt in an 




As CWI uses waveform crosscorrelation to estimate source separations, the method 
is naturally subject to cycle skipping issues where the two events are too far apart 
from each other, and source separations tend to be underestimated, as observed in 
Chapter 2. For event pairs with even larger separations, CWI only gives an estimate 
of the lower bound of the separations. A rule of thumb of the applicable range of 
techniques relying on crosscorrelation to distinguish waveform differences is that the 
maximum event separation, after which local earthquake recordings become 
incoherent, is about a quarter of the wavelength of the highest frequency (Geller and 
Mueller, 1980). The reminder of this chapter uses synthetic tests to explore the 
applicable range and performance of CWI in point-scatterer media as assumed in the 
theory, as well as other media with different levels of resemblance to the real Earth. 
 
In our synthetic experiments, the seismograms are generated by solving the acoustic 
wave equation with a staggered-grid finite-difference (FD) solver. The models for the 
point-scatterer media (Figure 3-1a), layered medium (Figure 3-5a), and the 
scatter-layer combined media (Figure 3-8) are created with 4000 × 4000  grid 
points, with grid spacing in both x and z directions being 10m and time step being 
0.001s. The Marmousi model (Figure 3-10a) is created with 2400 × 10000 grid 
points, with grid spacing for depth and distance being 1.249m and time step being 
0.0002s. A Ricker wavelet is used with a center frequency of 5Hz in all experiments. 
At least 45 samples per wavelength are taken in each simulation, numerical 
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3.2 CWI in point-scatterer media 
 
Here we use a series of point-scatterer media with different parameters to explore 
factors that have influence on the performance of the CWI technique. The point 
scatterers are not actually points that don’t have a size, but circles with a radius of 8 
grids, having a velocity distribution as a 2-D Gaussian function. Figure 3-1a shows 
the velocity model of a point-scatterer medium we use, with a uniform background 
velocity of 3000m/s. It contains 250 uniformly-distributed point scatterers with the 
maximum velocity difference ∆𝑣 of 600m/s appearing in the center of each scatterer. 
9 receivers are applied, and 16 sources are arranged in two geometries, a cluster and 




Figure 3-1: Synthetic tests with point-scatterer media. (a) shows the velocity model, 
where the circle with a star inside represents the source region, and the triangles 
represent receivers. The zoomed panel shows a point scatterer. (b) and (c) show the 
events of source set1 and set2, respectively.  
 
 
CWI is applied with waveforms recorded by each receiver. For each pair of 
waveforms, four time-windows are taken from coda to estimate the source 
separations, and the average of the four estimates is plotted against their 
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corresponding true separations to assess the performance of CWI. Figure 3-2a and b 
show the estimate of source separation for the 120 event pairs made up of the 16 
sources in set1 and set2, where both the estimated and the true separations are 
normalized by the dominant wavelength 𝜆F of the waveforms. The dashed line is 
𝑦 = 𝑥, representing the estimated source separation equals the true value. For both 
sets of sources recorded by most of receivers, the estimates are reasonably accurate 
for event pairs with true separations 𝛿6QPR ≤ 0.25𝜆F, after which there is a growing 
trend of underestimation, and for 𝛿6QPR ≥ 0.4𝜆F, CWI only gives an estimate of the 
lower bound of the separations. It can be summarized that in point-scatterer media, 
estimation of source separations are consistent among individual receivers, 
regardless of their locations. The highly similar separation patterns obtained from 
source set1 and set2 demonstrate that source geometry does not have impact on the 
performance of CWI in such media. The reason for this is that the scatterers are 
distributed uniformly, thus wherever the receivers are relative to the sources, and 
however the close-by sources are distributed, coda of recorded waveforms contain 
multiply scattered waves that originally leave the sources from all possible directions, 
satisfying the assumptions in the derivation of the theory (Snieder & Vrijlandt, 
2005). 
 
We also test the influence of the amount of scatterers and the velocity difference of 
the scatterers upon the background on CWI performance. Figure 3-3a-d show the 
estimation of source set1 using 10, 30, 50 and 600 point scatterers with a maximum 
velocity difference of ∆𝑣 = 600𝑚/𝑠. Experiments with a medium containing as few 
as 10 point scatterers start to show a trend in the results recognizable as those 
obtained with much more scatterers, yet the separations are significantly 
underestimated with large uncertainties. Increasing the number of scatterers to 30 
remarkably improves the estimation, while 50 scatterers leads to results with similar 
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accuracy as those derived with 250 scatterers (see Figure 3-2a), which is equally 
accurate with 600 scatterers with almost identical level of uncertainty. Hence, 
increasing the amount of heterogeneities would significantly improve the 
performance of CWI where scatterers are rare, while it no longer affects the results 
once the amount of scatterers reaches a certain level. This is because CWI relies on a 
time-window of a limit length in coda containing waves leaving the source from all 
directions, which becomes better satisfied as the number of scatterers increases from 
a very small number, until this requirement is met. These experiments are repeated 
with a higher maximum velocity difference of ∆𝑣 = 1800𝑚/𝑠. It is found that 
larger velocity difference of heterogeneities leads to lower estimation uncertainly in 




Figure 3-2: Source separation estimates calculated from recordings from individual 
receivers. (a) shows the results of source set1, (b) shows the results of source set2. 
 
 




Figure 3-3: Source separation estimates calculated from recordings from all receivers, 
shown as mean ± standard deviation for each event pair. The top row (panels a-d) 
shows the results with point scatterers with a maximum velocity difference of ∆𝑣 =
600𝑚/𝑠, and the bottom row (panels e-h) shows the results with point scatterers 
∆𝑣 = 1800𝑚/𝑠. The columns from left to right show the results of tests with 10 





3.3 CWI in layered medium 
 
Stratigraphic layers are one of the most fundamental structures of the Earth’s 
subsurface. To test the performance of CWI in layers, we create a synthetic model 
(Figure 3-4a) using the S-wave velocity, denoted as 𝑣M, taken from the Continental 
Parametric Earth Model (PEM-C) (Dziewonski, et al. 1975), a 1-D reference Earth 
model that reflects different properties of the continental crust and upper mantle. The 
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40𝑘𝑚	 × 	40𝑘𝑚 model space is then divided into 400 horizontal layers of equal 
thickness, the velocity 𝑣 of each layer is pseudo-randomly taken from a Gaussian 




Figure 3-4: Synthetic tests with layered media. (a) shows the velocity model, where 
the circle with a star inside represents the source region, and the triangles represent 
receivers. (b) and (c) show the source separation estimates of events of set1 and set2, 






Figure 3-5: Definition of angle 𝜃 (panel a) and angle 𝛼 (panel b). The circle with a 
star inside represents the source region, the stars represent individual sources, and the 
triangle represents a receiver.  
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CWI is applied to source set1 and set2 to estimate the source separations. Here we 
define two angles for easier referring when analyzing the results, that 𝜃 represents 
the acute or right angle (𝜃	 ≤ 90O) formed by the straightly line linking a pair of 
sources and the orientation of the layers (Figure 3-5a); and that 𝛼 represents the 
acute or right angle (𝛼 ≤ 90O) formed by the straight line linking a receiver and the 
source region with the orientation of the layers (Figure 3-5b). Figure 3-4b displays 
the results given by receiver R1 in the horizontal array, where the source separation 
estimates of source set1 are shown with colored dots, whose colors represent the size 
of angle 𝜃 formed by the event pairs. Although the pattern formed with these dots 
as a whole seems erratic compared to those formed in the point-scatterer media, the 
dots for event pairs with 𝜃 ≥ 30O  are close enough to the dashed line that 
represents exact separation estimates for us to conclude that CWI has produced 
reliable separation estimates for event pairs with 𝜃 ≥ 30O using receiver R1. In 
source set2, every event pairs has an angle	𝜃 of 45O, i.e. 𝜃 ≥ 30O, hence we should 
expect CWI to produce reasonably accurate results. Figure 3-4c shows the separation 
estimates of source set2 given by the same receiver, where, as expected, CWI 
performs at a similar level to what it does in the point-scatterer media. 
 
We then explore the performance of CWI with different source-receiver positions 
relative to the layers, by looking into the estimates given by receivers at different 
locations. To this end, we use source set2 so that angle 𝜃 is fixed (at 45O) for all 
event pairs. Figure 3-6 displays the results given by receivers R0, R2 and R4 from 
the horizontal array and receivers R6, R7 and R8 from the vertical array. CWI works 
approximately equally well for all receivers in the horizontal array (also see Figure 
3-4c for R1) and receiver R8 in the vertical array, all of which have angle 𝛼 ≥ 30O; 
while less accurate results are produced by receivers R6 and R7, which have angle 
𝛼 < 30O. Here we summarize that CWI has produced reliable separation estimates 
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for receivers with 𝛼 ≥ 30O for a favorable angle 𝜃. Note that the relative position 
of angle 𝜃 and 𝛼 doesn’t have impact on CWI’s estimation, because what matters 
to CWI results isn’t the source-receiver path, but the scatterering path of waves in 
coda. For instance, angle 𝜃 of source set2 co-locates with angle 𝛼 = 45O formed 
by receiver R0 with the source region (Figure 3-6a), 90O anticlockwise away from 
angle 𝛼 = 45O  of receiver R4 (Figure 3-6c), and clockwise adjacent to angle 
𝛼 = 45O of receiver R8 (Figure 3-6f), however, the estimating results given by 
receivers R0, R4 and R8 do not have systematic difference.  
 
 
Figure 3-6: Source separation estimates of source set2 given by individual receivers 
in the layered medium. (a) to (c) shows results of receivers R0, R2 and R4 from the 
horizontal array, and (d) to (f) shows results of receivers R0, R2 and R4 from the 
vertical array. The angle pattern on the top-left of each panel shows angle 𝛼 for the 
given receiver. 
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Figure 3-7: Schematic diagrams of a simplified Earth subsurface with layers. (a) 
shows the layered subsurface with receivers (triangles) in a surface array and in a 
borehole, and the circles with a star inside represent source regions with multiple 
events. (b) shows the layered subsurface with a cross-section of a horizontal well 
with receivers, and the stars represent individual sources. 
 
 
The synthetic experiments conducted in the layered medium provide us with insights 
in predicting CWI performance in the Earth. Here we simplify the Earth by assuming 
the subsurface layer structures to be or close to horizontal. For naturally occurring 
earthquakes, if the sources are in depth as indicated by the source region A in Figure 
3-7a, sensors both at surface and in the borehole have angle 𝛼 large enough for 
CWI to produce reasonably accurate source separation estimates provided other 
factors being satisfactory ( 𝜃 ≥ 30O  for event pairs of interest, true source 
separations 𝛿6QPR ≤ 0.25𝜆F, reasonable signal-noise ratio in waveform coda). For 
shallower sources, we should expect reliable separation estimates from sensors that 
are not too far away in distance, as indicated by region B and C. Sensors in the 
borehole array could all fail for sources (in region C) horizontally distant from the 
borehole, while separations between events (in region B) that are very close to the 
borehole should be estimated accurately by most of the sensors, except for those at 
similar depth with the source region.  
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In hydrocarbon reservoir engineering and geothermal projects that involve induced 
events close to the sensors in the wells, knowledge learnt from our synthetic 
experiments can help assess the usability of CWI technique in different scenarios. 
Most of the sensors in vertical wells that are close to the induced events (indicated as 
source region B) should produce reliable source separation estimates as discussed 
above. Figure 3-7b shows the case where sensors in a horizontal well with induced 
events to all directions, where CWI should only work for events outside the white 
region with angle 𝛼 ≥ 30O. Moreover, in the layered medium in our experiments the 
performance of CWI deteriorates for event pairs with angle 𝜃 < 30O , and true 
separations 𝛿6QPR > 0.25𝜆F.  
 
 
3.4 CWI in scatterer-layer media 
 
In this section, the performance of CWI is tested in media containing both types of 
heterogeneities, whose effects alone are tested in previous experiments. The media 
(Figure 3-8) are created by combining a range of numbers of point scatterers and the 
layers as used in the previous section. Figure 3-9 compares the CWI separation 
estimates of source set1 in media with 0, 30, 50 and 100 point scatterers using all 
receivers. Estimates of individual receivers are very consistent as expected, as all 
receivers form angle 𝛼 ≥ 30O with the layers. Adding point scatterers doesn’t have 
observable systematic influence on event pairs with angle 𝜃 ≥ 30O, while the results 
for those with angle 𝜃 < 30O are enhanced with the increasing amount of point 
scatterers. This shows that as the number of point scatterers increases, the effect of 
point scatterer becomes dominant over the layer structure. The real Earth contains 
more complicated structures than these simplified models. In the next section, CWI 
technique is applied in the more realistic Marmousi model. 
 






Figure 3-8: The velocity model of the scatterer-layer media, where the circle with a 





Figure 3-9: Source separation estimates of source set1 given by all receivers in: (a) 
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Figure 3-10: Synthetic tests with the Marmousi model. (a) shows the Marmousi 
model. The circle with a star inside represents the source region. The triangles 
represent the receivers, among which the results of those highlighted with lighter 
edges are displayed in Figure 3-11, 3-12, and 3-13. (b) shows source set1, containing 
20 events randomly distributed as a cluster. (c) shows source set2, containing 13 
events distributed in a straight line along the fault plane. (d) shows source set3, 
containing 13 events distributed in a straight line pseudo-parallel to the local layers 
and perpendicular to source set2. 
 
 
3.5 CWI in Marmousi model 
 
An acoustic case 
A portion of the Marmousi model is used to test the performance of CWI in a 
complex Earth model. A horizontal array of 15 receivers and a borehole array of 12 
receivers are applied to take recordings from three sets of sources, as shown in 
Figure 3-10. Source set1 contains a cluster of 20 randomly distributed events. Set2 
and set3 each contains 13 events, distributing in two straight lines perpendicular to 
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one another. Source set1 and set2 simulate two possible scenarios of 
microearthquakes that could occur (inside a layer or along a fault plane). Set3 is 
applied here in order to investigate whether a complicated structure is able to 
compensate for the situation where all event pairs have angle 𝜃 ≈ 0O formed with 
the local layers. 
 
The estimated results of the three source sets are shown in Figure 3-11 to 3-13, 
where typical results of individual receivers (R0, R6 and R9 from horizontal array, 
R18, R21 and R26 from the borehole array) and results obtained using all receivers 
in the horizontal array and in the borehole array are displayed. For all sets of sources, 
the estimates given by multiple receivers (Figure 3-11d, h; Figure 3-12d, h; Figure 
3-13d, h) are consistent among different source geometries, and different receiver 
setups (horizontal array and borehole array) with similar levels of uncertainties. The 
estimating results of source set1 given by individual receivers (Figure 3-11a-c), 
colorcoded by the size of angle 𝜃 formed with the local layers, demonstrate that the 
complex heterogeneity combination in the Marmousi model is able to compensate 
for the limitation in CWI’s ability to estimate source separation between event pairs 
with angle 𝜃 < 30O in layered media (compared with Figure 3-4b). This is further 
proved with the results of source set3, where all event pairs have angle 𝜃 ≈ 0O 
(hence plotted in pink as shown in Figure 3-13). 
 
All receivers in both arrays have produced similar patterns with very few outliers for 
the three source geometries, showing that the impact of source-receiver positions 
relative to the layers, described by angle 𝛼, on CWI performance in layered media 
are significantly reduced in a more realistic Earth model. In addition, as the 
estimated results are fairly consistent among individual receivers, CWI has the 
potential to estimate event source separations using only a single receiver, as 
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implemented by Robinson et al. (2013) and Zhao et al. (2017) with real data, making 
CWI a technique favorable in regions without dense seismic networks. 
 
An elastic case 
We also conduct a test in an elastic Marmousi model using source set1, with all the 
other settings unchanged. As in the acoustic experiment, individual receivers in both 
horizontal and borehole give consistent source separation estimates with low 
uncertainties, as shown in Figure 3-14 and 3-15. However, the results show a slightly 
lower applicable range of true separations (0.2𝜆F of the S waves) than that in the 
acoustic Marmousi model (0.25𝜆F). In addition, the true separations in the elastic 




Figure 3-11: Source separation estimates of source set1. (a) to (c) shows results given 
by individual receivers R0, R6 and R9 from the horizontal array; (d) shows results 
given by all receivers from the horizontal array. (e) to (g) shows results given by 
individual receivers R18, R21 and R26 from the borehole array; (h) shows results 
given by all receivers from the borehole array. 
 











Figure 3-13: Source separation estimates of source set3. 
 





Figure 3-14: Source separation estimates of source set1 from vertical components in 




Figure 3-15: Source separation estimates of source set1 from horizontal components 
in the elastic Marmousi medium. 
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3.6 Discussion and Conclusion 
 
We conduct synthetic experiments in four types of media, in order to test how 
different heterogeneities and their combinations influence the performance of the 
CWI technique. Source separation estimation in point-scatterer media is supposed to 
represent the standard of the CWI technique, as the theory of CWI presumes 
scattering to be caused by point scatterers (Snieder 2006), is therefore used as the 
reference throughout our work. It is demonstrated that CWI produces virtually exact 
estimate of the source separation between a pair of events with a true separation 
𝛿6QPR ≤ 0.25𝜆F, after which it has an increasing trend of underestimation, and for 
𝛿6QPR ≥ 0.4𝜆F  CWI only gives an estimate of the lower bond of the source 
separation. Therefore, in a given area where the events occur, using instruments with 
lower recording frequencies leads to larger dominant wavelength 𝜆F  in the 
waveforms, which enables CWI to be applied to sources that are apart by a larger 
distance. In other words, using lower recording frequencies extends the applicable 
range of the CWI method to estimate inter-source separations, provided its effect on 
other aspects of the process is in a reasonable range. 
 
It is observed that CWI is insensitive to the location of the receivers in point-scatterer 
media, provided the scatterers are uniformly distributed. An increasing amount of 
scatterers leads to more accurate estimates until a limit is reached, while larger 
difference in velocity of scatterers against the background lead to lower uncertainty 
in the estimates.  
 
Specifically, in the point-scatterer media, a time window in the coda contains waves 
leaving the source from all possible directions, the integration in equation 2.21 (or 
equation 2.28) of CWI theory derivation is therefore conducted over all outgoing 
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directions in 3D (or 2D). However, in the layered media, only waves leaving the 
source from a maximum of half of the directions can arrive at a receiver, thus the 
integration in equation 2.21 (or equation 2.28) is no longer be over all outgoing 
directions, violating the CWI theory to an extent that is hard to specify. Therefore, 
the performance of CWI in a layered medium deteriorates. When point scatterers are 
added to the layered medium, the estimation of source separations improves quickly 
as the number of point-scatterers increases. This may be explained by an increasing 
number of directions from which waves leaving the source that arrive within a time 
window in the coda. 
 
In our tests with the more realistic Marmousi model, the seemingly imperfect 
fulfillment of the assumption of the CWI theory is significantly compensated, and 
the result patterns similar to the point-scatterer reference are produced. The 
performance of CWI is almost unaffected by source geometry and receiver positions 
in both horizontal and borehole arrays. Our tests provide us with knowledge of how 
different types of heterogeneities affect the performance of CWI, which will be of 
help in understanding and interpreting source separation estimates hence relative 
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A novel source location method based on coda wave interferometry (CWI) was 
applied to a micro-seismic dataset of mining induced events recorded in 
Nottinghamshire, England. CWI uses scattered waves in the coda of seismograms to 
estimate the differences between two seismic states. Here CWI is used to estimate 
the distances between pairs of earthquake locations, which are then used jointly to 
determine the relative location of a cluster of events using a probabilistic framework. 
We introduce two improvements to this location technique: these account for the 
impact of large difference in the dominant wavelength of recordings made on 
different instruments, and standardize the selection of parameters to be used when 
implementing the method. While the method has been shown to produce reasonable 
estimates on larger earthquakes, we test the method for microseismic events with 
shorter distinguishable codas in recorded waveforms, and hence fewer recorded 
scattered waves. The earthquake location results are highly consistent when using 
different individual seismometer channels, showing that it is possible to locate event 
clusters with a single-channel seismometer. We thus extend the potential applications 





Finding relative locations of seismic events is essential for discriminating earthquake 
fault and auxiliary planes from the sequences of aftershocks or foreshocks (Got et al., 
1994), studying earthquake interaction and recurrence (Chen et al., 2012), and 
monitoring stress state and induced (micro)seismicity (Ellsworth, 2013). Instead of 
obtaining the relative locations of a cluster of events from their absolute locations 
which are typically subject to inaccuracies in subsurface velocity models, they are 
preferably estimated directly from travel-time differences between early arriving 
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body waves, for example using joint hypocenter determination (Douglas, 1967; 
Dodge et al., 1995) or master event location (Deichmann and Garcia-Fernandez, 
1992). The double-difference method of Waldhauser and Ellsworth (2000) locates 
clusters of earthquakes distributed over larger distances than the dominant recorded 
seismic wavelength when a dense seismic station network is available. However, in 
areas with fewer stations or unfavorable event-to-seismometer azimuthal coverage, 
the performance of the double-difference method deteriorates. In such circumstances, 
a recently developed source location method based on coda wave interferometry 
(Snieder et al., 2006) would be particularly useful if proven to be reliable over the 
range of earthquake magnitudes of interest. 
Coda refers to the later part of a seismogram, generated by multiply scattered waves. 
Seismic coda is disregarded in many seismological applications due to its complex 
appearance with few uniquely identifiable arrivals. However, the coda is extremely 
sensitive to small changes in the seismic system. Aki (1969) used the spectrum of 
coda from local earthquakes to estimate seismic moments, and more recently Snieder 
et al. (2002) developed coda wave interferometry (CWI) to use phase information to 
infer differences between pairs of sources or changes in the medium. CWI has been 
used to determine the relative velocity changes in the Earth’s subsurface (Poupinet et 
al., 1984) and other solid materials, and to monitor changes in the interior of 
volcanoes (Wegler et al., 2006). A third range of application of CWI is to estimate 
source separation between earthquakes with similar source mechanisms (Snieder and 
Vrijlandt, 2005; Robinson et al., 2011). The resulting source separations are used by 
Robinson et al. (2013) to determine the relative location of earthquakes, in which 
they demonstrate that CWI appears to outperform conventional location methods 
when the number of seismic stations is low. 
CWI requires that the recorded coda contains waves that leave the source in many 
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directions, and which are then multiply scattered towards the seismometers by 
heterogeneities in the medium. Robinson et al. (2013) tested the method on events 
with long codas; hence on data that contained many scattered arrivals per event. In 
our implementation of this novel technique, we apply the method to a 
micro-earthquake dataset from a colliery in Nottinghamshire, England, for which the 
codas are relatively short. We thus test the location technique in a new region, and 
for sources for which the theoretical requirements of CWI are less obviously fulfilled. 
Additionally, the magnitude range is such that the method might have significant 
common industrial as well as academic and hazard-related applications. We find that 
source separation estimates are highly consistent and the earthquake location results 
agree to within estimated uncertainties when using different individual seismometer 
channels. Therefore, it is possible to locate these earthquakes with a single-channel 
seismometer. We also discuss two issues that arise during the implementation and 





The British Geological Survey (BGS) deployed a temporary seismic recording 
network of 4 three-component (NOLA, NOLD, NOLE and NOLF) and 3 
Z-component (NOLB, NOLC and NOLG) stations from February 2014, after some 
small earthquakes were detected in and around New Ollerton, Nottinghamshire, since 
the middle of December 2013 (Figure 4-1a). This is a region where historical seismic 
activity is related to coal-mining. We selected 50 micro-earthquakes with the 
magnitudes 0.7-1.8 ML, with the criteria that 1) the signal-to-noise ratio is 
sufficiently high for the first arrivals to be identified, 2) recorded waveforms contain 
a distinguishable coda, and 3) the waveform of each event has a maximum 
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correlation coefficient larger than some threshold with waveforms of at least four 
other events. Dominant frequencies among the different seismic station channels 
vary between ~2.5-10 Hz. All waveforms were filtered to 2-20 Hz before processing. 
	
	 	
Figure 4-1: Map of the source region and typical waveforms. Panel (a) shows 
Thorsby colliery, New Ollerton, Nottinghamshire, England. The star shows the area 
around which the micro-earthquakes are likely to have occurred, triangles are 
temporary seismic stations, and the rectangles indicate locations of subsurface 
mining galleries. Panel (b)-(d) show the waveforms of two earthquakes in event 
Group 3 recorded by the N-channel of station NOLF, where (b) shows the whole 
waveforms, (c) and (d) show a 1-second window around the first arrival, and one of 
the time-windows (4 seconds) in the coda respectively, both indicated by boxes in (b). 
A comparison between panel (c) and (d) indicates that coda is more sensitive to 
source locations than early arrivals. 
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4.3 Estimating source separations with CWI 
 
Coda wave interferometry constrains the separation between a pair of sources by 
comparing the two seismogram codas recorded at each station. The theory is based 
on scattering path summation (Snieder, 1999) whereby the total wavefield at a given 





where 𝑢} is the total wavefield from event 1, 𝑇 represents a wave trajectory, and 
𝐴Y is the contribution to the total wavefield of waves that travel along trajectory 𝑇. 
All scattered wave trajectories can be divided into the path from the source to the 
first scatterer, and the path followed thereafter. If two nearby and similar sources are 
compared, CWI assumes that the paths to the first scatterers change, but that 
subsequent paths do not, since they depend mainly on the medium rather than the 
source: the latter paths simply redistribute the small changes in energy arriving at the 
first scatterers over space and time throughout the coda. As a consequence, the 
dominant difference in recorded waveforms is in coda arrival times (Snieder, 2006). 
Equation 4.1 represents the waveform of one source recorded at an arbitrary station, 
so that of another closely-located source with identical mechanism recorded at the 
same station is 𝑢A(𝑡) = ∑ 𝐴Y(𝑡 − 𝜏Y)Y , where 𝜏Y is the travel-time difference of 
waves traveling along trajectory 𝑇 due to the difference in source position. Since 
the two sources are located close together, the two waveforms will be similar, which 
can be quantified by the normalized cross-correlation of the two waveforms in a 
time-window defined with a central time 𝑡 and a half-width 𝑡i, calculated for a 
sequence of time-windows in the coda  
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𝑅(𝑡G) =
∫ 𝑢(})(𝑡d)𝑢(A)(𝑡d + 𝑡G)𝑑𝑡d
6f6b
6g6b
h∫ 𝑢(})A(𝑡d)𝑑𝑡d6f6b6g6b ∫ 𝑢
(A)A(𝑡d)𝑑𝑡d6f6b6g6b
																																								(4.2). 
In each time window, the distribution of the travel-time differences 𝜏Y contains 
information about the source separation 𝛿 (which can be in any direction). Snieder 
et al. (2006) estimate the standard deviation of the travel-time difference 𝜎@ from 
the maximum of the correlation coefficient 𝑅I. 𝜎@ can then be related to the 





 for isotropic sources in an acoustic medium 
(where 𝑣 is the velocity), or by 𝜎@A =
¶ ÊË⁄ fÌ ÍË⁄
Ì(A ÊÎ⁄ fÉ ÍÎ⁄ )
𝛿A (where 𝛼 and 𝛽 are P- and 
S-wave velocity) for double-couple sources on the same plane of the moment tensor 
(Snieder and Vrijlandt, 2005). As the waves arriving in different time windows have 
traveled along different paths, the separation results of each time window are 
independent and are used to estimate uncertainty. 
 
We conducted a series of synthetic experiments using multiply-scattered waveforms 
generated with the acoustic Foldy method (Foldy 1945; Galetti et al., 2013) in a 
16 × 16	𝑘𝑚A medium with 150 random point scatterers within a velocity of 3000 
m/s, with receivers throughout. Twenty sources are located around the center of the 
medium with Ricker wavelet time functions of equal length, with small inter-source 
distances compared to the dominant wavelength, ensuring similarity in their 
synthetic waveforms. The results show that individual inter-source separations 
computed from different coda time-windows from any one receiver fluctuated by up 
to 12.8% of their mean across all time windows, and that mean estimates for any 
one receiver lie within the uncertainty bounds of any other single receiver. Such 
results provide confidence, but do not include real-world effects such as true 
heterogeneity, double-couple sources or elastic effects, for which we turn to the real 
data.  
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As the theory of CWI requires identical source mechanisms, we classified the 50 
New Ollerton micro-earthquakes into three groups with 33, 10 and 7 events 
respectively. Source similarity in each group is assured by waveform similarity, 
assessed by cross-correlation. For each group, we picked the first arrivals of 
waveforms recorded by the same channels of seismic stations and aligned them. We 
assume differences in coda are due only to varying source locations; this is not true if 
seismic velocity also changes. While the two types of changes might be 
discriminated (Snieder et al. 2002), this is beyond our scope. Figure 4-1 shows the 
similarity of waveforms within one group, and compares early arrivals and coda of 
the same pair of waveforms. 
 
We computed inter-source separations with data from each individual station. Coda 
windows begin at 26s, and assumed P- and S-wave velocities around the sources are 
4088 m/s and 2298 m/s. Figure 4-2(a) shows the 21 inter-source separations from the 
7 events in group 3. Each data point is the mean of results calculated for all available 
time-windows from each useable channel in each waveform pair, with the standard 
deviation of each mean displayed in panel (b). The results show that source 
separations and uncertainties are consistent between individual independent stations. 
Before passing the separation data to the location process, those pairs whose means 
were estimated to be smaller than their standard deviations were rejected. 
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Figure 4-2: Source separations estimated with single station channels. Each point in 
panel (a) shows the mean of the five estimates; each corresponding point in panel (b) 
shows the standard deviation. 
 
 
4.4 Source location  
 
Our source location algorithm estimates relative location from the separation 
estimates and their uncertainties. It also accounts for a known bias – an increasing 
tendency towards underestimation of larger true source separations due to 
cycle-skipping in the correlation of coda in Equation 4.2. To quantify this bias, 
Robinson et al. (2011) apply a conditional probabilistic density function (pdf) 
𝑃(𝛿67 |𝛿ÐÑÒ), the probability of the true separation being 𝛿67  given that the estimate 
from CWI is 𝛿ÐÑÒ, where the tilde above the separations indicate that the quantities 
are normalised by the dominant wavelength 𝜆F  in recorded data. The source 
separation estimates from CWI are always smaller than 𝜆F, so both 𝛿67  and 𝛿ÐÑÒ 
are smaller than 1. According to Bayes’ theorem, the posterior probability of 𝛿67  is 
proportional to the likelihood of observing 𝛿ÐÑÒ  given the true separation 𝛿67  
multiplied by the prior on 𝛿67 , 
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𝑃4𝛿67 Ó𝛿ÐÑÒ8 ∝ 𝑃4𝛿ÐÑÒÓ𝛿67 8 × 𝑃4𝛿67 8																																																	(4.3). 
The prior is used to incorporate information about source separation or event location 
known prior to the location process, which here is considered to be a uniform 
distribution with wide bounds. The likelihood function 𝑃4𝛿ÐÑÒÓ𝛿67 8 is approximated 
by a positively bounded Gaussian pdf by establishing empirical functions for its 
mean 𝜇 = 𝜇(𝛿67 ) and standard deviation 𝜎 = 𝜎(𝛿67 ) given a true separation 𝛿67 . 
These empirical functions are derived from a multitude of synthetic experiments with 
a large range of true separations in different Gaussian random media, by fitting the 
rational function forms (Robinson et al., 2011) 
















where 𝑎},…, 𝑎Ú are found to be 0.4661, 48.9697, 2.4693, 4.2467 and 1.1619, 
respectively; in 𝜎 = 𝜎4𝛿67 8, 𝑏},…, 𝑏Ú, 𝑐 are 0.1441, 101.0376, 120.3864, 2.8430, 
6.0823 and 0.017, respectively, and location results do not change significantly with 
small changes in parameter values. Equation 4.3 holds for each earthquake pair, 
given the separation data from different time windows for each channel used. 
Robinson et al. (2013) incorporate the separations between multiple event pairs by 
multiplying the formulae for all available event pairs, assuming they are independent 
of each other 








where 𝑐 is a constant, 𝑛 is the number of events, 𝒆 		= (	𝑥, 	𝑦, 	𝑧) is event 𝑖 
location, within the last term we use 𝛿6,À = Þ𝒆 − 𝒆ÀÞA for source separation 𝛿6,À 
between the 𝑖′ th and 𝑗′ th earthquakes, and the prior 𝑃(𝒆)  only contains the 
relative event locations. The maximum of the joint posterior pdf occurs at the most 
probable combination of the events locations. Taking the negative logarithm of 
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equation 4.5, the multiplication is converted to summations, and the optimization is 
solved as a minimization problem using a conjugate gradient method.  
 
We made two improvements to this location method. First, in each iteration of the 
minimization process, current event locations are used to compute the inter-event 
separations 𝛿6, which are then normalized to give the value of the joint posterior. 
However, the dominant frequency, hence dominant wavelength of micro-earthquakes, 
often extends over a large range, and is also subject to limitations of recording 
instruments. In this study, the dominant wavelength among different channels varies 
between 190m and 760m: using the average dominant wavelength over different 
channels/stations therefore introduces inaccuracy to the location process. To this end, 
when conducting multiple-channel locations we apply an individual likelihood for 
each channel, so that the inter-event separations computed during the iterations are 
normalized by the actual wavelengths. Thus when data from 𝑚 channels are used, 
Equation 5 is modified to 










where 𝑘 is the index over 𝑚 channels.  
 
Second, when specifying the number and length of coda time windows for CWI, we 
want separation estimates to be consistent among different windows. Using data 
from different station channels, we find that the most consistent set of windows 
varies. Instead of using a trial-and-error method to fix these two fundamental 
parameters, we conduct a systematic search for an optimal combination that results 
in the lowest uncertainty of separations calculated between all events using CWI.  
 
We compute a separation-uncertainty matrix for each channel (e.g. Figure 4-3): for 
each combination of parameters the matrix element is Ω,À = ∑ 𝜎,À» 𝑁⁄ , where 
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𝜎,À = h∑ (𝛿,À, − 𝛿̅,À)Aâ 𝑙⁄ 	 is the standard deviation of separation estimates from 𝑙 
coda time windows for events 𝑖 and 𝑗, 𝛿,À, is the separation estimate of the 𝑘th 
window and 𝛿̅,À is their mean, and N is the number of event pairs on that channel. 
The value of Ω,À reflects the uncertainty of separation estimates derived from one 
recording channel for each source pair. Averaging over multiple source pairs gives a 
final uncertainty estimate for that combination of parameters (we require at least four 
estimates to calculate a reasonable standard deviation). Figure 4-3 shows a typical 
matrix for the New Ollerton earthquakes, indicating that using four 4-second 
windows will give the most consistent separation estimates. The values of Ω appear 
to increase with the number of windows when windows are longer than 4.5s but this 
is due to micro-seismic codas being short: with more than three such windows, 
newly added windows are no longer suitable for CWI. This systematic approach thus 
frees us from the vagaries of trial-and-error methods and from using undefined or 
subjective quality metrics, and allows CWI technique to be automated. 
	
Figure 4-3: Separation-uncertainty matrix of the single-channel station NOLC. 
Colors indicate values of the average standard deviations resulting from the 
corresponding combination of number and length of time windows used to divide 
coda. As a minimum of four time windows is required for calculating standard 
deviations, the values for three windows are only shown here for illustration. 
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For each of the three groups, minimization of the negative logarithm of the joint 
location pdf is conducted 10	 times with different randomly distributed initial 
locations. Figure 4-4(a) shows the location of group 3 with all available data from 11 
seismic station channels, averaged over the results of the 10 experiments, and the 
variability between the 10 is indicated by 95% confidence ellipses. The average 
coordinate variability is only 12.7m and the minimizations therefore seem likely to 
have converged to the same (global) minimum, given the uncertainties in the source 
separation data. We located the events using data from each channel individually, and 
find that the estimated locations follow roughly consistent patterns. Figure 4-4(b)-(d) 
shows the estimated locations using single-channel stations NOLC, NOLD and 
NOLF; each gives similar results to those obtained using all available data. The other 
two groups exhibit similar levels of uncertainty. Some event pairs are more or less 
separated than their CWI estimates because the optimization attempts to satisfy all 
distances at once, which is generally impossible due to separation uncertainties. 
Nevertheless, location results of single channels or stations all share similar average 
patterns, even though the stations lie on very different azimuths from the event 
cluster (see Figure 4-1a). This is achieved because the coda in each time-window 
contains waves leaving the source from many directions; thus diminishing the 
sensitivity of the location result to the source-receiver azimuth. For comparison, the 
double-difference (DD) method with damping parameter 40 or 100 using data from 
all channels, gives results similar to CWI (c.f. right panel of Figure 4-4a with 4-4e 
and 4-4f). Across all three groups, locations from the two methods give fairly similar 
patterns with comparable spatial spreads using damping 40 (Figure 4-4g), and the 
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Figure 4-4: Planar projections of relative location results. Axes X, Y and Z point to 
three orthogonal directions. Panels (a-d) show the CWI results of group 3, where 
dots are the event mean locations averaged over 10 location optimizations; ellipses 
show 95% confidence intervals in the means. Panel (a) shows results obtained using 
all available data from 6 stations (11 channels). Panels (b) – (d) each shows the 
results from single channels from stations NOLC, NOLD and NOLF, respectively. 
Panels (e) and (f) show location results of the Double-Difference method with 
damping parameter 40 and 100, respectively. Panels (g) and (h) show comparisons of 
location results of CWI (hollow circles) and Double-Difference method (solid 





4.5 Conclusion  
 
Our application of the CWI-based source location method to the New Ollerton 
earthquakes demonstrates that this method is applicable to micro-seismicity and to 
industrial as well as academic purposes. It also shows that the location results with 
individual stations are highly consistent, as long as recorded seismograms have a 
sufficient length of coda. This computationally inexpensive method therefore adds a 
new technique to the arsenal for seismological applications that require accurate 
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A wide range of applications requires relative locations of sources of energy to be 
known accurately. Most conventional location methods are either subject to errors 
that depend strongly on inaccuracy in the model of propagation velocity used, or 
demand a well-distributed network of surrounding seismic stations in order to 
produce reliable results. A new source location method based on coda wave 
interferometry (CWI) is relatively insensitive to the number of seismic stations and 
to the source-to-station azimuthal coverage. It therefore opens new avenues for 
research, for applications in areas with unfavourable recording geometries, and for 
applications which require a complementary method. This method uses CWI to 
estimate distances between pairs of seismic events with similar source mechanism 
recorded at the same station. These separation estimates are used to solve for the 
locations of clusters of events relative to one another within a probabilistic 
framework through optimization. It is even possible to find relative locations of 
clusters of events with one single-channel station. Given these advantages, it is likely 
that one reason that the method is not used more widely is the lack of reliable code 
that implements this multistage method. We therefore present a well-commented 
MATLAB code called CWIcluster that does so, and present examples of its 
applications. It can be used with seismic data from a single station channel, and 
enables data recorded by different channels and stations to be used simultaneously. It 
is therefore possible to combine data from permanent yet sparse networks, and from 
temporary arrays closer to the source region. We use the code to apply the location 
method to a selected data set of the New Ollerton earthquakes, England, to 
demonstrate the validity of the code. The worked example is provided within the 








Finding accurate locations of seismic energy sources is essential for a wide range of 
seismological, industrial and other applications. Examples include the study of 
earthquake interaction and recurrence (Marzocchi and Lombardi, 2008; Chen et al., 
2013), discriminating earthquake fault and auxiliary planes using aftershocks or 
foreshocks (Got et al., 1994), modeling earthquake hazards (Frankel et al., 2000), 
monitoring seismic activity during and after hydraulic fracturing (Kumar et al., 2017) 
or underground mining (Ge, 2005), and attempts to forecast earthquakes 
(Gerstenberger et al., 2005). In other areas of application, finding locations of 
different types of sources can be important, for example in ocean acoustic (Dosso 
and Wilmut, 2009; 2011; Verlinden et al., 2015), in disaster rescue (Mae et al., 2017; 
Kawaguchi and Fukuda, 2017), and in military applications (Sheng and Hu, 2005). 
The quality of absolute locations found in each case depends heavily on the velocity 
model used, the number of stations available, and source-to-receiver distances and 
azimuths. In seismological applications, earthquake location uncertainties are 
therefore usually of the order of kilometers (Shearer, 1999), and from here on we 
focus only on seismological applications. 
 
To achieve higher precision, relative source location methods are often used. These 
typically ignore absolute locations and instead estimate the locations of multiple 
event positions relative to each other directly from the differences in their recorded 
arrival-times of their radiated energy at receivers which are obtained either from 
catalog (preprepared) data or from temporal crosscorrelation of their various 
recorded waveforms (Deichmann and Garcia-Fernandez, 1992; Waldhauser and 
Ellsworth, 2000; Sgattoni et al., 2016). Events located in this way are often clustered 
within a region smaller than a quarter of the wavelength of radiating energy at the 
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dominant frequency; the range of source-to-receiver distances, and velocity 
variations outside the source region therefore affect waveforms from all sources in a 
similar manner so that errors in their relative location associated with velocity 
variations are largely avoided. 
 
Conventional relative location methods are often able to reduce seismic source 
relative location errors to less than ~100m provided that a well-designed seismic 
network with a large number of stations is available (Ito, 1985, 1990; Deichmann and 
Garcia-Fernandez, 1992; Waldhauser et al., 1999). The master event location method 
(Fremont and Malone, 1987; Deichmann and Garcia-Fernandez, 1992) takes one 
event in an event cluster as the master event, crosscorrelates its seismogram 
waveforms with those of the other events, and relocates each of them relative to their 
master event through their relative traveltime differences. Thus the spatial extension 
of the cluster is limited to about a quarter of a dominant wavelength as the 
waveforms of all other events need to be closely comparable to those of the master 
event to avoid circle skipping in their crosscorrelation. The popular 
double-difference (DD) location method (Waldhauser and Ellsworth, 2000; Bai et al., 
2006) overcomes this limitation by linking different events and clusters using 
differential traveltimes obtained from catalog data, thus extending the feasible 
relative distance range. The DD method determines event locations by minimizing 
the double-difference (residual between observed and theoretical differential 
traveltimes of a pair of events recorded at a common station) of pair-wise events by 
adjusting the vector difference between their hypocenters. The system can easily 
become ill-conditioned, hence it is solved as a damped least squares problem. The 
solution is subject to the choice of the damping factor, which depends on the 
condition number of the system (Waldhauser, 2001; Zhao et al., 2017). The DD 
location results are also influenced by the number of seismic stations available: 
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results deteriorate when the number falls below seven, and the method fails to 
produce results when the number is smaller than four (Robinson et al., 2013).  
 
A novel location method based on coda wave interferometry (CWI) (Snieder, 2006) 
is a feasible alternative to these conventional location methods when there are few 
seismic stations, or where the source-station azimuth range is unfavorable, where a 
different method is useful for a quality check of other methods. The CWI technique 
makes use of the multiply-scattered waves recorded in waveform codas which have 
travelled through a much larger volume of the medium, and hence contain more 
azimuthal information than the first or early arrivals used by conventional methods.  
As a result, the CWI-based location method is even able to locate a cluster of events 
with one single-channel station (Robinson et al., 2013; Zhao et al., 2017). 
 
Coda refers to the multiply scattered waves comprising the later parts of recorded 
seismograms, and is extremely sensitive to differences in source position or changes 
in the medium of propagation. CWI measures the differences in the coda of 
waveforms recorded at the same station before and after some change occurs, to 
estimate the differences between the two seismic states. For example, it has been 
used in a laboratory to measure changes due to the nonlinear dependence of the 
seismic velocity structure of granite due to temperature variations that are too small 
for other methods to detect (Snieder et al., 2002); to monitor velocity changes 
associating volcano activities (Gret et al., 2005; Wegler et al., 2006; Brenguier et al., 
2008a; Mordret et al., 2010; Baptie, 2010); to study changes in fault zones (Wang et 
al., 2008; Brenguier et al., 2008b; de Angelis, 2009); as well as in geoengineering to 
monitor stress changes in concrete structures, such as bridges (Stahler et al., 2011) 
and buildings (Larose et al., 2006).  
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By comparing pairs of similar earthquakes, the source location algorithm that we 
present here uses CWI to estimate the inter-source separations of a cluster of events 
with similar source mechanisms, and then uses the separation data as input to a 
location algorithm. Three types of changes of seismic states (velocity change, 
scatterer displacement and source displacement) leave different footprints on seismic 
coda when compared in a statistical manner (Snieder 2006). Although theoretically 
the three types of changes could therefore be discriminated, such tests and discussion 
are beyond the scope of this particular work: here we assume differences in coda are 
due only to differences in the source locations of different seismic events. In such 
case, clusters of events can even be located relative to one another in 3D using a 
single seismic receiver (Robinson et al., 2013; Zhao et al., 2017). 
 
Despite the advantages of this method, it is curious to observe that uptake in its use 
has been limited to the above two papers. In part we suspect that this is because the 
relative location algorithm requires unfamiliar methods to be used, and is therefore 
also partly due to the lack of readily available, easily editable code with which 
practitioners can gain familiarity and confidence. We provide such a code - 
CWIcluster. 
 
In this chapter, we present the CWI-based source location algorithm developed by 
Robinson et al. (2013) with the improvements proposed by Zhao et al. (2017). We 
then introduce a way to assess the location results obtained from the nonlinear 
optimization solution. We also describe the accompanying computer code, written in 
MATLAB, that combines these theories and methods and estimates relative source 
locations using a three step routine: 1) classifying events into clusters based on 
waveform similarity; 2) estimating inter-source separation distances with CWI; and 3) 
estimating the relative source locations from the separation data. The code package 
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can be downloaded at www.geos.ed.ac.uk/eip/codes.html. In what follows we first 
review the theory of CWI and the location algorithm in Section 5.2, and then give a 
brief description of the core functions and scripts of the code package in Section 5.3. 
The method used to classify events (Ottemoller et al., 2017) is also described in 
Section 5.3. Applications of the code to synthetic examples and to mining induced 
events are illustrated in Section 5.4 and Section 5.5, respectively, and these example 
data sets are included within the code package. 
 
 
5.2 Theory overview 
 
CWI estimates the inter-source separation between a pair of events by comparing the 
coda of the two seismograms recorded by each seismic station channel. The theory is 
based on path summation of scattered waves (Snieder, 1999) – the assumption that 
the total wavefield at a given location can be written as the superposition of waves 




where 𝑢}(𝑡) is the total wavefield from event 1, 𝑇 represents a wave trajectory, 
and 𝐴Y  is the contribution to the total wavefield of waves that travel along 
trajectory 𝑇. The trajectory of each scattered wave consists of the path from the 
source to the first scatterer encountered, and the path followed thereafter. For a 
second event that is close to event 1 and has very similar source mechanism, CWI 
assumes that the paths to the first scatterer on each trajectory change, but that the 
subsequent trajectory does not because it depends on the medium rather than on the 
sources. Since the subsequent scattering trajectories create a complex mixture of any 
differences in travel times to the first scatters, for small changes in source location 
the dominant differences in recorded waveforms at the same seismic station occur in 
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coda wave arrival times (Snieder, 2006). The wavefield of event 2 can be written as 
	𝑢A(𝑡) =W𝐴Y(𝑡 − 𝜏Y)
Y
,																																																												(5.2)	 
where 𝜏Y is the travel-time difference of waves traveling along trajectory 𝑇 to the 
first scatterer due to the difference in source position. If we assume proximity 
between the two source locations and similarity in source mechanisms, the amplitude 
𝐴Y is assumed to be the same for both sources, and the two waveforms will be 
similar. Any differences can be quantified by the normalized crosscorrelation of the 
two waveforms in a time-window defined by a central time 𝑡 and a half-width 𝑡i, 
computed for a sequence of time-windows in the coda 
	𝑅(𝑡G) =
∫ 𝑢(})(𝑡d)𝑢(A)(𝑡d + 𝑡G)𝑑𝑡d
6f6b
6g6b
h∫ 𝑢(})A(𝑡d)𝑑𝑡d6f6b6g6b ∫ 𝑢
(A)A(𝑡d)𝑑𝑡d6f6b6g6b
.																									(5.3) 
The distribution of any traveltime differences 𝜏Y in each time-window contains 
information about the source separation 𝛿. Snieder (2006) estimate the standard 
deviation of the traveltime difference 𝜎@  from the maximum of the correlation 














6 𝛼¬⁄ + 7 𝛽¬⁄
7(2 𝛼¶⁄ + 3 𝛽¶⁄ )
𝛿A		for	double	couple	sources	on	the	same		fault	plane		(5.4c) 
where 𝛼 and 𝛽 are the P- and S-wave velocity in the vicinity of the two sources 
(Snieder and Vrijlandt, 2005). The waves arriving in different time-windows have 
traveled along different paths, so separation results derived from each time-window 
of the seismograms are therefore independent and their distribution can be used to 
estimate uncertainty. It has also been shown that estimates of inter-source separations 
from different station channels are highly consistent (Snieder and Vrijlandt, 2005; 
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Robinson et al., 2011; Zhao et al., 2017). 
 
As we move through a seismogram towards later times, seismic coda becomes 
suitable for CWI where the waves are sufficiently scattered so that a time-window 
contains waves leaving the source from many different directions; the suitable 
section ends where the noise amplitude level exceeds that of the signal. There is 
therefore a limited length of coda that can be used. In turn, this constrains the choices 
of number and length of time windows used in equation 5.3, and clearly there is a 
trade-off between the two. From a theoretical point of view, if we insert wave 
representations 5.1 and 5.2 into equation 5.3, we can see that computation of 𝑅(𝑡G) 
gives rise to double sums. CWI assumes the cross terms between the two 
summations are negligible compared to the diagonal terms, but their ratio is inversely 
proportional to the length of the time-windows (Snieder 2006). Hence, for this 
assumption to be reasonable, the time-windows need to have sufficient length. 
However, time windows cannot be unrestrictedly long as otherwise cycle skipping 
may occur in the crosscorrelation in equation 5.3. Also, in order to obtain usable 
standard deviations on separation estimates, at least four time-windows are needed 
for each pair of waveforms. Given all of these constraints, it is not a trivial task to 
select the number, length, and start time of windows used to implement CWI. 
 
To avoid the vagaries of trial and error, the code package allows the 
separation-uncertainty matrix of Zhao et al. (2017) to be used to find the most 
suitable combination of the number, length and start time of windows systematically. 
For data from each station channel, a three-dimensional separation-uncertainty 
matrix is computed that includes a regularly-sampled subset of all possible 
combinations of the three parameters: number, length and start time of windows. 
Matrix elements are computed for one combination of the three parameters by first 
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calculating Ω,À = ∑ 𝜎,À» 𝑁⁄ , where 𝜎,À = h∑ (𝛿,À, − 𝛿̅,À)A/𝑙âp}  is the standard 
deviation of separation estimates from 𝑙 coda time windows for events 𝑖 and 𝑗, 
𝛿,À,  is the separation estimate from the 𝑘 th window and 𝛿̅,À  is the mean 
separation over 𝑙 windows, and 𝑁 is the number of event pairs on that station 
channel. The value of Ω,À reflects the uncertainty of separation estimates derived 
from one recording channel for each source pair. Averaging over all source pairs 
gives a final uncertainty estimate for that combination of parameters. Thus, 
systematically searching for the combination of number, length, and start time of 
windows that gives the lowest estimate of separation uncertainties from CWI 
becomes an automated process. 
 
It is essential to note that the CWI technique has a tendency to underestimate larger 
source separations due to cycle skipping in the correlation of coda in equation 5.3. 
This trend can be quantified by two empirical relations between the true separation 
𝛿67  and the mean 𝜇 = 𝜇4𝛿67 8 and standard deviation 𝜎 = 𝜎(𝛿67 ) of CWI separation 
estimates (Figure 5-1 a, b), where the tilde above the separation indicates that the 
quantity is normalized by the dominant wavelength 𝜆F in the recorded data: 𝛿67 =
𝛿6/𝜆F. The applicable range of CWI is visualized in Figure 5-1: CWI fails to identify 
any increase in length when the true separation is larger than 0.55𝜆F. The empirical 
functions that capture this behaviour are derived from a multitude of synthetic 
experiments with a large range true separations in different Gaussian random media, 
by fitting the rational functional forms  
















where the values of the constants are listed in Table 1 (Robinson et al., 2011, 2013). 
The location algorithm introduced in the next section takes account of these known 
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biases of CWI-estimated source separations, and is able to correct for them to a 
significant extent in relative location results.  
 
 
Figure 5-1: Empirical functions showing bias and uncertainties in separation 
estimates from the CWI technique. The upper panel shows the empirical relation 
between the mean of the source separation estimates 𝜇 = 𝜇4𝛿67 8  and the true 
separation 𝛿67 . All separations are normalized by the dominant wavelengths of the 
coda waveforms. The dashed line 𝑦 = 𝑥 shows the case where the mean of the CWI 
separation estimates are identical to the true separations. The lower panel shows the 
empirical relation between the standard deviation 𝜎(𝛿67 ) of the separation estimates 
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Constant in 𝜇 = 𝜇4𝛿67 8 and 𝜎 = 𝜎(𝛿67 ) 
𝜇 = 𝜇4𝛿67 8 𝜎 = 𝜎(𝛿67 ) 
𝑎} = 0.4661 𝑏} = 0.1441 
𝑎A = 48.9697 𝑏A = 101.0376 
𝑎É = 2.4693 𝑏É = 120.3864 
𝑎 = 4.2467 𝑏 = 2.8430 
𝑎Ú = 1.1619 𝑏Ú = 6.0823 
 𝑐 = 0.017 
 
Table 5-1: Constants in the empirical relations in equations 5.5a and 5.5b for 𝜇 =
𝜇4𝛿67 8 and 𝜎 = 𝜎(𝛿67 ) (Robinson et al., 2011). 
 
 
The source location algorithm estimates relative locations from the separation 
estimates and their uncertainties using a probabilistic framework. Robinson et al. 
(2011) describe the probabilistic nature of CWI estimates using the conditional 
probability density function (pdf) 𝑃(𝛿67 |𝛿ÐÑÒ), which is the probability of the true 
separation being 𝛿67  given that the estimate from CWI is 𝛿ÐÑÒ. According to Bayes’ 
theorem, this so-called posterior probability of 𝛿67  is proportional to the likelihood 
of observing 𝛿ÐÑÒ in the case that the true separation is 𝛿67 , multiplied by the prior 
probability of 𝛿67  being true 
	𝑃4𝛿67 Ó𝛿ÐÑÒ8 ∝ 𝑃4𝛿ÐÑÒÓ𝛿67 8 × 𝑃4𝛿67 8.																																													(5.6)	
The prior pdf 𝑃4𝛿67 8 is used to describe information about source separation or 
event location known prior to and independently from the CWI location process, 
which here is considered to be a uniform distribution with wide bounds. The 
likelihood function 𝑃4𝛿ÐÑÒÓ𝛿67 8 is approximated by a positively-bounded Gaussian 
pdf, whose mean and standard deviation are respectively represented by the 
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empirical functional relation 𝜇(𝛿67 ) and 𝜎4𝛿67 8, given true separation 𝛿67 .  
 
For a cluster of events, equation 5.6 holds for each event pair. Robinson et al. (2013) 
incorporate the separations between multiple event pairs by multiplying the formulae 
for all available event pairs to establish their joint posterior pdf, assuming that they  
are independent of each other 








where 𝑐 is a constant, 𝑛 is the number of events, and 𝒆 		= (	𝑥, 	𝑦, 	𝑧) is the 
location of event 𝑖. Within the last term we use the Euclidean distance 𝛿Hð,À =
Þ𝒆 − 𝒆ÀÞA  for source separation  between the 𝑖′ th and 𝑗′ th earthquakes. 
Throughout the evaluation of the joint pdf, the separation quantities are used in 
normalized form; that is, they are divided by the dominant wavelength 𝜆F. However, 
the dominant frequency, and hence the dominant wavelengths of the set of events, 
could extend over a large range, and is also subject to limitations of recording 
instruments. Using the average dominant wavelength over different station channels 
therefore introduces inaccuracy to the location process. To this end, our code 
package instead uses the joint pdf introduced by Zhao et al. (2017), which applies an 
individual likelihood for each channel when data from multiple channels are used, so 
that the separations computed during the evaluation of the joint pdf are normalized 
by the actual dominant wavelength from that channel 










where 𝑚 is the number of channels used, 𝑘 is the index over 𝑚 channels, and 
𝑃4𝛿ÐÑÒ,ÀÓ𝒆, 𝒆À8 is the probability of observing 𝛿ÐÑÒ,À given source locations 
𝒆 and 𝒆À, where 𝛿ÐÑÒ,À is normalized by the dominant wavelength of the 𝑘th 
channel. The maximum of the joint posterior pdf (equation 5.8) occurs at the most 
probable combination of event locations. Hence, the event locations can be estimated 
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by solving an optimization problem. Taking the negative logarithm of equation 5.8, 
the multiplications are converted to summations that are more numerically stable  










Maximization of equation 5.8 is equivalent to minimizing equation 5.9, where ln[𝑐] 
and ln	[𝑃(𝒆)] can be ignored as they are constant (for Uniform priors). Thus, the 
event locations 𝒆}, … , 𝒆Ü can be found by minimizing the objective function 








In the code package, objective function 𝐿 is minimized using a conjugate gradient 
method, the Polak-Ribiere technique (Navon and Legler, 1987; Press et al. 1987). 
This uses the derivatives of function 𝐿, which are computed numerically to avoid 
calculating the integrals in their analytical forms given by Robinson et al. (2013). 
 
 
5.3 Code description 
 
The accompanying relative source location code is written in MATLAB with 
well-commented functions and scripts. These use seismic data recorded with single 
or multiple station channels to find relative source locations. The package consists of 
three parts, each of which contains codes conducting one step of the location method: 
clustering events, estimating inter-source separations, and estimating source 
locations. The entire process can be implemented by executing the script 
main_running_script.m sector by sector, with interactive operations involved 
occasionally. This section provides descriptions of the core functions and scripts used 
in each step. The sub- and auxiliary functions and scripts are explained in the user 
guide that is included within the package. 
 




The theory of CWI requires that events be constrained to have identical source 
mechanisms, so events first need to be classified into sets of similar mechanism. The 
similarity in pairs of sources is assessed by the similarity of their waveforms 
recorded by the same seismic station channel, which is measured by their 
crosscorrelation. The package classifies events in two steps, computing 
crosscorrelations then identifying clusters, with scripts sort_cr.m and 
clustering.m, respectively.  
 
sort_cr.m reads in seismic data in SAC form (Helffrich et al., 2013). It first 
selects events and station channels for location according to criteria set by the user: 
MIN_channel is the minimum number of recording channels for an event to be 
considered, and MIN_event_per_channel is the minimum number of events 
recorded by a channel for that channel to be used. It then calculates the 
crosscorrelation 𝑐𝑟 of all available pairs of the selected events recorded by each 
selected station channel, and finds the maximum of each crosscorrelation 𝑐𝑟I. For 
each event pair, the values of 𝑐𝑟I are averaged over all selected station channels 
that have recorded both events, then for each channel these average maximum 
crosscorrelation 𝑐𝑟𝑎𝑣𝑔I are sorted in descending order. 
 
clustering.m follows the method of Ottemoller et al. (2017) to identify clusters. 
It starts with the event pair with the highest 𝑐𝑟𝑎𝑣𝑔I value, making them the first 
two events of the first cluster. It then searches through the sorted list of 𝑐𝑟𝑎𝑣𝑔I, 
adding events that are linked to the current cluster. A link to a cluster is defined as 
one of the events in the pair being correlated (𝑐𝑟𝑎𝑣𝑔I higher than MIN_corr, 
the threshold of 𝑐𝑟𝑎𝑣𝑔I for an event pair to be included) with any event that is 
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already in the cluster. The search restarts from the first unclassified pair (the 
unclassified pair with the highest 𝑐𝑟𝑎𝑣𝑔I) every time a new event is added to the 
cluster to avoid overlooking any linked events. The search loops until there is no 
event that can be added to the current cluster, after which it starts a new cluster from 
the two events of the first unclassified pair in the sorted list. The search ends when 
all events are classified. Clusters with fewer then MIN_E_per_CLUSTER events 
will not be identified as being part of a cluster. 
 
5.3.2 Estimating inter-source separations 
 
For each identified cluster, seismic data are processed in three sub-steps to estimate 
inter-source distances: picking waveform first arrivals; determining the combination 
of number, length, and start time of windows for implementing CWI; and estimating 
source separations with CWI. Users are free to conduct first arrival picking with their 
preferred method, however this package provides a user-friendly way for the task to 
be carried out in a graphical, interactive manner. The core functions and scripts are: 
• first_arrival_pick.m: a script that allows users to pick the first arrivals 
of a series of waveforms interactively. 
• separation_parameters.m: a script that finds the combination of 
number, length, and start time of windows to implement CWI with 
CWI_sep.m (see below) that gives the lowest separation uncertainties. 
• separations.m: a function that estimates the inter-source separations of all 
event pairs in a given cluster recorded by a given station channel. 
• CWI_sep.m: one of the core functions in the package called by multiple 
functions and scripts. It applies coda wave interferometry (Snieder, 2006) to 
estimate the separation between one pair of sources with similar mechanisms 
for isotropic sources in a 2D or 3D acoustic medium, or double-couple sources 
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in an elastic medium (Snieder and Vrijlandt, 2005). The two improvements 
introduced by Robinson et al. (2011) are applied: 1) removing the Taylor series 
approximation of the waveform autocorrelation, and 2) applying a restricted 
range when searching for the maximum correlation value Rmax to avoid cycle 
skipping. 
The result of applying these functions is a data set of inter-source separations 
estimated by CWI, which are ready to be used to estimate relative source locations. 
 
5.3.3 Estimating source locations  
 
The relative locations of a cluster of events are solved by minimizing the objective 
function 𝐿 (equation 5.10). To start the minimization, a set of initial event locations 
is needed, which can be generated either with function 
initialize_locations.m in the package, or be provided by user. The main 
location function Source_Location.m first evaluates 𝐿  at the given initial 
event locations and computes its gradient, whose negative is the steepest descent 
direction and is used as the initial search direction. The function searches for the 
minimum along the search direction using a two-tier line search algorithm by calling 
line_search.m, First this routine conducts a brute force search by evaluating the 
objective function at regularly spaced points within a bracketed range to find bounds 
on a finer range search, and then conducts a second similar brute force search to find 
the approximate minimum within those bounds and finally sharpens the result by 
fitting a parabola using the approximate minimum and an adjacent point on each side. 
The event locations are then updated to the minimum found, and the value of 𝐿 is 
reduced. The function then calculates the next search direction, a direction 
orthogonal to the gradient at the current position and conjugate to the last search 
direction, finds the minimum along the new search direction, and updates the event 
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locations. This process iterates until one of three conditions is met: 1) the value for 
any non-zero step length is larger than that obtained in the previous iteration; 2) the 
reduction in the value of 𝐿 in an iteration is smaller than a threshold; or 3) the 
maximum allowed number of iterations is reached. Starting with a different set of 
initial locations is recommended if the iterations are terminated due to the third 
criterion, as some initializations may lead to convergence more rapidly than others.  
 
For this part of the method, the core functions and scripts are: 
• Source_Location.m: the main location function that estimates the relative 
location of a cluster of events using inter-source separation data (their mean and 
standard deviations) estimated with CWI. 
• ln_joint_likelihood.m: a function that evaluates function 𝐿 (equation 
5.10) - the negative logarithm of the joint likelihood function for a cluster of 
events.  
• gradient.m: a function that computes the gradient of function 𝐿 
numerically at a given set of event locations. 
• line_search.m: a function that searches for the minimum of a 
one-dimensional function along a given direction.  
• initialize_locations.m: a function that generates a set of initial 
locations for the minimization. It first randomly generates a set of locations, and 
then adjusts the order of these event locations to conform as well as possible to 
the input CWI separation estimates (so as to ensure the smallest sum of square 
residuals between the source separations given by the initial event locations and 
the mean of CWI separation estimates). This re-ordering procedure moves the 
initialization of optimization closer to the minimum, thus improving the speed 
of convergence.  
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• rotate_cluster.m: a function that rotates a cluster of points about its 
center in two orthogonal directions in the 3D space by given angles. 
 
In a co-authored article (Singh et al., 2019) where changes in wave velocity and 
source locations are measured with the CWI method using laboratory rock physics 
data. I use code described above to estimate the relative locations of the acoustic 
emissions (sources) in Tivoli travertine. The estimated event locations form a pattern 
that is very similar to that formed by the actual locations of the sources applied in the 
experiment. 
 
5.4 Synthetic examples  
 
We use synthetic experiments to demonstrate the validity of the method and code; the 
data for these experiments is included in the code package so that users can verify 
their version of codes after editing to fit their specific needs. Applications of 
inter-source separation estimation and source location are shown separately in this 
section, to identify the abilities and limitations of each of the two successive steps. 
Whereas the theory of CWI assumes point scatterers (Snieder, 2006) with a constant 
background velocity, we use the Marmousi2 model (Irons, 2005) to test the method 
in a more realistic representation of Earth’s velocity structure. We then demonstrate 
the performance of the optimization algorithm used to solve for event locations using 
CWI separation estimates. In the subsequent section we apply all three steps in the 
method (clustering, CWI and source location) to real earthquake data. 
 
5.4.1 Estimating inter-source separations 
 
We modeled the waveforms from two identical isotropic sources in the Marmousi2 
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model (Figure 5-2) which has an average velocity of 1250m/s. The recording 
network consists of a surface array with 15 receivers and two borehole arrays with 12 
receivers each. The two sources are 64.7m apart with a dominant frequency of 5 Hz, 
and the dominant wavelength 𝜆F of the waveforms is 250m. We apply function 
CWI_sep.m to obtain estimates of the separation between the two sources. The 
estimates from different time-windows fluctuate around their mean at narrow 
distances as shown in Figure 5-2b for receiver R1, which gives a mean of 59.15m 
and a standard deviation of 6.40m. This result agrees with the empirical relations 
(Figure 5-1), that for a true separation 𝛿6 = 64.7𝑚  (i.e., 𝛿67 = 0.259𝜆F ) the 
separation mean 𝜇(𝛿6) and standard deviation 𝜎(𝛿6) are estimated to be 0.237𝜆F 
and 0.026𝜆F. The separation estimates are consistent among different receivers in 
both the surface array and borehole arrays, with uncertainties similar to that given by 
the empirical relations as shown in Figure 5-2c. For most receivers, the true 
separation is contained within one standard deviation of the mean of their associated 
separation estimates. 
 
5.4.2 Estimating source locations   
 
To demonstrate the ability of the code to solve for locations of a cluster of events 
using CWI separation estimates, we randomly distribute 50 sources in a cube with 
side length of 300m, shown as hollow circles in Figure 5-3. The dominant 
wavelength is 𝜆F = 534𝑚, and the maximum source separation 𝜆I  is 424𝑚 
(i.e., 0.8𝜆F ). For the purpose of this example, we create CWI separation data 
(separation mean and standard deviations) using the empirical relations (equation 
5.5), where the true separations are computed as 𝛿6 =
÷(𝑥′ − 𝑥)A + (𝑦d − 𝑦)A + (𝑧d − 𝑧)A  for events 𝑒 = (𝑥, 𝑦, 𝑧) and 𝑒d = (𝑥d, 𝑦d, 𝑧′). 
The separation data are thus exactly consistent with the known biases and level of 
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uncertainty of the CWI technique so that in this example we isolate the performance 
of the optimization algorithm that estimates source locations. 
 
To implement the location process, initial locations for the 50 events are randomly 
distributed within the 3D cube using initialize_locations.m, as shown in 
Figure 5-3a. Thereafter the optimization took 27 iterations to converge with 
estimated locations shown as solid circles in Figure 5-3b. The improvement in event 
locations from the optimization is readily observed by comparing the result with their 
initial locations (red triangles in Figure 5-3a). The optimization does not lead the 
estimated locations to exactly the true event locations, due to the uncertainty 𝜎4𝛿67 8 
in the separation data used. The average location error is 27m, corresponding to 
0.05𝜆F. Figure 5-4 compares source separations calculated from the relocated event 
locations (red) to the separation data (blue) used as input to the optimization. This 
shows that although the input separation data deviate significantly from their actual 
value (the dashed line 𝑦 = 𝑥) where the true separation is larger than 0.55𝜆F, the 
recovered source separations are only slightly underestimated. It is thus proven that 
the location algorithm is able to correct biases in the CWI estimates to a large extent. 
 
Optimization techniques that guarantee convergence to the global minimum of a 
complicated nonlinear objective function do not currently exist. To this end, we 
implement the optimization multiple times with different random initializations of 
event locations. We illustrate the change of objective function value during the 
optimization process for all implementations in Figure 5-5. The 6 optimizations start 
with different objective function values because of their different random initial 
event locations. The value decreases rapidly for the first 10 iterations and then slows 
down as the algorithm approaches the various minima. All cases converge to the 
same minimum of 6738, except for the 4th, which gets stuck at a local minimum of 
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6753. For this synthetic example, the true (global) minimum of the objective function 
is known because the true event locations are known, and we find that the error in the 
minimum found is below 1, which is negligible. However, when applying the 
algorithm to real events where the correct minimum is unknown, using several 
optimizations from random event initializations can add confidence to the result to 
which most implementations converge.  
 
 
Figure 5-2: Panel (a) shows the Marmousi2 S-wave velocity model (Irons, 2005) 
used for the synthetic example. Triangles and stars are receivers and sources 
respectively; the small square panel shows the source region magnified. Panel (b) 
shows the separation estimates (triangles) of each time window from receiver R1 
only, with the mean indicated by the dashed line and the true separation between the 
two sources by the solid line. Panel (c) shows separation estimates from all 
individual receivers with error bars showing the mean plus/minus one standard 
deviation; the red line is the true separation between the two events. 
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Figure 5-3: Planar projections of event locations, where axes X, Y and Z point in 
three orthogonal directions. Panels (a) compare the events’ actual locations (circles) 
and their initial locations (triangles) before optimization, and the black bars show 
their differences. Panels (b) shows the events’ actual locations (hollow circles) and 
the location results obtained (solid circles), with lines between the hollow and solid 
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Figure 5-4: A comparison of input inter-source separations (blue circles) and 
separations calculated from the location result after optimization (red asterisks). The 
upper and lower panels show the separation data and their standard deviations, 
respectively. 
Figure 5-5: Illustration of the minimization process of each optimization from 
different initializations of random event locations using different colors to indicate 
each example optimization. The magnified panels show details of how the values of 
the objective function change with iteration number at the beginning and end of each 
optimization. The objective function is given in equation 5.10. 
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5.5 Application to New Ollerton earthquakes, England  
 
New Ollerton, near Nottingham, England is a region where historical (micro-) 
seismic activity is related to coal mining. After some small earthquakes were 
detected, the British Geological Survey (BGS) deployed a temporary recording 
network in early 2014 to monitor further activity (Figure 5-6). These events have 
magnitude of 0.7-1.8ML, and the waveforms in standard SAC (Seismic Analysis 
Code) format (Helffrich et al., 2013) are filtered to 2-20Hz. Our dataset contains 118 
SAC files, with 41 events recorded by 5 different channels of seismic stations. The 
code allows users to set customized criteria for selecting events and channels to be 
used to estimate locations. In this example, we required that events have been 
recorded by at least 2 station channels to be considered for clustering and then for 
location in the later steps. We also required that only station channels that have 
recorded at least 10 events contained in the total dataset (all 118 SAC files) should be 
used. These criteria are to ensure the robustness of data chosen for source location, 
presuming fewer data of higher quality gives more reliable results than more data of 
inconsistent quality. As a result, 34 events and 3 channels (channel NOLCZ, NOLFE, 
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Figure 5-6: Map of the source region near Thorsby colliery, New Ollerton, 
Nottinghamshire, England. The rectangles indicate the locations of subsurface 
mining galleries, the star shows the area where the microearthquakes are likely to 
have occurred, and the triangles are temporary seismic stations. 
 
 
With the threshold on the correlation coefficient of events set to MIN_corr=0.9, 
and the minimum number of events to form a cluster set to 5, the selected events are 
classified into two clusters with 11 and 23 events, respectively, with no unclassified 
events. Note that setting MIN_corr to 0.9 does not ensure that all events classified 
as being in the same cluster have an average maximum correlation coefficient 
𝑐𝑟𝑎𝑣𝑔I over all station channels with one another, but rather it ensures that each 
event in a cluster has a 𝑐𝑟𝑎𝑣𝑔I ≥ 0.9 with at least one other event in the same 
cluster. Hence, it is recommended to set a high MIN_corr to ensure a sufficient 
level of waveform similarity, which ensures that the events have occurred on the 
same fault plane and that they have similar source mechanism as required by the 




For each cluster and each selected channel, we use the separation-uncertainty matrix 
to find the combination of number, length, and start time of windows that give the 
lowest uncertainties of CWI separation estimates. For example, for cluster 1 recorded 
by channel 1 (NOLCZ), the lowest average uncertainty of separation estimates is 
Ω = 11.08𝑚, when using 4 time windows with a length of 2.5s, starting from 19s, 
indicated by the darkest blue grid cell at the bottom-left of Figure 5-7. The 
separation-uncertainty matrix provides a guideline to choose an appropriate 
combination of parameters to use for CWI. Usually we find that when using other 
combinations of parameters, the results do not change significantly as long as we do 
not deviate too far from the optimal values found from the matrix. 
 
We estimated source locations for each cluster using separation estimates obtained 
from all channels, and from individual channels. For each location optimization, 10 
different random initializations are used to evaluate robustness of our location results. 
Figure 5-8a and 5-8b show the progress of each implementation of cluster 1 and 2 
using data from channel NOLCZ, with the horizontal zoomed panels showing details 
of the eventual convergence. All cases converged to similar levels to within 
reasonable numerical errors. The convergence for cluster 2 seems less consistent than 
those for cluster 1. This is as expected: cluster 1 contains 55 event pairs from 11 
events, hence its objective function 𝐿 involves the sum of the logarithm of 55 
pair-wise likelihood functions (equation 5.6), whereas cluster 2 comprises 23 events 
so function 𝐿  involves the sum of the logarithm of 253 pair-wise likelihood 
functions. The consistent convergence level suggests that the minimum found using 
different random initializations should be close to the global minimum of function 𝐿, 
and therefore the relative source locations have been found. 
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The inter-source separations obtained from the optimizations are consistent among 
individual channels (red, blue and green) with small residuals, and they are very 
similar to the results obtained using all three channels (black) as shown in Figure 
5-9a. The location process corrects for the underestimation bias of the CWI 
technique, as we see by comparing the recovered separations (red) and the original 
CWI separation data (black) used as input to the optimization (Figure 5-9b). Figure 
5-10 illustrates the location results of cluster 2 using data from individual channels, 
and data from all three channels, projected onto three orthogonal planes. The patterns 
show a high level of consistency among single channels and multiple channels. All 
channel combinations predict a characteristic horseshoe type structure for the cluster. 
Thus, we show once again that the CWI source location technique is able to give 






Figure 5-7: A slice of the 3D separation 
uncertainty matrix. Colors indicate the values 
of the average standard deviations resulting 
from the corresponding parameter 
combination of number of windows, window 
length and start time of windows, used to 
divide the coda. White cells indicate parameter 
combinations that are not supported by the 
available data. For all scenarios represented in 
this slice, the start of the time windows is 19s. 
The parameter combination giving the lowest 
average separation uncertainty is 4 windows 
with a length of 2.5s, starting from 19s. 
	




Figure 5-8: Illustrations of the minimization process using different colors for each 
optimization with different random initializations for cluster 1 (left) and cluster 2 
(right) using data from channel NOLCZ. The magnified panels show details of how 
the values of the objective function change with iteration number at the beginning 
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Figure 5-9: CWI estimates of source separations and their optimized counterparts 
(the latter calculated from the estimated event locations) of cluster 2. Panel (a) shows 
the optimized separations using all three channels (black), and using single channels 
NOLCZ, NOLFE and NOLFN (red, blue, and green). Panel (b) compares the 
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Figure 5-10: Planar projections of relative event location results of cluster 2, using all 
three channels (top row), and using single channels NOLCZ, NOLFE, and NOLFN 
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5.6 Discussion  
 
A wide range of seismic applications requires accurate relative source locations. The 
popular double-difference method (Waldhauser and Ellsworth, 2000) produces high 
resolution location results when a large number of seismic stations is available, 
however its performance deteriorates when this requirement is not met, and results 
are subject to the choice of damping factor when solving the least squares problem. 
The novel location method based on coda wave interferometry opens a new avenue 
for research and applications in areas where a dense recording system with good 
source-station azimuthal coverage is unavailable, or where an independent method is 
useful to test compatibility of robustness of existing methods. 
 
While we have developed and used the code package for seismic applications, there 
are numerous other areas in which energy source location estimates are useful or 
necessary as summarized in the Introduction. The CWI method could potentially be 
applied to any of them, provided that the medium of wave propagation scatters the 
wavefield strongly in many directions. This is necessary in order to ensure that the 
recording of coda at each receiver contains energy that left each source at a wide 
range of angles. This range of angles is the equivalent of the standard requirement of 
a wide aperture between each source and the set of receivers for conventional 
location methods.  
 
The CWI based method was first developed ~10 years ago (Snieder and Vrijlandt, 
2005; Robinson et al. 2011) but the uptake of the method has been slow, with only 
two known applications (Robinson et al., 2013; Zhao et al., 2017). This may partly 
be explained by the lack of a readily available code package to implement the 
method, a deficiency that we rectify herein. Harder is to change the attitude that 
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seismologists know the structure of the medium (Earth) well enough that 
deterministic methods can be used. Indeed, CWI as used here takes the opposite view: 
that we do not know the structure well, since the existence of strong coda in most 
recordings of crustal earthquakes shows that there must be strong scattering from 
unknown structure. The examples presented here show that even in such cases, 
relative locations can be found over length scales of a fraction of a wavelength, 
which should go some way towards convincing others that this point of view is both 





We present a MATLAB package that estimates relative source locations using source 
separations estimated with the CWI technique. The location method takes account of 
known biases in CWI separation estimates, and is capable of correcting them to a 
significant extent. It is able to locate events with a single station channel as 
demonstrated in our synthetic and real-data examples, but also to combine data from 
seismic arrays. The code package that accompanies this chapter provides a main 
script that allows users to conduct the three-step method (classifying events, 
estimating source separations, and estimating relative source locations) while 
maintaining the flexibility for users to edit the code based on their own needs. This 
computationally inexpensive code can be run on a standard laptop for the size of 
event cluster demonstrated herein. 
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6.1 Introduction  
 
6.2 Estimating velocity change 𝑑𝑣/𝑣 
6.2.1 Estimating 𝑑𝑣/𝑣 as the only type of perturbation 
6.2.2 Estimating 𝑑𝑣/𝑣 with scatterer displacement  
6.2.3 Estimating 𝑑𝑣/𝑣 with source location displacement  
 
6.3 Estimating source location displacement with velocity change 
 
6.4 Estimating source location displacement with scatterer 
displacement  
 
6.5 A general treatment for small perturbations using CWI 
 








In both seismic and laboratory rock physics settings, sometimes more than one type 
of perturbation can occur simultaneously. For instance, after a major earthquake, 
seismic velocity would change as aftershocks expanding along the fault plane would 
create new fractures which would change the properties of the medium in which 
seismic waves propagate (Baisch and Bokelmann, 2001; Schaff and Beroza, 2004; 
Peng and Ben-Zion, 2006); and in laboratory where repeated sources are needed to 
study physical properties of rocks or other materials, small changes in the location of 
sources could occur while the property of interest is being changed actively by 
experimenters, and this could have a significant impact on their measurements and 
hence their interpretations (Singh et al., 2018). To this end, it would be useful to 
identify all types of perturbations that have occurred in the system, and either to 
estimate all of the perturbations, or measure the perturbations of interest after 
removing the effect of others. CWI has the potential to distinguish among changes in 
propagating velocity, scatterer positions and source location, as the significant 
controlling data (travel-time differences of arrivals in coda) computed from the 
recorded signals have different distributions for different types of perturbations 
Snieder (2006). In this chapter, we explore this potential of the CWI methods though 
numerical experiments. 
 
Section 6.2 focuses on estimating velocity change in the propagating medium with 
coexisting perturbations on source location or scatterer positions, where the 
conventional windowing technique to implement CWI is compared with the 
stretching technique. In Section 6.3, we study cases in which both velocity and the 
source location are changed, and show that both changes can be estimated with CWI 
separately. We show in Section 6.4 how to identity the changes when source location 
and scatterer positions are perturbed simultaneously, and that the estimation of 
changes in source location can be improved if the effect of scatterer positions 
displacement is removed. Section 6.5 shows our treatment for cases where all three 
types of perturbations exist. 
 
6.2 Estimating velocity change dv/v 
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6.2 Estimating velocity change 𝒅𝒗/𝒗 
 
Conventional methods for measuring wave velocity often use the first or early 
arrivals of waveforms, assume a known source-receiver distance, and are strongly 
dominated by specific source-receiver paths (Molyneux and Schmitt, 1999; Zhou 
2006; Jones 2010; Blias 2015). The result of these methods is therefore susceptible to 
the accuracy of source and receiver locations and can give erroneous results if used 
to represent the bulk velocity of the medium. Also, small perturbations in the 
medium can be hard to detect, especially if the change is not located along the 
specific source-receiver path followed by the first arriving waves. Coda waves, 
generated by multiple scatterering, travel across a much larger region of the medium, 
they may sample the regions multiple times, and are shown to be more sensitive to 
small velocity changes (Weaver and Lobkis, 2000; Snieder et al., 2002) and give 
more accurate and precise estimates of bulk velocity change of the medium (Singh et 
al., 2018).  
 
Coda wave interferometry (CWI) estimates minute changes in velocity by using the 
crosscorrelation of the waveforms recorded by the same receiver before and after the 
perturbation. It has been used in the laboratory to measure small velocity changes in 
rocks due to changes in temperature (Snieder et al., 2002), stress (Gret et al., 2006), 
and water saturation (Tange et al., 2015); to monitor velocity changes in concrete 
(Larose and Hall, 2009; Masera et al., 2011; Planes and Larose, 2013); to detect 
velocity changes in fault planes before or after major earthquakes (Baisch and 
Bokelmann, 2001; Schaff and Beroza, 2004; Peng and Ben-Zion, 2006); to monitor 
temporal variations in volcanoes before, during or after eruption (Wegler et al., 2006; 
Gret et al., 2005; Hotovec-Ellis et al., 2014); and to study earthquake-volcano 
interaction (Battaglia et al., 2012). 
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The theory of CWI assumes that a medium with seismic velocity 𝑣 is perturbed in a 
way that the relative velocity change 𝑑𝑣 𝑣⁄  is constant in the medium, and that 
heterogeneities in the medium and the source stay unchanged. Snieder et al. (2002a) 
show that the relative velocity change is related to the mean of the travel-time change 





The mean of travel-time differences 〈𝜏Y〉(6,6b) of waves arriving within window 
[𝑡 − 𝑡i, 𝑡 + 𝑡i] is found where the waveform correlation coefficient (equation 2.4) 
attains its maximum. Thus, the relative velocity change 𝑑𝑣 𝑣⁄  is readily computed 
as the negative ratio of 〈𝜏Y〉(6,6b)  to the central time 𝑡. Note that the relative 
velocity change 𝑑𝑣 𝑣⁄  is considered to be constant in the medium, but not the 
velocity 𝑣. For elastic waves, the estimated relative velocity change is a weighted 












where 𝛼 and 𝛽 are P- and S-wave velocities, respectively. The weighted average is 







. The relative velocity change 𝑑𝑣 𝑣⁄  is thus related to the mean 
travel-time differences in time window [𝑡 − 𝑡i, 𝑡 + 𝑡i], which can be obtained from 
correlation coefficient 2.4. Estimates from multiple time windows can be used to 
assess uncertainties. 
 
There is another way of implementing CWI: the stretching interpolation technique 
(Sens-Schönfelder and Wegler, 2006). The stretching technique has been applied to 
study the variations of seismic velocities in volcanoes (Sens-Schönfelder and Wegler, 
2006) and at fault zones (Wegler and Sens-Schönfelder, 2007), to assist forecasting 
volcano eruptions (Brenguier et al., 2008); and to monitor the weak changes in a gel 
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with scattering inclusions in laboratory experiments (Hadziioannou et al., 2009).  
 
The stretching technique assumes a constant velocity change 𝑑𝑣 𝑣⁄  in the medium 
as the windowing technique does, so the relative travel-time difference @
6
 is also a 
constant, which is determined as a factor by which the time axis of the perturbed 
waveform must be stretched (or compressed) to obtained the best correlation with the 
unperturbed waveform. The best stretching factor @
6
 is found by interpolating the 
perturbed waveform at times 𝑡(1 − 𝜀) with various constants 𝜀 and conducting a 
grid-search for 𝜀I  that gives the maximum correlation coefficient with the 







In the remainder of this section, we first compare the stretching and windowing 
techniques for implementing CWI with numerical experiments with velocity change 
being the only type of perturbation. We then introduce scatterer displacement and 
source displacement into the system, and test the ability of the two methods for 
measuring the velocity change. Waveforms are generated by solving the acoustic 
wave equation with a staggered-grid finite-difference (FD) solver. A point-scatterer 
medium (Figure 6-1) with 300 uniformly distributed scatterers is created with 
3000 × 3000 grid points, with grid spacing in both x (horizontal) and z (depth) 
directions being 10m and a time step of 0.001s. A Ricker wavelet is used with a 
center frequency of 6Hz. Six isotropic sources are applied in the center of the 
medium, and they are recorded by six receivers as shown in Figure 6-1. 
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Figure 6-1: Point-scatterer medium used to conduct the experiments in this chapter. 
Color scheme indicates the velocity of the medium. Red stars in the center of the 
model show the source region, and the blue triangles are the receivers. The smaller 
panel is a zoomed source region. 
 
6.2.1 Estimating 𝒅𝒗 𝒗⁄  as the only type of perturbation 
 
The original velocity across the medium is 𝑣M = 3000𝑚/𝑠, and we use the six 
receivers to record wavefields emitted from each of the six sources. The velocity is 
then perturbed by a small uniform change of 15𝑚/𝑠, i.e. 0.5%𝑣M, and waveforms 
are re-recorded. First, we use the stretching interpolation technique to measure this 
change. For each event and each receiver, we interpolate the perturbed waveform 
with stretching factors 𝜀 = 0.00001	to 0.01 in steps of 0.00001 (i.e. 0.001% to 
1% in steps of 0.001%), calculate the crosscorrelation of the interpolated perturbed 
waveform with the unperturbed waveform, and find the relative velocity change 
𝑑𝑣 𝑣⁄  as the factor that leads to the maximum correlation. Figure 6-2 shows an 
example of a perturbed waveform stretched by the best stretching factor 𝜀I and 
the unperturbed waveform recorded by the same receiver. With no added noise, the 
estimated 𝑑𝑣 𝑣⁄  using the stretching method for all sources and all receivers is 0.5% 
for the searching precision 0.001% used. 
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Figure 6-2: Example application of the stretch interpolation technique. Panel (a) 
shows the correlation of the original waveform and the perturbed waveform after 
stretching using different stretching factors. Panel (b) shows the comparison of the 
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Figure 6-3: The mean of travel-time changes of each time window (dots) with the 
least-square fit (solid line) using the windowing CWI, and the reference for which 
the estimated velocity equals the true velocity (dashed line), using waveforms 
recorded from source e1 (see Figure 6-1) recorded by receiver R1. 
 
 
We then use the windowing technique to measure the relative velocity change. For 
each event and each receiver, we take a segment 10s-40s from the unperturbed and 
the perturbed waveforms, align the first arrivals, and apply CWI with time windows 
of 3s. Each time window would give an estimate of the relative velocity change 
𝑑𝑣 𝑣⁄ , however we take the average of the estimates from all time windows by fitting 
a line using doublets [〈𝜏Y〉(6,6b), 𝑡] given by all windows in a least-squares sense, 
and take an estimate of 𝑑𝑣 𝑣⁄  as the slope of the fitted line. Figure 6-3 shows the 
case for source e1 using the waveforms recorded by receiver R1 before and after the 
perturbation, where the relative velocity change 𝑑𝑣 𝑣⁄  is estimated to be 0.5032%, 
resulting in an error of 0.0032%.  
 
Figure 6-4 shows the estimates of 𝑑𝑣 𝑣⁄  using windowing technique for all events 
by each receiver. The mean of estimates of individual receivers fluctuates about the 
true 𝑑𝑣 𝑣⁄  (dashed line), distributing in a range of 0.4907%~0.5061% (blue dots), 
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giving an overall average estimate of 𝑑𝑣 𝑣⁄  of 0.4981% (solid line) with a small 
error of 0.0019%, and a standard deviation of 0.0068% (shade).  
 
In order to understand the applicable range of the two methods, we conduct 
experiments with a wide range of true 𝑑𝑣 𝑣⁄ , varying over four orders of magnitude 
(i.e. 0.01% ~ 10%), and measure 𝑑𝑣 𝑣⁄  with the stretching and windowing method. 
Figure 6-5a shows the mean and standard deviation over all sources and receivers for 
each true 𝑑𝑣 𝑣⁄ , where true 𝑑𝑣 𝑣⁄  values are plotted on a logarithmic scale for 
display purpose. The dashed line shows the cases where the estimated 𝑑𝑣 𝑣⁄  is 
equal to its true value. For up to the true 𝑑𝑣 𝑣⁄ = 2%, both methods lead to fairly 
accurate estimates, with low uncertainties, which are hardly observed in the plot. For 
true 𝑑𝑣 𝑣⁄ ≥ 2% the stretching technique is able to give accurate estimates as 
expected, while the windowing technique fails to give correct estimates due to cycle 
skipping in the crosscorrelation of waveforms in the time windows applied. Figure 
6-5b provides a clearer display of the uncertainties of estimates for each true 𝑑𝑣 𝑣⁄  
using the two methods. The stretching technique gives lower standard deviations 
than the windowing technique for all cases, while the standard deviations of 
estimates given by the windowing technique are lower than 0.05 of the true values 
for all true 𝑑𝑣 𝑣⁄ . Hence, from the numerical experiments, we summarize that where 
velocity change is the only type of perturbation, the stretching technique works for a 
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Figure 6-4: Estimated velocity change using windowing CWI. The dots and bars 
show the means and standard deviations of estimates over the six sources obtained 
from individual receivers; the solid line and the shade show the mean and standard 
deviations of the estimates over all receivers; and the dashed line shows the true 
velocity change. 
Receiver index
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Figure 6-5: Estimated relative velocity change using the stretching (blue) and 
windowing technique (red), where true 𝑑𝑣 𝑣⁄  values are plotted on a logarithmic 
scale. Panel a shows the mean (dots) and standard deviations (bars) of the estimates 
over all sources and receivers, where the dashed line indicates where the estimate is 
equal to the true value. Panel b shows standard deviations of the estimates given by 
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6.2.2 Estimating 𝒅𝒗 𝒗⁄  with scatterer displacement  
 
In some occasions, velocity change is accompanied by displacement of scatterers in 
the medium, for instance, in a turbulent fluid with bubbles or particle suspensions 
(Cowan et al., 2000; Page et al., 2000). In geophysics, wave velocity changes have 
been monitored for analyzing structural change in volcanoes before and after 
eruption (Wegler et al., 2006; Battaglia et al., 2012), while wave velocity changes 
could be accompanied by movement of heterogeneities. It would be intriguing and 
useful to know how each method would be affected by the existence of this other 
type of perturbation. Here we generate waveforms using a similar medium to that 
shown in Figure 6-1, with the introduction of a velocity change 𝑑𝑣 𝑣⁄ = 0.5%, and 
an uncorrelated movement of the scatterers with a root mean square displacement 
𝛿GHI6 = 3%𝜆F, where 𝜆F is the dominant wavelength of the waveforms. A root 
mean square displacement is a commonly used measurement of the spatial extent of 
a random motion, which can be thought of as a measure of the portion of the system 
explored by a random walker. A root mean square displacement of the scatterers is 









where 𝑁 is the number of scatterers, 𝒙𝒏(𝑡) is the position of the 𝑛th scatterer at 
time 𝑡, and 𝒙𝒏(0) is the original position of the 𝑛th scatterer. In our experiment the 
equation is simplified by removing the time factor, as we only take one state other 








where 𝒙𝒏 and 𝒙d𝒏 are the position of the 𝑛th scatterer before and after being 
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perturbed. This is implemented by moving the scatterers by a distance 𝑟 to the 
direction forming an angle of 𝜃  from negative depth axis, where 𝑟 follows a 
Gaussian distribution with a mean of 3%𝜆F and a standard deviation of 1%𝜆F, and 
𝜃 follows a uniform distribution from 0 to 2𝜋. 
 
We estimated 𝑑𝑣 𝑣⁄  of the perturbed medium using the two methods. Figure 6-6 
shows the estimates given by each individual receiver. Both methods lead to 
estimates with errors smaller than 0.01%, however estimates of the windowing CWI 
are clearly more accurate and precise than those of stretching CWI. Estimates of 
windowing technique are also more consistent among different receivers than those 
from stretching.  
 
 
Figure 6-6: Estimates of relative velocity change 𝑑𝑣 𝑣⁄  using the stretching (blue) 
and windowing (red) technique when scatterer displacement also occurs. The dots 
and bars show the mean and standard deviations over all sources obtained from 
individual receivers. The dashed line shows the true relative velocity change. 
 
6.2.3 Estimating 𝒅𝒗 𝒗⁄  with source location displacement  
 
We now consider cases where a velocity change and a source displacement occur 
simultaneously. A displacement in source location is modeled by using multiple 
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identical sources in the medium at different locations as shown in Figure 6-1. We 
record waveforms in the original medium and then in the perturbed medium with 
true 𝑑𝑣 𝑣⁄ = 0.5%. First, we take waveforms from source e1 propagating in the 
original medium (𝑣M = 3000𝑚/𝑠) and those from source e2 propagating in the 
perturbed medium (𝑣 = 3015𝑚/𝑠) and use both techniques to measure the velocity 
change with a source displacement of 𝛿GOPQHR = 30𝑚, i.e. 6%𝜆F. Figure 6-7 shows 
the results obtained using individual receivers. The stretching technique leads to 
estimates of 𝑑𝑣 𝑣⁄  with a mean of 0.5458% (error=0.0458%) and a standard 
deviation of 0.0748% over individual receivers, and the estimates of windowing 
technique have a mean of 0.4996% (error=0.0004%) and a standard deviation of 
0.0122%. In this experiment, windowing CWI measures velocity change 2 orders of 
magnitude more accurately than stretching, and reduces the uncertainties in the 
estimates by ~80%. Hence, we summarize that for a small source displacement, 
windowing technique gives more reliable estimates of velocity change than the 




Figure 6-7: Estimates of relative velocity change 𝑑𝑣 𝑣⁄  using the stretching (blue) 
and windowing (red) technique when a simultaneous perturbation in source location 
occurs. The dots show estimates obtained from individual receivers. The dashed line 
shows the true relative velocity change. 
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Figure 6-8: Estimated relative velocity change using windowing CWI, where a 
simultaneous source perturbation of 30m occurs and true 𝑑𝑣 𝑣⁄  values are plotted 
on a logarithmic scale. Panel a shows the mean (dots) and standard deviations (bars) 
of the estimates over all sources and receivers, where the dashed line indicates where 
the estimate equals to the true value. Panel b shows the standard deviations of the 
estimates. The black line shows where the standard deviation (std) of the estimate 
equals the value of true 𝑑𝑣 𝑣⁄ , hence the area above shows std is greater than the 
true 𝑑𝑣 𝑣⁄  and the area below shows std is lower than the true 𝑑𝑣 𝑣⁄ . The blue and 
green line show where std equals to 0.25𝑑𝑣/𝑣 and 0.05𝑑𝑣 𝑣⁄ , respectively. 
 
 
To further explore the capability of CWI for estimating velocity change under the 
influence of displacement in source location, we conduct experiments with a series 
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of true 𝑑𝑣 𝑣⁄  within the working range (≤ 2% ) of windowing CWI found 
previously, and a source displacement 𝛿GOPQHR = 30𝑚. Figure 6-8 shows the mean 
(top panel) and standard deviation (bottom panel) over all receivers for each true 
𝑑𝑣 𝑣⁄ , where true 𝑑𝑣 𝑣⁄  values (horizontal axis) are plotted in their logarithm scale 
for displaying purpose. The dashed line indicates where the estimated 𝑑𝑣 𝑣⁄  is 
equal to the true value, which is the case for all true 𝑑𝑣 𝑣⁄  in our experiments. The 
standard deviations of the estimates are too small to be observed in the same plot 
with the means, hence are displayed separately, where the dashed lines indicate 
where the standard deviations of 𝑑𝑣 𝑣⁄  estimates equal 1 (black), 0.25 (blue) and 
0.05 (green) times 𝑑𝑣 𝑣⁄ . In all cases except for true 𝑑𝑣 𝑣⁄ =0.01%, the standard 
deviation of the estimated true 𝑑𝑣 𝑣⁄  are lower than true 𝑑𝑣 𝑣⁄ . For true 𝑑𝑣 𝑣⁄ ≥
0.05%, the standard deviation are lower than 0.25 of the true values. Windowing 
CWI achieves standard deviations lower than 0.05 of true 𝑑𝑣 𝑣⁄  when the true 
𝑑𝑣 𝑣⁄  are above 0.2%. Therefore, with a source displacement of 30m (6%𝜆F), 
windowing CWI gives reliable estimates of velocity change for true 𝑑𝑣 𝑣⁄  in a 
range of 0.05%~2%, with standard deviations lower than 0.25 of the true 𝑑𝑣 𝑣⁄ . 
 
As shown above, a source displacement over 25%𝜆F can lead to cycle skipping in 
waveform crosscorrelation so that the windowing technique would fail to give an 
accurate estimate of source displacement. We wondered whether the method would 
also fail to give an accurate estimate of velocity change with a source displacement 
𝛿GOPQHR > 25%𝜆F . To investigate this, we use windowing CWI to measure the 
velocity change with a range of source displacements, using the six sources as shown 
in Figure 6-1. The velocity change is fixed at true 𝑑𝑣 𝑣⁄ = 0.5%, and source 
displacement varies from 30m to 325m, i.e. 6%~65%𝜆F. For each test, we take an 
unperturbed waveform with 𝑣M = 3000𝑚/𝑠  and a perturbed waveform from a 
different source with 𝑣} = 3015𝑚/𝑠 . We repeat this process 15 times for all 
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waveform pairs from the 6 sources. Figure 6-9 shows the estimated 𝑑𝑣 𝑣⁄  for each 
source displacement, which indicates that for up to 𝛿GOPQHR = 120𝑚 (i.e. 24%𝜆F), 
windowing CWI method gives measurements of 𝑑𝑣 𝑣⁄  with errors within 
acceptable range. The results of this experiment demonstrate that a small velocity 
change can be measured using the windowing CWI method with a source 
displacement not larger than a quarter of a dominant wavelength. 
 
In this section, we used numerical experiments to test the reliability and applicable 
range of the stretching interpolation technique and the windowing technique to 
implement CWI to measure a velocity change in the propagating medium. The 
stretching technique has a larger working range than windowing when only a change 
in velocity occurs: windowing technique works for true 𝑑𝑣 𝑣⁄ ≤ 2%, while in our 
experiment the stretching technique works up to 𝑑𝑣 𝑣⁄ = 10%, which theoretically 
has an unlimited upper limits as it uses the whole waveforms as one time window. 
Within the working range of both techniques, in general, stretching leads to lower 
uncertainties.  
 
However, the windowing technique outperforms stretching when other types of 
perturbation accompany the velocity change. If a small scatterer displacement or a 
source displacement occurs simultaneously with the velocity perturbation, estimates 
of 𝑑𝑣 𝑣⁄  using windowing technique are more accurate and more precise than those 
using stretching in all cases. In our experiments, windowing technique gives reliable 
𝑑𝑣 𝑣⁄  measurements for true 𝑑𝑣 𝑣⁄  in a range of 0.05% to 2% for a small 
separation. It is also found to give correct measurement of velocity change with 
acceptable uncertainties with the existence of a source placement of up to a quarter 
of a dominant wavelength. 
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6.3 Estimating source location displacement with velocity change 
 
We consider cases where perturbations in source location and velocity of the 
propagating medium occur simultaneously, and measure the perturbation in source 
location. Usually, when distances between sources are measured for relative source 
location, velocity change is not taken into consideration. This can lead to impact on 
the estimation of inter-source distances and the error will be passed on to source 
locations. To this end, it would be desirable to detect and remove any velocity 
change before measuring the inter-source distances. Here we show how this can be 
achieved using windowing CWI and the stretching technique together for sources of 
similar mechanism, and how the implementation improves the inter-source 
separation estimation. 
 
The experimental settings used are shown in Figure 6-1. Taking source e1 and e3 as 
True source displacement(m)
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an example, Figure 6-10 shows a 3s time window of the unperturbed waveform of e1 
(𝑣M = 3000𝑚/𝑠) and the perturbed waveform of e3 (𝑣 = 3015𝑚/𝑠) recorded by 
receiver R1, which contains the early arrivals and a part of coda, respectively. Event 
e1 and e3 are separated by 𝛿GOPQHR = 67𝑚 (i.e. 13.4%𝜆F). First, we use CWI to 
detect the velocity change. A segment of 10s-40s from the pair of waveforms is taken, 
and ten time windows of 3s are used. Figure 6-11 shows that the bulk velocity of the 
medium has changed by 0.4978% when the waveform of e3 is recorded. When all 
receivers are considered, the velocity change is estimated to be 𝑑𝑣 𝑣⁄ = 0.4921%, 
with a standard deviation of 0.0079% (Figure 6-12). 
 
Next, we use the idea of the stretching interpolation technique to remove the effect of 
the velocity change from the perturbed waveform. The detected velocity change 
𝑑𝑣 𝑣⁄ = 0.4921% is considered as the factor by which if the time axis of the 
perturbed waveform is stretched, it will become the waveform that would have been 
recorded if there were no velocity change in the medium, with the only perturbation 
being the source displaced from the location of e1 to that of e3. This is done by 
interpolating the perturbed waveform at times 𝑡(1 − 𝑑𝑣 𝑣⁄ ) , and the stretched 
perturbed waveform and the unperturbed waveform of e1 and e3 recorded by 
receiver R1 is displayed in Figure 6-13. The differences in the two waveforms are 
now only due to the difference in source location, assuming that the velocity change 
measurement is correct to within acceptable errors. 
 
Finally, we use the unperturbed waveform of e1 and the stretched perturbed 
waveform of e3 to estimate the source displacement (i.e. the distance between 
sources e1 and e3) using CWI. Six time windows of 3.5s starting from 15s of the 
waveforms are used. Figure 6-14 shows the results given by all individual receivers 
with an average of 62.43m, underestimating the source displacement by 4.57m. 
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Estimates from individual receivers for both velocity change 𝑑𝑣 𝑣⁄  and source 
displacement 𝛿GOPQHR are consistent, indicating that CWI is able to give reliable 
results using very few receivers in scattering medium.  
 
For all events, we repeat the test to measure a range of source displacements by 
taking one source from the unperturbed medium (𝑣M = 3000𝑚/𝑠) and another from 
the perturbed medium (𝑣 = 3015𝑚/𝑠). Figure 6-15 shows a comparison of the 
source displacement estimates of 15 event pairs estimated with 𝑑𝑣 𝑣⁄  (red) and 
estimated after 𝑑𝑣 𝑣⁄  is removed (blue). Both the estimated and true source 
displacements are normalized by the dominant wavelength of the waveforms. It is 
found that removing the effect of velocity change can significantly improve the 
estimation of source displacement for the whole working range of CWI, i.e. true 
𝛿GOPQHR ≤ 25%𝜆F , in that both the accuracy and precision of the estimates are 
increased. 
 
In this section, we proposed a treatment for cases where both medium velocity and 
source location are perturbed. As shown in Section 6.2, windowing CWI is able to 
measure small changes in velocity (0.05%-2% in our numerical experiments), so we 
first use the windowing CWI method to determine the velocity change with a high 
accuracy. We then use the stretching technique to remove the effect of the velocity 
change from the perturbed waveform, and finally use windowing CWI to estimate 
the source displacement. It is demonstrated that this “estimation-compensation” 
treatment of 𝑑𝑣 𝑣⁄  can significantly improve the estimation of source displacement. 
Note that this treatment can also be used as a pre-processing step when other 
methods for estimating inter-source distances are used, as it removes the influence of 
the velocity change and leaves the differences in the waveforms only attributed to 
differences between sources. 




Figure 6-10: Comparison of the original (blue) and perturbed (red) waveforms 
recorded by receiver R1. Panel a and b show the early arrivals and a part of the coda 





Figure 6-11: The mean of the travel time changes of each time window. Dots show 
the estimates from each time window, the solid line shows the least squares fit to 
those dots, and the dashed line indicates the case where the estimate equals the true 
travel time change. 
 
t(s)









































6 Discriminating different types of perturbations using CWI 
 140
 
Figure 6-12: Estimated relative velocity change 𝑑𝑣 𝑣⁄ . Dots show the estimate of 






Figure 6-13: Comparison of the original (blue) and perturbed (red) waveforms 
recorded by receiver R1 after the effect of velocity change is removed from the 
perturbed waveform using the stretching technique. Panel a and b show the early 
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Figure 6-14: Estimated source displacement made using by each receiver 
individually. The dots and bars show the mean and standard deviation over all time 
windows used, and the dashed line shows the true source displacement.  
 
 
Figure 6-15: Comparison of the estimated source displacement obtained without 
compensating for the velocity change in the perturbed waveforms (red), and that 
obtained with effect of the velocity change removed from the perturbed waveform 
(blue). The circle and bars show the means and standard deviations over all time 
windows and receivers, and the dashed line shows where the estimated and true 
displacements are identical. All displacement values are normalized by the dominate 
wavelength of the waveforms. 
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6.4 Estimating source location displacement with scatterer 
displacement 
 
We now consider cases where the perturbation in source location is accompanied by 
scatterer displacement. In order to obtain accurate estimates of source displacement, 
we attempt to use CWI to distinguish the scatterer displacement in the system and 
remove its effect. In a medium with point scatterers which are displaced 
independently, the mean-squared displacement 𝛿A of the scatterers can be resolved 
by relating it to the variance 𝜎@A of the travel-time change of waves arriving within 
a time window. Due to the displacement of the scatterers, some scattering trajectories 
become longer and others shorter, while the average does not change provided the 
movement of the scatterers is uncorrelated. Hence, the mean of the travel-time 
change 〈𝜏Y〉 vanishes. The variance of the travel-time change 𝜎@A is related to the 
variance of trajectory-length change 𝜎þA. Snieder (2006) derived the relationship 




where 𝑡 is the center time of the time window employed, and 𝑙∗ is the transport 
mean free path. The transport mean free path of a scattering medium is the mean 
distance of wave propagation over which the scattered wave has lost all information 
of direction of propagation. It is defined as 𝑙∗ = 𝑙/(1 − 𝑐𝑜𝑠𝜃), where 𝑐𝑜𝑠𝜃 is the 
average of cosine of the scattering angle over all paths in a certain time window, and 
𝑙 is the scattering mean free path (van Rossum and Nieuwenhuizen, 1999). The 
scattering mean free path 𝑙 of a scattering medium refers to the characteristic 
distance between scatterers, which has a different definition with the transport mean 
free path 𝑙∗.  
 
For a constant velocity, 𝜎@ =
!"
¨
, the mean-squared displacement 𝛿A is therefore 
related to the 𝜎@A, i.e. 





The variance of the travel-time changes 𝜎@A  can be obtained from a series of 
non-overlapping time windows from correlation coefficient 2.4, and the root mean 
squared displacement 𝛿 of scatterers can then be obtained if the velocity 𝑣 and the 
transport mean free path 𝑙∗ are known.  
 
The numerical models used in this section contain 300 point-scatterers with a 
background velocity of 3000m/s, as shown in Figure 6-1. Six identical isotropic 
sources and six receivers are applied. We first introduce an uncorrelated movement 
of the scatterers with a root mean square displacement 𝛿GHI6 = 3%𝜆F (using the 
moving method described in Section 6.2). From now on, in this section, root mean 
square displacement of scatterers is denoted as 𝛿GHI6, and source displacement as 
𝛿GOPQHR. Thus, the expression of the variance of travel-time changes due to scatterer 





and that due to source displacement (for an isotropic source in a 2D acoustic medium) 





As is readily observed from the two equations above, the variance of the travel-time 
changes 𝜎@A is proportional to time 𝑡 (central time of the time window applied) for 
scatterer displacement, while it is invariant with time for a source displacement. As 
source displacement and scatterer displacement control 𝜎@A  independently, their 








Thus, theoretically, the features of how 𝜎@A  changes with 𝑡  can be used to 
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discriminate among three scenarios: source location being perturbed, scatterers being 
displaced, and both source and scatterers being displaced. 
 
We take source e1 and e2 (30m, i.e. 6%𝜆F apart) for example. Figure 6-16a shows 
the 𝜎@A-	𝑡 relation of waveforms of source e1 in the original medium and in the 
perturbed the medium (with 𝛿GHI6 = 3%𝜆F) recorded by the same receiver R3, 
where each point indicates a time window used. We fit a straight line using 𝜎@A 
estimated for each time window in a least-squares sense, which shows that the 
travel-time variance 𝜎@A does change proportionally with time 𝑡, taking a form of 
𝑦 = 𝐴𝑥, where 𝐴 is a constant. Figure 6-16b shows 𝜎@A from each time window 
estimated with waveforms of source e1 and e2 in the original medium (without 
scatterer displacement) recorded by receiver R3. The travel-time changes are due to 
the difference in source location (source displacement), and their variance 𝜎@A 
estimated from each time window fluctuation about their average (red line), and are 
invariant with time 𝑡, taking a form of 𝑦 = 𝐵, where 𝐵 is a constant. Figure 6-16c 
shows the case where both source location and scatterer positions are perturbed, i.e. 
waveform of source e1 in the original medium and that of e2 in the perturbed 
medium are used. The 𝜎@A-𝑡 relation is described by equation 6.9, which takes a 
form of 𝑦 = 𝐴d𝑥 + 𝐵d. We found that the slope of the fitted straight line (black solid 
line) is 3.91e-6, which is close to the slope of the line in Figure 6-16a which is 
3.56e-6; also the y-intercept (black dashed line) is 4.83e-5, which is close to that in 
Figure 6-16b which is 4.79e-5: that is, 𝐴 ≈ 𝐴d	and 𝐵 ≈ 𝐵d. This verifies equation 
6.9 that scatterer displacement 𝛿GHI6  and source displacement 𝛿GOPQHR  influence 
𝜎@A in an independent sense when they occur simultaneously in the system. Thus 





given the propagating velocity 𝑣.  
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The black dashed line in Figure 6-16c marks the level of the y-intercept of the fitted 
𝜎@A-𝑡 relation, which is used to estimate source displacement for the scenario with 
perturbations in both source location and scatterer positions; while the red line 
represents the 𝜎@A-𝑡 relation of a reference scenario with source displacement being 
the only perturbation in the system. The similarity in the level of the two lines means 
that the source displacements calculated for the two scenarios will be very similar, 
which demonstrates that the level of accuracy of source displacement estimates 
achieved in a system accommodating two types of perturbations is similar to that for 
a system in which only source location is perturbed.  
 
Figure 6-17 shows the 𝜎@A-𝑡 relation fitting for six pairs of waveforms recorded by 
receiver R3, one of which is from a source in the original medium and the other is 
from another source in the medium within which scatterers are displaced by 3%𝜆F. 
The true source displacements of the six pairs are 30m, 60m, 67m, 90m, 108m, and 
120m, i.e. 6%, 12%, 13.4%, 18%, 21.6% and 24% of 𝜆F . The value used for 
estimating source displacement is marked by a black dashed line in each panel, and 
that for each reference case (with no scatterer displacement) is marked by a red line. 
For most cases, the two lines are located closely, indicating similar estimates for 
source displacements with no scatterer displacement occurring, and for the case 
where scatterer displacement occurs but its effect is removed. As a result, the 
estimated source displacements 𝛿GOPQHR are 28.2m, 53.6m, 54.6m, 81.7m, 90m and 
98.9m, with the largest error being 18% of the true source displacement.  
 
We repeat the experiment by increasing the scatterer displacement to 6%𝜆F, and 
fitted the 𝜎@A-𝑡 relation of the six cases are shown in Figure 6-18. The estimated 
source displacements are 35.9m, 48.9m, 56.3m, 93.6m, 90.8m and 93.0m. It appears 
that the estimation of some source displacements have improved (cases 3, 4 and 5) 
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and some have deteriorated (cases 1, 2 and 6) due to larger scatterer displacements.  
 







respectively, and we are able to use equation 6.10 to compute the source 
displacement 𝛿GOPQHR. It appears that the root mean square displacement of scatterers 




= 𝐴d, given velocity 𝑣 and transport 
mean free path 𝑙∗. However, the value of 𝐴d (the slope of the fitted of 𝜎@A-𝑡 
relation) is unstable with different source displacements, as shown in Figure 6-17 and 
Figure 6-18. Therefore, it would be extremely difficult to obtain reliable estimates of 
the root mean square displacement of the scatterers 𝛿GHI6 this way.  
 
Figure 6-19 shows the estimates of source displacements over a wider range of true 
source displacements with scatterers displaced by 3%𝜆F and 6%𝜆F in panels (a) 
and (b), respectively. Each value in the plots shows the mean and the standard 
deviation of the estimates over all receivers. The estimates of source displacement 
for each reference case (no scatterer displacement) using standard CWI are shown in 
black. Blue shows the estimates obtained using the method described in this section, 
which discriminates the perturbations in source location and scatterer positions by 
fitting 𝑦 = 𝐴d𝑥 + 𝐵d to obtain the 𝜎@A-𝑡 relation. Red shows the estimates using 
the standard CWI that does not separate the contributions of the two types of 
perturbation by assuming 𝜎@A being time-invariant and obeys 𝑦 = 𝐵. It is found 
that within the applicable range of CWI (true source displacement 𝛿GOPQHR below a 
quarter of dominant wavelength), for larger scatterer displacement (panel b), 
discriminating the contribution of the two types of perturbation improves the 
estimation of source displacement by significantly reducing overestimation. This is 
because both types of perturbation are recognized as source displacement by the 
standard CWI method, so the estimated source displacements are much larger than 
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their true values. For smaller scatterer displacements (panel a), using standard CWI 
appears to have improved the estimation in some cases. However, we do not 
recommend it because this ‘improvement’ is not real: since we know that CWI has a 
tendency to underestimate source displacements, counting the contribution of 
scatterer displacement as part of source displacement seems to compensate for this 
tendency in the result, however with erroneous (entirely unrelated) physics, and the 
size of the compensation is unclear. 
 
In this section we proposed a treatment for estimating source displacement in cases 
where both source location and scatterer positions are perturbed. Standard CWI 
assumes a single type of perturbation occurring in the system and tends to over 
estimate source perturbation when scatterer displacement also occurs. Our treatment 
removes this assumption by discriminating the contribution of the two types of 
perturbations and thus improves the estimation of source displacement. 
 
Figure 6-16: Plots of the 𝜎@A-𝑡 relation of the original and perturbed waveforms, 
where stars show the variance of the travel-time changes 𝜎@A of each time window 
in the waveforms. Panel a shows the case for scatterer displacement being the only 
perturbation in the system, where the line shows the lease squares fit; panel b shows 
the case for source displacement being the only perturbation in the system where the 
line shows the level of the average over all time windows applied; and panel c shows 
the case where scatterer displacement and source displacement both exist, where the 
black solid line shows the lease squares fit, the dashed black line marks the level of 
the y-intercept of the fit, and the red line shows the mean of the reference case 
without scatterer displacement shown in panel b. 
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Figure 6-17: Plots of the 𝜎@A-𝑡 relation and least squares fits for cases with a 
scatterer displacement of 3%𝜆F. Panel a-f shows the case where the true source 
displacements are 30m, 60m, 67m, 90m, 108m and 120m. 
 
 
Figure 6-18: Plots of the 𝜎@A-𝑡 relation and least squares fits for cases with a 
scatterer displacement of 6%𝜆F. Panel a-f shows the case where the true source 
displacements are 30m, 60m, 67m, 90m, 108m and 120m. 
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Figure 6-19: Comparison of the estimated source displacement obtained using the 
standard CWI method (red), CWI after scatterer displacement is removed (blue), and 
reference cases in which source displacement is the only type of perturbation (black). 
All displacement values are normalized by the dominant wavelength of the 




6.5 A general treatment for small perturbations with CWI 
 
In both seismic and laboratory rock physics settings, sometimes more than one type 
of change occur simultaneously. Most existing methods that measure these changes 
contain underlying assumption that the change being measured is the only type of 
change that occurred. Standard CWI, which can be used to estimate bulk velocity 
change, scatterer displacement or source location displacement, is one such method. 
In former sections we discussed how CWI can be used to discriminate different 
perturbations in the system where there are two types of perturbations whose 
existence is known. In this section, we propose a general treatment to detect and 
estimate small perturbations using CWI when the types of perturbations which have 
occurred are not known. 
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Assuming all perturbations are small and non-destructive, we use two simple plots to 
detect and measure, which are computed from a pair of waveforms recorded by the 
same receiver before and after the perturbations. The numerical models shown in 
Figure 6-1 are used to demonstrate the treatment. The original medium contains 300 
point scatterers and has a velocity of 𝑣M = 3000𝑚/𝑠. The scatterers are perturbed 
with a root mean square of 𝛿GHI6 = 3%𝜆F, and the velocity is changed to 𝑣 =
3015𝑚/𝑠 (true 𝑑𝑣 𝑣⁄ = 0.5%). A displacement in source location is also modeled 
by using multiple identical sources at different locations. The two plots we use to 
detect perturbation types are plots of the < 𝜏 >-𝑡  relation and 𝜎@A -𝑡  relation, 
where < 𝜏 > and 𝜎@A are the mean and variance of the travel-time difference of 
waves arriving in the time windows applied.  
 
Here we show how the two plots are used with an example in which all three types of 
perturbations occur. Figure 6-20a shows the plot showing the < 𝜏 >-𝑡 relation, 
computed with the unperturbed waveform of source e1 (source location at e1, 𝑣M =
3000𝑚/𝑠, scatterers at their original positions) and the perturbed waveform of e1 
(source displaced to the location of e2, 𝑣 = 3015𝑚/𝑠, scatterers perturbed with 
𝛿GHI6 = 3%𝜆F) recorded by receiver R1. The plot (Figure 6-20a) shows that < 𝜏 > 
increases proportionally with 𝑡. This feature can only be explained as a change in 
bulk velocity, as < 𝜏 > would be approximately zero for all time windows for 
uncorrelated scatterer displacement or source displacement in a scattering medium 
(Snieder 2006), as shown in Figure 6-20b for comparison, which is computed with 
the waveform of source e1 in the original medium and that of e2 in a perturbed 
medium with a source displacement of 𝛿GHI6 = 3%𝜆F and no velocity change. Thus, 
the velocity change is readily deduced from the slope of the fitted straight line in the 
< 𝜏 >-𝑡 plot (Figure 6-21). In this example, the velocity change is estimated to be 
𝑑𝑣 𝑣⁄ = 0.51%. 
 




Figure 6-20: Plot of < 𝜏 >-𝑡 relation. Panel a shows the < 𝜏 >-𝑡 relation when all 
three types of perturbation occur, obtained using the original waveform (source 
location at e1, 𝑣M = 3000𝑚/𝑠) and the perturbed waveform (source location at 
e2,	𝑑𝑣 𝑣⁄ = 0.5%, scatter displacement 𝛿GHI6 = 3%𝜆F) recorded by receiver R1. 





Figure 6-21: Least squares fit of the < 𝜏 >-𝑡 relation. 
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The velocity change found is then removed using the stretching interpolation 
technique as in Section 6.2. Figure 6-22 shows a comparison of the unperturbed and 
perturbed waveforms before and after the velocity change is removed. To determine 
the existence of perturbations in source location and scatterer positions, we plot the 
𝜎@A-𝑡 relation computed with the unperturbed waveform of e1 and the perturbed 
waveform of e2 with 𝑑𝑣 𝑣⁄  removed (Figure 6-23). The window-wise travel-time 
variance 𝜎@A seems to increase with time 𝑡, indicating a scatterer displacement, 
however it is unclear whether the source location has also been perturbed. We fit a 
straight line and found the y-intercept is non-zero, indicating that a source 
displacement has also occurred. Using the value of the y-intercept, the source 
displacement can be calculated from equation 6.10. In this example, the source 
displacement is estimated to be 𝛿GOPQHR = 28.16𝑚 , giving an error of 1.84m 
compared to the true value of 30𝑚. 
 
Figure 6-22: Comparison of waveforms before and after removing the measured 
effect of velocity change. Panel a and b show the early arrivals and a part from coda, 
respectively of the original (blue) and perturbed (red) waveforms; Panel c and d 
show the early arrivals and a part from coda of the original (blue) and perturbed (red) 
waveforms with the velocity change removed. 
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Figure 6-23: Plot of the 𝜎@A-𝑡 relation after the effect of the velocity change is 




Figure 6-24: Least squares fit of the 𝜎@A-𝑡 relation in Figure 6-23 (solid line), where 
the dashed line marks the level of y-intercept. 
 
 
We repeat the experiment with true source displacements of 60m, 67m, 90m, 108m 
and 120m, i.e. 12%, 13.4%, 18%, 21.6% and 24% of the dominant wavelength 𝜆F. 
Figure 6-25 shows the two plots used to detect and measure velocity change and 
source displacement in each case, and that of the example shown above is also 
included. The estimated 𝑑𝑣 𝑣⁄  and 𝛿GOPQHR are listed in Table 6-1. For all cases, we 
obtain a relative velocity change estimate 𝑑𝑣 𝑣⁄  with an error smaller than 0.01%. 
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As we separate the contribution of scatterer displacement and source displacement, 
the estimated source displacement shows an increasing tendency of underestimation 
as the true source displacement increases, without the artificial compensation from 
the scatterer displacement discussed above. 
 
We thus propose a general treatment for small non-destructive perturbations 
occurring in a multiply scattering medium using CWI methods. Instead of assuming 
a single type of change, we first detect the types of changes that have occurred and 













Figure 25: Plots of the < 𝜏 >-𝑡 (left column) and 𝜎@A-𝑡 (right column) relation and 
the least-square fits. Panel pairs a-b, c-d, e-f, f-g, i-j and k-l show plots for cases with 
true source displacement of 30m, 60m, 67m, 90m, 108m and 120m. In the left panels, 
dots show the mean of the travel-time changes < 𝜏 > of each time window, and the 
line shows the least squares fit. In the right panels, stars show the variance of the 
travel-time changes 𝜎@A of each time window, the solid line (black) shows the 





Table 6-1: Estimated relative velocity change 𝑑𝑣 𝑣⁄  and source displacement 
𝛿GOPQHR for each true source displacement where the true 𝑑𝑣 𝑣⁄  is 0.5% and with a 





6.6 Discussion  
 
When using windowing CWI to measure changes in bulk velocity of a medium, 
according to Figure 6-4, although in general the standard deviation of estimates 
among different sources given by individual receivers (blue bars) is small, for some 
receivers (R2, R3, R4 and R5), the true value of 𝑑𝑣 𝑣⁄  (dashed line) does not lie 
within one standard deviation of the mean of estimates among the sources (although 
for most it lies within three standard deviations). Also, it is noticeable that the 𝑑𝑣 𝑣⁄  
estimates fluctuate more across receivers than across sources. This could be 
attributed to the medium being imperfectly diffusive: the scattering properties in 
different areas therefore vary to some extent. As the receivers distribute much more 
dispersedly in the medium than the sources do, waveforms travelling between one 
source and multiple receivers have been affected by the difference in local scattering 
properties more than those travelling between multiple sources and one receiver.  
 
To verify this hypothesis, we repeat the experiment using a medium with twice the 
number of scatterers, and show the estimates in Figure 6-26. A comparison of Figure 
6-4 and Figure 6-26 shows that the overall standard deviation of 𝑑𝑣 𝑣⁄  estimates 
(shade) is reduced from 0.0068% to 0.0052%, and the overall average of 𝑑𝑣 𝑣⁄  
estimates becomes more accurate, changed from 0.4981% to 0.5003%, with error 
reduced from 0.0019% to 0.0003% when a more diffusive medium is used. We find 
that both the accuracy and precision of the estimates from most individual receivers 
are also improved due to the more diffusive medium. This result also indicates that 
the ability of CWI to measure medium velocity change with few or even a single 
receiver is associated with the scattering properties of the medium.  
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The methods used in this chapter are based on standard CWI. Apart from maintaining 
a single type of perturbation at a time, all other assumptions made in the theory of 
CWI were adopted in our experiments. When measuring the velocity change, CWI 
assumes a constant relative velocity change 𝑑𝑣 𝑣⁄ . This does not require the absolute 
velocity change to be the same across the medium, rather its ratio to the original 
velocity is assumed to be uniform in all locations. This assumption is also made in 
the stretching technique to implement CWI. However it is not necessarily the case in 
reality. Pacheco and Snieder (2005; 2006) extend the theory to measure localized 







Figure 6-26: Estimated velocity change using windowing CWI in a medium with 600 
point-scatterers. The dots and bars show the means and standard deviations of 
estimates over the six sources obtained from individual receivers; the solid line and 
the shade show the mean and standard deviations of the estimates over all receivers; 





















In this chapter, we explore the potential of CWI to separate the effects of 
perturbations in bulk velocity, scatterer position, and source location in the system. 
The windowing and stretching interpolation techniques for implementing CWI to 
measure velocity change are compared, and it is found that the stretching technique 
outperforms the windowing technique when the velocity change is the only type of 
change occurring in the system. However, within the working range of windowing 
CWI (𝑑𝑣/𝑣 < 2%), it gives much more accurate and precise estimates of 𝑑𝑣/𝑣 
than stretching when a small change in source location or in scatterer positions also 
exists.  
 
Nevertheless, the idea of time-axis stretching in waveforms can be used to remove 
the effect of velocity change in the perturbed waveform, so that its differences from 
the unperturbed waveform is only due to other perturbations which can be measured 
using CWI or other suitable methods. We show in our experiments that removing the 
effect of 𝑑𝑣 𝑣⁄  can significantly improve the estimation of source displacement. We 
recommend this simple estimation-compensation treatment of 𝑑𝑣 𝑣⁄  to be applied 
as a pre-processing step for any methods using time-lapse signals. 
 
In a strongly scattering medium where a perturbation in source location is 
accompanied with scatterer displacements, we separate the contribution of the two by 
fitting a line of the form 𝑦 = 𝐴𝑥 + 𝐵 for the 𝜎@A-	𝑡 relation, instead of 𝑦 = 𝐵′. 
This implementation is shown to improve the estimation of source displacement, 
especially for larger scatterer displacements. Although perturbations in scatterer 
positions can also be recognized in most cases, the term used for determining their 
magnitude amount is unstable, and therefore estimating scatterer displacement in this 
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way is not recommended. 
 
In more realistic scenarios where the types of perturbations are unclear, instead of 
assuming a single type as in standard CWI, we propose a general treatment to 
recognize different types of changes that have occurred. Two plots, of the 𝜎@A-	𝑡 
relation and the < 𝜏 >-𝑡 relation, are used, and they are shown to be able to 
correctly detect and measure velocity change and source displacement within the 













The novel location method based on coda wave interferometry opens a new avenue 
for research and applications in areas without favorable recording conditions. CWI 
can only be used to estimate inter-source separations of events whose true 
separations are below about half of a dominant wavelength of seismic waves. 
Specifically, CWI can only produce accurate estimate of source separations for true 
source separations of up to a quarter of a dominant wavelength, and after that CWI 
tend to underestimate the separations. The reason for this is that CWI uses waveform 
correlation to extract differences in source locations, hence any differences that cause 
the traveltime difference of the same wave trajectory in the two waveforms to be 
larger than a quarter of a period of the waves could lead to cycle skipping in the 
correlation. This leads to an erroneously high 𝑅I, hence a lower estimate of 
source separation than its true value. The chance of the occurrence of cycle skipping 
increases with larger true source separations, and when the true separation reaches 
about half of a dominant wavelength, the estimates deteriorates to a point where CWI 
is no longer applicable. 
 
It has been shown that the CWI-based location algorithm can correct for the 
underestimation bias of the CWI method to some extent, however it is unable to 
determine the relative locations of events distributed in a cluster expanding over one 
wavelength in diameter. Indeed, the theory of CWI does not allow changes with a 
typical length over half of a dominant wavelength to be estimated, the applicable 
range of the CWI-based location method could be extended in a similar way 
Waldhauser and Ellsworth (2000) used to extend the working range of the double 
difference method by linking different event clusters using traveltimes from catalog 
data.   
 
We have shown that the performance of CWI to estimate inter-source separations 
deteriorates in layered media. This is because in the current theory of CWI, scattering 
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occurs at point-scatterers that distribute uniformly in the medium, hence in each time 
window traveltime differences 𝜏 are averaged over all directions from which waves 
leaving the source. However, in a layered medium, weights should be applied when 
averaging over the take-off directions in each time window. A future work could be 
to extend the CWI theory to layered media by working out a way to determine these 
weights. A guideline on such a work is that for later windows the waves have 
bounced up and down in the near-vertical direction during propagation, while for 
earlier windows they have propagated more horizontally. Unlike in point-scatterer 
media where the orientation information of the two sources is lost when averaging 
over all take-off directions, the orientation of the two sources may be retrievable 
using those weights. 
 
The methods proposed for separating the effects of different types of perturbations 
using CWI were validated with synthetic data. However, as it is the first known study 
of its kind, and estimating displacement in source location and estimating scatterer 
displacement using CWI on their own both lack abundance of research as more 
widely used methods do, the methods shown in this thesis are in need of more tests 
both numerically and in laboratory.  
 
While in this thesis we have discussed and applied the methods for seismic 
applications, there are numerous other areas in which energy source location 
estimates are useful or necessary, such as in medical sciences and even military 
applications. The CWI method could potentially be applied to any of them, provided 
that the medium of wave propagation scatters the wavefield strongly in many 
directions. This is necessary in order to ensure that the recording of coda at each 
receiver contains energy that left each source at a wide range of angles. This range of 
angles is the equivalent of the standard requirement of a wide aperture between each 
source and the set of receivers for conventional location methods. However, the 
equivalence is not direct since all of the latter methods use deterministic physics to 
optimize locations by matching synthetic and real data, whereas CWI uses statistical 
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relations to estimate source separations. This difference means that CWI can also be 
used to provide an independent test of the efficiency of other source location 












Seismic coda, the later part of a seismogram, is disregarded in many seismological 
applications due to its complex appearance with few uniquely identifiable arrivals. 
However, consisting of multiply scattered waves, coda is extremely sensitive to small 
changes in the seismic system (medium velocity change, source location perturbation 
and scatterer displacement), hence can be used to measure perturbations occurring in 
the system that are too small to measure for conventional methods that use early 
arrivals of seismograms. In recent years, the methods of coda wave interferometry 
(CWI), that uses the sensitivity of coda to estimate minute differences between 
seismic states, has become appealing to geophysicists, and has been used in many 
applications through measuring the time-lapse changes in bulk velocity of the 
medium. In the first part of this thesis, I focused on a less studied type of CWI 
application: estimating change in source location. This is equivalent to estimating the 
separation between a pair of sources with similar mechanism. For a cluster of similar 
sources, pairwise separations can lead to their relative locations. The second part of 
this thesis focuses on an algorithm that uses the inter-source separation data to 
estimate relative source locations of a cluster of events. In the third part of this thesis, 
I returned to the basic CWI methods and discussed scenarios where multiple types of 
changes occur simultaneously in a system. 
 
In Chapter 2, I briefly presented the theory of CWI and showed how it can be used to 
estimate inter-source separations. I then validated this type of CWI application using 
synthetic waveforms generated with Foldy code, an exact modeling code using 
point-scatterer media, as assumed in the derivation of the theory of CWI. It is 
observed that the source separation estimates of CWI tend to be lower than the true 
values due to cycle skipping, and estimates from individual receivers at different 
locations vary to some extent. The deficiency observed in these synthetic tests could 
be caused by underlying biases of the method. 
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To address this question, and also to explore this relatively new type of CWI 
application given various conditions, in Chapter 3 I tested the performance of CWI to 
estimate source separations in media with varying complexities and types in 
synthetic experiment. In point-scatterer medium with favorable parameters, CWI 
produces virtually exact estimate of the source separation between a pair of events 
with a true separation 𝛿6QPR ≤ 0.25𝜆F, after which it has an increasing trend of 
underestimation, and for 𝛿6QPR ≥ 0.4𝜆F CWI only gives an estimate of the lower 
bound of the separation. Layer structure is found to disrupt the estimation to an 
extent depending on the event pair locations relative to the orientation of the layers, 
however the estimation is remarkably improved when a small number of 
point-scatterers is included. Tests in the Marmousi model reveals that in more 
complex media, CWI is able to produce reliable estimates even when the 
assumptions in the theory does not adequately describe the data. This study 
contributes to better understand and interpret the source separation estimates and 
therefore relative locations using CWI. 
 
In Chapter 4, I validated the relative location algorithm with both synthetic and 
microearthquake data. I provided two improvements to this location method: to 
account for the impact of large difference in the dominant wavelength of recording 
made on different instruments, I introduced a new formulation for the optimization 
problem; to avoid the vagaries of trial-and-error method in parameter selection when 
applying CWI, I presented a systematic approach which helps standardize the 
method, and also allow CWI techniques to be automated. The microearthquake 
location results in our experiments are highly consistent when using different 
individual seismometer channels, showing that it is possible to locate event clusters 
with a single-channel seismometer. It is also shown in Chapter 5 that the location 
algorithm is able to correct bias (underestimation) in the CWI separation estimates to 
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some extent. This application presented is the second known application to real data, 
which have shorter distinguishable codas in recorded waveforms, and hence fewer 
recorded scattered waves than those that have been used to test this method 
previously. Thus, the potential applications of this non-demanding method are 
extended to seismic events over a wider range of magnitudes. 
 
Given the advantages of this location method, it is likely that it has not been used 
more widely is in part because the algorithm requires unfamiliar methods to be used, 
and is therefore also partly due to the lack of a readily available, easily editable code 
with which practitioners can gain familiarity and confidence. To this end, in Chapter 
5 I developed such a code called CWIcluster in MATLAB that implements the 
method, accompanied by replicable examples with both synthetic and real data, and a 
user manual. The code implements the location method in three steps: classifying 
events into clusters based on waveform similarity, computing inter-source 
separations using CWI, and estimating their relative locations. Each step can be 
implemented in an automated sense given criteria chosen by the user. 
 
In Chapter 6, I returned to the three basic types of applications of CWI: estimating 
bulk velocity change, scatterer displacement, and source location perturbation. 
Standard CWI methods require an assumption that a single type of perturbation has 
taken place, so does most other methods that measure changes in a seismic system. 
However, in reality more than one type of perturbation can occur simultaneously. I 
studied a series of scenarios with numerical experiments where one type of change is 
accompanied by another, explored their applicable range, and how the effect of the 
undesired type of perturbation can be compensated. It is found that within its 
applicable range, the windowing technique for implementing CWI outperforms the 
stretching interpolation technique to measure velocity change with coexisting 
8 Conclusion 
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perturbations on source location or scatterer positions in all cases. However, the 
latter technique is shown to be useful to compensate for the effect of velocity change 
(measured with CWI) when other types of perturbations are to be measured. I 
discovered that the effect of source location perturbation and scatterer displacement 
can be separated from the 𝜎@A - 	𝑡  relation (relation between the variance of 
travel-time perturbation of scattered waves arriving within each time window and the 
central time of the window), from which source location perturbation can be 
obtained to an accuracy comparable to scenarios where it is the only type of 
perturbation in the system. Although scatterer displacement can also be recognized in 
most cases, their magnitude amount tend to be unstable, and therefore estimating 
scatterer displacement in this way is not recommended. With these observations, 
finally, I proposed a general treatment to account for multiple types of perturbations, 
allowing each type to be recognized, velocity change and source location 
perturbation to be measured with the effects of others being compensated. 
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This user manual accompanies the coda wave interferometry (CWI) relative source 
location MATLAB code package CWIcluster. The code estimates the relative 
location of a cluster of events of similar source mechanisms using inter-source 
separations estimated with CWI (Snieder, 2006). The advantage of this location 
technique is that the location result is insensitive to the number and distribution of 
seismic stations. The method is particularly useful where there are not a large 
number of seismic stations with a good event-sensor azimuthal coverage so that the 
performance of the conventional double-difference relative source location method 
of Waldhauser & Ellsworth (2000) deteriorates. It also provides an alternative, 
entirely independent method with which conventional methods can be compared in 
order to assess relative location uncertainties. 
 
This manual provides a brief introduction of CWI and the location algorithm. This is 
sufficient to run the code. More details are given in the accompanying paper. The 
package consists of three sections, each of which contains codes that conduct one 
step of the location method: 1) classifying events into different clusters with given 
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waveforms recorded by one or multiple seismic station channels, 2) estimating 
inter-source separations with the CWI method, and 3) estimating the relative event 
locations from the separation data. The code solves for the event locations as an 
optimization problem, where the most likely set of event locations are found where 
an objective function attains its minimum. This algorithm takes account of the 
known biases of CWI-estimated source separations, and is able to correct for them to 
a significant extent in location results. Examples on synthetic and real data are 
presented in this manual to demonstrate how to use the codes, and test-data is 
included in the package. For real Earth problems where the actual event locations are 
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This manual accompanies the coda wave interferometry (CWI) relative source 
location MATLAB code package. The package implements source location estimation 
in three steps. First, the events are classified into different clusters based on recorded 
waveform similarity. Second, for each cluster, inter-source separations between all 
available event pairs are estimated with CWI. Finally, the relative event locations are 
obtained from an optimization problem. Using the code to estimate event locations 
does not require a thorough understanding of the technique, however users are 
recommended to refer to Snieder (2006), Robinson et al. (2013), and the 
accompanying paper Zhao and Curtis (2018) to gain a full understanding. The 
remainder of this section provides an introduction to the technique used in each step. 
For a quick start, users can implement the whole process by running a single script 
Main_running_script.m in directory codes using the test-date set provided, 




CWI uses scattered waves in seismograms to estimate the separations between pairs 
of source locations, which are then used jointly to determine the relative locations 
between all events. It has been proved that the location results of CWI-based 
technique are insensitive to the number and distribution of seismic stations, and it is 
even possible to estimate event locations with data from a single station channel 
(Robinson et al., 2013; Zhao et al., 2017). In order to estimate inter-source 
separations with CWI, it is required that the sources have identical source 
mechanism (Snieder, 2006). Therefore, it is essential to classify the events into 
clusters, within each of which, all the events have very similar source mechanisms so 
that CWI can be applied. The similarity in source mechanism can be assessed by 
waveform similarity, which is measured by crosscorrelation between pairs of 
waveforms. The package classifies events in two steps: computing crosscorrelations 
and identifying clusters. sort_cr.m computes the crosscorrelation of all available 
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waveforms recorded by the same seismic station channel, and sorts the event pairs in 
a descending order of their correlation coefficients. clustering.m then classifies 
the events into clusters using the sorted crosscorrelations, following the method used 
by Ottemoller et al. (2017), so that each cluster contains events of similar source 
mechanisms. 
 
1.2 Estimating inter-source separation with CWI  
 
Coda refers to later part of a seismogram, generated by multiply scattered waves. In 
spite of its complex appearance with few uniquely identifiable arrivals, coda is 
extremely sensitive to minute changes in the seismic system. It therefore has the 
potential to be used for applications involving distinguishing and monitoring small 
perturbations in seismic systems that are difficult for methods that only use early 
arrivals of seismograms. Aki (1969) uses the spectrum of coda from local 
earthquakes to evaluate seismic moments, and more recently Snieder et al. (2002) 
developed CWI that uses phase information to identify differences between pairs of 
sources or changes in the propagating medium. The location technique of this 
package uses inter-source separations between all available event pairs in a cluster as 
data to estimate the relative locations of the events. This subsection focuses on how 
CWI estimates inter-source separations. 
 
CWI estimates the inter-source separation between a pair of events by comparing 
coda of the two seismograms recorded by the same seismic station channel. The 
theory is based on path summation of scattering waves (Snieder, 1999) - that the total 
wavefield at a given location can be written as the superposition of waves traveling 




where 𝑢} is the total wavefield from event 1, 𝑇 represents a wave trajectory, and 
𝐴Y is the contribution to the total wavefield of waves that travel along trajectory 𝑇. 
The trajectory of each scattered wave consists of the path from the source to the first 
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scatterer encountered, and the path followed thereafter. For event 2 that is close to 
event 1 and with very similar source mechanisms, CWI assumes that the paths to the 
first scatterer change, but that subsequent paths do not because they depend mainly 
on the medium rather than on the source location. Thus the dominant difference of 
the recorded waveforms at the same seismic station is in coda arrival times (Snieder, 
2006). The wavefield of event 2 can then be written as 
𝑢A(𝑡) =W𝐴Y(𝑡 − 𝜏Y)
Y
,																																																		(2)	 
where 𝜏Y is the travel-time difference of waves traveling along trajectory 𝑇 due to 
the difference in source position. Due to the proximity in source locations and the 
similarity in source mechanisms, the two waveforms will be similar, which can be 
quantified by the normalized cross-correlation of the two waveforms in a 
time-window defined with a central time 𝑡 and a half-width 𝑡i, computed for a 
sequence of time-windows in the coda 
𝑅(𝑡G) =
∫ 𝑢(})(𝑡d)𝑢(A)(𝑡d + 𝑡G)𝑑𝑡d
6f6b
6g6b
h∫ 𝑢(})A(𝑡d)𝑑𝑡d6f6b6g6b ∫ 𝑢
(A)A(𝑡d)𝑑𝑡d6f6b6g6b
																									(3). 
In each time-window, the distribution of the travel-time differences 𝜏Y contains 
information about the source separation 𝛿 . Snieder et al. (2006) estimates the 
standard deviation of the travel-time difference 𝜎@  from the maximum of the 












6 𝛼¬⁄ + 7 𝛽¬⁄
7(2 𝛼¶⁄ + 3 𝛽¶⁄ ) 𝛿
A																		 
for	double − couple	sources	in	an	elastic	medium,																			(4c) 
where 𝛼 and 𝛽 are P- and S-wave velocity (Snieder and Vrijlandt, 2005). Since the 
waves arriving in different time-windows have traveled along different paths, the 
separation results of each time-window are independent and their variation can be 
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used to estimate uncertainty. It has been proved that inter-source separation estimates 
are often highly consistent among different station channels (Snieder and Vrijlandt, 
2005; Robinson et al., 2011; Zhao et al., 2017). 
 
It is essential to be aware that the CWI technique has an increasing tendency toward 
underestimation of larger source separation due to the cycle-skipping effect in the 
correlation of coda in equation 3. This trend can be quantified by two empirical 
relations between the mean 𝜇 = 𝜇4𝛿67 8 and the standard deviation 𝜎 = 𝜎(𝛿67 ) of 
CWI separation estimates with the true separations 𝛿67  (Figure 1 a, b), where the 
tilde above separation 𝛿6 indicates that the quantity has been normalized by the 
dominant wavelength 𝜆F in the recorded data. The applicable range of CWI is 
visualized in Figure 1: CWI fails to identify any increase in inter-source separation 
when the true separation is larger than 0.55𝜆F. The empirical functions are derived 
from a multitude of synthetic experiments with a large range true separations in 
different Gaussian random media, by fitting the rational function forms  





















Figure 1: Empirical functions showing the bias and uncertainties of separation 
estimates of the CWI technique. The upper panel shows the empirical relation 
between the mean of the source separation 𝜇 = 𝜇4𝛿67 8 and the true separation 𝛿67 . 
All separations are normalized by their dominant wavelengths. The dotted line 
labelled 𝑦 = 𝑥 shows the case where the mean of the CWI separation estimates are 
identical to the true separations. The lower panel shows the empirical relation 
between the standard deviation 𝜎(𝛿67 ) of the separation estimates and the true 
separation 𝛿67 . 
 
 
𝜇 = 𝜇4𝛿67 8 𝜎 = 𝜎(𝛿67 ) 
𝑎} = 0.4661 𝑏} = 0.1441 
𝑎A = 48.9697 𝑏A = 101.0376 
𝑎É = 2.4693 𝑏É = 120.3864 
𝑎 = 4.2467 𝑏 = 2.8430 
𝑎Ú = 1.1619 𝑏Ú = 6.0823 
 𝑐 = 0.017 
Table 1: Constants used in the empirical relations 𝜇 = 𝜇4𝛿67 8 and 𝜎 = 𝜎(𝛿67 ) in 
equation 5 (Robinson et al., 2013). 
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o incorporate information about source separation or event location known prior to 
the location process, which here is considered to be a uniform distribution with wide 
bounds. The likelihood function 𝑃4𝛿ÐÑÒÓ𝛿67 8  is approximated by a positively 
bounded Gaussian pdf, whose mean and standard deviation are represented by the 
empirical relations 𝜇 = 𝜇(𝛿67 ) and 𝜎 = 𝜎4𝛿67 8 given true separation 𝛿67 .  
 
For a cluster of events, equation 6 holds for each event pair. Robinson et al. (2013) 
incorporate the separations between multiple event pairs by multiplying the formulae 
for all available event pairs to establish the joint posterior pdf, assuming they are 
independent of each other: 








where 𝑐 is a constant, 𝑛 is the number of events, 𝒆 		= (	𝑥, 	𝑦, 	𝑧) is event 𝑖 
location, within the last term we use 𝛿6,À = Þ𝒆 − 𝒆ÀÞA for source separation 𝛿6,À 
between the 𝑖′ th and 𝑗′ th earthquakes, and the prior 𝑃(𝒆)  only contains the 
relative event locations. Throughout the evaluation of the joint pdf, the separation 
quantities are used as their normalizations (divided by dominant wavelength 𝜆F). 
However, the dominant frequency, hence dominant wavelength of the events can 
extend over a large range, and is also subject to limitations of recording instruments; 
using the average dominant wavelength over different station channels therefore 
introduces inaccuracy to the location process. To this end, this package uses the joint 
pdf introduced by Zhao et al. (2017), which applies an individual likelihood for each 
channel when data from multiple channels are used, so that the separations computed 
during the evaluation of the joint pdf are normalized by the actual dominant 
wavelengths recorded on that channel  










where 𝑚 is the number of channels used and 𝑘 is the index over 𝑚 channels.  
 
The maximum of the joint posterior pdf (equation 8) occurs at the most probable 
combination of the events locations. Hence, the event locations can be found by 
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solving an optimization problem. Taking the negative logarithm of equation 8, the 
multiplications are then converted to summations that are more numerically stable:  










Optimization of equation 8 is equivalent to minimizing equation 9, where ln[𝑐] and 
ln	[𝑃(𝒆)] (for uniform priors) can be ignored as they are constant. Thus, the event 
locations (𝒆}, … , 𝒆Ü) can be solved by minimizing the objective function 








The objective function 𝐿  is minimized using a conjugate gradient method, 











2. Package contents 
 
The package include the following files and directories: 
 
Directory codes contains the following scripts and functions that conduct clustering, 
estimating inter-source separations, and estimating relative event locations. The 
entire process can be implemented by running a single script 
Main_running_script.m in the directory step-by-step. The files generated will 
be stored in directory codes as the working directory. However, files generated 
when the authors implemented the example are stored in directories 
examples/synthetic_example and 
examples/ollerton_earthquakes_example/ for the real-data example 




3. Codes  
 
This section introduces the usage of the codes listed in section 2 in three subsections, 
Clustering, Estimating inter-source separations, and Location. A working example 
using microearthquake data from New Ollerton, Nottinghamshire, England is 
presented to demonstrate how to use the code package to process seismic data to 




The theory of CWI requires the events to have identical source mechanisms, so the 
events need to be classified into clusters of similar source mechanisms. The 
similarity in sources is assessed by the similarity in waveforms recorded by the same 
seismic station channel, which is measured by their correlation coefficients. 
 
The package classifies events in two steps, computing crosscorrelations and 
identifying clusters, with scripts sort_cr.m and clustering.m, respectively. 
sort_cr.m reads in seismic data in SAC form. It first selects events and station 
channels for location according to criteria set by user: MIN_channel is the 
minimum number of recording channels for an event to be considered, and 
MIN_event_per_channel is the minimum number of events that a channel 
records for the channel to be used. It then calculates the correlation coefficient 𝑐𝑟 of 
all available pairs consisting of the selected events recorded by each selected station 
channel, and finds the maximum of each correlation coefficient 𝑐𝑟I. For each 
event pair, 𝑐𝑟I are then averaged over all selected station channels that have 
recorded both events, and these average maximum correlation coefficient 𝑐𝑟𝑎𝑣𝑔I 
are then sorted in descending order. 
 
clustering.m implements the method of Ottemoller et al. (2017) to identify 
clusters. It starts with the event pair with the highest 𝑐𝑟𝑎𝑣𝑔I, making them the 
first two events of the first cluster. It then searches through the sorted list of 
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𝑐𝑟𝑎𝑣𝑔I, and adds events that are linked to the current cluster. A link to a cluster is 
defined as one of the events in the pair is correlated with any event that is already in 
the cluster (event pairs are defined to be correlated if 𝑐𝑟𝑎𝑣𝑔I is higher than 
MIN_corr, the threshold of 𝑐𝑟𝑎𝑣𝑔I for an event pair to be considered part of a 
cluster). The search restarts from the first unclassified pair (unclassified pair with the 
highest 𝑐𝑟𝑎𝑣𝑔I ) every time a new event is added to the cluster to avoid 
overlooking any linked event. The search loops until there is no event that can be 
added to the current cluster, after which it starts a new cluster by adding the two 
events of the first unclassified pair. The search ends when all events are classified. 
Any clusters with fewer then MIN_E_per_CLUSTER events will be removed from 
the list of clusters. 
 
3.1.1 Code description  
This subsection contains a short description of each script or function for event 





sort_cr.m selects events and station channels using the SAC files according to 
the given criteria MIN_channel and MIN_event_per_channel. For each 
station channel, the correlation coefficient of all available event pairs are computed 
and the maximum correlation coefficient of each pair are found. The maximum 
correlation coefficient is then averaged over all channels that have recorded the given 
event pair. The average maximum correlation coefficients are then sorted in a 
descending order and sorted in max_cr.xls or max_cr.csv depending on the 




clustering.m classifies the selected events into clusters according to waveform 
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similarity, which is reflected by maximum correlation coefficient. 
3.1.2 Example  
In order to demonstrate how to use the codes in the package, we use the New 
Ollerton microearthquake data recorded by a temporary recording network deployed 
by British Geological Survey (BGS) in early 2014. The events have magnitudes of 
0.7-1.8ML, and the waveforms are filtered to 2-20Hz. In order to show the capability 
of the codes, we used 118 SAC files, with 41 events recorded by 5 different channels 
of seismic stations. Specifically, 8 events were recorded by station channel NOLA_E, 
35 by NOLC_Z, 34 by NOLF_E, 34 by NOLF_N, and 7 by NOLF_Z. 
 
Crosscorrelation  
The SAC files are stored in directory example_data. To acquire the sorted 
crosscorrelation file max_cr.xls (or .csv) using sort_cr.m, the following 










For these waveforms, we set the selection criteria that only events that have been 
recorded by at least 2 station channels should be considered for clustering and hence 
for location in later steps; and that only station channels that have recorded at least 
10 events should be used. These criteria are to ensure the robustness of data chosen 
for source location, presuming fewer data of higher quality gives more reliable 
results than more data of inconsistent quality. We only compute the crosscorrelation 
of the part between 10-30 seconds of waveforms to save computation time, as most 
of the energy of a waveform is contained in the early arrivals which contribute most 
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to the crosscorrelation. As all of the events are located very close to each other 
compared to event-station distances, the first arrival time in each waveform should 
not differ very much, and a search range can be set to shorten the time used searching 
for the maximum crosscorrelation: it is set to 10 seconds this case. The results are 
shown in the MATLAB workspace: 
 
There are 41 events and 5 channels found. 






The code identified 41 events and 5 station channels from the SAC files, among 
which 34 events and 3 station channels were selected (not rejected), based on the 
criteria above. The files generated by executing sort_cr.m are also listed. The 
selected events and station channels are stored in file 
events_channels_selected.txt, as shown below: 
 
1    NOLCEHZ 
2    NOLFHHE 
3    NOLFHHN 
  
01    2014-02-07-04-06-05 
02    2014-02-07-15-13-54 
03    2014-02-09-05-33-27 
04    2014-02-09-13-56-42 
         … 
 
The first three lines are the names of the selected station channels, and the following 
lines show the selected events, represented by their occurrence time. For example,  
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“01    2014-02-07-04-06-05” means the first selected event occurred at 
year 2014, month February, day 07, hour 04, minute 06, and second 05. 
 
file_indices.csv keeps a record of the indices of the SAC files of the 
waveforms from the selected events recorded by the selected station channels. For 
instance the panel below shows the first few lines of file_indices.csv, where 
in the first line “2 3 4” refers to the indices of SAC files of waveforms from the 
first selected event 2014-02-07-04-06-05 recorded by the selected channels 
NOLCEHZ, NOLFHHE, and NOLFHHN, respectively, which is used by 
clustering.m in later steps: 
 
2 3 4 
6 7 8 
11 12 13 
15 16 17   
   … 
 
The third file generated by sort_cr.m is max_cr.csv, which stores the 
maximum crosscorrelations of all available pairs consisting of the selected events in 
descending order. The panel below shows the first few lines:  
 
33 34 0.99682 0.99331 0.99816 0.999 
28 29 0.99527 0.98852 0.99812 0.99918 
27 28 0.99525 0.99552 0.99397 0.99627 
12 13 0.9921 0.98366 0.99608 0.99657 
… 
 
The first line “33 34 0.99682 0.99331 0.99816 0.999” shows the highest 
average maximum crosscorrelations 𝑐𝑟𝑎𝑣𝑔I among the available channels. “33 
34” are the indices of the selected events with highest 𝑐𝑟𝑎𝑣𝑔I, “0.99682” is 
their 𝑐𝑟𝑎𝑣𝑔I, and each of the following figures is the maximum crosscorrelation 
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𝑐𝑟I of the waveforms of these two events recorded by one selected channel. 
Identify clusters 
With the sorted crosscorrelations, the events are classified into clusters with similar 











We choose to only consider event pairs with a high similarity in source mechanisms, 
hence set the threshold MIN_corr at 0.9, so that the event pairs in max_cr.csv 
whose 𝑐𝑟𝑎𝑣𝑔I is below 0.9 will not be searched by clustering.m. In the 
location algorithm, up to 𝑛(𝑛 − 1) separation data (a mean and a standard deviation 
for each event pair out of up to 𝑛(𝑛 − 1)/2 pairs for 𝑛 events) are used to invert 
for 3𝑛 variables (x, y and z coordinate for each event location) for the locations of 
𝑛  events. Therefore, the more events are contained in a cluster, the denser 
information we have to solve the locations. However,since only 34 events were 
selected, the lower threshold to form a cluster should be relatively wide, therefore 
MIN_E_per_CLUSTER is set to 5 in this example. The following results are shown 
in the MATLAB workspace: 
 
34 events classified into 2 clusters. 
cluster1: 11 events 












All selected events are classified into 2 clusters, with 11 and 23 events, respectively, 
and there are no unclassified events. The generated files store the filenames of the 
SAC files of waveforms of events in each cluster recorded by each station channels. 
For instance, files_cluster1_channel1.txt lists the SAC files of waveforms of the 11 









Thus, events in each cluster have very similar source mechanism, with 𝑐𝑟𝑎𝑣𝑔I ≥
0.9, and are suitable for source separation estimation using CWI. 
 
3.2 Estimating inter-source separations 
 
For each cluster, we pick the first arrivals of waveforms recorded by the same station 
channel and align them. We assume that the differences in the coda are only due to 
the difference in source locations, as we have ensured that the source mechanisms 
are similar. This is not true if seismic velocity changes between the different event 
occurring times. Although theoretically, the two types of changes could be 
discriminated (Snieder et al., 2002), this is beyond our scope. This package allows 
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users to manually pick waveform first arrivals in an interactive graphical manner. 
 
To apply CWI to estimate inter-source separations, waveform coda needs to be 
divided into non-overlapping time-windows with equal length. Seismic coda starts to 
become suitable for CWI where the waves are sufficiently scattered so that a 
time-window contains waves leaving the source from many possible directions; and 
it ends where the background noise level exceeds the amplitude of the signal from 
the events. Therefore, there is a limited length of coda that can be used. In order to 
obtain reliable separation standard deviations, at least four time-windows are needed 
for each pair of waveforms. Deciding the lengths of time-windows involves a 
trade-off: the computation of equation 3 using wave representations 1 and 2 gives 
rise to double sums, and CWI assumes the cross term is negligible compared to the 
diagonal terms, whose ratio is inversely proportional to the length of time-windows 
(Snieder 2006); for it to be reasonable to ignore the cross terms, the time-windows 
need to have sufficient length. On the other hand, the time-windows cannot be too 
long to avoid cycle skipping in the crosscorrelation (equation 3). It is therefore not a 
trivial task to decide the number, length, and start of time-windows applied to 
implement CWI. 
 
To avoid the vagaries of trial and error, this package applies the 
separation-uncertainty matrix introduced by Zhao et al. (2017) to systematically find 
the most suitable combination of [number, length, start-time] of time-windows. 
Script separation_parameters.m allows users to set a time coda_start in 
the waveform, a time shortly after which coda should be taken; and a time 
coda_end, at which coda is no longer suitable for CWI. At each time, the 
[start-time] of time-windows is given by coda_start+n*dl_coda_start, 
where dl_coda_start is the increment of the starting time of windowing, and 
n=0,1,2…. The script then takes the part of the aligned waveforms starting from the 
[start-time] of time-windows, and ending at coda_end. For each taken length of 
waveform coda, the script is able to work out all the possible combinations of 
[number, length] of time-window allowed, given the minimum number and length of 
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time-window (min_num_win and min_l_win), the maximum time-window 
needed (max_num_win_limit) if the total length of coda taken is sufficiently 
long, and the increment of window length (dl_win). It then computes the 
uncertainty of separation estimates using each possible [number, length] parameter 
combination for the current selected coda.  
For data from each station channel, the script computes a separation-uncertainty 
matrix, with elements Ω,À = ∑ 𝜎,À» 𝑁⁄ , where 𝜎,À = h∑ (𝛿,À, − 𝛿̅,À)Aâ 𝑙⁄ 	 is the 
standard deviation of separation estimates from 𝑙 coda time windows for events 𝑖 
and 𝑗, 𝛿,À, is the separation estimate of the 𝑘th window and 𝛿̅,À is their mean, 
and 𝑁 is the number of event pairs on that channel. The value of Ω,À reflects the 
uncertainty of separation estimates derived from one recording channel for each 
source pair. Averaging over multiple source pairs gives a final uncertainty estimate 
for that combination of parameters. Thus, the script searches for the combination of 
time-window [number, length, start-time] parameters that gives the lowest 
uncertainties for separation estimates.  
 
With the number, length and start-time of time-windows systematically determined 
by separation_parameters.m, or set by the users for their specific needs, 
inter-source separations between all possible event pairs in a cluster recorded by the 
same station channel can be estimated with script separations.m. The script 
generates files storing the mean and standard deviations of separation estimates that 
are used in the location algorithm. For each cluster and channel combination, a file 
seps_clusteri_channelj.xls (or .csv) is generated, which contains 
two columns of 𝑁 elements, where 𝑁 is the number of event pairs. The first and 
second column store the means and standard deviations of the separation estimates 
from all time-windows used. In each column, the event pairs are ordered as [𝑒}	𝑒A], 
[𝑒}	𝑒É] ,…, 	[𝑒}	𝑒Ü] , [𝑒A	𝑒É] , [𝑒A	𝑒] ,…, [𝑒A	𝑒Ü] , [𝑒É	𝑒] , [𝑒É	𝑒Ú] ,… 	[𝑒Üg}	𝑒Ü] , 
where 𝑛 is the number of events. If practitioners use their own separation data to 





The remainder of this subsection introduces the scripts and functions used for first 
arrival picking, determining separation parameters, and estimating source separations. 
It is then shown how they are used with the example of the New Ollerton 
microearthquake data. 
 
3.2.1 Code description  
This subsection contains a short description for each script or function for estimating 
inter-source separations. Thorough explanation of inputs and outputs are included in 
Appendix 1(b). 
 
Pick first arrival of waveforms 
l first_arrival_pick.m 
first_arrival_pick.m allows users to interactively pick the first arrival of the 
waveforms listed in a .txt file in three simple steps: 
1) On an exemple waveform of events in the cluster recorded by the same station 
channel (listed in the given .txt file), select a rough (initial) range containing the 
early arrivals, including a small interval before the first arrival. 
2) The script then allows the user to pick the first arrival of each waveform within 
the initial searching range selected in step 1. For each waveform, two plots are 
generated. The first plot shows the part of waveform inside the initial range, and 
allows the user to select a narrower range that contains the first arrival and only a 
few subsequent arrivals of the waveform.  
3) For each event, the second plot shows the part of waveform inside the narrow 
range selected in step 2, which should be narrow enough for the user to location the 
center of the first arrival with a high accuracy. The user then picks the first arrival at 
its center. If in step 2, the part of the waveform selected is found to be inconvenient 
for selecting the narrow range and picking the first arrival, end the process by closing 






Determine parameters for estimating source separations 
l separation_parameters.m 
separtion_parameters.m finds the combination of [number, length, start-time] 
of time-windows for running CWI_sep.m. A 3D std-matrix is generated. Each 
element is the average standard deviation of inter-source separations over all 
available pairs in the given cluster recorded by the given station channel(s). 
 
l CWI_sep.m 
CWI_sep.m is one of the core functions in this package, called by multiple scripts 
and functions. It applies coda wave interferometry (CWI) (Snieder, 2006) to estimate 
the separation between one pair of sources with similar mechanisms for isotropic 
sources in a 2D or 3D acoustic medium, or double-couple sources in an elastic 
medium, assuming both sources are on the same fault plane (Snieder and Vijlandt, 
2005). The two improvements introduced by Robinson et al. (2011) are applied: 1) 
they remove the Taylor series approximation of the autocorrelation of waveforms of 
the two events, and 2) appliey a restricted searching range when searching for the 
maximum of the correlation coefficient Rmax to avoid cycle skipping. 
 
l std_maxtrix_3d.m 
std_maxtrix_3d.m is called by separation_parameters.m generates a 
three-dimensional matrix. Each element is the average standard deviation of 
inter-source separations over all available pairs in the given cluster recorded by the 
given station channel(s). 
 
l std_matrix_element.m 
std_matrix_element.m is called by std_maxtrix_3d.m. It calculates 







Estimate inter-source separations  
l Separations.m 
separations.m estimates the inter-source separations of all available event pairs 
in the given cluster recorded by the given station channel. It generates .xls 
(or .csv) files containing the means and standard deviations of all event pairs from 
the cluster. For event pairs whose waveforms do not all exist, the results are marked 
with -1.  
 
3.2.2 Example 
The 34 selected events have been classified into 2 clusters, with 11 in cluster 1 and 
23 in cluster 2. Waveforms recorded by the selected station channels NOLCZ, 
NOLFE and NOLFN (short for NOLCEHZ, NOLFHHE, and NOLFHHN) will be 
used to estimate inter-source separations. For each cluster recorded by each channel, 
the routine consisting of first arrival picking, parameter determining, and separation 
estimation are conducted. 
 
Pick first arrival of waveforms 
To use first_arrival_pick.m to pick the first arrival of waveforms in cluster 








A plot (Figure 2) of an exemple waveform is generated for the user to select an initial 
range containing the early part of the waveform. Click twice to select the two 
boundaries of the initial range, each indicated by the center of the cross as shown in 
Figure 2. Only the horizontal coordinate of the clicked positions will be recorded, as 
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the boundaries are defined on the time axis. This range should contain the first and 
the early arrivals for all waveforms in the cluster recorded by the same channel. 
 
Two plots are then generated for each waveform listed in the .txt file used above. The 
first plot shows the part of the waveform inside the initial range for event 1 of cluster 
1 recorded by channel 1, as shown in Figure 3a. Click twice on the plot to select a 
narrower range that contains the first arrival and only a few subsequent arrivals (3 to 
5 is suggested). The second plot is then generated, containing the part of the 
waveform in the narrow range, as shown in Figure 3b. Pick the first arrival of event 1 
by clicking at its center. Plots for subsequent events in the cluster will then be 
generated for the user to pick their first arrivals. The index of the sample at which the 
first arrival is picked for each waveform is stored in 
first_arrivals_clusteri_channelj.xls (or .csv) for cluster 𝑖 
recorded by channel 𝑗, which can be used to align the waveforms by their first 
arrivals at the same position. Figure 4a and 4b show exemples of aligned waveforms 





Figure 2: An exemple waveform in the first cluster displayed for the user to select the 







Figure 3: Two plots created for each waveform in the cluster. Panel (a) is the part of 
waveform in the selected initial range for the user to pick a narrower range that 
contains the first arrival. Panel (b) is the part of waveform in the selected narrow 




Figure 4: Exemplary waveforms with first arrivals aligned together. Panel (a) and (b) 
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are waveforms from cluster 1 and 2, recorded by channel 2 (NOLFE), respectively. 
 
Figure 5: An exemple waveform in the cluster. Panel (a) is the full waveform; panel 
(b) contains the early arrivals and a small part of coda, within which the user chooses 
where to start searching for the start of windowing; and panel (c) contains a large 
part of the coda where the amplitude of coda falls significantly. 
 
 
Determine parameters for estimating source separations 
Before using CWI to estimate inter-source separations, we use the 
separation-uncertainty matrix to determine the parameters [number, length, start-time] 
of time-windows. First, execute the following lines (Session 2.2 in 
Main_running_script.m) to acquire the plot of an exemple waveform (Figure 










The exemple waveform is shown as Figure 5a, with its zoomed panels that contain 
the interval where the potential start for windowing lies (Figure 5b) and the interval 
where the amplitude of coda falls significantly, indicating the end of the search 
(Figure 5c). We decide to start the search from 16s (coda_start) when the 
multiply scattered waves started to be recorded, and to end the search at 40s 
(coda_end) when the amplitude of coda has fallen to noise level. We set the 
increment of the [start-time] of windowing to be 1s (dl_coda_start), the 
minimum length of windows min_l_win to 2.5s, which can increase at an 
increment of 0.5s (dl_win). We also set the minimum number of windows 
min_num_win to 4 to ensure some robustness of uncertainty estimation, and the 
maximum number of windows max_num_win_limit to 7. 
max_num_win_limit is not necessarily the maximum number of time-windows 
being searched, but an upper limit of the number of windows examined if the 
available coda is so long that the maximum number of windows allowed for some 
given [start-time, length] is more than that the user desires. If there isn’t a limit on 
the number of time-windows, max_num_win_limit can be set to a number that is 
guaranteed to be larger than the maximum number of windows allowed by the length 
of available coda. We want the case represented by coda [start-time] to be displayed, 
and the running result to be saved, so plt_flag and save_flag are both set to 
‘y’. 
 
separation_parameters.m calls for function CWI_seps.m. Some of its 
inputs are generated inside separation_parameters.m, and the remainder 





















The MATLAB workspace shows the combination of parameters found that gives the 
lowest separation estimation uncertainty: 
 
The smallest average standard deviation 11.08m is obtained when 
using:  
4 2.500s time-windows, starting from 19s. 
It is found that using 4 time-windows with a length of 2.5s starting from 19s of the 
waveforms to conduct source separation estimation gives the lowest average standard 
deviation of 11.08m, indicated by the darkest blue grid at the bottom left of Figure 6a. 
The separation-uncertainty matrix provides a guideline to enable us to determine the 
combination of parameters for CWI. However, when using other combinations of 
parameters, the results should not change significantly if we do not move far from 
those found with the matrix. For instance, using 4 time-windows with a length of 3s 
starting from 19s leads to an average standard deviation of 15.64 (Figure 6a), and 
using 5 time-windows with a length of 2.5s starting from 21s leads to an average 
standard deviation of 17.22 (Figure 6b). We can thus determine the [number, length, 
start-time] of time-windows for each cluster recorded by each channel and estimate 
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the source separations. 
 
Figure 6: Slices of the 3D separation uncertainty matrix. Colors indicate the values of 
the average standard deviations resulting from the corresponding parameter 
combination of number of windows, window length and start-time of windows, used 
to divide the coda. White cells indicate parameter combinations that are not 
supported by the available data. Panel (a) is the slice of the matrix where all 
parameter combinations have a start time of windowing at 19s. Panel (b) is the slice 
where all combinations have a start time of windowing at 21s. 
 
 
Estimate inter-source separations 
With the combination of parameters found with the separation-uncertainty matrix, we 
estimate the inter-source separations for each cluster recorded by each channel 



















There are 55 event pairs made up of 11 events in cluster 1. For each event pair, there 
are 4 estimates of source separations given by the 4 time-windows. The generated 
file seps_cluster1_channel1.csv stores the mean and standard deviation of 





The relative source locations of events in a cluster are solved by minimizing the 
objective function 𝐿 in equation 10. The most likely set of event locations are 
obtained where the function 𝐿 attains its minimum. The main function in the 
package for source location is Source_Location.m, which estimates the relative 
source locations of a cluster of events with the mean and standard deviations of the 
inter-source separations estimated with CWI. To start the minimization, a set of 
initial locations of the events are needed; these can be generated with function 
initialize_locations.m given in the package, or provided by the user. 
Function Source_Location.m first evaluates the objective function 𝐿  (the 
negative logarithm of the joint likelihood function) at the given initial event locations 
(by calling ln_joint_likelihood.m) and computed the gradient (by calling 
gradient.m). The function searches along the star searching direction 
-Gradient0 for the minimum in the given direction (by calling 
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line_search.m). The event locations are thus updated to the minimum found, 
and the value of 𝐿 is reduced. The function then calculates the next searching 
direction that is orthogonal to the gradient at the current position and conjugate to the 
last searching direction, conducts a line search along the new searching direction, 
and updates the event locations to the new minimum found. Such iterations continues 
until one of the three conditions is met: 1) the value for any non-zero step length is 
larger then that obtained in the later iteration; 2) the reduction in the value of 𝐿 in an 
iteration is trivial (smaller than L_tolerance); or 3) the maximum number of 
allowed iterations max_iteration is reached. Starting with a different set of 
initial location is recommended if the iterations are terminated due to the third 
condition, as some initializations can lead to convergence quicker than others. 
 
Inter-source separations estimated with CWI are required to estimate the relative 
locations using function Source_Location.m. If users are using their own 
separation data, the separation files for each cluster and channel combination should 
be generated in the format described in the introduction of section 2.2.  
 
3.3.1 Code Description 
This subsection contains a short description for each script or function for source 
location. Thorough explanations of inputs and outputs are included in Appendix 1(c). 
 
l Source_Location.m 
Source_Location.m estimates the relative location of a cluster of events, using 
inter-source separation data (their mean and standard deviations) estimated with CWI. 
The location is solved as a minimization problem, where the most probable set of 
event locations are found where the objective function 𝐿 attains its minimum. 
 
Parameters of the empirical relations (equation 5) between the true separation and the 
mean and standard deviation of the CWI estimates are given inside function 
Source_Location.m. Here we use the ones derived by Robinson et al. (2011), 





ln_joint_likelihood.m estimates the negative logarithm of the joint 
likelihood function 𝐿 for a cluster of events. For each station channel, all available 
event pairs are considered, except for those instructed to be discarded in the input of 
the function.  
 
l likelihood_individual.m 
likelihood_individual.m estimates the likelihood function for an individual 
pair of events. 
l gradient.m 
gradient.m computes the gradient of 𝐿 at a given set of event locations  
 
l line_search.m 
line_search.m conducts searches for the minimum of an objective function 𝐿 
over a given direction in three steps: 
1) along the given direction, evaluate 𝐿  in a large range with increments of 
delta_lambda_coarse, and find the (coarse) minimum among these values of 
𝐿. 
2) define a smaller range around the minimum found, evaluate 𝐿 in the smaller 
range with increments of delta_lamba_dense, and find a new (dense) minimum 
among these values of 𝐿. 
3) adjust the dense minimum by fitting a parabola using the minimum point found 
and two of its adjacent points, and take the vertex of the parabola as the final 
minimum of 𝐿 along the given direction. 
 
l initialize_locations.m 
initialize_locations.m generates a set of initial locations for the 
minimization problem solved by Source_Location.m. It first creates a set of 
locations for the given event number, uniformly distributed in the given range. It then 
reorders the created events to ensure the least squares residuals of inter-source 
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separations (residuals being the difference in separation of each event pair between 
that calculated from the created initial locations and that estimated with CWI from 
seismic data). 
 
3.3.2 Synthetic example 
Here we use a synthetic example to show that optimization conducted by function 
Source_Location.m is able to solve the relative location of a cluster of events 
using CWI separation estimates. We randomly distribute 50 sources in a 
homogeneous cube with side length of 300m, shown as the hollow circles in Figure 7. 
Dominant wavelength is 𝜆F = 534𝑚, and the maximum source separation is 𝜆I 
is 424𝑚, i.e. 0.8𝜆F. The purpose of this synthetic experiment is to demonstrate the 
location of a cluster of events with CWI separation data, we therefore start by 
generating CWI separation with the features of CWI estimates given by equation 5. 
With the locations of the 50 events, we calculate their true separations 𝛿6, and create 
the CWI separation data (separation mean and standard deviation) using the 















(equation 5). The separation data are thus consistent with the known biases and level 
of uncertainty from the CWI technique. 
 
To implement the location process, initial locations of the 50 events are randomly 
distributed within a cube of the same size of that of the true locations of the events 
using initialize_locations.m, shown as red triangles in Figure 7a. The 
spread (the volume in the medium over which the sources extend) of the initial 
locations are not necessarily similar to that of the true locations, however in most 
cases doing so can lead to faster convergence to the global minimum of the objective 
function, and significantly reduce the chance of converging to a local minimum. 
Hence, when applying the location codes to real data, users are recommended to 
make an estimation of the spread of the event cluster for initializing the optimization.  
 
The optimization with the given true and initial locations in this example took 27 
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iterations to converge, with max_iteration set to 300, L_tolerance to 10-5, and no 
discarded pairs. The estimated locations are shown as solid circles in Figure 7b, 
where the improvement in event locations from optimization is readily observed by 
comparing with their initial locations (red triangles in Figure 7a). The optimization 
does not lead the estimated locations to exactly the true event locations, due to the 
uncertainty 𝜎4𝛿67 8 added. The average location error is 27m, amounting to 6.4% of 
𝛿I , or 5% of 𝜆F . Figure 8 compares source separations calculated from the 
relocated event locations (red) to the separation data (blue) used as input to the 
optimization. Figure 8a shows that although the input separation data deviate 
significantly from their actual value (dashed line 𝑦 = 𝑥) where the true separation is 
larger than 0.55𝜆F , the recovered source separations are only slightly 
underestimated. It is therefore proved that the location algorithm is able to correct the 
biases of CWI estimates to a large extent. 
 
As optimization techniques that guarantee converge to the global minimum of a 
complicated non-linear objective function do not currently exist, it is suggested to 
implement the optimization multiple times with different random initializations. In 
order to examine the location results, we illustrate the change of objective function 
value in the optimization process for all implementations, as shown in Figure 9. The 
two zoomed panels show details of the start and end of the processes. The 6 
implementations start with different objective function values because of different 
initial locations. The value decreases rapidly for the first 10 iterations following 
different paths, and then slows down towards the minima. All optimizations 
converged to the same minimum of 6738, except for the 4th, which was stuck at a 
local minimum at 6753. For this synthetic example, the true (global) minimum of the 
objective function is known as the true event locations are known, hence we can 
conclude that the minimum 6738 found is correct within a small numerical error. 
However, when applying this technique to real events where the correct minimum is 
unknown, using this method can add confidence to the result at which most 
implementations converge. This will be shown in the next part of this subsection 







Figure 7: Planar projections of event locations, where axes X, Y and Z point in three 
orthogonal directions. Panels (a) compare the events’ actual locations (circles) and 
their initial locations (triangles) before optimization, and the black bars show their 
differences. Panels (b) shows the events’ actual locations (hollow circles) and the 
location results obtained (solid circles), with lines between the hollow and solid 







Figure 8: A comparison of input inter-source separations (blue circles) and 
separations calculated from the location result after optimization (red asterisks). The 
upper and lower panels show the separation data and their standard deviations, 
respectively. 
 
Figure 9: An illustration of the minimization process of each of 6 optimizations from 
different initializations of random event locations using different colors to indicate 
each example optimization. The magnified panels show details of how the values of 





3.3.3 Example with New Ollerton earthquake  
With the CWI separation data obtained in 3.2.2, we conduct relative source location 
for each cluster using data from single station channels (NOLCZ, NOLFE, and 
NOLFN) and data from all three channels. The followings show the example of 
estimating source locations of cluster 1 with data from all three channels (Session 3 
in Main_running_script.m): 
 
% Basic parameters 
veloc=[4200 2360]; 











MU_n=[seps1(:,1) seps2(:,1) seps3(:,1)]; 







[ optm_loc, Func_L_add] = 
Source_Location( initial_loc,MU_n,SIGMA_n,... 




% Save location results 
xlswrite('location_cluster1_3channels',optm_loc); 
 
discarded_pairs are selected with script select_e_pair.m with criteria 
that 1) the mean of the source separation of all event pairs used as input is lower than 
0.5𝛿F because of the known bias of the CWI technique, as suggested in Figure 1(a); 
and that 2) the standard deviations of all pairs are lower than 0.17𝛿F, in order to 
avoid the impact of event pairs whose data uncertainty is larger than the largest that 
any CWI estimates should have empirically. Users should apply their own criteria to 
selected data for input, however they are suggested to include at least these two in 
order to obtain reliable results. The number of pairs that are discarded can also be 
used as a rough measurement of data quality. In this example, any standard 
deviations that are smaller than a certain value, conservative_std, are replaced with 
conservative_std to avoid including data with falsely estimated very small 
uncertainties.  
 
The initial locations of 11 events were randomly distributed in a cube with a 
side-length of 80m using function initialize_locations.m as: 
[initial_loc] = initialize_locations([0 80],[0 80],[0 80], ... 
nevent, MU_n); 
The initial locations created were stored in file 
initial_location_cluster1_1.csv. 
 
The optimization converged to optm_loc with 56 iterations, where the value of 
function 𝐿 is reduced to 794.4637. We then repeated the location 9 times with 
different initializations. Figure 10 shows the progress of each implementation, with 
the horizontal zoomed panel showing details of convergence. All cases converged to 
the same level, with reasonable numerical errors. This adds to our confidence that the 
minimum found with different random initializations is the global minimum of 




We conduct source location for both clusters with 1) each single channel, and 2) all 
three channels. The recovered sources separations are consistent among individual 
channels (red, green, and cyan) with small residuals, and they are very similar to the 
result obtained using all three channels (blue), as shown in Figure 11a. The location 
process also corrects for the underestimation bias of the CWI technique, as illustrated 
in Figure 11b, which compares the recovered separations (red) and the CWI 
separation data (black) as input of the optimization. Figure 12 shows the location 
results of cluster 2 using data from single channels and all three channels, projected 
onto three orthogonal planes. The patterns show a high level of consistency among 
single channels and multiple channels. Hence, we proved once again that CWI 
source location technique is able to give reliable relative locations of a cluster of 
events using only a single recording channel.  
 
It is worth noting that Figure 12 merely shows one way to present these relative 
locations, and the patterns would be different when projected to other planes. In 
some cases, the plotted patterns of location results of different initializations or 
different channels can appear different, but they can be adjusted to look the same 
with some rotation operations of the cluster. However, with the criteria discussed 
above and shown with Figure 10 and 11, it is unnecessary to obtained similar 














Figure10: An illustration of the minimization process of each optimization from 
different initializations of random event locations using different colors to indicate 
each example optimization for cluster 1 using data from all three channels. The 
magnified panels show details of how the values of the objective function change 









Figure 11: CWI estimates of source separations and their optimized counterparts (the 
latter calculated from the estimated event locations) of cluster 2. Panel (a) shows the 
optimized separations using all three channels (black), and using single channels 
NOLCZ, NOLFE and NOLFN (red, blue, and green). Panel (b) compares the 
optimized separations of channel NOLCZ (red) with the original CWI separation 




Figure 12: Planar projections of relative event location results of cluster 2, using all 
three channels (top row), and using single channels NOLCZ, NOLFE, and NOLFN 
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Appendix 1(a) Descriptions of codes and variables for clustering 
Crosscorrelation  
l sort_cr.m: 
sort_cr.m selects events and station channels using the SAC files according to 
the given criteria. For each station channel, correlation coefficient of all available 
event pairs are computed and the maximum correlation coefficient of each pair is 
found. The maximum correlation coefficient is then averaged over all channels that 
have recorded the given event pair. The average maximum correlation coefficients 
are then sorted in a descending order and sorted in max_cr.xls or max_cr.csv 
depending on the availability of Excel. 
The following inputs are required: 
• data_location: directory storing the .SAC files                                
• MIN_channel: minimum number of recording channels for an event to be 
considered 
• MIN_event_per_channel: minimum number of events a channel records 
for the channel to be used 
• xcorr_range: part of waveform (in seconds) to compute crosscorrelation 
• max_time_lag: expected largest time-lag (in seconds) of waveforms from 
each other. 
The following files are generated: 
• events_channels_selected.txt: a list of the selected station channels 
and the selected events 
• max_cr.xls (or .csv): average maximum crosscorrelation coefficients in 
descending order 
• file_indices.xls (or .csv): the indices of the SAC files of the selected 
events and station channels. 









clustering.m classifies the selected events into clusters according to waveform 
similarity, which is reflected by maximum crosscorrelation coefficient. 
The following inputs are required: 
• data_location: directory storing the SAC file 
• MIN_corr: threshold of maximum crosscorrelation coefficient to be 
considered for clustering 
• MIN_E_per_CLUSTER: the minimum number of event for a cluster 
• max_cr_pair: the maximum crosscorrelation coefficients used for clustering, 
can be read from file max_cr.xls (or .csv) 
• file_indices: indices of the SAC files of the selected events and station 
channels, can be read from file file_indices.xls (or .csv). 
The following files are required (generated by sort_cr.m): 
• max_cr.xls (or .csv) 
• file_indices.xls (or .csv). 
The following files are generated: 
• files_clusteri_channelj.txt: a list of SAC file names of waveforms 





Appendix 1(b) Descriptions of codes and variables for estimating 
inter-source separations 
 
Pick first arrival of waveforms 
l first_arrival_pick.m 
first_arrival_pick.m follows the clustering method used by Ottemoller et al. 
(2017). It allows users to interactively pick the first arrival of the waveforms listed in 
a .txt file in three simple steps: 
1) On an exemple waveform of events in the cluster recorded by the same station 
channel (listed in the given .txt file), select a rough (initial) range containing the 
early arrivals and with a small period before the first arrival. 
2) The script then allows the user to pick first arrival of each waveform within the 
initial searching range selected in setp 1. For each waveform, two plots are generated. 
The first plot shows the part of waveform inside the initial range, and allows the user 
to select a narrower range that contains the first arrive and only a few subsequent 
arrivals of the waveform.  
3) For each event, the second plot shows the part of waveform inside the narrow 
range selected in step 2, which should be narrow enough for the user to location the 
center of the first arrival with a high accuracy. Pick the first arrival at its center. 
If in step 2, the part of waveform selected is found inconvenient for selecting the 
narrow range and picking the first arrival, end the process by closing any plotted 
figure and rerun the script. 
 
The following inputs are required: 
• data_location: directory storing the SAC files 
• txtfilename: name of the .txt file that lists SAC filenames of waveforms for 
first arrival picking 
The following files are required (generated by clustering.m): 
• files_clusteri_channelj.txt 
The following files are generated: 
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• first_arrivals_clusteri_channelj.xls (or .csv): sample 
indices of first arrival of waveforms listed in 
files_clusteri_channelj.txt 
 
Determine parameters for estimating source separations 
l separation_parameters.m 
separtion_parameters.m finds the combination of [number, length, start] of 
time-windows for running CWI_sep.m. A 3D std-matrix is generated. Each element 
is the average standard deviation of inter-source separations over all available pairs 
in the given cluster recorded by the given station channel(s). 
 
The following inputs are required: 
• coda_start: start of the searching range of windowing (in seconds) 
• coda_end: end of the searching range of windowing (in seconds) 
• dl_coda_start: increment of the start of windowing       
• min_num_win: minimum number of time-windows allowed 
• min_l_win: minimum length of time-windows allowed 
• max_num_win_limit: maximum number of time-windows allowed, 
regardless the number of time-windows contained within the searching range 
• dl_win: increment of the length of time-windows to be searched 
• plt_flag: plot the slice of the 3D std-matrix containing the lowest value? 
              - 'y' for plotting  
              - 'n' for not plotting 
• save_flag: save the workspace? 
              - 'y' for saving  
              - 'n' for not saving 
The following inputs are required to call CWI_seps.m, for details see code 
description for CWI_seps.m: veloc, source_type, search_range, and 
num_interpo_point. 
The following files are required (generated by first_arrival_pick.m):  
• first_arrivals_clusteri_channelj.xls (or .csv) 
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The following scripts/functions are required: 
• std_maxtrix_3d.m 
• std_matrix_element.m 
• CWI_sep.m  
The following files are generated on request (save_flag set to ‘y’): 
• seps_param_clusteri_channelj.mat: stores the workspace after 
running separtion_parameters.m for cluster 𝑖 channel 𝑗. 
 
l CWI_sep.m 
CWI_sep.m is one of the core functions in this package, called by multiple scripts 
and functions. It applies coda wave interferometry (CWI) to estimate the separation 
between a pair of sources with similar mechanisms for isotropic sources in a 2D or 
3D acoustic medium, or double-couple sources in an elastic medium, assuming both 
sources are on the same fault plane.  
 
The following inputs are required: 
• S1, S2: waveforms of the event pair 
• time: time series of waveforms 
• dt: length of interval between two samples in seconds 
• veloc: seismic velocity in the source region 
              - for acoustic media veloc is a scaler; 
              - for elastic media, veloc is a 1x2 vector consisting of       
[P-wave-velocity S-wave-velocity]             
• source_type: ype of source mechanism and propagating medium 
              - '2d' for isotropic sources in 2D an acoustic medium 
              - '3d' for isotropic sources in 3D an acoustic medium 
              - 'doublecouple' for double-couple sources in an elastic 
medium 
• win_length: length of each time-window in coda 
• win_start: starting time of windowing 
• win_end: ending time of windowing 
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• search_range: number of data to search on each side of the point where 
time-shift is zero when searching for the maximum of the correlation coefficient 
(Rmax) for each time-window 
• num_interpo_point: number of data to interpolate between adjacent 
samples when looking for Rmax for each time-window. 
The following output are generated: 
• source_sep: an array containing estimated source separation from all 
time-windows 
• sep_mean: the mean of the estimated source separations 
• sep_std: the standard deviation of the estimated source separations. 
 
l std_maxtrix_3d.m 
std_maxtrix_3d.m is called by separation_parameters.m generates a 
three-dimensional matrix. Each element is the average standard deviation of 
inter-source separations over all available pairs in the given cluster recorded by the 
given station channel(s). 
 
The inputs required are provided in separation_parameters.m. 
The following scripts/functions are required: 
• std_matrix_element.m 
• CWI_sep.m 
The following output are given: 
STD_matrix_3D: a three-dimensional matrix. Each element is the average 
standard deviation of inter-source separations over all available pairs in the given 
cluster recorded by the given station channel(s), calculated with one possible 
combination of [number, length, start] of time-windows 
              - dimension 1: possible number of time-windows 
              - dimension 2: possible length of time-windows 






std_matrix_element.m is called by std_maxtrix_3d.m. It calculates 
elements of STD_matrix_3D, with given [number, length, starting time] of 
time-windows. 
 
The inputs required are provided in std_maxtrix_3d.m. 
The following scripts/functions are required: 
• CWI_sep.m 
The following output are generated: 
• STD_mean: an element of STD_matrix_3D, for the given parameter 
combination. 
 
Estimate inter-source separations  
l separations.m 
separations.m estimates the inter-source separations of all available event pairs 
in the given cluster recorded by the given station channel. It generates a .xls 
(or .csv) files containing the means and standard deviations of all event pairs from 
the cluster. For event pairs whose waveforms do not all exist, the results are marked 
with -1.  
 
The following inputs are required: 
• first_arrival_ind: sample index of the first arrival for all given 
waveforms 
• txtfilename: name of the .txt file listing SAC filenames, for which the 
waveform first arrival to be picked 
• data_location: directory storing the SAC files. 
The following inputs are required to call CWI_seps.m, for details see code 
description for CWI_seps.m: velocity, source_type, win_length, 
win_start, win_end, search_range, and num_interpo_point. 
The following files are required: 
• files_clusteri_channelj.txt (generated by clustering.m) 
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• first_arrivals_clusteri_channelj.xls (or .csv) (generated by 
first_arrival_pick.m). 
The following scripts/functions are required: 
• CWI_seps.m 
The following files are generated: 
• seps_clusteri_channelj.xls (or .csv): stores the means and standard 
deviations of source separation estimates of all time-windows for each available 
waveform pairs. The mean and standard deviation is marked with "-1" for pairs 
where at least one waveform does not exist.                
              - column 1: means of source separation estimates 




Appendix 1(c) Descriptions of codes and variables for location  
 
l Source_Location.m 
Source_Location.m estimates the relative location of a cluster of events, using 
inter-source separation data (their mean and standard deviations) estimated with CWI. 
The location is solved as a minimization problem, where the most probable set of 
event locations are found where the objective function 𝐿 attains its minimum. 
The following inputs are required: 
• initial_loc: an N x 3 array storing the initial locations are minimization 
              - column 1 - x-coordinates of the initial event locations 
              - column 2 - y-coordinates of the initial event locations 
              - column 3 - z-coordinates of the initial event locations 
• MU_n: an 𝑁(𝑁 − 1)/2 × 𝐾 array, each column storing the means of the CWI 
separation estimates for all available event pairs, with 𝑁 being the number of 
events, 𝐾 being the number of channels 
• SIGMA_n: an 𝑁(𝑁 − 1)/2 × 𝐾  array, each column storing the standard 
deviations of the CWI separation estimates for all available event pairs 
• discarded_pairs: indices of event pairs to be discarded 
              an 0 × 𝐾  array - no pair to be discarded, with 𝐾  being the 
number of channels 
              an 𝑛 × 1  array - single channel case with 𝑛  pair(s) to be 
discarded 
              an 𝑛 × 𝐾  array - 𝐾  channle case, with 𝑛  being the largest 
number   of pairs to be discarded for any individual channel 
• max_iteration: maximum number of iterations allowed 
• L_tolerance: a trivial constant, the threshold for the iterations to terminate 
when the reduction in the value of 𝐿 is smaller than. 
The following outputs are generated: 
• optm_loc: an	𝑁 × 3 array, storing the location results found by optimization  
              - column 1 - x-coordinates of the final event locations 
              - column 2 - y-coordinates of the final event locations 
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              - column 3 - z-coordinates of the final event locations 
• Func_L_add: an 𝑚 × 1 array, storing the value of 𝐿 of after each iteration, 
with 𝑚 being the number of iterations. 





Parameters of the empirical relations (equation 5) between the true separation and the 
mean and standard deviation of the CWI estimates are given inside function 
Source_Location.m. Here we use the ones derived by Robinson et al. (2011), 
however, users can change them to those derived from their own experiments.  
 
l ln_joint_likelihood.m 
ln_joint_likelihood.m estimates the negative logarithm of the joint 
likelihood function 𝐿 for a cluster of events. For each station channel, all available 
event pairs are considered, except for those instructed to be discarded in the input of 
the function.  
The following inputs are required: 
• X (Y,Z): x (y, z)-axis coordinates of the event locations in the cluster 
• domin_wavelength: dominate wavelength of the propagating waves 
• a_mu1: parameters of the empirical relation between true separation and the 
mean of the CWI estimates 
• a_sigma1,c: parameters of the empirical relation between true separation 
and the standard deviation of the CWI estimates 
• MU_n: an 𝑁(𝑁 − 1)/2 × 𝐾 array, each column stores the means of the CWI 
separation estimates for all available event pairs, with 𝑁 being the number of 
events, 𝐾 being the number of channels 
• SIGMA_n: an 𝑁(𝑁 − 1)/2 × 𝐾  array, each column stores the standard 
deviations of the CWI separation estimates for all available event pairs 
• discarded_pairs: indices of event pairs to be discarded 
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              an 0 × 𝐾  array - no pair to be discarded, with 𝐾  being the 
number of channels 
              an 𝑛 × 1  array - single channel case with 𝑛  pair(s) to be 
discarded 
              an 𝑛 × 𝐾  array - 𝐾  channle case, with 𝑛  being the largest 
number   of pairs to be discarded for any individual channel. 
The following outputs are generated: 
• Ln_prob_joint: negative logarithm of the joint likelihood function for data 
from single or multiple station channels. 




likelihood_individual.m estimates the likelihood function for an individual 
pair of events. 
The following inputs are required: 
• x (y, z): x (y, z)-axis coordinates of the location of the two events 
• domin_wavelength: dominate wavelength of the propagating waves 
• a_mu1: parameters of the empirical relation between true separation and the 
mean of the CWI estimates 
• a_sigma1,c: parameters of the empirical relation between true separation 
and the standard deviation of the CWI estimates 
• mu_n: the mean of the CWI separation estimates 
• sigma_n: the standard deviation of the CWI separation estimates. 
The following outputs are generated: 
• prob_indiviudal: the likelihood function of an individual pair of events. 
 
l gradient.m 
gradient.m computes the gradient of 𝐿 at a given set of event locations  
The following inputs are required: 
• Xc (Yc,Zc): x (y, z)-axis coordinates of the current event locations 
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• domin_wavelength: dominate wavelength of the propagating waves 
• a_mu1: parameters of the empirical relation between true separation and the 
mean of the CWI estimates 
• a_sigma1,c: parameters of the empirical relation between true separation 
and the standard deviation of the CWI estimates 
• MU_n: an 𝑁(𝑁 − 1)/2 × 𝐾 array, each column stores the means of the CWI 
separation estimates for all available event pairs, with 𝑁 being the number of 
events, 𝐾 being the number of channels 
• SIGMA_n: an 𝑁(𝑁 − 1)/2 × 𝐾  array, each column stores the standard 
deviations of the CWI separation estimates for all available event pairs 
• discarded_pairs: indices of event pairs to be discarded 
              an 0 × 𝐾  array - no pair to be discarded, with 𝐾  being the 
number of channels 
              an 𝑛 × 1  array - single channel case with 𝑛  pair(s) to be 
discarded 
              an 𝑛 × 𝐾  array - 𝐾  channle case, with 𝑛  being the largest 
number   of pairs to be discarded for any individual channel. 
The following outputs are generated: 
gradient: gradient of 𝐿 at the given point (Xc, Yc, Zc). An 𝑁 × 3 matrix, 
with the 1st, 2nd, and 3rd column storing the partial derivatives in terms of x, y and 
z-coordinates of the event locations. 





line_search.m conducts searches for the minimum of an objective function 𝐿 
in a given direction in three steps: 
1) along the given direction, evaluate 𝐿  in a large range with increments of 




2) define a smaller range around the minimum found, evaluate 𝐿 in the smaller 
range with increments of delta_lamba_dense, and find a new (dense) minimum 
among these values of 𝐿. 
3) adjust the dense minimum by fitting a parabola using the minimum point found 
and two of its adjacent points, and take the vertex of the parabola as the final 
minimum of 𝐿 along the given direction. 
The following inputs are required: 
• Xc (Yc,Zc): x (y, z)-axis coordinates of the current event locations 
• dc: current searching direction 
• domin_wavelength: dominate wavelength of the propagating waves 
• min_lambda_coarse: lower bound of the large (coarse) searching range  
• max_lambda_coarse: upper bound of the large (coarse) searching range  
• delta_lambda_coarse: increment of the large (coarse) searching range  
• delta_lambda_dense: increment of the small (dense) searching range  
• a_mu1: parameters of the empirical relation between true separation and the 
mean of the CWI estimates 
• a_sigma1,c: parameters of the empirical relation between true separation 
and the standard deviation of the CWI estimates 
• MU_n: an 𝑁(𝑁 − 1)/2 × 𝐾 array, each column stores the means of the CWI 
separation estimates for all available event pairs, with 𝑁 being the number of 
events, 𝐾 being the number of channels 
• SIGMA_n: an 𝑁(𝑁 − 1)/2 × 𝐾  array, each column stores the standard 
deviations of the CWI separation estimates for all available event pairs 
• discarded_pairs: indices of event pairs to be discarded 
              an 0 × 𝐾  array - no pair to be discarded, with 𝐾  being the 
number of channels 
              an 𝑛 × 1  array - single channel case with 𝑛  pair(s) to be 
discarded 
              an 𝑛 × 𝐾  array - 𝐾  channle case, with 𝑛  being the largest 
number   of pairs to be discarded for any individual channel. 
The following outputs are generated: 
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lambda_step: step length the current iteration should take to attain the minimum in 
the given searching direction  
fvalue_new: value of 𝐿 at the minimum found in the given searching direction.  





initialize_locations.m generates a set of initial locations for the 
minimization problem solved by Source_Location.m. It first creates a set of 
locations for the given event number, uniformly distributing in the given range. It 
then reorders the created events to ensure the least square residuals of inter-source 
separations (residuals being the difference in separation of each event pair between 
that calculated from the created initial locations and that estimated with CWI from 
seismic data). 
The following inputs are required: 
• x_range (y_range,z_range): an 1 × 2	array, storing the range for x (y, 
z) -coordinates 
• num_event: number of events in the given cluster 
• MU_n: an 𝑁(𝑁 − 1)/2 × 1 array,  storing the means of the CWI separation 
estimates for all available event pairs, averaged over all channels if data from 
multiple channels are used, with 𝑁 being the number of events. 
The following outputs are generated: 
• initial_position: an 𝑁 × 3  array, storing the locations to be used as 
initialization of the minimization problem 
              - column 1 - x-coordinates 
              - column 2 - y-coordinates 
              - column 3 - z-coordinates 
 
l rotate_cluster.m 
rotate_cluster.m rotates a cluster of points about its center in two orthogonal 
Appendix 1 
 238
directions in the 3D space by given angles. 
The following inputs are required: 
• P0: an 𝑛 × 3 array, storing the original point coordinates, where 𝑛 is the 
number of events. 
• alpha: angle by which the cluster rotates anticlockwise when observed from 
above about a line passing the cluster center and parallel to z-axis. 
• theta: angle by which the cluster rotates anticlockwise about a line passing 
the cluster center and parallel to x-axis. 
The following outputs are generated: 
• P_rotate: an 𝑛 × 3 array, storing the rotated point coordinates,where 𝑛 is 
the number of events. 
 
l coordinate_modify.m  
coordinate_modify.m adjusts the coordinate system of event cluster to remove 
the ambiguity, following four steps (Robinson et al., 2013): 
1) Move the cluster so that event 1 is at the origin, i.e. 𝑒} = (0,0,0); 
2) Rotate the cluster so that event 2 lies on positive x-axis, i.e. 𝑒A = (𝑥2, 0,0), where 
𝑥2 > 0; 
3) Rotate the cluster so that event 3 lies in x-y plane, and the y-coordinate is positive, 
i.e. 𝑒É = (𝑥3, 𝑦3,0), where 𝑦3 > 0; 
4) Make sure z-coordinate of event 4 is positive, i.e. 𝑒 = (𝑥4, 𝑦4, 𝑧4), where 𝑧4 >
0. 
 
The following inputs are required: 
• X (Y,Z): 𝑁 × 1 array, storing the x (y,z)-coordinate of event locations to be 
adjusted 
• num_event: number of events in the cluster 
The following outputs are generated: 
• X4 (Y4,Z4): 𝑁 × 1 array, storing the x (y,z)-coordinate of the adjusted event 
locations 
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Abstract14
Estimating the bulk seismic velocity of materials is of great importance in many appli-15
cations in geoscience, material science and engineering. It is necessary for the interpre-16
tation of industrial seismic and earthquake seismological data, for monitoring structural17
materials, and as an input to rock physics models that predict other parameters of in-18
terest. Bulk velocity is commonly estimated in laboratories from ultrasonic first-arrival19
times between a source and a receiver, assuming a linear ray path. In heterogeneous me-20
dia, that method provides biased estimates of the bulk velocity, and of derived param-21
eters such as velocity changes over time or locations of acoustic emissions. We show that22
Coda Wave Interferometry (CWI) characterizes changes in the bulk properties of a scat-23
tering medium far more effectively on the scale of laboratory rock samples. Compared24
to conventional methods, CWI provides significant improvements in both accuracy and25
precision of estimates of velocity changes, and of acoustic source separation distances within26
a sample. The method remains more accurate in the presence of substantial background27
noise, and when source location and velocity perturbations occur simultaneously. We demon-28
strate that CWI allows relative locations of a cluster of acoustic emissions to be estimated29
using a single sensor. We also provide a method to use CWI to infer changes in both P30
and S wave velocities individually. These results represent a significant improvement in31
our ability to characterize the evolution of properties of media, and of acoustic emissions32
in laboratory experiments, for a variety of applications in geoscience and engineering.33
1 Introduction34
Experimental studies of wave propagation in rock cores are performed across many35
disciplines within geosciences: to develop relationships between changes in external con-36
ditions and seismic properties such as seismic velocity (Wang, 2001), anisotropy (Chris-37
tensen, 1966; Sayers & Kachanov, 1995) and attenuation (Sams, Neep, Worthington, &38
King, 1997; Toksöz, Johnston, & Timur, 1979), and to examine the process of rock frac-39
turing (Pyrak-Nolte, Myer, & Cook, 1990) and acoustic emissions (Lockner, 1993; Lock-40
ner, Byerlee, Kuksenko, Ponomarev, & Sidorin, 1992). Established relationships between41
seismic attributes and underlying rock physical properties are particularly important for42
monitoring purposes in the hydrocarbon industry and in subsurface CO2 storage projects,43
notably for relating effective stress changes during subsurface injection or production to44
changes that maybe observed in the seismic velocity (Arts et al., 2004; Brown, 2002; Guil-45
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bot & Smith, 2002; Herwanger & Horne, 2009; Stork, Allmark, Curtis, Kendall, & White,46
2018). It is therefore of great importance that models developed from laboratory exper-47
iments accurately represent the response of in-situ rocks.48
Commonly used methods for measuring changes in the velocity of a medium in-49
volve picking of first-break arrival times of seismic waves traveling between a fixed source50
and receiver pair. The velocity of the medium is then estimated using the known straight-51
line distance between the source and receiver. There are obvious problems associated with52
such methods: 1) the measured velocity is not sensitive to the bulk properties of a medium,53
but rather to properties along a very specific (fastest) ray path between the source and54
receiver, resulting in a bias towards higher velocities. 2) The path followed by the first-55
arriving energy is unlikely to be straight, so that velocity estimates made using the straight-56
line path are biased towards lower values. 3) Biases in points 1 and 2 are generally un-57
related so are not expected to cancel out. 4) The effects of small perturbations in the58
medium, not located along the specific source-receiver path cannot be detected. 5) Such59
errors in velocity estimation are carried forward to any subsequent calculations (e.g., in60
locating acoustic source position with unrepresentative velocity estimates, source loca-61
tions will also be biased).62
Coda waves are the multiply-scattered waves that are recorded towards the tail of63
a seismogram. Recordings of coda waves are far more sensitive than first arrivals to changes64
in pore-pressure, fracture density and temperature (Snieder, Grêt, Douma, & Scales, 2002;65
Vlastos et al., 2006; Vlastos, Liu, Main, & Narteau, 2007), due to the fact that coda waves66
follow much longer and more complex paths, eventually sampling the entire medium, and67
sampling any sub-volume of the medium multiple times. There are also established meth-68
ods called coda wave interferometry (CWI) that estimate changing properties of the medium,69
or changes in the locations of sources or receivers (Snieder, 2006). There have been sev-70
eral field and laboratory applications of CWI to date, including the monitoring of ve-71
locity changes in ice sheets (James, Knox, Abbott, & Screaton, 2017; Mordret, Mikesell,72
Harig, Lipovsky, & Prieto, 2016), concrete (Larose & Hall, 2009; Planès & Larose, 2013),73
mining environments (Grêt, Snieder, & Özbay, 2006), and volcanic regions (Sens-Schönfelder74
& Wegler, 2006). CWI has also been used to study earthquake focal mechanisms (D. Robin-75
son, Snieder, & Sambridge, 2007), earthquake separation (D. Robinson, Sambridge, &76
Snieder, 2011; Snieder & Vrijlandt, 2005), and source network locations of induced micro-77
seismic events (Zhao & Curtis, 2018; Zhao, Curtis, & Baptie, 2017).78
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In this paper we test the hypothesis that Coda Wave Interferometry (CWI) can79
provide an improvement in accuracy and precision when inferring and quantifying the80
changes in bulk velocity and relative source locations in laboratory settings. The method81
takes advantage of the multiple sampling of a medium’s properties by the multiply-scattered82
coda waves, as opposed to sampling along a single ray path as in standard methods. Thus83
CWI could provide more representative measures of bulk properties. Accordingly, we test84
CWI against commonly used methods in numerical and experimental core-scale exam-85
ples.86
In what follows we first outline the theory of Coda Wave Interferometry and how87
it can be used in an experimental setting. Then we examine multiple samples of vary-88
ing rock type and heterogeneity using both numerical simulations and laboratory exper-89
iments, where changes in source location and velocity are estimated using both CWI and90
standard methods. We show how changes in source position and velocity can be jointly91
estimated when both perturbations occur simultaneously. We then demonstrate an op-92
timization algorithm for estimating the relative locations of sources within a cluster, given93
the source separations estimated from CWI. Following this, we test the sensitivity of CWI94
as well as conventional methods to increasing contamination of noise. In all cases CWI95
is shown to out-perform conventional methods.96
Accompanying this manuscript, we provide a well-commented set of MATLAB func-97
tions for implementing the CWI method to estimate velocity changes, and for the joint98
estimation of velocity change and source separation. These codes use a form of CWI that99
estimates changes relative to a moving reference seismogram, which is particularly im-100
portant for longer deformation experiments in which scattering paths may change sig-101
nificantly, which contravenes the assumptions of standard CWI theory. Together with102
the suite of CWI codes made available by Zhao and Curtis (2018) this allows all tech-103
niques used in this paper to be implemented.104
2 Coda Wave Interferometry105
CWI allows small changes in velocity, the displacement of source or receiver loca-115
tions, or movement of scatterers to be monitored (Sens-Schönfelder & Wegler, 2006; Snieder,116
2006; Snieder et al., 2002). These different perturbations and their effect on recorded sig-117
nals are illustrated in Figure 1. First we consider the effect of a velocity perturbation118
–4–
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a) Perturbation of Velocity
b) Perturbation of Source Location





Figure 1. Illustrations of different perturbation types and their effects on coda waves. The
cartoons (left) represent a scattering medium, with a source (star), receiver (triangle), and point
scatterers (circles). Ray paths between the source and receiver, including multiple reverberations,
are represented as black arrows. A velocity perturbation (a) is represented as a yellow ellipse,
which has a velocity different to the background medium. New ray paths that are introduced due
to source location (b) and scatterer location (c) perturbations are represented as blue arrows.
Example recorded signals (right) at early (t1,t2) and late (t3,t4) time windows for each perturba-
tion type are shown before and after each perturbation takes place (blue and red, respectively).
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(∆V in Figure 1a), where the direct arriving wave between a source and receiver would119
only sample the perturbation once (or not at all), whereas the multiply reflected waves120
sample the perturbation many times. Therefore the change in arrival times for later ar-121
riving waves (t3,t4) is much larger than for the first arrival (t1,t2). The second pertur-122
bation type is a displacement of the source or receiver location (source displacement in123
Figure 1b): in this case, the difference in ray paths before and after the perturbation is124
the path between the source and the first scattering point (blue arrows in Figure 1b).125
Paths would be both shortened and lengthened depending on the location of the first scat-126
terer, which is reflected by the advancement and retardation of peaks highlighted by red127
and blue arrows. The extent to which these travel times are perturbed (their variance)128
is directly proportional to the (small) displacement of the source. The third perturba-129
tion type is the displacement of all scattering points (yellow circles in Figure 1c): in this130
case, all paths between scattering points are perturbed (both shortened and lengthened)131
and similarly to the previous case, the statistics of travel time perturbations are related132
to the displacement of scattering points. All three perturbation types can be monitored133
by using a cross correlation of the unperturbed (uunp) and perturbed (uper) waveforms134
- the waveforms from the source recorded by the receiver before and after the change or135
displacement takes place.136
One method to estimate the change in velocity is known as trace stretching (Sens-137
Schönfelder & Wegler, 2006), where the perturbed waveform is assumed to be a time-138
stretched version of a reference waveform; this follows if one assumes that a velocity per-139
turbation is uniform across the entire medium, so all arriving energy is perturbed at the140
same temporal rate. We stretch the time axis of the perturbed signal by a range of stretch-141
ing factors (ε) and compute the correlation coefficient R between uunp(t) and the stretched142












The optimum stretching factor εmax that maximizes the correlation coefficient (for which145
R = Rmax), is related to the ratio of the change in velocity ∆V to the original veloc-146





(Sens-Schönfelder & Wegler, 2006). That method also assumes that the velocity changes149
are small to avoid cycle skipping in the calculation of R in equation 1. In cases where150
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the medium changes significantly, such as during material deformation where new scat-151
tering paths are introduced due to fracturing, it may not be appropriate to use a con-152
stant reference trace (uunp) for all recorded waveforms during deformation. We propose153
the use of a moving reference trace, where the optimum stretching factor from the ini-154
tial reference trace (u0) to any other recorded waveform during deformation (un) can155
be calculated as156
εu0un = εu0us + εusun (3)157
where s = kbn/kc, n is the trace number, k is the user-selected step size of the mov-158
ing reference trace, and b. . .c denotes a floor function, which outputs the greatest inte-159
ger less than or equal to the input. Accompanying this manuscript are a suite of MAT-160
LAB functions for implementing the moving-reference stretching CWI method. Snieder161
(2002) derived the relationship between the inferred medium velocity change from CWI,162














where α and β are the velocities of P and S waves, respectively. In a Poisson medium165
where α =
√





















The strengths of the CWI technique lie in the ability to resolve very small changes in171
velocity compared to standard methods. If we take the sampling interval of a recorded172
signal to be dt and the duration of the signal to be tmax, and make the conservative as-173
sumption that one sample interval is the smallest resolvable time difference between wave-174
forms in the two recordings, then the maximum resolution of CWI (the smallest resolv-175
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where t0 is the first-break arrival time. Both equations 7 and 8 assume no background181
noise and hence no uncertainty in the recorded waveforms. Inserting typical values for182
laboratory core scale measurements, such as those used in the experiments in the follow-183
ing section (sampling interval = 0.04µs, signal duration = 0.64ms, and arrival time =184
65µs), the smallest perturbations that can theoretically be detected are 0.00625% for CWI185
and 0.062% for the standard first break method. Hence, CWI offers an order of magni-186
tude improvement in precision in the absence of noise. The standard method is also much187
more sensitive to noise in the data due to the difficulty of measuring the small signal am-188
plitude in the first break; hence intuitively we would expect to require larger perturba-189
tions to occur for the change to be resolved above the noise (as shown below). The CWI190
method computes the cross-correlation function using many more data points, making191
it less susceptible to the effects of noise. We test this hypothesis in the experiments out-192
lined in section 3.3.193
Another advantage of using CWI is that it allows a joint estimate of both a veloc-194
ity perturbation and the displacement r of the source/receiver location to be made from195
a single receiver. This is because velocity perturbation information is retrieved from the196
consistent phase information along the waveforms, whereas the source or receiver sep-197
aration is related to the variance of inconsistent phase perturbations and hence to the198
maximum value of the cross correlation value (Rmax) in equation 1 (Figure 1). Snieder199
(2006) derives the relationship between the maximum cross-correlation and the variance200





where ω̄2 is the dominant mean squared frequency in the recorded waveform. When a203
source or receiver is displaced by distance r, one can estimate separation r from the vari-204









where α and β are estimates of the representative P- and S-wave velocities of the medium.207





To summarize, the main advantages of using CWI in an experimental setting are210
that: 1) CWI is more representative of changes in the bulk properties of a medium be-211
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cause coda waves sample the entire medium. 2) Coda waves sample the same area mul-212
tiple times, so CWI is capable of resolving smaller changes in the medium giving a the-213
oretical order of magnitude increase in precision for typical laboratory experiments. 3)214
CWI is generally less susceptible to the presence of noise as it uses many more data points215
at higher amplitude, providing more robust estimates. 4) CWI allows for the calcula-216
tion of source separation between nearby events from a single receiver, even in cases where217
velocity changes occur simultaneously, as the two estimates utilize different measurements218
extracted from the correlation function in equation 1.219
3 Results220
3.1 Conventional Methods for Estimating Velocity and Source Locations:221
Synthetic Tests222
Rock cores typically used for geomechanics and rock physics experiments are on229
the scale of 3 mm to 100 mm in diameter, and seismic wave frequencies studied are on230
the order of kHz - MHz. At these frequencies most rock samples act as strongly scat-231
tering media, where most recorded waves take very complex, long paths and experience232
multiple reflections, diffractions and reflections (Sato, Fehler, & Maeda, 2012). The com-233
plex nature of wave propagation through highly scattering media, such as the Tivoli Traver-234
tine sample shown in Figure 2, can be studied using methods of digital rock physics (Madonna,235
Almqvist, & Saenger, 2012). First a reconstructed micro-tomography (µCT) cross-section236
is segmented into appropriate mineral and pore phases, and converted into velocity and237
density models (wave physics parameters used for different phases are shown in Table238
1). Using finite difference methods (Moczo, Robertsson, & Eisner, 2007), wave propa-239
gation through the medium can be simulated so that full waveforms can be generated,240
as though they have been recorded at any point within the medium. These methods are241
increasingly used for estimating the acoustic or elastic properties of rocks based on µCT242
images (Saenger, Madonna, Osorno, Uribe, & Steeb, 2014; Saxena & Mavko, 2016; Sell243
et al., 2016).244
We simulate wave propagation through three different digital rock samples: Tivoli252
Travertine, Westerly Granite and Copp-Crag Sandstone. These rock types have been se-253
lected to represent a range of types of heterogeneity, where Tivoli Travertine has high254
porosity with complex pore shapes and pore size distribution, Copp-Crag is a relatively255
–9–
























Figure 2. Set of X-ray µCT slices (left images) and equivalent models of segmented phases
(right images) for three rock cores with varying heterogeneity and rock type: a) and b) Tivoli
Travertine, c) and d) Westerly Granite, e) and f) Copp-Crag Sandstone. The properties assigned
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Table 1. Parameters used for finite difference wavefield simulation through the samples shown
in Figure 2. Values are from Mavko et al. (2009).
227
228
Phase Density (kg/m3) Velocity (m/s)




Potassium Feldspar 2560 6300
Biotite 3090 5260
Muscovite 2790 6460
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Figure 3. Estimated seismic velocity obtained from simulated waveforms through a µCT dig-
ital rock sample in a model shown (d) for the Tivoli Travertine. The source (star) is fixed at the
top and the receivers (triangles) are distributed along the bottom. The blue curve shows velocity
estimates made using first-break arrival times and straight-line source-to-receiver distances as a
function of receiver location. The dashed red line represents the conventional estimate of velocity
using a single receiver at the center of the core. Results are for a) Tivoli Travertine, b) Westerly
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homogeneous sandstone with more uniform pore shapes and pore size distribution, and256
Westerly Granite is the most homogeneous and exhibits little porosity. The µCT slices257
and corresponding models of segmented phases for each rock type are shown in Figure258
2 and are converted to wave physics models using the parameters stated in Table 1. First,259
we simulate a single source located at the top of the samples and a row of receivers along260
the bottom (Figure 3d). The resulting velocities estimated at each receiver from man-261
ually picked first arrivals assuming straight ray paths are shown in Figure 3a, b and c.262
For the three samples, the estimated velocities at each receiver show considerable vari-263
ation depending only on where the receiver is located. This response is concerning as in264
many cases a single receiver and hence a simple, non-representative velocity may be used265
to characterize an entire sample - from a receiver at the center of the core in conventional266
experimental configurations (shown as dashed red lines in Figure 3). To explore this vari-267
ation further, a similar experiment was carried out on the three velocity models in which268
eikonal ray tracing was implemented from Margrave (2007). This gives an estimated ar-269
rival time (t[x]) for every point x in the model for a fixed source location (in this case270
the source is located at the center-top of each sample). Using these arrival times, we can271
imagine a receiver placed at every point within and on the boundary of a model, and an272
estimate of the velocity for that source-to-receiver path can be calculated using the stan-273
dard travel time method. Figure 4 shows the calculated velocity v[x] for all model points274
x in each sample, again showing that measured velocity may be strongly dependent on275
source and/or receiver locations. We see that for Tivoli Travetine (Figure 4a) the vari-276
ation in velocity estimates are greater than for Copp-Crag Sandstone (Figure 4c), and277
that Westerly Granite (Figure 4b) has the smoothest image, reflecting the smallest vari-278
ation in estimated velocity v[x]. In all cases the longer the source-to-receiver distance,279
the more stable is the result.280
There are therefore several concerning implications of characterizing a medium with286
velocities calculated from standard methods: 1) a measured cross-core velocity is not sen-287
sitive to the bulk properties of a medium, but rather to the velocities along a specific ray288
path between the source and receiver, as demonstrated by the variation of estimated ve-289
locity with receiver position in Figures 3 and 4. Therefore, 2) the effects of small per-290
turbations in a medium that are not located on the specific source-to-receiver path will291
not be detectable using these methods.292
–12–
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c) Copp-Crag Sandstone















































Figure 4. The estimated velocity between a constant source location (centre of the top of the
sample) and every position in the model x. To emulate estimates from the standard method,
an eikonal ray tracing method from Margrave (2007) was used to calculate travel times while
a straight ray path was used to calculate velocity v[x]. Results are for a) Tivoli Travertine, b)






The assumption that a medium is represented by a single constant velocity also in-293
troduces errors into subsequent calculations, such as in the estimation of source locations.294
This effect can be examined using a further experiment. We simulate a series of regu-295
larly spaced sources placed on a rectilinear grid throughout each of the three media, rep-296
resenting acoustic emissions occurring throughout the sample. We measure the arrival297
times for each source (S ) at a set of receivers (i) as tiS using the first-break method, and298
use a single measured velocity through each sample (Vmed), which is assumed to be rep-299
resentative of the entire medium. In our implementation the exact value of this veloc-300
ity does not affect source locations - it only affects the estimates of the source origin time301
(t0). In this particular case, it is therefore not inaccuracy in the velocity estimate, but302
rather the very assumption that there is a single representative medium velocity that303
will affect locations. We estimate source locations (Sest) using trilateration (actually mul-304
tilateration), by implementing a grid-search through all model positions (x) and through305
a range of source origin times (t0), to find values of x, and t0 that minimize the objec-306
–13–
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a) Tivoli Travertine
Arrow tail    - True source location 
Arrow head - Estimated source location
Receiver location
Source cluster location
b) Westerly Granite c) Copp-Crag Sandstone
Figure 5. The resulting systematic errors in source location, represented as black arrows, us-
ing standard phase picking methods that assume a single representative velocity for each sample,
for a) Tivoli Travertine, b) Westerly Granite, and c) Copp-Crag Sandstone. The base of each
arrow is located at the true source positions (Sj), and estimated locations (Sest) are displayed at
arrow tips. The red points represent the source cluster used for the source relocation experiment,











[Vmed × (tiS − t0)− (i− x)] (12)308
The estimated source location Sest is the location x that minimizes ϕ. Figure 5 displays315
the error in estimated source locations Sest (arrowheads) compared to true locations (ar-316
row tails) for each of the three samples. For the majority of sources in Tivoli Travertine317
(5a) and Copp-Crag Sandstone (5c), the resulting systematic error in source location is318
significant in both amplitude and direction. In Westerly Granite (5b), errors have much319
smaller amplitudes. It is therefore clear that in more heterogeneous media, a single ve-320
locity is not appropriate and estimated source locations in many areas are highly inac-321
curate when estimated using conventional methods of trilateration.322
–14–
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3.2 CWI and Conventional Estimates of Changes in Velocity and Source323
Location: Synthetic Tests324
We now test CWI against conventional methods for measuring a change in the bulk325
velocity of a medium, using finite difference numerical wavefield simulations through the326
three µCT slices in Figure 2. Two slightly different velocity models for each sample are327
generated: one is the unperturbed medium and the other has a perturbed velocity equiv-328
alent to a -1% velocity change throughout the medium. The simulated signals are ob-329
tained from an array of receiver positions along the bottom of the sample as used in Fig-330
ure 3. The change in velocity between each pair of models are estimated from these sig-331
nals by CWI (using equation 1) and using the conventional method of phase-picking of332
first-break arrivals and assuming straight rays. Figure 6 compares the estimates for each333
sample. For all samples, CWI gives more accurate (closer to the true value in the model)334
and more precise (lower standard deviation) estimates of ∆V/V , and shows significantly335
less variation between different receiver locations when compared to the first-break method.336
This effect is clearly dependent on the complexity of the medium: the first-break esti-337
mates for Tivoli Travertine (Figure 6a) show much stronger variation than those for West-338
erly Granite (Figure 6b). The CWI estimates for ∆V/V , however, do not vary between339
samples of differing complexity. This consistency of estimates shows that CWI is less de-340
pendent on sample complexity, and on receiver location, and suggests that the multiply341
reflected waves used in CWI effectively sample the entire medium, providing more rep-342
resentative measures of velocity changes from any source and receiver pair.343
We also test CWI and conventional methods for estimating changes in source lo-349
cations. For this test, waveforms were simulated for a cluster of sources along a fracture350
plane in the middle of each of the three samples, and with receivers located at the bot-351
tom and at either side of the model (experimental configuration and source cluster lo-352
cations shown in Figure 5). The standard method of trilateration (minimizing Eqn. 12)353
is used to locate source positions for each source in the cluster, assuming a constant bulk354
velocity which is measured with a single source and receiver placed at the top-center and355
bottom-center of the sample respectively. CWI provides the separation between pairs356
of sources (it does not provide absolute source locations), so Figure 7 compares separa-357
tions between the estimated source locations from trilateration with source separations358
estimated from CWI, which uses equations 9 and 10, and an estimate of the bulk veloc-359
ity of the medium (the same measured velocity used in trilateration) for each sample.360
–15–
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Figure 6. The estimation of a relative velocity change ∆V/V for a true change in velocity of
-1%, i.e., ∆V/V = -0.01. Results for a) Tivoli Travertine, b) Westerly Granite, and c) Copp-Crag
Sandstone. ∆V/V is estimated using the standard phase-picking method and Coda Wave Inter-
ferometry using each of 100 receiver locations along the base of each sample and a single source
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For all three media, the trilateration-method estimates are quite scattered, particularly361
for Tivoli Travertine and Copp-Crag Sandstone, and show a far weaker response to chang-362
ing source separations. CWI estimates are more precise, and are more accurate up to363
approximately 0.2-0.4λ, where λ is the dominant wavelength. At larger separations cycle-364
skipping in the cross-correlation is likely to interfere with the signals that we seek in the365
maximum of the correlation function, causing estimates to tend to a constant value at366
larger source separations. We demonstrate in section 3.5 below how relative locations367
of sources can be obtained using separation data from even only a single receiver, and368
how the working-range of source separations can be increased beyond 0.4λ.369
3.3 Experimental Examples376
In experimental rock physics, trends in velocity are often measured to model the377
response of seismic velocity to changes in external conditions (e.g., temperature, effec-378
tive and differential stresses, fluid properties, etc.), conferring particular importance to379
interpretation of dynamic changes. This is of importance to a range of geophysical sce-380
narios on a larger scale, such as monitoring subsurface fluid reservoirs or rock changes381
using time-lapse (4D) seismic methods. Here we show results of two laboratory exper-382
iments of changes in external conditions: temperature and stress. In the first experiment383
a 10 cm3 block of Halldale Sandstone was heated from room temperature to a temper-384
ature of 54◦C. A thermocouple and velocity transducers were attached to the sample for385
continuous temperature measurements and ultrasonic surveys were undertaken during386
the cooling phase back down to room temperature.387
The P-wave sensors are Glaser-type conical piezoelectric sensors (McLaskey & Glaser,388
2012). These laboratory-standard, wide-band sensors are calibrated against theoretical389
displacement time history and have an almost flat displacement response spectrum in390
the 20 kHz to 1 MHz frequency band. This means that, in this frequency band, they are391
essentially displacement sensors and their voltage output is linearly proportional to the392
surface normal displacement. Aperture effects are negligible due to the 0.5 mm sensor393
contact area (which is even higher than the resolution used in Figure 3). We used an Itasca394
Image pulser-amplifier system with frequency range 100 kHz to 1 MHz and pre-amp gain395
of 40 dB, which switches between all transducers in an ultrasonic array, allowing each396
to act as both a transmitter and a receiver. The amplitude of the pulse spike is 500 V397
with approximate signal rise time of 0.3 µs and total duration of 2.8 µs. The output recorded398
–17–
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Figure 7. A comparison of estimated inter-source separation as a function of true inter-source
separation for the conventional trilateration method (using arrival times obtained from phase
picking of first arrivals) and Coda Wave Interferometry. The true source cluster locations are
represented as red dots in Figures 5a, b and c. a) Tivoli Travertine, b) Westerly Granite, and c)
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a)
b)
Figure 8. Estimated values of percentage velocity change (∆V/V ) as a function of the change
in temperature (∆T) in a 10 cm3 sample of Halldale Sandstone, for the standard method of a)
picking arrival times and for b) Coda Wave Interferometry. Solid lines are best-fit linear regres-





waveform at each receiver is a stack of received waveforms from 25 source pulses with399
a pulse repetition frequency of 20 kHz.400
The change in velocity (∆V/V ) for each temperature change (∆T ) were estimated401
using both the first-break method and the CWI stretching technique (plotted in Figure402
8). There is a large amount of scatter in the ∆V/V estimates for the first break method,403
where there is no clear trend that can be resolved above the noise. In contrast, the ∆V/V404
estimates using CWI form a clear and coherent response to changes in temperature - a405
linear, negative correlation due to thermal contraction. This highlights the sensitivity406
of standard methods to noise, and CWI’s ability to resolve small changes in spite of the407
presence of noise.408
A second experiment was carried out where a 38 mm diameter, 90 mm length core419
of a fine grained laminated carbonate was held at 45 MPa effective pressure, and a dif-420
ferential stress was applied until sample failure. The stress loading history is plotted in421
–19–
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b) CWI Method Comparison
Moving Reference Stretching Method
Standard Stretching Method
Moving Reference Double Wavelet Method
Standard Double Wavelet Method
Figure 9. a) Velocity change of a finely laminated carbonate rock during experimental de-
formation by increasing differential stress (red), with corresponding stress values labeled on
the right axis. The response of velocity (∆V/V ), labeled on the left axis, is estimated by the
first-break method for P and S wave velocities (dashed lines) and by a CWI moving-reference
trace method (black). b) A comparison of CWI algorithms, showing the effect of implementing a
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Figure 9a, where pauses in loading are periods during which the permeability of the sam-422
ple was measured. The variation of velocity during the experiment is estimated using423
the standard first break method for estimating P and S wave velocities, and the CWI424
moving reference trace method (from Equations 1, 2 and 3). In Figure 9a we see CWI425
provides a much clearer and more consistent response to external stress changes com-426
pared against the change in P wave velocity estimated using first-breaks, accurately mir-427
roring the stepped stress program with far less scatter in the estimated ∆V/V values,428
most strikingly for the earlier stress steps. First-break S wave velocities exhibit a smoother429
response (less scatter), but also fail to mirror the stepped stress program. ∆V/V esti-430
mates from CWI approximately mark the average between changes in P and S wave ve-431
locities and we discuss the way that CWI averages in section 4. The higher ∆VP /VP in432
the conventional method estimates may also reflect the bias towards higher velocities,433
as the first arriving waves follow only the fastest ray path. As deformation (e.g., com-434
paction) occurs, damage is localized to specific regions of the sample; if the fastest travel435
path samples such regions, the estimated change in velocity (∆VP /VP ) would be larger436
using first-breaks than estimates using CWI which is representative of the changing bulk437
properties of sample.438
As CWI uses a cross-correlation function, the method breaks down if there are very439
large changes in the medium due to wave paths being significantly altered and (if the440
medium fractures) new scattering points being introduced. This means that a single ref-441
erence trace is not appropriate for CWI in such deformation experiments where the rock442
structure is significantly deformed. This effect can be seen in Figure 9b, where differ-443
ent CWI algorithms are compared. The ”double wavelet” method (Snieder et al., 2002)444
measures delay times (δτ) for multiple time windows down the coda: these relate to the445
velocity perturbation by ∆V/V = −δτ/t . It is clear that at later stages in the exper-446
iment (after 1 hour), the estimates of ∆V/V using the double wavelet method with a447
fixed reference trace (dashed purple line) are heavily distorted due to the deformation448
occurring within the sample. The large amount of scatter exhibited by this method high-449
lights the problem of large changes occurring in the medium. The stretching method,450
without implementing a moving reference trace (dashed red line), provides more consis-451
tent estimates of ∆V/V than the double wavelet method, estimating a consistent increase452
in velocity. At later stages in the experiment, these estimates of ∆V/V become more scat-453
tered and the mirroring of the stepped stress program becomes less clear. For both meth-454
–21–
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Estimated ∆ V/V when r=0
 c)  d)
 a)  b)
Figure 10. Assessing the ability of CWI to estimate velocity changes ∆V/V and inter-source
separation r simultaneously in the presence of both velocity and source location perturbations. a)
Estimated r when velocity is not perturbed. b) Estimated ∆V/V when the source location is not
perturbed. c) Estimates of r with simultaneous velocity perturbations. d) Estimates of ∆V/V






ods, implementing the moving reference trace method (Equation 3) combines limiting455
estimates for small changes in velocity, for which CWI remains accurate, to obtain an456
overall estimate in ∆V/V that shows a much clearer stepped response, suggesting the457
moving reference trace method can account for the extreme changes in the medium.458
3.4 Joint Estimation of Source Separation and Velocity Change459
Since CWI estimates of the bulk velocity change (∆V/V ) and source separation465
(r) are derived from different information (the phase and maximum value of correlation466
as shown in equations 2 and 9, respectively), estimates can be made independently when467
both effects occur simultaneously. This has significant experimental advantages, as fixed468
–22–
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source and receiver locations might no longer be necessary for continuous velocity mea-469
surements, and in deformation experiments when acoustic emissions might accompany470
bulk velocity changes these two effects could be analyzed independently - all using a sin-471
gle receiver.472
We test the accuracy of these estimates using a series of finite-difference simula-473
tions with source locations changing by up to 1.2λ and simultaneous velocity perturba-474
tions of up to 1%. Figures 10a and b show estimates of source separation (r) where no475
velocity perturbation occurs, and the reverse - changes in velocity when the source re-476
mains stationary. These represent the best possible estimates from CWI, as only one per-477
turbation type occurs at a time. The additional errors associated with simultaneous per-478
turbations of r and V are shown in Figures 10c and d. We see that estimates of source479
perturbation are barely affected by the presence of a velocity perturbation: the stretch-480
ing method of CWI removes the effect of any velocity perturbation. However, estimates481
of velocity perturbation are far more sensitive to source location perturbations, giving482
errors of 0.5% for a source displacement of around one wavelength (a relatively large er-483
ror given the accuracy otherwise expected from CWI). The additional error appears to484
stem from the effect of cycle skipping in the cross-correlation function.485
These results also show that in the case of simultaneous perturbations of source486
location and velocity, source separation can be estimated much more accurately than es-487
timates of the change in velocity. Therefore, we would expect that the 3D network of488
relative locations of acoustic emissions that occur during deformation can be estimated489
robustly using laboratory datasets even if velocity changes occur in the medium (Zhao490
& Curtis, 2018; Zhao et al., 2017). This is demonstrated in the following section.491
3.5 Relocating relative source locations from inter-source distance492
Using the inter-source distances or separations between many pairs of sources, it493
is possible to find the relative locations of a cluster of sources, providing inter-source dis-494
tances are within the working range of CWI (D. J. Robinson, Sambridge, Snieder, & Hauser,495
2013; Zhao & Curtis, 2018; Zhao et al., 2017). However as we see in Figure 7, CWI pro-496
vides a slightly biased estimate of these separations. The relocation method solves for497
the relative location of a cluster of sources in a probabilistic framework within which it498
is possible to correct this bias to a significant extent. For one pair of events, according499
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to Bayes’ theorem500
P (δ̃t|δ̃CWI) ∝ P (δ̃CWI |δ̃t)× P (δ̃t) (13)501
where the posterior probability P (δ̃t|δ̃CWI) is the probability of the true separation hav-502
ing value δ̃t given the estimated separation from CWI is δ̃CWI . This is proportional to503
the likelihood P (δ̃CWI |δ̃t) of having observed δ̃CWI in the case that the true separation504
is δ̃t, multiplied by the prior probability P (δ̃t) which describes any available informa-505
tion about event locations known prior to the location process. The likelihood function506
P (δ̃CWI |δ̃t) describes the bias in separations estimated by CWI, and can be approximated507
by a Gaussian probability density function whose mean and standard deviation are de-508
scribed by the empirical functions derived by D. Robinson et al. (2011). The tilde over509
parameters indicates that the separation quantities are used in normalized form - they510
are the true values divided by the dominant wavelength recorded in the seismogram coda.511
For multiple events, Equation 13 holds for each event pair. The separation estimated512
from CWI for a cluster of events can be incorporated into a joint posterior function by513
multiplying the formulae for all available event pairs, assuming they are independent of514
one another (D. J. Robinson et al., 2013):515








P (δ̃CWI,ij |ei, ej) (14)516
where c is a constant, n is the number of events, ei = (xi, yi, zi) is the location of event517
i. Within the last term we use the locations of the ith and jth events (ei and ej) from518
which we can calculate their true separation δt,ij = ||ei−ej ||2, and thus we implicitly519
include equation 13. The most probable set of the event locations can be found where520
the joint posterior function attains its maximum. Therefore, the event locations can be521
estimated by solving an optimization problem. The optimization problem is converted522
to a minimization problem by taking the negative logarithm of Equation 14:523








ln[P (δ̃CWI,ij |ei, ej)] (15)524
A uniform prior P (ei) is considered in this work, so the terms containing ln[P (ei)] are525
constant, and the term ln[c] can be ignored in the minimization problem. Thus, the ob-526
jective function becomes:527





ln[P (δ̃)CWI,ij |ei, ej)] (16)528
The function can be minimized using a conjugate gradient algorithm (Press, Flannery,529
Teukolsky, & Vetterling, 1986).530
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We test this location method using the Tivoli Travertine model shown in Figure531
2b, and source locations shown in Figure 11a, simulating a cluster of acoustic emissions532
around a fracture. We divided the events into multiple sub-clusters with 20 overlapping533
event locations, where the maximum separations in each sub-cluster remained roughly534
within or just outside of the working range of CWI (approximately 0.5λ). For each sub-535
cluster, we solved for the relative event locations by minimizing equation 16 using the536
publicly available CWI-relocation code package of Zhao and Curtis (2018), taking the537
CWI separation estimates as inputs. We conducted the location process five times with538
different randomly distributed initial event locations to ensure convergence to the global539
minimum of the objective function (Equation 15). The optimizations all converge to the540
same minimum to within trivial numerical differences. Receiver locations follow the same541
configuration as shown in Figure 5a. Since absolute event locations remain unknown in542
this method, we then rotate and translate the resulting sub-clusters to match locations543
of the overlapping sources. For comparison, we also performed the conventional method544
for locating sources, using phase-picking of first-break arrivals for multiple receivers, and545
trilateration to estimate locations of sources. The results of trilateration and CWI re-546
locations are shown in Figure 11b and c, respectively.547
We note immediately that the cluster of events from trilateration in Figure 11b is548
rotated by 45◦ relative to the true locations due to velocity heterogeneity in the sam-549
ple. Since CWI only provides relative locations, the cluster of CWI location in panel c550
has been rotated to best match the results in panel b for fair comparison. The spatial551
area of events in panel c appears to be more rectangular (like the true shape of the area552
in panel a) than the area in panel b. Nevertheless, it is difficult to decide which of Fig-553
ure 11b and c is better from these plots alone so Figure 12 shows the source separation554
values of these two clusters as a function of true source separation. This highlights the555
improvement of accuracy and precision offered by the CWI source relocation procedure.556
It is also important to note from Figure 12 that using the sub-cluster matching meth-557
ods, source cluster size can extend well beyond the usual working range of CWI and the558
source-separation bias can be largely corrected, providing there are overlapping sources559
between sub-clusters.560
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Figure 11. a) True locations of a cluster of acoustic emissions simulated in the Tivoli Traver-
tine µCT slice in Figure 2b. b) The estimated cluster locations using the conventional method of
first-break arrival times and trilateration using the receiver geometry in Figure 5a. c) The esti-
mated relative locations found by implementing the CWI-based optimization algorithm described
in Zhao et al. (2017), using the inter-source separations estimated from CWI using the same re-
ceiver geometry (note these locations have been rotated in plane to best fit the locations in panel
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Figure 12. Source separation values from the estimated location clusters shown in Figures
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3.6 Sensitivity to Noise571
In order to test the ability of CWI to estimate changes in velocity and in source575
or receiver location when using noise-contaminated data, we generate a synthetic record576
of noise which is superimposed onto the numerically simulated signals used above. We577
generate realistic noise as follows: 1) measure a long noise record in the Edinburgh rock578
physics laboratory, and process it to create a record of de-meaned and de-trended seis-579
mic noise. 2) Take the Fourier Transform of the noise recording, and smooth the record580
in the Fourier domain to ensure there are no spectral gaps (frequency bands without noise).581
3) Convolve the resulting spectrum with a sample of random Gaussian white noise so582
that generated noise is uncorrelated. The resulting signal is therefore a randomly gen-583
erated recording of realistic noise, which can be superimposed on the effectively noise-584
less waveforms generated from synthetic finite difference simulations. The signal-to-noise585
ratio (SNR) is calculated as SNR = Psignal/Pnoise, where P is the average power. We586
superimpose the noise at different SNR values onto a range of numerically simulated sig-587
nals where the velocity has been perturbed from 0 - 10% and where the source location588
is perturbed by 0.01λ. Estimates of the range of velocity perturbations are calculated589
using CWI, as well as by using conventional phase-picking methods (both automatically590
and manually picked) for each level of noise contamination. These estimates are shown591
for low noise contamination (SNR=8) and high noise contamination (SNR=0.43) in Fig-592
ure 13. The total error at each SNR value, calculated as the sum of residuals of each es-593
timate to the true ∆V/V value is shown in Figure 14a. We find that at high SNR val-594
ues, all estimates for ∆V/V show a clear response to the increasing velocity perturba-595
tion, though CWI estimates are over an order of magnitude more accurate. At low SNR596
values, conventional methods based on phase-picking show much more scatter in the es-597
timates of ∆V/V , whereas CWI is much more precise, and is mostly unaffected by the598
increased contamination of noise. The first-break arrivals are of lower amplitude and are599
therefore more susceptible to contamination by noise, whereas CWI uses the entire sig-600
nal, including many more data points, and is therefore more robust in the presence of601
noise.602
For estimation of source separation in the presence of noise (see Figure 14b), the606
absolute locations of sources within a small cluster were estimated by trilateration by607
assuming a constant, isotropic P-wave velocity. However, because CWI does not provide608
absolute source locations but instead gives the separation between two sources, r, we es-609
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Figure 13. Estimated ∆V/V from Coda Wave Interferometry, and from travel times obtained
by auto-picking and manual picks, estimated at a) SNR = 8 and b) SNR = 0.43 and plotted as a







































































Figure 14. a) Residuals between true and estimated velocity change (∆V/V ) as a function
of signal-to-noise ratio. b) Residuals between true and estimated source displacement r/λ as a
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timate the separation between pairs of absolute locations from trilateration for compar-610
ison. We compare this to the r estimate from CWI for each pair of sources, and plot the611
sum of individual residuals for all source pairs and for each method in Figure 14. We find612
that at high SNR values, CWI and trilateration estimates are comparable, where both613
estimations are within 0.05λ of the true separation. However, with increasing contam-614
ination of noise, CWI residuals increase by a factor of two, whereas trilateration estimates615
increase by a factor of ¿10. These results show that CWI is a more robust way to char-616
acterize changes in a medium’s velocity or in relative source locations in the presence of617
noise. Since no phase picking is necessary for CWI, this also means that less pre-processing618
of data is required before analysis.619
4 Discussion620
While we have demonstrated that using Coda Wave Interferometry for experimen-621
tal applications can provide significant improvements over conventional methods, par-622
ticularly in the accuracy and precision of estimates of changes in velocity and source lo-623
cations, there are several limitations to be considered. First, the result of CWI only gives624
a measure of the change in velocity and not the absolute velocity itself. In itself this is625
not of particular concern since in many real-world problems, such as those relating to626
the interpretation of 4D seismic data, we seek to characterize the dynamic dependence627
of velocity on changes in external properties (Landrø & Stammeijer, 2004). However, ∆V/V628
estimates from CWI are more difficult to interpret than separate estimates of VP and629
VS that are obtainable from conventional methods. Given an estimate of density, VP and630
VS estimates allow bulk and shear moduli to be estimated, and these are parameters that631
appear in the majority of rock physics models. CWI estimates of ∆V/V reflect a com-632
bination of P- and S-velocity information due to the multiple phase conversions that oc-633
cur during wave propagation.634
To aid the interpretation of CWI ∆V/V estimates, consider the scattering model635
presented by Snieder (2002). This model represents P and S states as balls of energy636
traveling with velocities VP and VS . When a ball of P energy travels distance a (the av-637
erage distance between scatterers), it has a probability pPS of converting to an S state;638
likewise a ball of S energy has a probability pSP of converting to the P state. Over a639
time interval dt, a ball in the P state encounters VP dt/a scatterers, meaning that in a640
system with NP and NS balls in the P and S states, the reduction in P balls due to P−641
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to − S conversions is given by −2pPSNPVP dt/a and the increase due to S − to − P642
conversions is given by pSPNSVSdt/a. Following from this, Snieder (2002) derives the643








(2pPSVPNP − pSPVSNS) (18)646
where the dot over NP and NS on the left side indicates a rate of change over time. Now652
consider a receiver not co-located with the source, at which the time of first arriving en-653
ergy in the signal is comprised of only P state energy. After this time the proportions654
of P and S wave energy can be calculated using equations 18 and 18, and therefore so655
can the proportions of changes in P-wave velocity (∆VP /VP ) and S-wave velocity (∆VS/VS).656
The way in which these proportions of ∆V/V vary as a function of time is shown in Fig-657
ure 15. For time values to be independent of the scattering properties of the medium,658
time is normalized by the travel time of one mean free path (τP = lP /VP ), where the659
mean free path lP is defined as lP = a/(2PPS). In practice, the mean free path of a660
scattering medium can be estimated from the attenuation of energy in recorded signals661
(Anugonda, Wiehn, & Turner, 2001). Figure 15 shows how the proportions of ∆VP /VP662
and ∆VS/VS change depend on the VP /VS ratio. At equilibrium, the proportion of ∆VS/VS663
is higher than ∆VP /VP , even at very low VP /VS ratios (Figure 15a), explained by S hav-664
ing two states (S1 and S2, which represent the two polarizations of S waves) where P665
only has one state. As VP /VS increases, so does the proportion of ∆VS/VS at equilib-666
rium, as energy in S waves are traveling more slowly than P waves so are spending more667
time in that state before encountering scatterers.668
We can use this model to estimate the independent changes of P and S wave ve-678
locity. Define q(t, γ) to be the relative contribution of ∆VS/VS (the red curves in Fig-679
ure 15), where γ = VP /VS . The function q depends on time t and on the VP /VS ra-680
tio γ, and the relative contribution of ∆VP /VP (blue curves in Figure 15) is 1−q(t, γ).681
If P and S wave velocities change by different amounts, the measured change in veloc-682
















For a single time window, this equation has two unknown parameters, ∆VP /VP and ∆VS/VS ;685
the value of [∆V/V ]CWI can be measured and q(t, γ) is known (from Figure 15). Mea-686
suring [∆V/V ]CWI in multiple time windows along the coda therefore gives multiple equa-687
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Figure 15. Relative proportions of changes in P-wave velocity (∆VP /VP ) and S-wave velocity
(∆VS/VS) which make up the change in velocity estimated from CWI (∆V/V ) as a function of
time along the coda, using equations 18 and 18 from Snieder (2002). Multiple relations are shown
for media of varying VP /VS ratios: a) b) VP /VS = 1, b) VP /VS =
√
3, c) VP /VS = 3. Time is
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Figure 16. a) Prior distribution of VP /VS ratios from measured dry carbonate data com-
piled from Bakhorji (2010), Fournier et al. (2011) and Verwer et al. (2008). The curve shows the
best fitting normal distribution function of the histogram. b) Synthetic [∆V/V ]CWI data gen-
erated using Equation 19, where ∆VP /VP = 1%, ∆VS/VS = 0.5% and γ =
√
3). c) Estimated
[ ̂∆VP /VP ]γ and [ ̂∆VS/VS ]γ from an ordinary least squares inversion of the forward modeled
[∆V/V ]CWI data in panel b, as a function of the VP /VS ratio used in the inversion. d) and e)
show the probability density functions (solid blue lines) for estimates of ∆VP /VP and ∆VS/VS ,
the dashed red lines represent the true changes in velocity (∆VP /VP = 1%, ∆VS/VS = 0.5%),
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tions, the same number as there are time windows. Quantities ∆VP /VP and ∆VS/VS688
can be estimated using an ordinary least squares inversion approach to solve the system:689
d = Am, where d is a matrix of measured values of [∆V/V ]CWI for each time window,690
and A is matrix of (1−q) and q values expected at each time window for a given VP /VS691
ratio γ. The resulting vector m contains estimates of ∆VP /VP and ∆VS/VS for a given692
VP /VS ratio, and we denote these estimates by [ ̂∆VP /VP ]γ and [ ̂∆VS/VS ]γ , respectively.693
Clearly, in order to estimate the changes of VP and VS independently we need to be able694
to estimate γ = VP /VS .695
One way to estimate γ would be to use the conventional experimental method to696
estimate VP and VS , but as we have shown herein, those methods are less accurate than697
CWI for subtle changes in the medium so it is desirable to find alternative methods. As698
Figure 15 shows, values for q(t) can vary significantly depending on the VP /VS ratio. Given699
the knowledge of a rock type (e.g., if the rock is a carbonate) we can refine estimates of700
∆VP /VP and ∆VS/VS within a probabilistic framework. We demonstrate this by com-701
piling a database of 296 measured VP /VS ratios for dry carbonates combining data from702
Bakhorji (2010), Fournier et al. (2011) and Verwer et al. (2008). From this, we create703
a prior distribution of VP /VS ratios γ for carbonate rocks Pcarb(γ), shown in Figure 16a.704
In order to test the method we also calculate synthetic [∆V/V ]CWI data using Equa-705
tion 19 with a change in P wave velocity of 1%, a change in S wave velocity of 0.5%, and706
a VP /VS ratio equal to
√
3 (∆VP /VP = 1%, ∆VS/VS = 0.5%, γ =
√
3), which gives707
[∆V/V ]CWI as a function of time (Figure 16b. The method then proceeds as follows:708
using the generated [∆V/V ]CWI data and the known values for q(t, γ), we invert for [ ̂∆VP /VP ]γ709
and [ ̂∆VS/VS ]γ for a range of values of VP /VS ratios (γ), shown in Figure 16c. However,710
given the knowledge that the sample is a carbonate, not all of these values are equally711
likely. We should therefore weight this set of solutions by the probability that each VP /VS712
ratio is the one in our sample - the probability distribution in Figure 16a. Thus we can713










































where Rγ is the prior range of VP /VS ratios γ. In the case where ∆VP /VP = 1% and718
∆VS/VS = 0.5%, the resulting probability distributions for changes in P and S wave719
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velocities are shown in Figures 16d and e. For both changes in P and S wave velocity,720
the method accurately estimates the velocity change. The probability distribution change721
in P wave velocity ∆VP /VP is relatively precise, with almost possible estimates within722
±0.01% of the true value for velocity change. The distribution of change in S wave ve-723
locity has a wider spread, though still significant precision when compared to standard724
methods, with the majority of estimates within ±0.03% of the true velocity change. From725
this we can see that it is possible to estimate independent changes in P and S wave ve-726
locity using CWI given only the knowledge that the rock is a carbonate.727
Another important aid in the interpretation of CWI estimates is an understand-728
ing of the type of spatial average of material parameters that is implicit in the CWI es-729
timate. To examine this, another experiment is conducted using the µCT derived veloc-730
ity and density models of the Tivoli Travertine (Figure 2a). The fluid velocity is perturbed731
by a range of values (up to a +150 m/s perturbation), and CWI is used to estimate the732
velocity perturbation of the bulk medium. As the exact amount of calcite and pore fluid733
phases are known, as well as their properties, the change in the average properties of the734





geometric (V̄G = (
∏n
i=1 Vi)





)−1) means. A com-736
parison of how these different measures spatially average the medium is shown in Fig-737
ure 17. Of the different methods used, the harmonic mean shows the closest estimate738
of the true velocity in Figure 17a, and of the CWI estimates for velocity change in Fig-739
ure 17b. The harmonic mean, which is in fact the same calculation as the Wyllie time740
average (Mavko et al., 2009), is equivalent to taking the velocity from the entire medium741
stretched into a single 1-dimensional line, and calculating the mean velocity of a wave742
passing through every point along the line.743
The use of CWI estimates in current rock physics protocols is therefore possible750
because the appropriate information required for many rock physics models is available:751
the relative proportions of P and S wave velocity changes (Figure 16) given prior knowl-752
edge of VP /VS ratios of the medium (based for instance on rock type as in the example753
above), and how CWI averages the bulk velocity change properties of a medium spatially754
(Figure 17).755
The method of CWI used here (Equation 1) is known as trace stretching and has756
some underlying assumptions and limitations. Namely it assumes that the velocity per-757
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Figure 17. a) Calculated average velocity for the Tivoli Travertine digital rock sample fol-
lowing multiple perturbation of fluid velocity. The medium velocity is averaged using arithmetic
V̄A (solid blue), geometric V̄G (solid red), and harmonic means V̄H (dashed yellow). The velocity
is also estimated using the first break method (dashed black). b) The change in bulk velocity
(∆V/V ) as a function of fluid velocity perturbation, calculated with the multiple averages. The
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turbation is uniform across the entire medium so that all arriving energy is perturbed758
at the same temporal rate, and therefore the trace is stretched linearly in time along the759
seismogram. Mikesell, Malcolm, Yang, and Haney (2015) provides a comparison of dif-760
ferent methods to estimate changes in velocity for CWI, and suggests dynamic time warp-761
ing method as a solution for inhomogeneous velocity perturbations.762
As we have shown, CWI is able to resolve both changes in velocity and changes in763
source and/or receiver locations, allowing for the estimation of relative source locations.764
However CWI is also able to resolve another type of perturbation on which we have not765
focused: the average displacement of all scatterers, δ, illustrated in Figure 1c (Snieder766





where l? is the transport mean free path. It would be interesting to monitor how this769
parameter varies during experimental rock physics and geomechanics experiments. For770
example, it may be possible to monitor changes in the average distance between scat-771
tering points, which could act as a proxy measure for inter-pore distance, itself a strong772
control on the time of failure (Vasseur et al., 2017). During the confining or varying of773
fluid pressure in an isotropic sample, scattering points would be displaced in all direc-774
tions, and this displacement might be measured by CWI. Similar effects occur at reser-775
voir scale where fluid injection or extraction can lead to seismically observable volumet-776
ric expansion of the reservoir. We leave this for future research.777
5 Conclusion778
Conventional first-break methods based on phase-picking provide an estimate of779
seismic velocity that is not representative of the bulk medium. Such estimates of seis-780
mic velocity, changes in velocity, and source location are highly variable even for a sin-781
gle sample, and depend on the specific source/receiver path of the first arriving wave.782
They are therefore inadequate for characterizing the bulk properties of a rock sample,783
particularly those with complicated pore structures. By contrast, Coda Wave Interfer-784
ometry is an effective method for countering these problems because coda waves sam-785
ple the entire medium, and sample the same regions multiple times. CWI is shown to786
provide an increase in precision by an order of magnitude in the absence of noise, and787
to be a robust and accurate method for estimating both bulk velocity changes and per-788
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turbations of the source or receiver locations when compared with standard methods in789
both synthetic digital rock physics and laboratory experimental data. When noise is present,790
CWI remains far more accurate than conventional methods, even at very low signal-to-791
noise ratios. Additionally, when velocity and source/receiver location perturbations oc-792
cur simultaneously CWI can still estimate velocity and source separation under some con-793
ditions: source separation estimates are mostly unaffected by the velocity perturbation,794
but velocity change estimates are much more sensitive and become inaccurate in the pres-795
ence of larger source perturbations, possibly due to cycle-skipping. Using source sepa-796
ration estimates, relative locations of a cluster of sources can be estimated using a sin-797
gle receiver, and show higher precision and accuracy compared to conventional meth-798
ods. CWI estimates a combination of changes in both P and S wave velocities, and we799
demonstrate a model for the equilibration of the contributions from P and S waves as800
a function of time, and show how the independent changes in P and S wave velocity can801
be measured, given probabilistic a priori information about the VP /VS ratio. Overall802
these results show significant potential for the use of CWI to characterize changes in porous803
media undergoing changes in effective stress and strain, and in temperature.804
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