Ambiguous visual images can generate dynamic and stochastic switches in perceptual interpretation known 4 as perceptual rivalry. Such dynamics have primarily been studied in the context of rivalry between two 5 percepts, but there is growing interest in the neural mechanisms that drive rivalry between more than 6 two percepts. In recent experiments, we showed that split images presented to each eye lead to subjects 7 perceiving four stochastically alternating percepts (Jacot-Guillarmod et al., 2017): two single eye images 8 and two interocularly grouped images. Here we propose a hierarchical neural network model that exhibits 9 dynamics consistent with our experimental observations. The model consists of two levels, with the first 10 representing monocular activity, and the second representing activity in higher visual areas. The model 11 produces stochastically switching solutions, whose dependence on task parameters is consistent with four 12 generalized Levelt Propositions. Our neuromechanistic model also allowed us to probe the roles of inter-13 actions between populations at the network levels. Stochastic switching at the lower level representing 14 alternations between single eye percepts dominated, consistent with experiments. 15 Key word. Multistable perceptual rivalry, Levelt's propostions, interocular grouping 16 AMS subject classifications. 37N25 17 44 reported). Jacot-Guillarmod et al. (2017) have provided experimental support for a generalized ver-45 sion of Levelt's propositions, and our model suggests neural mechanisms that drive the underlying 46 cortical dynamics encoding perceptual changes. 47 Levelt's propositions describe well-tested statistical properties of perceptual alternations (Laing 48 and Chow, 2002; Brascamp et al., 2006; Wilson, 2007; Moreno-Bote et al., 2010; Klink et al., 49 2010; Seely and Chow, 2011), and provide constraints on mechanistic models of binocular rivalry.
: Multistable perceptual rivalry. The fragmented images presented to the left and right eyes in (A) can lead to the coherent percepts shown in (B) (Kovacs et al., 1996) . (C) An example of the stimuli presented to the left and right eyes in Jacot- Guillarmod et al. (2017) . Gratings were always split so that halves with the same color and orientation could be matched via interocular grouping, but were otherwise randomized across trials and blocks (See Jacot-Guillarmod et al. (2017) for experimental methods). (D) Subjects typically reported seeing one of four perceptstwo single-eye and two grouped -at any given time during a trial. (E) A typical perceptual time series reported by a subject, showing the stochasticity in both the dominance times and the order of transitions between percepts.
during which a single percept is reported), and predominance (the fraction of the time a percept is Figure 2 : A hierarchical model of interocular grouping. Neural populations representing stimuli to the four hemifield-eye combinations at Level 1 provide feedforward input to populations representing integrated percepts at Level 2, as described by Eqs. (1) and (4) (See also Fig. 6C of Diekman et al. (2013) and Fig. 2B of Tong et al. (2006) ). The figure shows recurrent excitation within Level 1. To avoid clutter, mutual inhibition between the same hemifield of opposite eyes is not shown. All populations at the second level of the hierarchy mutually inhibit one another (Laing and Chow, 2002; Wilson, 2003; Moreno-Bote et al., 2007) . i = 1, 2, 3, 4 (corresponding to left hemi/left eye; right hemi/left eye; left hemi/right eye; and right 117 hemi/right eye, see Fig. 2 ). To model adaptation, we included variables describing hyperpolarizing 118 currents activated at elevated firing rates, H i , with i = 1, 2, 3, 4 (Benda and Herz, 2003) . The firing 119 rates at the lower level of the visual hierarchy are then governed by the following equations: 120 τĖ 1 = −E 1 + G(I 1 + αE 2 + βE 4 − wE 3 − gH 1 + n 1 ),
121 τĖ 2 = −E 2 + G(I 2 + αE 1 + βE 3 − wE 4 − gH 2 + n 2 ), τ hḢ2 = E 2 − H 2 , (1b) 122 τĖ 3 = −E 3 + G(I 3 + αE 4 + βE 2 − wE 1 − gH 3 + n 3 ),
123 τĖ 4 = −E 4 + G(I 4 + αE 3 + βE 1 − wE 2 − gH 4 + n 4 ),
output firing rate,
(2) G(x) = a 1 + e −δ(x−θ) , 137 where a = 1, δ = 10 and θ = 0.2. This choice was not essential, as we could have used other 138 gain nonlinearities, such as a Heaviside step or a rectified square root, as long as each individual 139 population, E i , has a bistable regime (with a low and high stable firing rate state) for a given input 140 I i (Laing and Chow, 2002; Moreno-Bote et al., 2007) . 141 Random fluctuations due to network effects and synaptic noise were modeled by the variables n i , 2, 3, 4 (Faisal et al., 2008) . Following Moreno-Bote et al. (2007) , we modeled the fluctuations 143 in the total input to each population as an Ornstein-Uhlenbeck process,
where τ s = 200ms, σ = 0.03, and ξ(t) is a white-noise process with zero mean. Changing the 146 timescale and amplitude of noise does not impact the results significantly.
147
Second level of the visual hierarchy. As shown in Fig. 2 
For simplicity we assumed that the activation rate, τ , and adaptation rate, τ a ≡ τ h are equal 158 between layers.
159
Feedforward inputs to the second level were modeled as a product of activities of the associated 160 populations at the first level. For instance, population activity P 1 depends on the product E 1 E 2 161 since Percept 1 is composed of the two stimuli in the same-eye hemifields providing input to 162 populations 1 and 2 at Level 1 (e.g. the horizontal green bar, and vertical red bar presented to the 163 left eye in the example shown in Fig. 2 ) . Experimental and modeling studies have pointed to such 164 multiplicative combinations of visual field segments as a potential mechanism for shape selectivity 165 (Salinas and Abbott, 1996; Brincat and Connor, 2006) . When we replaced the multiplicative input 166 to the second level population with additive input from Level 1, E j + E k , our results remained 167 qualitatively similar.
168
Feedback from upper-level. Experimental results suggest that top-down processing can influence 169 rivalry (Bartels and Logothetis, 2010; Klink et al., 2008) . We have thus also considered an extension 170 of our model by that includes feedback from Level 2 to Level 1,
176
We compare the dynamics of the networks with and without feedback, and discuss the impact of 177 feedback in Results.
178
depends on the choice of parameters, but is relatively robust: We set the time scales, τ , τ h and τ s , to values found in computational modeling studies and suggested by experimental work neural 181 population activity dynamics, spike frequency adaptation, and temporal correlations in population-182 wide fluctuations (Häusser and Roth, 1997; Benda and Herz, 2003; Moreno-Bote et al., 2007; Renart 183 et al., 2010) . Other parameters were first chosen so that in the absence of noise the model displayed 184 periodic solutions corresponding to alternations of single-eye percepts. We then included noise, and 185 searched for parameters that produced dynamics that agreed with experimental results. For more 186 details, see Appendix A and Fig. 10 therein. 
206
The strength of a percept has been defined as any attribute whose increase causes that percept II when the grouped percepts were stronger. When one class of percept is much stronger 225 (e.g., single-eye percepts), we expect them to completely suppress percepts of the other class 226 (e.g., grouped percepts). Percept strengths used in the experiments of Jacot-Guillarmod Figure 3 : Dynamics of a hierarchical model of interocular grouping. (A) A typical time series of the firing rates, P i , of neural populations at the second level of the model. Each of these populations is associated with one of the four percepts: P 1 and P 2 correspond to single-eye percepts, and P 3 and P 4 correspond to grouped percepts. Here we used same-eye coupling α = 0.3, interocular grouping strength β = 0.26, and input strength I i = 1. (B) Distributions of dominance durations in the model have a single mode around 1.8s for single-eye percepts, and 1.5s for grouped percepts. These distributions are consistent with experimental data. Distributions were obtained from 100 time series, each 100s in duration. Parameters were set to I i = 1.2, w = 1, g = 0.5, c i = 1, ν = γ = 0.45, κ = 0.5. et al. (2017) were not sufficiently high to validate these predictions, but we test them in 228 our model.
229
III. Decreasing the difference in strengths between grouped percepts and single-eye percepts in- , 2007; Dayan, 1998; Freeman, 2005; Wilson, 2009; Lehky, 1988; 243 Said and Heeger, 2013; Lago-Fernandez and Deco, 2002; Lumer, 1998) . represented by the magnitude of input(s) to different neural populations. Changes in these input Levelt's propositions (Jacot-Guillarmod et al., 2017) . As shown in Fig. 4 , Proposition I hold. In 287 fact, the proposition holds over a wide range of parameter values, even when other propositions 288 fail, and in all model versions we have explored. 289 We found that Proposition II holds in our model when β < α. When excitatory coupling 290 between neural populations representing different-eye hemispheres is weaker than coupling between 291 same-eye hemisphere populations, increasing interocular coupling strength β decreases the average 292 dominance duration of the two single-eye percepts but very weakly increases the average dominance 293 duration of the grouped percepts (See Fig. 5B ). Since Proposition III follows from Proposition II 294 and I, our model supports Proposition III as well.
295
To determine whether our model conforms to the prediction of Proposition IV, we varied α 296 and β simultaneously while keeping them equal (See Fig. 5A ). When grouping strength, β, is Remark: To explore the full range of model behaviors, we also consider the case α < β repre-305 senting strong interocular coupling. In this case, Proposition II fails since increasing the strength 306 of the grouped percepts by increasing β does not lead to an increase in their average dominance 307 duration, despite the grouped percepts being stronger (Fig. 5B ). Such failures are common in other 308 existing models when percept strengths are close (See Fig. 11C which reproduces results from Seely 309 and Chow (2011)). Proposition II states that the average dominance duration of the stronger per-310 cept should change more than that of the weaker percept, but this effect does not hold when input is the input to P 1. (A,B) Weak or mild mutual inhibition at the higher level helped disentangle different percepts, i.e. mutual inhibition at the upper level increased the distance between the activity levels of the dominating percepts and suppressed percepts; whereas (C) strong inhibition at the higher level lead to more frequent percept switching. Other parameter values as in Fig. 3 .
average dominance duration of all percepts decreases as α = β increases (Fig. 6C) .
371
Weak or mild mutual inhibition at the upper level does help improve the persistence of dominant 372 percepts by increasing the difference between the activity levels of the dominant and suppressed 373 percepts. Nonetheless, dominance switches still tend to be mainly determined by the activity at 374 the lower level (See Fig. 7) , as the dominance of a percept becomes increasingly clear as mutual 375 inhibition is increased. ). We therefore asked at what level of the visual hierarchy this type of adaptation is needed 381 to explain experimentally observed switching dynamics. As with mutual inhibition, we found that 382 the generalized Levelt's Propositions did hold when we removed adaptation (κ = 0) at the second 383 Level of the population model (See Fig. 8 ). In addition, a change in the strength of adaptation (5), with other parameters as in Fig. 3 . lower level populations approached steady state since adaptation was necessary for switching to 387 occur, and the generalized propositions did not hold any more. 388 3.8. Impact of Feedback. So far, we assumed an absence of feedback (a i = 0 and b i = 0) 389 from the higher level of the visual hierarchy. However, numerous studies have found top-down 390 feedback pathways from higher areas processing more complex features to lower areas processing 391 basic geometric features (Angelucci et al., 2002; van Ee et al., 2006; Tong et al., 2006) . Thus, we next 392 asked whether generalized Levelt's propositions still hold when we included feedback in our model 393 as described in Eqs. (5a) -(5d). Our simulations showed that for weak feedback (a i and b i small), 394 the dynamics of the hierarchical model described above did not change qualitatively (Compare 395 Fig. 9 with feedback, to Fig. 4, with no feedback) . However, the average dominance duration was 396 larger when we included feedback, consistent with findings in the bistable case (Wilson, 2003) . an extension of earlier models of binocular rivalry, we asked whether it also exhibits dynamics con-399 sistent with rivalry between two percepts. To answer this question we provided coherent "stimuli" 400 to each pair of populations receiving input from the same eye, but conflicting stimuli to the two eyes. This would be equivalent to displaying a monochromatic square composed of vertical bars to one eye, and a monochromatic square composed of horizontal bars to the other eye.
403
Without feedback and including weak mutual inhibition and adaptation at the higher level, the 404 dynamics of the system is mainly determined by that of the lower-level populations. Hence the 405 only active populations at the higher level are therefore those corresponding to single-eye percepts.
406
More precisely, without noise, and assuming I 1 = I 2 , I 3 = I 4 , the subsystem at the lower level has Eq. (1) reduces to a classical two population model (Laing and Chow, 2002; Wilson, 2003) :
When population E 1 (= E 2 ) dominates, it leads to the domination of percept 1 (P 1 ). Similarly, 414 when E 3 (= E 4 ) dominates, then so does percept 2 (P 2 ). Alternations in elevated activity between 415 populations E 1 and E 3 therefore correspond to rivalry between percepts 1 and 2. Hence, Eq. (1) 416 generalizes existing models of rivalry, and can capture features of binocular and multistable rivalry 417 observed in experiments.
418
In addition, while the synchrony subspace S is associated with single-eye percepts (when E 1 = 419 E 2 > E 3 = E 4 , P 1 dominates; when E 3 = E 4 > E 1 = E 2 , P 2 dominates), if I 1 = I 4 , I 2 = I 3 , then 420 there is another synchrony subspace W = {E 1 = E 4 , E 2 = E 3 } (when I 1 = I 4 , I 2 = I 3 ) associated 421 to grouped percepts (when E 1 = E 4 > E 3 = E 2 , P 3 dominates; when E 3 = E 2 > E 1 = E 4 , P 4 422 dominates). The model thus also suggests that with sufficiently strong cues, the dynamics could 423 be restricted to the invariant subset W, resulting in pure pattern rivalry. is perhaps the most robust, and has been studied most frequently. However, we can obtain dif-427 ferent insights by employing visual inputs that are integrated to produce interocularly grouped 428 percepts (Kovacs et al., 1996; Suzuki and Grabowecky, 2002) . These experiments are particu-429 larly informative when guided by Levelt's Propositions, which were originally proposed to describe 430 alternations between two rivaling percepts (Levelt, 1965; Brascamp et al., 2015) . 431 We generalized Levelt's Propositions to perceptual multistability involving interocular group-432 ing. These extended propositions are consistent with experimental findings, and the dynamics of 433 a hierarchical model of visual processing. Our neural population model thus points to potential 434 mechanisms that underlie experimentally reported perceptual alternations in rivalry with interoc-435 ular grouping (Jacot-Guillarmod et al., 2017) .
436
Evidence suggests that rivalry exists across a hierarchy of visual cortical areas (Alias and Blake, 437 2004). Indeed, rivalry can occur between complex stimulus representations, requiring higher order 438 processing than typically observed in early visual areas (Kovacs et al., 1996; Tong et al., 2006) .
439
Physiological and imaging experiments have also shown that binocular rivalry modulates neural 440 activities in the primary visual cortex, as well as higher areas including V2 and V4, MT, and 441 inferior temporal cortex (Leopold and Logothetis, 1996; Logothetis and Schall, 1989; Sheinberg 442 and Logothetis, 1997; Tong and et al, 1998) . However, the way in which activity at these different 443 levels contributes to binocular rivalry remains unclear. Competition at the lower or higher levels, 444 or a combination thereof can all explain different aspects of this phenomenon, depending on the 445 experiment (Leopold and Logothetis, 1999; Pearson et al., 2007) . Our model suggests that mutual 446 inhibition at the early stages of the visual hierarchy is necessary for dynamics consistent with 447 generalized Levelt's Propositions. 448 Multistable rivalry has been studied previously using interocular grouping and fusion of co-449 herently moving gratings. Moving plaid percepts arise when superimposing two drifting gratings moving at an angle to one another (Hupe and Rubin, 2004) . In these cases subjects perceive either The question of whether and when binocular rivalry is eye-based or percept-based has not been 499 fully answered (Blake, 2001) . Activity predictive of a subject's dominant percept has been recorded 500 in lateral geniculate nucleus (LGN) (Haynes and Rees, 2005) , primary visual cortex (V1) (Lee and 501 Blake, 2002; Polonsky et al., 2000) , and higher visual areas (e.g., V2, V4, MT, IT) (Logothetis and 502 Schall, 1989; Leopold and Logothetis, 1996; Sheinberg and Logothetis, 1997) . Thus, rivalry likely 503 results from interactions between networks at several levels of the visual system (Freeman, 2005; 504 Wilson, 2003). To understand how these activities collectively determine perception it is hence 505 important to develop descriptive models that incorporate multiple levels of the visual processing 506 hierarchy.
507
Collinear facilitation involves both recurrent connectivity in V1 as well as feedback connections 508 from higher visual areas like V2 (Angelucci et al., 2002; Gilbert and Sigman, 2007) , reenforcing 509 the notion that perceptual rivalry engages a distributed neural architecture. However, a coherent 510 theory that relates image features to dominance statistics during perceptual switching is lacking.
511
It is unclear how neurons that are associated to each subpopulation may interact due to grouping 512 factors such as collinearity and color.
513
Conclusion. Our work supports the general notion that perceptual multistability is a distributed 514 process that engages several layers of the visual system. Interocular grouping requires integration 515 in higher visual areas (Leopold and Logothetis, 1996) , but orientation processing and competition 516 occurs earlier in the visual stream (Angelucci et al., 2002; Gilbert and Sigman, 2007) . Overall, our 517 model shows that the mechanisms that explain bistable perceptual rivalry can indeed be extended 518 to multistable perceptual rivalry. 
531
Changing the values of α and β changes the bifurcation diagram. However, by continuity, as 532 long as parameter values are not far from those we used to obtain the bifurcation diagram, the 533 dynamics of the system remains similar. In many of our simulations, we fixed the input values I 534 to 1.2, and other values at α = 0.3, w = 1, g = 0.5, c i = 1, ν = γ = 0.45, κ = 0.5. τ = 10ms, 535 τ h = τ a = 1000ms, δ = 0.03. The parameter values of w, g, ν, γ and κ roughly follow the values 536 used in the literature (Seely and Chow, 2011; Wilson, 2003) . We then numerically found the same 537 qualitative results hold for I ∈ [1, 1.25].
538
Appendix B. Simulation procedure.
To obtain the results shown in the figure, for each 539 given parameter set we ran 100 realizations of the model for 300 seconds each and computed the 540 dominance durations, predominance, and visit ratio for each percept. We pooled all dominance 541 durations of one class of percepts (e.g., single-eye percepts or grouped percepts) and computed its 542 average and standard deviation across occurrences and realizations.
543
Appendix C. Simulation results with feedback from higher to lower level. Our hierarchical 544 model with sufficiently weak feedback from the higher level to the lower level can also capture the 545 Figure 10 : The hierarchical model captures conventional bistable binocular rivalry.
(A) The bifurcation diagram with bifurcation parameter I when α = β = 0.3, and other parameters as in Fig. 3 shows the emergence and disappearance of periodic solutions. The green curves represent the branches of a stable periodic solution, the solid red curve represents stable equilibria, and the dashed red curve represents unstable equilibria; (B) The period of the corresponding stable periodic solution peaks around I = 0.6. Figure 11 : Adaptation rate, κ, at the higher level of the hieararchy, and top-down influence. (A) The adaptation rate had little or no effect on the dominance duration of percepts. Parameter values as in Fig. 3. (B) Example of top-down influence from only one percept, here P 3 (a 1 = a 2 = b 2 = 0 and b 1 = 0.5). Top down input from one percept increased its dominance duration. Parameters not listed were as in Fig. 3 . (C) Part of Fig. 4C from (Seely and Chow, 2011): Proposition IV did not hold when I 2 ∈ (0.85, 1) since the increasing rate of the stronger percepts did not exceed the decreasing rate of the weak percept. 
