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ABSTRACT 
This paper investigates certain equivalence relations, known as Green’s relations, 
for regular elements of the semigroup of substochastic matrices. First we obtain 
necessary and sufficient conditions for a substochastic matrix to be idempotent. A 
canonical form for substochastic idempotent matrices is given, and necessary and 
sufficient conditions for Green’s .%‘, Y, and 2 relations are obtained. We also obtain 
results for regular doubly substochastic matrices. Finally we use these results to 
describe the maximal subgroups of our semigroups. 
I. INTRODUCTION 
For several years many people have been studying the algebraic structure 
of n x n nonnegative matrices [1,5] and other related semigroups [4,7-121. A 
lot of work has been done on the n X n stochastic and doubly stochastic 
matrices [7-9,121. In fact, the question with which this paper is concerned 
has been completely answered for stochastic and doubly stochastic matrices 
[7,9]. Some work has been done on doubly substochastic matrices [8], but 
work on substochastic matrices is incomplete. This paper answers the ques- 
tion for regular substochastic matrices. The question is still open concerning 
nonregular substochastic matrices. These results will also allow us to describe 
the maximal subgroups of the semigroup of n x n substochastic matrices. In 
addition to this, the results are helpful in looking at generalized inverses of 
matrices in the semigroup in question. 
A real nonnegative n x m matrix A is substochastic [stochastic] if the sum 
of all the entries in each row is between zero and one inclusive [equal to one]. 
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If both A and A’, the transpose of A, are substochastic [stochastic], then A is 
doubly substochastic [stochastic]. The set of all n X n substochastic [doubly 
substochastic, stochastic, doubly stochastic] matrices forms a compact 
Hausdorff semigroup, 9a [ 9”) S,, D,] under matrix multiplication with the 
n x n identity matrix I as identity element. 
An element a of a semigroup S is regular if axa = a for some x E S. For 
A and B regular elements of 9, [g,], we obtain necessary conditions for 
each of the systems 
AX=B, BY=A, X,Y E yl, @,,I, (1.1) 
and dually 
XA=B, YB=A, X,YEZ, [%I~ (I.21 
to be consistent. We also obtain necessary and sufficient conditions for an 
element of Sq, [g,,] to be idempotent. 
II. PRELIMINARIES 
Several concepts from the algebraic theory of semigroups will be used. 
The definitions and notation follow those in [2]. The results summarized 
below can be found in [2, Chapter 21, and those requiring compactness in [6]. 
Let S be a semigroup with identity, and let a, b E S. Then the relation 9 
[Z, f] is defined on S by a 9b [a 9 6, a 4 b] on S if a and b generate 
the same principal right [left, twosided] ideal of S. The relation 2 is defined 
to be 9 n 9. The relation 9 may be defined on S as the intersection of all 
equivalence relations on S containing 9 U 9%‘. Each of 9, 9, 9, 3, and 3 
is an equivalence relation, and they are called Green’s relations. 
Now, a 9 b [a 9 b] with respect to S if and only if there exist x, y E S 
such that ax = b and by = a [xu = b and yb = a]. Thus, finding the solutions 
to Equation (1.1) in 9, is equivalent to characterizing the .%-elation on q, 
and to finding all matrices J3 E y, which lie in the same 9klass as A. 
Similar observations can be made concerning the B-elation and for the 
semigroup 9*. 
If a *lass D of a semigroup contains a regular element, then every 
element of D is regular and D is called a regular *lass. Moreover, if D is 
regular, then every B-class and every &lass of S that is contained in D 
contains an idempotent. The %classes of S which contain an idempotent are 
precisely the maximal subgroups of S. Since q, [g,,] is compact, then 9 = 8 
on -44, [S,,l. 
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In this paper we will let e be the column vector of appropriate size of all 
ones. 
III. IDEMPOTENTS 
Here we will characterize all substochastic and all doubly substochastic 
idempotents. This will generalize the results of Doob [3] and Schwarz [ll] on 
stochastic and doubly stochastic idempotents. First we will consider Sq,. 
THEOREM 3.1. Let E E Y,. Then E is an idempotent matrix of rank k if 
and only if there exists an n x n permutation matrix P such that 
[E,@ ... @E, 01 
(1) 
and all of the following four statements hold: 
(a) Each Ei is a positive ni X n, stochastic idempotent matrix of rank one. 
(b) Each F, is an nk+l x n, matrix of the form F, = D,Ej, with each Di 
an nk+ 1 x nki I nonnegative diagonal matrix such that D, + . . . + D, = 1, 
and each Ej consisting of nki , rows each equal to a row of E;. 
(c) n, + . . . + nk+l = h, where h equals the number of stochastic rows 
of E, n, > . . . >,n,>l, andnk+l>O. 
(d) Each Gi is an m X n, matrix of the form Gi = D(Ei’, with each 0,’ an 
m x m nonnegative diagonal matrix such that the diagonal entries of 
D;+ ... + 0; are between zero and one noninclusive, and each E:’ consist- 
ing of m rows each equal to a row of Ei, where m equals the number of 
nonzero nonstochastic rows of E. Moreover, the diagonal entries of 0: are the 
corresponding row sums of Gi. 
The proof of Theorem 3.1 follows from the result of Doob [3]. The 
following is an immediate result of Theorem 3.1. 
COROLLARY 3.2. If A is a regular element of Y,, of rank k, then A has at 
least k stochastic rows. 
Now we characterize all idempotent elements of 9,,. 
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THEOREM 3.3. Let E E 9,,. Then E is idempotent of rank k if and only if 
there exists an n x n permutation matrix P such that 
PEPT = E,$ . . . @E,@O, (2) 
where 
(a) each Ei is the ni X ni matrix having each entry equal to l/n,; and 
(b) n,+ ... + nk = h, where h equals the number of nonzero rows of E, 
and n, > . . . > nk 2 1. 
This theorem follows immediately from Theorem 3.1. Throughout the rest 
of this paper we will use the term canonical idempotent in 9n [SSn] to refer 
to an idempotent which is expressed exactly in the form and with the notation 
of Theorem 3.1 [3.3]. 
IV. THE W-RELATION ON 9n 
In this section we characterize those elements of the semigroup -4”, which 
lie in the same Bklass as a canonical idempotent E. In the following two 
lemmas we obtain information about matrices A and B of 9, for which the 
equation AX = B is solvable for X in 9,. Their proofs are straightforward 
and hence omitted. 
LEMMA 4.1. Let A, B E 9,. Zf there exists X E 9n such that AX = B, 
then Be < Ae. 
LEMMA 4.2. Let A, B E 9”. Then A 9? B in 9, only if Ae = Be. 
Note that the converse of Lemma 4.2 does not hold. 
In the next two results we obtain some information about the simulta- 
neous solution to the equations AX = B and BY = A in 9,. 
THEOREM 4.3. Let A, B E 9*. Zf there exist elements X, Y E 5( such 
that AX = B and BY = A, then X E S, if ATe > 0, and Y E S, if BTe > 0. 
Moreover the i th row of X [ Y ] is stochastic if the i th column of A [ B] is 
nonz4zr0, far i = 1,. . . , n. 
Proof. Let A = [aij], B = [bij], X = [xii]. and Y = [yij] be elements 
of 9” such that AX = B and BY = A. Now x:?=,a,, = CrClbki for all 
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k = l,..., n. Thus from AX = B we have that C~~=,(C~=,U,~~~~) = C~=rak, for 
every k = l,..., n. Therefore, akl(C~,,x,,)+ . . . + u,,(C:‘=~X,,~) = E~=laki 
for every k = 1,. . . , n. This implies that, for every t = 1,. . . , n, E~+x,, = 1 if 
u,,#OforsomekEN,whereN={l,..., n}. 
Therefore, if Are > 0 then X E S,. Similarly, if Bre > 0 then Y E S,. Also 
it should be clear that the i th row of X [Y ] is stochastic if the i th column of 
A [I?] is nonzero, for i = 1,. . . , n. n 
The following result follows immediately from Theorem 4.3. 
THEOREM 4.4. LetA,BEyn. IfA.%?Bin$, thenthereexiistX,YE$ 
such that AX = B and BY = A. 
Now we obtain the main result of this section 
THEOREM 4.5. Let E be a canonical idempotent in 9, of rank k, and let 
A E x,. Then the following statements are equivalent: 
(a) A.2E in y’n. 
(b) There exists an n X n permutation matrix P such that 
c A,@ ... @A, 01 
Ap = [“,-ukl ’ 
[T,,...,T,] 0 ’ 
where each A, is a positive n, X ti stochastic matrix of rank one with ti > 0; 
U, = Di Ai with each row of A: equal to a row of Ai; and T = DIA:.’ with 
each row of A$’ equal to u row of Ai. 
(c) The rows of A can be partitioned into the form 
where each Mi is an ni X n stochastic matrix of rank one, for i = 1, , ~ , k + 1; 
M k+2 is an m X n rank-one, nonzero, nonstochastic, substochastic matrix, 
and 0 is an [n - (h + m)] x n zero block, where h is the number of 
stochastic rows of A and m is the number of nonzero nonstochastic rows of A; 
the matrices M,, . . , , M, are mutually orthogonal; Mk+l = D,M; 
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+ . ’ . + D,M;, where each row of MI is a row of M,; and MkiB = D;M; 
+ . . . + DiMi, where each row of MI’ is a row of Mi. 
Proof. First we show that (a) implies (b). Assume that A %‘E in Yn. 
Note that E has the form (1) of Theorem 3.1. We use the notation of 
Theorem 3.1. Now partition A by 
Ml 
A= I.1 : , M ki2 0 
where each Mi is ni X n for i = l,..., k + 1, Mk+2 is m X n, and the zero 
block is [n - (h + m)] x n. For convenience we will let nki2 = m and 
n k+3 = n - (h + m). It should be clear, since EA = A, that the columns of Mi 
are constant for i = 1,. . . , k. 
Now partition X by X= [X1,...,Xkc3], where Xi is n x ni for i= 
1 ,..., k+3. For k>l,supposethat M,>Oforsome i=l,..., k. Then, for 
any j # i, j = l,..., k, we have MiXi = 0, so Xj = 0. This contradicts that 
Ej > 0, and so Mi has at least one column of zeros, for i = 1,. . . , k. Let t, be 
the number of nonzero columns of Mi, i = 1,. . . , k. If k = 1, it may be that 
t, = n, but then M, = A, and we have the desired form. 
So assume that t, < n. Let P, be an n X n permutation matrix such that 
the first t, columns of M,P, are nonzero. If k = 1, then AP, has the desired 
form. 
If k > 1, then, for j = 2,. . . , k, we have 0 = M,X, = M,P,PTX, and so the 
first t, rows of PFX, are zero. Thus 
AP, = 
where A, is an n, X t, stochastic matrix of rank one. 
For j = 2,. . . , k, let M,P, = [Bj, Cj], where B, is nj X t,. It follows that 
Bj = 0 for j = 2,. . . , k. 
By repeating this process k times we obtain an n x n permutation matrix 
P=P,P,...P, such that 
r A,@ ... @A, 01 
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where Ai is a positive ni X ti rank-one stochastic matrix for i = 1,. . . , k; 
KJ,,...,U,+,l is an nkilx n stochastic matrix; and [T,,...,T,+,] is an 
nk+ 2 x n substochastic matrix with nonzero, nonstochastic rows. At each 
stage the permutation matrix Pi is chosen so that if fixes the first 
t,+ ‘.. +t,_i 
Now considZYPbE%~ ~,,~.~~U~+ i]. Clearly U,, 1 = 0. Further- 
more, since U is stochastic, Uj = R jA j for j = 1,. . . , k, where each A; 
consists of nk+ I rows each equal to a row of A j, each R j is an nk+ I X 
nk+l nonnegative diagonal matrix, and R, + . . . + R, = I,, I. Now 
( Dj - R j)E3 = 0 and so Dj = Rj, since Ej is positive. Therefore U, = D,A’ 
for i = l,..., k. 
Similarly we get that 2;c+ i = 0 and T, = DIA’/ for i = 1,. . . , k, where A: 
consists of n k + 2 rows each equal to a row of A i. Thus (a) implies (b). 
Now it follows that (b) implies (a). Also the proof that (b) and (c) are 
equivalent should be clear. n 
Now we obtain some corollaries to Theorem 4.5 and other related results. 
The first corollary removes the restriction that the idempotent E must be 
canonical. 
COROLLARY 4.6. Let E be a canonical idempotent element of Sq, and 
A E q,. Then A %?E in _44, if and only if for some n X n permutation 
matrices P and Q, QEQ T is a canonical idempotent and QAQ*P has the form 
(3). 
The next corollary gives us necessary and sufficient conditions for two 
canonical idempotents of Yl, to be ?&equivalent. 
COROLLARY 4.7. Two canonical idempotent elements of Yn are 9-equiv- 
alent if and only if their corresponding blocks have the same dimensions and 
the diagonal matrices which determine the blocks F, and G, of Theorem 3.1 
are identical. 
Note that if n, > 2, then there are uncountably many choices for the row 
in Ei. Thus, by Corollary 4.7, we have shown that if E is a canonical 
idempotent element of Yn such that at least one of its blocks Ei has order 
greater than one, then the &?&class containing E contains uncountably many 
canonical idempotents of cYn. 
In the next theorem we show that if A is an element of Yn having the 
form (3) then A is regular; however, this condition is not necessary. 
THEOREM 4.8. Let A E 3, of rank k. If A has the form (3), then there 
exists a canonical idempotent E in Yn such that A .%‘E in Y,,, and thus A is 
regular. 
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The proof of Theorem 4.8 follows from Theorem 4.5. 
The last result in this section will give us necessary and sufficient 
conditions for two regular elements of 9, to lie in the same 9Mass. Note 
that regularity need not be assumed for the sufficiency. The proof follows 
from Theorem 4.5 and hence will be omitted. 
THEOREM 4.9. Let A, B E yn of rank k. Then A and B are regular and 
A9 B in yn if and only if there exist n x n permutation matrices P,, P2, and 
Q such that QAQTP, and QBQTP2 each have the form (3) with correspond- 
ing blocks having the same number of rows and with identical diagonal 
matrices determining the blocks LJi and Ti for i = 1,. . . , k. 
V. THE P-RELATION ON 9, 
In this section we characterize those elements of yn which lie in the same 
Sclass as a canonical idempotent E. These results will be similar to those in 
the previous section; however, they are not dual results. Note that A 2 E in 
z,, where E is a canonical idempotent of 9, and A E yn, does not imply 
that Ae = PEe for some permutation matrix P. 
The following lemma tells us something about elements of 9’,, which are 
.&elated to a canonical idempotent in 9,. 
LEMMA 5.1. Let E be a canonical idempotent in yn of rank k, and 
A E 9, such that A8E in 9,. Let A = [M,,. .., M,,,], where each M, 
is Nan, for i=l,..., k+3 with nI ,..., nk+1,nk+2=m and nkt3=n- 
(h + m) as given in Theorem 3.1. Then Mi has at least one stochastic row for 
i=l >.-.> k. 
Proof. There exist X, Y E 9n such that XA = E and YE = A. Partition 
A as in the statement of the lemma. Also partition X by 
Xl 
x= 
[ I : ) xi+, 
where each X, is n, X n. Thus XiMi = E, for i = l,..., k. 
Now, for i = 1,. . . , k, let Xi = [rf,] and Mi = [mk<,]. Thus, 
~~;l[Z~=l(xbjm$,)] = 1 for (Y= l,..., n,, for i = l,..., k. These equations 
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imply that chic:- im’i, + . . . + xb,,Cyl ,m$ = 1 for (Y = 1,. . . , n,, for 
i=l , . . . , k. This last set of equations implies that Xi is stochastic and 
m), + . . . + m;, =l if xjj#O for some s=l,..., ni, for i=l,..,, k. Since 
Xi is stochastic, ‘Xi has at least one nonzero entry and so Mi must have at 
least one stochastic row for every i = 1,. . . , k. n 
Now we have the main result of this section. 
THEOREM 5.2. Let E he a canonical idempotent in y* of rank k, and 
A E <u7,. Then the following statements are equivalent: 
(a) APE in 9”. 
(b) There exists an n X n permutation matrix P such that 
r A,@ ‘.. @A, 01 
where each Ai is a positive ti x n, stochastic matrix of rank one having each 
row equal to a row of Ei, and ti >O, for i=l,..., k; where Vi= R,A’ for 
i=l >.**, k, with each AI consisting oft = h’- (tl + . . . + tk) rows of Ai, in 
which h’ equals the number of stochastic rows of A, each Ri is a t x t 
nonnegative diagonal matrix, and R, + . . . + R, = 1; and where 1; = S, Al 
for i = 1,. . . , k, with each A:.’ consisting of m’ rows of A i, there being m’ 
nonzero nonstochastic rows of A, and with each Si an m'X m’ nonnegative 
diagonal matrix such that the diagonal entries of S, + . . . t S, are between 
zero and one noninclusive. 
Proof. Let E be a canonical idempotent in y”,, and let A E yn such 
that A 2’E in 9,. Thus there exist X, Y E 9, such that XA = E and 
YE = A. Partition A as in Lemma 5.1. Note that MiEi = Mi for i = 1,. . . , k, 
M k+l=O, M,+,=O, and M,+,=O. 
Now partition X as in the proof of Lemma 5.1. Then XA = E gives us 
that X,M, = Ei for i = l,..., k; X,M, = 0 for if j, i, j = l,..., k; X,+,Mj = 
Fj> 'k+!i? Mj=Gi, and X,+,Mj=O for j=l,..., k. Now M,Ei=M, for 
i=l , . . . , k implies that if Mi has a zero in any row, then that entire row must 
be a row of zeros. It also implies that rank(M,) < 1, and since X,M, = E, 
impliesthatrank(M,)~l,thenrank(M,)=lfori=l,...,k. 
By Lemma 5.1, Mi has at least one stochastic row for every i = 1,. . . , k. 
Let ti be the number of stochastic rows of Mi for i = 1,. . . , k. Also let m’ be 
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the number of nonzero nonstochastic rows of A, and let 9 be the number of 
zero rows of A. There exists an n x n permutation matrix P, such that 
M;, M;, ..- M;, 0 
ML2 ... ML2 0 , 
0 0 ... 0  I 
where 
for i = 1,. . . , k; where the last block row is 9 X n; and where the middle block 
row is m’X n and contains all of the nonzero nonstochastic rows of A. Each 
MI, has ti > 0 stochastic rows. Thus there exists an n X n permutation matrix 
Pz such that 
r M;;$ ... CBM;~ 01 
where MI; is ti X ni stochastic. Now M;",. . . , MC2 are the rows of 
M;,,..., ML., respectively, that are not stochastic and do not correspond to 
stochastic rows of the other MI,, but note that [M;‘,, . . , ML21 is stochastic by 
construction. 
Let A, = MI; for i = 1,. . ., k. Clearly Ai is a positive ti X n, stochastic 
matrix of rank one for i = 1,. . . , k. Furthermore A,E, = Ai for i = l,,.., k. 
Therefore, each row of A, is a row of Ei, for i = 1,. . . , k. 
Now let Ui = Ml; and T, = MI,. Clearly V, and Ti satisfy the required 
properties in (b). Therefore, (a) implies (b). 
Conversely, we can choose Y E ya such that YPA = E. Thus A 2'E 
in 9,. n 
Now we obtain corollaries to Theorem 5.2. These are similar to the 
corollaries in the previous section, and as before, their proofs will be omitted. 
GREEN’S RELATIONS 49 
COROLLARY 5.3. Let E be an idempotent element of Yn, and A E Sq,. 
Then A 2 E in Yn if and only if there exist n X n permutation matrices P 
and Q such that PQAQT has the form (4) and QEQ’ is a canonical 
idempotent . 
COROLLARY 5.4. Let E and F be canonical idempotents in 9, of rank k. 
Then E 2 F in Yn if and only if their corresponding blocks Ei are identical. 
Since there are uncountably many choices for the diagonal matrices Di 
[D(] in the canonical form for an idempotent in Y, whenever the blocks F, 
[Gil appear, Corollary 5.4 shows that an &lass of Y, which contains one 
canonical idempotent E must contain uncountably many canonical idempo- 
tents or no canonical idempotent other than E. The next theorem gives us a 
sufficient condition for A E -sP, to be regular. Again note that this condition is 
not necessary. 
THEOREM 5.5. Let A E Yn. lf A has the form (4), then there exists a 
canonical idempotent E in Y, such that A 9 E in Yn, and thus A is regular. 
To conclude this section we obtain necessary and sufficient conditions for 
two regular elements of Yn to lie in the same 2Qlass. Note that regularity 
need not be assumed for the sufficiency. 
COROLLARY 5.6. Let A, B E Y”. Then A and B are regular and A 2’ B in 
9, if and only if there exist n x n permutation matrices P,, P2, and Q such 
that PIQAQT and P,QBQT each have the form (4), where the corresponding 
blocks A, on the main diagonal are identical. 
VI. THE S-RELATION ON 9, 
We apply the results of the previous two sections to characterize those 
elements of 9, that are srelated to a canonical idempotent E in 9”. Also 
we extend the theorem of Schwarz [lo] that the maximal subgroups of S, are 
isomorphic to full symmetric groups. Since the maximal subgroups containing 
the idempotents E and PEPT, for any permutation matrix P, are isomorphic, 
it is sufficient to consider only the maximal subgroups YE of 9, where E is 
a canonical idempotent. First, though, we examine the &%-elation. 
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THEOREM 6.1. Let E be a canonical idempotent in -4p, of rank k, and 
A E 9,. Then AS’E in 9, if and only if A has the form 
r . M,, . . . M,, 0 0 0’ . * . . 
I: :::: 
A= M,, “. M,, 0” ; ; 
v, . . . v, (5) 1 z, 0 ...  . . z, 0 0 0 0 
0. 
where each Mij is ni X nj; for each i and each j there is exactly one Mij 
which is nonzero and each row of this Mij is a row of Ej; Vi = DiMlj, with 
Mij consisting of nk+ 1 rows of the nonzero block Mij; Zj = D/MI;, with M:; 
consisting of m rows of the lzonzero block Mii; and the zero blocks on the 
1 
muin diagonal are square. 
Proof. Assume that A %‘E in Y,. Then there exist n X n permutation 
matrices P and Q such that AP has the form (3) and QA has the form (4). 
Partition A as follows: 
r- 
M,, ... Mlk 0 0 0 
. . . * . . . . 
. . , . 
A = Mkl “’ M,, 0 0 0 
v, . . . v, 0 0 0 
z, ... z, 0 0 0 
0 . . . 0 0 0 0 _ 
where each Mi j is ni X nj. The last n - ( n1 + . . . + nk) columns of A must 
be zero, since AE = A. 
Let Mj j be a block having a nonzero column, and let Mj be the j th block 
column of A for j=l,..., k. Note that QMj is the jth block column of the 
form (4) and so QMjEj = QMj for j = 1,. . ., k. Thus M,E, = M,, and so 
M, jEj = Mlj, which gives us that M,j is positive. Moreover, each row of M,, 
is a row of Ej. Therefore, Mli = 0 for all i # j, i = 1,. . . , k. 
Similarly, for i = 1,. . . , k, exactly one block Mij is nonzero. Furthermore, 
each row of this nonzero Mij is a row of E,. Also, for each i and each j, 
exactly one Mij is nonzero, and each row of this nonzero Mij is a row of Ej. 
Clearly Vi and Z j have the necessary forms, for j = 1,. . . , k, and the zero 
block row consists of n - (h + m) zero rows. Therefore, A has the form (5). 
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For the converse, we can construct permutation matrices P and Q such 
that AP and QA have the forms (3) and (4) respectively. Hence A X’E 
in 9,. n 
We have the following corollary, which extends to Yn the theorem of 
Schwarz [lo] on maximal subgroups of S,. 
COROLLARY 6.2. Let E he an idempotent in Yn of rank k. Then the 
maximal subgroup 3~‘~ of 9, having E as identity element is isomorphic to 
the full symmetric group on k letters. 
Proof. This follows immediately from Theorem 6.1, since for each 
i=l , . . . , k, the mapping i -+ k if Mi j # 0 is a permutation of the set 
{I,..., k }. Such a mapping can be defined for every element of ZE, and 
there are k! such mappings. n 
VII. GREEN’S RELATIONS FOR REGULAR ELEMENTS OF 9,, 
In this section we use the results of the previous sections to characterize 
Green’s relations for regular elements of the semigroup 9”. Some of these 
results have been obtained for 9” in another way by Montague and 
Plemmons [8], and they were able to remove the restriction of regularity. 
Thus the proofs will be omitted. We conclude this section by obtaining 
several necessary and sufficient conditions for an element of .9,, to be regular 
and by looking at the maximal subgroups of 9,,. 
The following theorem characterizes the elements of 9, that are in the 
same 9-class or the same &lass as a canonical idempotent element E of 9,,. 
THEOREM 7.1. Let E be a canonical idempotent in 9,, of rank k and 
AE~,,. Then A9E [AYE] in 3’, if and only if there exists an nxn 
permutation matrix P such that AP = E [PA = E]. 
The following theorem deals with regular elements of 9,,. 
THEOREM 7.2. Let A be a regular element of 5B,,. Then there exists a 
unique idempotent E [F] in 9, such that AP = E [PA = F] for some n X n 
permutation matrix P. 
The next two theorems characterize Green’s relations for regular elements 
of 9,,. 
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THEOREM 7.3. Let A and B be regular elements of 9,,, Then A9 B 
[AYB] ing,, ifandonlyifB=AP [B=PA] forsomenxnpermutation 
matrix P. 
THEOREM 7.4. Let A and B be regular elements of 9,,. Then A Z B 
[AgB] in 9,, if and only if B=AP=QA [B=QAP] for some nXn 
permutation matrices P and Q. 
Next we obtain several necessary and sufficient conditions for an element 
of 9,, to be regular. This theorem extends from 0, to 9,, a result due to 
Wall [12]. Its proof follows from the previous theorems on gn and hence will 
be omitted. 
THEOREM 7.5. Let A E 9,,. Then the following statements are equiv- 
alent: 
;:; 
;; 
(e) 
trix P. 
(f) 
&ix Q. 
A is regular in 9,,, 
QAP is idempotent for some n x n permutation matrices P and Q. 
Q,A is idempotent for S~TW n X n permutation matrix Q1. 
AP, is idempotent for some n X n permutation matrix P,. 
AAT 3 A in 9,,; that is, AAT = AP for some n X n permutation ma- 
ATAZ’A in 9,,; that is, ATA = QA for some n x n permutation ma- 
We conclude this section by looking at the maximal subgroups of 9,,. As 
we noted earlier for the Y,, case, it suffices to consider only those maximal 
subgroups XE of 9, having a canonical idempotent E as identity element, 
since all other maximal subgroups will be isomorphic to one of these. The 
following theorem extends from 0, to 9,, a result due to Farahat [4] and 
Schwarz [ll]. 
THEOREM 7.6. Let E be the canonical idempotent in 9,, corresponding 
to n l,...,nk withn,a ... >, nk > 1 as in Theorem 3.3. Let m 1,. . . , m, be the 
distinct members of the sequence n,,. . ., nk with m, = nl, m, = nkT and 
m,> ... >m,. For i=l,..., t, let pi be the multiplicity of mi in the 
sequence nl,. . . , nk. Then the maximal subgroup ZE of 9,, is isomorphic to 
the group S(p,)@ . . . @S( p,), where, for i = 1,. . . , t, S( pi) is the full 
symmetric group on pi letters. 
Proof. Let A E 9,. Then A E HE if and only if A = QE = EP for 
some n x n permutation matrices P and Q. Therefore, A E .Zb; if and only 
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if A can be obtained from E by a permutation of rows, or columns, which 
permutes the pi blocks of E which have each entry equal to l/mi, for 
i=l ,...> t, and which does not interchange blocks with entries l/m, and 
l/mjwheneveri#j.Foreachi=l,..., t, the set of all such permutations of 
the pi blocks of E of order ni is isomorphic to S(p,). Therefore, SE is 
isomorphic to the group S( p I) @ . . . CB S( p,). 
The author wishes to thank the referee for his valuable suggestions. 
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