We prove two results intended to streamline proofs about cellularity that pass through mutual algebraicity. First, we show that a countable structure M is cellular if and only if M is ω-categorical and mutually algebraic. Second, if a countable structure M in a finite relational language is mutually algebraic non-cellular, we show it admits an elementary extension adding infinitely many infinite MA-connected components.
Introduction
A characterization of mutual algebraicity, implying that in many settings non-mutually algebraic structures are wild, was given in [7] . However, in most cases concerning the combinatorics of countable structures or of hereditary classes, the dividing line between tame and wild behavior is not given by mutual algebraicity, but by the stronger condition of cellularity. Examples include counting the number of countable structures of a given age [9] , counting the models of a given size in a hereditary class [8] , and counting the number of substructures of a countable structure up to isomorphism [6] . In this paper, we provide results describing the gap between mutual algebraicity and cellularity, leading to a general strategy for showing cellularity is a dividing line in a given problem. This strategy is explicitly employed in the companion paper [1] to count the number of structures bi-embeddable with a given countable structure.
The first step in this strategy is to show that the non-mutually algebraic case is wild, likely using the Ryll-Nardzewski-type characterization of mutual algebraicity in a finite relational language from [7] . Our first result shows that in the ω-categorical setting, this is already enough. When not assuming ω-categoricity, the next step is to show that the mutually algebraic non-cellular case is still wild. The main result of [7] shows that if M is not mutually algebraic, then there is some k such that M admits an elementary extension containing infinitely many infinite arrays of disjoint k-tuples, with all the k-tuples in a given array realizing the same quantifier-free type over M . Our next result provides a similar elementary extension if M is mutually algebraic non-cellular; thus such an M should still be wild by an argument similar to the non-mutually algebraic case. Theorem 3.6. Let L be finite relational, and suppose M is a mutually algebraic but non-cellular countable L-structure. Then there is some M * ≻ M such that M * contains infinitely many new infinite MA-connected components, pairwise isomorphic over M .
Furthermore, we may take the universe of M * to be the universe of M together with these new components.
Definitions
Cellularity has had multiple equivalent definitions in the literature. The following is a variation on the definition from [9] , and is easily seen to be equivalent.
, j ∈ ω } } satisfying the following.
(1) K is finite, as is each C i,j .
(2) For every i ∈ [n] and σ ∈ S ∞ , there is a σ * i ∈ Aut(M ) mapping each C i,j onto C i,σ(j) , and fixing K ∪ k =i C k,j pointwise. Definition 2.2. Given a structure M , a relation R(x) is mutually algebraic if there is a constant K such that for each m ∈ M , the number of tuples m ∈ M n such that R(m) and m ∈m is at most K.
Note that every unary relation is mutually algebraic. Remark 2.5. It follows from Theorem 2.4 that if M 0 is a mutually algebraic L 0 -structure, then there is an expansion by constants L ′ 0 ⊇ L 0 with corresponding expansion M ′ 0 , another language L 1 , and an L 1 -structure M 1 with the same universe as M 0 in which every atomic formula is mutually algebraic, the atomic formulas of M ′ 0 are quantifier-free definable in M 1 , and those of M 1 quantifier-free definable in M ′ 0 . Example. Consider a structure (M, E) where E is an equivalence relation with n classes, each class infinite. Then the relation E is not mutually algebraic. Let
where each U i is a unary relation and each m i a constant. Let M 1 be an L 1 -structure with the same universe, with m i a representative of the i th E-class, and U i (x) ⇐⇒ E(x, m i ). Then U i is quantifier-free definable from E and { m i }, and E(x, y) is also quantifier-free definable from { U i }. Thus (M, E) is mutually algebraic.
Changing the language by naming constants as above has the effect of changing the notion of substructure, but that will not be problematic for us. Definition 2.6. Suppose M is such that every atomic formula is mutually algebraic. On M , define the equivalence relation a ∼ b iff there is some quantifier-free mutually algebraic formula φ(x) such that φ(c) holds on some tuplec containing a, b.
An 
Results
. Then there is a mutually algebraic formula φ(x, y,z) andc ⊂ M such that φ(a, b,c). Then ∃zφ(a, y,z) has finitely many solutions, and so b ∈ acl(a). Similarly, a ∈ acl(b), and as a ∈ acl(∅), neither is b.
Now suppose b ∈ acl(a)\acl(∅), as witnessed by the formula φ(x). Then φ is equivalent to a boolean combination of formulas, over a, of the form ∃ȳψ(x,ȳ), where ψ is a quantifier-free mutually algebraic formula [4] .
The following proposition is similar to the characterization of elementary extensions of a mutually algebraic M given in [5, Proposition 4.4] . However, in the case of a finite relational language we obtain our decomposition over the ∼-closure of a finite set, rather than over a model. Proof. Suppose M is mutually algebraic and ω-categorical, and consider a decomposition of M into a set F and MA-connected components over [F ], as in Proposition 3.2. Since L is finite relational, we may choose F to be finite. We henceforth work over F , which preserves both properties of M . As M is ω-categorical, there is a uniform bound on acl(a) for any a ∈ M , and so there is a uniform bound on the size of MA-connected components, since by Lemma 3.1 each component is contained in acl(a) for some a ∈ M . Thus K = acl(∅) ∪ [F ] is finite, and since L is finite relational, there are only finitely many isomorphism types of MA-connected components. Note that any MA-connected component whose isomorphism type occurs only finitely many times is contained in acl(∅). Thus we obtain a partition as in Definition 2.1 by letting K be as above and, for a given i, letting { C i,j | j ∈ ω } be the MA-connected components of M \K with a given isomorphism type over F . Now suppose M is cellular. Then M is ω-categorical by counting orbits of n-tuples. Similarly, for each n, there are only finitely many complete quantifier-free n-types p(x) over M such that p(x) ⊢ x i = m for each x i ∈x and m ∈ M , so M is mutually algebraic by [7] .
The following theorem admits a more direct proof, but we opt for brevity. Proof. We reduce to the case of a finite relational language. First, replacing a function by its graph and vice versa, preserve both mutual algebraicity and cellularity. Thus we may assume the language is relational.
For the forward direction, if M is cellular, then M is finitely homogenizable [3] .
For the backward direction, if M is mutually algebraic, it is weakly minimal [5, Theorem 3.3] and thus superstable. If it also ω-categorical, it must then be ω-stable [2] , and so quasi-finitely axiomatizable [10] . Thus it is interdefinable with some reduct to a finite language.
From the proof of the forward direction of Lemma 3.3, we obtain the following seemingly stricter characterization of cellularity. Corollary 3.5. Suppose M is cellular. Then we may choose the partition { K, { C i,j | i ∈ [n], j ∈ ω } } witnessing this to satisfy the following.
(1) C i,j and C k,ℓ are isomorphic over K iff i = k.
(2) The isomorphism type of any C i,j over K is defined by a quantifierfree mutually algebraic formula, with parameters from K.
where G i is the automorphism group of C i,0 over K.
While our previous results have been concerned with the similarities between cellularity and mutual algebraicity, we are now concerned with the gap between them. Also unlike before, it is now crucial that we place some restriction on our language. Theorem 3.6. Let L be finite relational, and suppose M is a mutually algebraic but non-cellular countable L-structure. Then there is some M * ≻ M such that M * contains infinitely many new infinite MA-connected components, pairwise isomorphic over M .
Proof. Suppose we have named a finite F ⊂ M and changed the language so that every atomic relation is mutually algebraic. There is no uniform bound on the size of MA-connected components in M , since otherwise M would be cellular, as witnessed by the decomposition from Proposition 3.2.
Claim. We may find an elementary extension of M adding a single new infinite MA-component.
Proof of Claim. We proceed by compactness. Let r be the maximum arity of the language and expand the language by infinitely many constants { c i,j | i ∈ ω, j ∈ [r] }, as well as a constant for every element of M . We let c i = (c i,1 , . . . , c i,r ). Consider the following theory.
(1) The elementary diagram of M .
(2) For every i ∈ ω, c i,j is not equal to any m ∈ M .
(3) For every i ∈ ω, some R ∈ L holds on some initial subtuple ofc i . We now letc ′ i denote the maximal initial subtuple such that some Again, since the atomic relations are mutually algebraic, there is some K ∈ N such that removing a single point from M breaks any MA-connected component into at most K components. Thus there are still arbitrarily large MA-connected components in M ′ . We may interpret the required c i,j in a sufficiently large one. 
