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Abstract
Recently Bolotnikov and Rodman characterized finite dimensional backward shift invari-
ant subspaces of the Arveson space. In this note we study finite dimensional backward shift
invariant Hilbert spaces contractively included in the Arveson space. To that purpose we rede-
fine in an appropriate way the backward shift operators in terms of power series expansions.
© 2003 Elsevier Inc. All rights reserved.
1. Introduction
Originating with a paper of Drury (see [12]) the Hilbert space P of functions
analytic in the unit ball of CN
BN =
{
z = (z1, z2, . . . , zN) ∈ CN
∣∣∣∣∣
N∑
k=1
|zk|2 < 1
}
,
and with reproducing kernel
1
1 − 〈z,w〉 where 〈z,w〉 =
N∑
1
zjw
∗
j
began to play an important role in operator theory. It is sometimes called the Arv-
erson space. When N = 1, P = H2, the Hardy space of the open unit disk. When
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N > 1, P is contractively included in the Hardy space of the ball, and the inclusion
is strict. Function theory and interpolation of analytic functions extend in a natural
way to P and to the set of its multipliers (see [8,12]). The space P is invariant
under the operators Mzj of multiplication by the variables zj , j = 1, . . . , N and the
characterization of subspaces ofP invariant under all the Mzj was done in [7,14]. A
subspace M of P is called backward shift invariant if
M∗zjM ⊂M, j = 1, . . . , N.
When N = 1 and denoting z1 = z we have
(
M∗z f
)
(z) = f (z)− f (0)
z
=
∞∑
1
anz
n−1,
where f (z) =∑∞0 anzn, that is M∗z is the classical backward shift operator. In [9]
Bolotnikov and Rodman studied the finite dimensional backward shift invariant sub-
spaces of P. As we will explain in the sequel, the spaces studied in [9] are exactly
the finite dimensional de Branges Rovnyak spaces isometrically included in P; see
Theorem 3.3.
Let f be a function analytic in BN . We define:
Rjf (z) =
∫ 1
0

zj
f (tz) dt.
See [15, p. 118] and [16, Section 15.8, p. 151]. Using the derivation rule for the func-
tion t 
→ f (tz) it is easily shown that the Rj solve Gleason’s problem for functions
analytic in the ball:
f (z)− f (0) =
N∑
j=1
zj (Rjf )(z). (1.1)
The operator Rj will be referred to as the j th backward shift. In P we have Rj =
M∗zj . The main point of this paper is that the operators Rj make sense if one leaves
the space P. This allows to extend the analysis of [9] to spaces contractively in-
cluded inP and to characterize all finite dimensional backward shift invariant spaces
contractively included inP. In opposition with the isometric case, these spaces form
now only a subclass of the de Branges Rovnyak spaces; see Theorem 3.4. An impor-
tant tool we use in some of the arguments is complementation theory (see [10]).
It is of interest to note that the same formulas for Rj allow to solve Gleason’s
problem in the setting of quaternions and of hyperholomorphic functions (see [6]).
Finally a word on notation. Pp denotes the Hilbert space of vectors
f =


f1
...
fp

 , fj ∈ P
D. Alpay, C. Dubi / Linear Algebra and its Applications 371 (2003) 277–285 279
with norm ‖f ‖Pp =∑p1 ‖fj‖2P. The symbol Cp×q denotes the space of p-rows and
q-columns matrices with complex entries. The p × p identity matrix is denoted by
Ip. We will set Cp×1 = Cp. There should be no confusion with the cartesian product
CN of N copies of C.
2. The structure of finite dimensional Rj -invariant subspaces
For α = (α1, . . . , αN) ∈ NN and z = (z1, . . . , zN) ∈ CN we use the multi-index
notation
zα =
N∏
j=1
z
αj
j , α! =
N∏
j=1
αj ! |α| =
N∑
j=1
αj .
As is well known, the Arveson space is the Hilbert space of power series
∑
α∈NN zαaα
endowed with the inner product〈 ∑
α∈NN
zαaα,
∑
α∈NN
zαbα
〉
P
=
∑
α∈NN
α!
|α|!b
∗
αaα.
We now describe the structure of Rj -invariant linear spaces.
Theorem 2.1. A finite dimensional vector space M of functions analytic in BN is
Rj -invariant for j = 1, . . . , N if and only if there exist pairwise commuting matrices
A1, A2, . . . , AN ∈ Cn×n and C ∈ Cp×n such that:
M =

C

In − N∑
j=1
zjAj


−1
ξ
∣∣∣∣∣∣∣ ξ ∈ C
n

 .
Proof. Assume first that M is Rj -invariant. Since M is finite dimensional, there
exists a Cp×n-valued function F such that the columns of F form a basis of M.
M = {F(z)ξ | ξ ∈ Cn} .
SinceM isRj -invariant for j = 1, . . . , N there existsA1, A2, . . . , AN ∈ Cn×n such
that for every ξ ∈ Cn
RjF (z)ξ = F(z)Aj ξ.
The Aj commute pairwise since the Rj do. Using (1.1) we have that:
F(z)ξ − F(0)ξ =
N∑
j=1
zjRjF (z)ξ =
N∑
j=1
zjF (z)Aj ξ = F(z)
N∑
j=1
zjAj ξ
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for every ξ ∈ Cn. Thus F(z)(In −∑Nj=1 zjAj ) = F(0). It follows that
F(z) = F(0)

In − N∑
j=1
zjAj


−1
in some neighborhood of the origin and for every z ∈ BN by analytic continuation.
Assume now that:
M =

C

In − N∑
j=1
zjAj


−1
ξ
∣∣∣∣∣∣∣ ξ ∈ C
N


for some pairwise commuting operators A1, A2, . . . , AN ∈ Cn×n and C ∈ Cp×n. To
prove the theorem, we will show that:
RjC
(
In −
N∑
k=1
zkAk
)−1
ξ = C
(
In −
N∑
k=1
zkAk
)−1
Ajξ. (2.1)
Using the definition of Rj it is enough to check that∫ 1
0

 
zj
C
(
In −
N∑
k=0
zkAk
)−1 (tz) dt = C
(
In −
N∑
k=0
zkAk
)−1
Aj ,
that is∫ 1
0
C
(
In − t
N∑
k=0
zkAk
)−2
Aj dt = C
(
In −
N∑
k=0
zkAk
)−1
Aj .
This in turn is readily seen by taking the power series(
In − t
N∑
k=0
zkAk
)−2
=
∞∑
m=0
(m+ 1)tm
(
N∑
k=0
zkAk
)m
for ‖z‖ =
√∑N
1 |zj |2 sufficiently small and using the dominated convergence theo-
rem. Since the functions are rational this implies (2.1) in BN . 
When the underlying space is equal to the Arveson space and Rj = M∗zj we get
back to the result of Bolotnikov and Rodman; see [9] where it is proved moreover
that the joint spectrum of the Aj is in BN . More generally, if the entries of M are
in the Arveson space (but no norm is imposed on M and in particular Rj need not
be equal to M∗zj ) the proof of [9, Theorem 2.3, p. 272] on the joint spectrum of the
Aj extends here and therefore is not repeated. We merely assumed in the statement
analyticity in the unit ball. There cannot be joint spectrum in the complement of
the closed unit ball (the argument is the same as [9, p. 278]) but there can be joint
spectrum on the unit sphere; see [4] for an example.
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3. Finite dimensional de Branges Rovnyak spaces and Rj -invariance
This section contains the main result of the paper, Theorem 3.4. We first recall
that de Branges Rovnyak spaces are reproducing kernel Hilbert spaces whose repro-
ducing kernel is of the form
K(z,w) = Ip − S(z)S(w)
∗
1 − 〈z,w〉 , (3.1)
where S is an Cp×q -valued function. The function S is called a Schur multiplier and
we will denote the space byH(S); in generalH(S) is contractively included inPp.
When N = 1 these spaces were introduced by de Branges Rovnyak; see [3,11]. They
are characterized in [2] in the case of the ball. The following characterization of de
Branges Rovnyak spaces is a general consequence of complementation theory. See
[13, Theorem 2.2, p. 26] for details when N = 1. The case N > 1 is identical.
Theorem 3.1. Let S be a Cp×q -valued Schur multiplier and for f ∈ Pp let
κ(f ) = sup
g∈Pq
{
‖f + Sg‖2Pp − ‖g‖2Pq
}
.
Then
H(S) = {f ∈ Pp : κ(f ) <∞}
and
‖f ‖2H(S) = κ(f ). (3.2)
As a corollary we have:
Corollary 3.2. Let S be a Cp×q -valued Schur multiplier. ThenH(S) is orthogonal
to SPq if and only if for every f, g ∈H(S) it holds that
〈f, g〉H(S) = 〈f, g〉Pp ,
that is if and only if H(S) is isometrically included in Pp.
Proof. Assume first that H(S) ⊥ SP. By (3.2), for every f ∈H(S)
‖f ‖2H(S) = sup
g∈Pq
{
‖f + Sg‖2Pp − ‖g‖2Pq
}
= sup
g∈Pq
{
‖f ‖2Pp + ‖Sg‖2Pp − ‖g‖2Pq + 2 Re〈f, Sg〉Pp
}
= ‖f ‖2Pp + sup
g∈Pq
{
‖Sg‖2Pp − ‖g‖2Pq
}
= ‖f ‖2Pp .
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Assume now that for every f, g ∈H(S)
〈f, g〉H(S) = 〈f, g〉Pp .
Define
K(z,w) = Ip
1 − 〈z,w〉 , KS(z,w) =
Ip − S(z)S(w)∗
1 − 〈z,w〉 ,
K1(z, w) = S(z)S(w)
∗
1 − 〈z,w〉 .
Let us denote by H1 the reproducing kernel Hilbert space that corresponds to the
positive kernel (S(z)S(w)∗)/(1 − 〈z,w〉). For every f ∈H1, w ∈ BN and ξ ∈ Cp
we then have
ξ∗f (w) = 〈f (·),KS(·, w)ξ〉H(S)
= 〈f (·),KS(·, w)ξ〉Pp
= 〈f (·),K(·, w)ξ〉Pp − 〈f (·),K1(·, w)ξ〉Pp
= ξ∗f (w)− 〈f (·),K1(·, w)ξ〉Pp .
Thus 〈f (·),K1(·, w)ξ〉Pp = 0 for every f ∈H(S). Since the linear span of the
functions z 
→ K1(z, w)ξ where w ∈ BN and ξ ∈ Cp is dense in H1, we obtain
that H(S) ⊥H1. It is now left to prove that
H1 = SPq . (3.3)
Define
L = {Sf | f ∈ Pq}
and
K = {f ∈ Pq | Sf ≡ 0} .
Let ! : Pq → Pq be the orthogonal projection onK. We now define an inner prod-
uct on L as follows: for F = Sf,G = Sg ∈L we set
〈F,G〉L = 〈(I −!)f, (I −!)g〉Pq .
We then have:
〈Sf (·),K1(·, w)ξ〉L = 〈(I −!)f (·), (I −!)K(·, w)S(w)∗ξ〉Pq
= 〈(I −!)f (·),K(·, w)S(w)∗ξ〉Pq
= ξ∗S(w)f (w)+ ξ∗S(w)!f (w)
= ξ∗S(w)f (w).
Thus K1 is the reproducing kernel of L. By uniqueness of the reproducing kernel
Hilbert space associated to a positive function, (3.3) is obtained. 
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The next proposition is a particular case of results of [7,14]. We provide a direct
proof.
Theorem 3.3. A finite dimensional Hilbert subspace M ⊂ Pp is Rj -invariant if
and only if it is of the form
M = Pp  SPq
for Cp×q -valued (with q <∞) Schur multiplier S such that MS is an isometric
operator from Pq into Pp.
Proof. First assume M = Pp  SPq . Since SPq is Mzj -invariant,
(
SPq
)⊥ =M
is M∗zj = Rj -invariant.
Assume now that M is Rj -invariant. Using Theorem 2.1, we have that
M =

C

In − N∑
j=1
zjAj


−1
ξ
∣∣∣∣∣∣∣ ξ ∈ C
n

 .
We now use the formula for S(z) from [1]. We take P to be the Gram matrix of M
in P, that is (since the Aj pairwise commute)
P =
∑
α∈NN
|α|!
α! A
α∗C∗CAα,
where Aα =∏Aαjj , and define S by:
S(z) = (0, Ip+q)+ C
(
In −
N∑
k=1
zkAk
)−1
×P−1
(
(z1In − A∗1)P1/2, . . . , (zNIn − A∗N)P1/2, −C∗
)
. (3.4)
Then S satisfies the equality
Ip − S(z)S(w)∗
1 − 〈z,w〉 = C

In − N∑
j=1
zjAj


−1
P−1

In − N∑
j=1
w∗jA∗j


−1
C∗.
Hence M =H(S) and is isometrically included in Pp. By Theorem 3.2, M ⊥
SPq . 
We now turn to our main result:
Theorem 3.4. Let S be a Cp×q -valued Schur multiplier such that H(S) is finite
dimensional. Then the following conditions are equivalent:
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(1) There exists a Schur multiplier S1 such thatH(S) =H(S1) as sets, andH(S1)
is isometrically included in Pp.
(2) H(S) is Rj -invariant.
Proof. Assume first that (1) holds. By Corollary 3.2, H(S1) = Pp  S1Pq . Since
Rj = M∗zj in Pp, the statement is clear.
Assume now (2), that is, H(S) is Rj -invariant. By Theorem 3.3, there exists a
Schur multiplier S1 such that H(S1) =H(S) as vector spaces and H(S1) is iso-
metrically included in Pp. 
It is of interest to relate the functions S and S1 in the above theorem. SinceH(S)
is contractively included in Pp the kernel
Ip − S1(z)S1(w)∗
1 − 〈z,w〉 −
Ip − S(z)S(w)∗
1 − 〈z,w〉
is positive in the ball. Using Leech’s theorem for Schur multipliers (see [1]) it follows
that there is a Schur multiplier S2 such that S1(z) = S(z)S2(z).
Example 3.5. TakeM be spanned by the function f (z) ≡ 1 with the norm ‖f ‖M =
1/#, # ∈ (0, 1]. ThenM is contractively included inP; it is clearly Rj -invariant and
its reproducing kernel is equal to
#2 = f (z)f (w)
∗
‖f ‖2 =
1 − S(z)S(w)∗
1 − 〈z,w〉 ,
where S(z) = (√1 − #2 #z) is C1×(1+N)-valued.
On the other hand, in the norm of P (that is, for # = 1), we have M =H(S1)
with S1(z) = z. We have S1(z) = S(z)S2(z) where
S2(z) =
(√
1 − #2z
#IN
)
is C(1+N)×N -valued.
To conclude we give an example of a finite dimensional de Branges Rovnyak
space which is contractively included in P and not Rj -invariant. We follow [5] and
take N = 2 and
C = (1 0) , A1 =
(
0 1
0 0
)
, A2 =
(
0 0
0 1/2
)
The entries of the function F(z) = C(I2 − z1A1 − z2A2)−1 are linearly independent
and span a two dimensional subspace M of P. This space is not Rj -invariant (see
[5]). On the other hand let P be the solution of the matrix equation
P − A∗1PA1 − A∗2PA2 = C∗C.
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Then M endowed with the inner product is a de Branges Rovnyak space as follows
from e.g. the results of [2]. Let Q denote the Gram matrix of M in P. We note that
Q  P since M as a de Branges Rovnyak space is contractively included in P. By
Theorem 3.4 there is no (row-valued) Schur multiplier S such that
F(z)P−1F(w)∗ = 1 − S(z)S(w)
∗
1 − 〈z,w〉 .
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