The type-II progressive hybrid censoring scheme, which is a mixture of type-II progressive and hybrid censoring schemes, has become substantially fashionable due to its exibility of allowing for random removals of the remaining survival units at each failure time and terminating the experiment at a pre-specied time. In the literature, this censoring scheme has been used to analyze lifetime data for general population distributions such as exponential distributions and Weibull distributions. However, we seldom focus on parameter estimations for the mixture distribution, which is an important class of models in reliability analysis. This paper aims to investigate the estimation problem of mixed generalized inverted exponential distribution (MGIED) under the type-II progressive hybrid censoring scheme. The maximum likelihood estimators (MLEs) of the model are obtained via EM algorithm. Some simulations are implemented and a case of analysis is provided to illustrate the proposed method.
Introduction
The type-II progressive censoring scheme has increasingly become attention-paying for analyzing lifetime data in the literature of life testing in the past ten years, see However, the type-II progressive censoring scheme has one defect that the test may have a quite large length. Kundu & Joarder (2006) proposed a new censoring scheme by combining hybrid censoring scheme with the progressive censoring scheme, which is dened as the type-II progressive hybrid censoring scheme, where the experiment is terminated at a pre-specied time. Some inferential results of this new censoring scheme have been developed by Childs Mixture models have been paid much attention to in many elds of applied science, such as medicine research, cluster analysis and reliability analysis in the last three decades. For example, for mixed exponential distribution (MED) under the complete sample, conventional type-I censoring and type-II censoring have been widely studied. However, we may be subjected to more complex censoring mechanisms like progressive censoring or progressive hybrid censoring. For instance, Solimana (2006) developed Bayesian estimators for the nite mixture of Rayleigh distribution with progressively censored data. Afy (2011) researched the MLEs of mixed Rayleigh distribution for progressively censored data. Tian et al. (2014) investigated the estimation problem of the mixed generalized exponential distribution (MGED) based on progressively type-II censored data. In this paper, we introduce a more exible mixture distribution which is composed of generalized inverted exponential distributions (GIEDs) and consider its estimation under progressive type-II hybrid censored samples.
GIED was introduced by Abouammoh & Alshingiti (2009) and many of its good distributional properties and reliability characteristics were also derived. They observed that the hazard rate functions of GIED can be increasing, or decreasing but not constant depending on the value of the shape parameter. They also said that in many situations, GIED can provide a better t than gamma, generalized exponential, Weibull and inverted exponential distributions. Due to the convenient structure of this distribution, GIED has been used in many application elds, for example in accelerated life testing, queue theory, modeling wind speeds etc. Recently, Dey & Pradhan (2014) studied the estimation problem of GIED under the hybrid censoring scheme. Krishna & Kumar (2014) studied reliability estimation of GIED under progressive type II censored samples.
The MGIED with K components has its pdf (probability density function) and cdf (cumulative distribution function) respectively as follows (1) f
where p = (p1, · · · , pK−1), λ = (λ1, · · · , λK ); 0 < p k < 1, k = 1, · · · , K − 1, pK = 1 − K−1 k=1 p k ; λ k > 0, k = 1, 2, · · · , K. The remaining of the article is arranged as follows. In section 2, we develop the MLEs of MGIED under the type-II progressive hybrid censoring. In section 3, we derive the closed form of the estimators via EM algorithm. In section 4, some simulation studies are conducted to illustrate the performance of the proposed algorithm. In section 5, a failure time data set is analyzed for further illustrated purpose. In the last section, we come to some conclusions about this paper.
2. The likelihood function 2.1. The censoring scheme. The type-II progressive hybrid censoring scheme in the life testing can de depicted as follows: suppose we put n identical items to test under the same external conditions and denote the lifetimes of all n units by X1, X2, · · · , Xn. The integer m < n is xed in the beginning of the experiment and R1, R2, · · · , Rm are prespecied integers. The time point T is a specied constant before the experiment as well. Denote the time of rst failure as X1:m:n, when R1 of the remaining surviving units are randomly removed. Then, R2 of the remaining surviving units are randomly removed at the second failure time X2:m:n. This process continues till, at the time of the m-th failure Xm:m:n or time point T , all the remaining surviving units are removed and then the test is terminated. And if the m-th failure occurs ahead of the time point T , the experiment stops at the time point Xm:m:n. To the contrary, if the m-th failure occurs after the time point T and only J failures occur before the time point T , with 1 ≤ J < m, then, at the time point T , all the remaining R * J units are removed and the experiment is terminated. Clearly, we have R * J = n − J − (R1 + R2 + · · · + RJ ). Denote the two cases above as case I and case II respectively. And this censoring scheme is so-called type-II progressive hybrid censoring scheme. Particularly, under type-II progressive hybrid censoring scheme, we only have one case of the following two types of observations:
(2) Case I: {X1:m:n, X2:m:n, · · · , Xm:m:n}, Xm:m:n < T.
Case II: {X1:m:n, X2:m:n, · · · , XJ:m:n}, XJ:m:n < T < XJ+1:m:n. It is clear that for case II, XJ+1:m:n, · · · , Xm:m:n are not observed and the experimental time T is assumed to be bounded in practical applications.
2.2. The likelihood function. In this subsection, we try to consider how to obtain the MLEs of model parameters p and λ. Based on the observations (2) and (3), we give the likelihood function as follows:
Case I:
We obtain log-likelihood (LL) function as follows
The related LL function
Note that LL functions in (4) and (5) can be combined as follows:
where R * D = 0, D = m for case I and R * D = R * J , D = J for case II. The MLEs of MGIED model (1) are too dicult to be solved in closed forms because of the complexity of the above LL function. We will utilize the popular EM algorithm to address this problem.
The proposed estimation
Suppose X1, X2, · · · , Xn are n identical independent samples from model (1) , and denote
p k s kj , j = 1, · · · , n.
An indicator vector of Xj is introduced by Ij = (Ij1, · · · , IjK ), where I jk is a dichotomous variable which only takes the value 1 if Xj comes from the (k)th component, and 0 otherwise. Denote I = (I1, · · · , In) as an indicator matrix composed of n indicator vectors of all life variables X1, · · · , Xn. Additionally, it is easy to know that the random vector Ij = (I1, · · · , IjK ) follows the multinomial distribution. But since Ij is not observable, we can deem it as the missing data.
jK ) are denoted as the indicator vectors of the complete data and the right-censored data respectively in the remaining parts of the paper.
For the complete observation data Xj, the joint pdf of Xj and I (1)
The conditional pdf of
For the censored data Xj, the joint pdf of Xj and
Assume the life variable follows MGIED model (1) . We conduct the life-testing experiment with type-II progressive hybrid censoring as described in section 2. Then in this type-II progressive hybrid censoring experiment, we can observe the complete failure times of D units as X1:m:n, X2:m:n, · · · , XD:m:n. Then, the observed data can be simply denoted as X = (X1:m:n, X2:m:n, · · · , XD:m:n). We denote Z = {Zij, j = 1, 2, · · · , RD; i = 1, 2, · · · , D}∪{ZT,j, j = 1, 2, · · · , R * D }, where {Zij, j = 1, 2, · · · , RD; i = 1, 2, · · · , D} represents the j-th censored variables at the failure time Xi:m:n, and {ZT,j, j = 1, 2, · · · , R * D } denotes the j-th censored variables at the censored time T . Then, all Z = {Zij, j = 1, 2, · · · , RD; i = 1, 2, · · · , D} ∪ {ZT,j, j = 1, 2, · · · , R * D } are unobservable. So we can denote all the missing data as (I, Z) and the complete data as W = (X, I, Z). In the following paper, we will obtain the MLEs of all unknown parameters via EM algorithm. For introduction of the EM algorithm, readers can refer to Dempster et al. (1977) etc. EM algorithm is a most popular method in the elds of statistics and data mining which is often used to recognize mixture models and address missing data.
The joint pdf of the complete data W is given by
Then, LL function of the complete data is
There are two steps in each iteration for the EM algorithm: the Expectation step and the Maximization step. For given initial values p (0) , α (0) , λ (0) of unknown parameters p, α, λ, we can obtain the MLE via the following two steps:
x i:m:n )]
where,
for k = 1, 2, · · · , K, i = 1, 2, · · · , D.
In the above Q function, denote the conditional pdf(s) of all censored data Zij for i = 1, 2, · · · , D, j = 1, 2, · · · , Ri and ZT,j for j = 1, 2, · · · , R * D , respectively, as follows T,k can be simply approximated as
M step: We maximize numerically the Q function in E-step with respect to unknown parameters p, α, λ to update estimates of the parameters, denoted by p (h) , α (h) , λ (h) . We set (7) ∂Q
( 1
T,k ] = 0, k = 1, · · · , K.
T,K ] = 0, k = 1, · · · , K − 1.
From (7), we obtain
From (8), we obtain
From (9), we have
T,k . k = 1, · · · , K − 1.
From the above equations, we know the h-th iteration value in the M-step with respect to parameters p l , · · · , pK−1 are the solutions of the linear equation group denoted by AP = b, where P , A, b are given respectively by P = (p1, p2, · · · , pK−1) T , AK−1 = (a ls ),
T,l > 0, l = 1, · · · , K holds, we can prove that rank(A) = K − 1, namely, A is a reversible matrix. Thus, the only solution of parameter vector P of the t-th iteration in the M-step is given by (12) 
From the above (10), (11) and (12), we can update (p (h) , α (h) , λ (h) ) by repeating Estep and M-step till the total error of all estimated parameters approach the supposed constraints. As recommended in the literature, in practical applications, it is helpful to run the EM algorithm several times using dierent starting values to obtain more stable estimates (see Muthen & Shedden (1999), Nityasuddhi & Bohning (2003) and Yao (2013) , etc).
Simulations
In this section, we carry out some simulation studies to illustrate the nite sample performance of the proposed method under dierent sample sizes and dierent censoring schemes. Suppose Xi, i = 1, 2, · · · , n are n identical independently distributed samples generated from MGIED model (1) Scheme 1: R1 = n − m, R2 = · · · = Rm = 0. Scheme 2: R1 = 0, R2 = n − m, R3 = · · · = Rm = 0. Scheme 3: R1 = · · · = Rm−1 = 0, Rm = n − m.
To generate a type-II progressive hybrid censored sample from MGIED model (1), we make use of the algorithm suggested in Balakrishnan & Aggarwala (2000) and also used in Kundu & Joarder (2006) , which involves the following steps:
(1) Generate m independent and identically distributed (iid) random numbers U1, U2, · · · , Um from the standard uniform distribution U [0, 1].
(2) Set Zi = − log(1 − Ui), so that Zi's are iid standard exponential distribution variates.
(3) Given n, m and the censoring scheme R = (R1, R2, · · · , Rm), let Y1 = Z1/m and for i = 1, · · · , m
.
Then, we can obtain a progressive type-II censored sample (Y1, Y2, · · · , Ym) which comes from standard exponential distribution with censoring scheme R = (R1, R2, · · · , Rm). (5) Set Xi:m:n = F −1 (Wi) so that Xi's form a type-II progressive censored sample from MGIED model (1) , where F (x) is its cdf.
(6) If Xm:m:n ≤ T , then the corresponding progressive type-II hybrid censored sample of MGIED is the progressive type-II censored sample {(X1:m:n, R1), · · · , (Xm:m:n, Rm)} and D = m, R * D = 0 in this case. If Xm:m:n > T , we can nd J such that XJ:m:n < T < XJ+1:m:n, then the corresponding progressive type-II hybrid censored sample is {(X1:m:n, R1), · · · , (XJ:m:n, RJ )} and R * D = R * J , D = J in this case, where R * J is the same as dened before. We consider dierent n, m and T for the given four censoring schemes. We repeat the process s = 500 times for dierent sample sizes n = 40, 60, 80 respectively. If we denote parameter estimates of the k-th experiment asΘ (Θ k j − Θj) 2 , whereΘj is the j-th coordinate of the unknown parameter vector Θ. All the computation results for dierent (n, m) and T and censoring schemes are shown in Table 1 , Table 2 and Table 3 , respectively. All computations are conducted via matlab2013. Computer codes for all simulations and additional results can be obtained from the rst author upon request.
From Table 1 to Table 3 , it can be seen that on the whole, the EM algorithm has good estimation eect for MGIED model (1) under type-II progressive hybrid censored samples. For all given three sampling schemes, we observe that for xed n and m, as T increases, RMSEs of estimates for most of estimated parameters decline as expected. Similarly, for xed n and T , as m increases, RMSEs decrease as expected. For xed m and T , as n increases, overall, RMSEs decrease for most of parameters. Additionally, for xed n, m and T , overall, there is no more signicant estimation dierence for three sampling Schemes.
Real-world data analysis
In this section, we discuss a group of failure time data of the air conditional system in Linhart & Zucchini (1986). The following data are failure times of the air conditioning system of an airplane: 23, 261, 87, 7, 120, 14, 62, 47, 225, 71, 246, 21, 42, 20, 5, 12, 120, 11, 3, 14, 71, 11, 14, 11, 16, 90, 1, 16, 52, 95. This data set has been analyzed by Gupta 2014) tted this data by using MGED with two components. They noticed that mixture distributions has better t eect than single-population lifetime distributions. In this paper, we also provide the estimation results based on MGIED model (1) with two components. MLEs, K-S distances and p-values of Kolmogorov-Smirnov test, LL values for dierent life models is listed in Table  4 . From Table 4 , we can see that three considered mixture distributions t better than three single-population life distributions in Gupta & Kundu (2001) . In addition, it is observed that MIGED ts the best for this failure time data whereas MED ts the best in the second data in terms of likelihood and Kolmogorov-Smirnov goodness-of-t test. Therefore, it can be said MIGED works better than other considered distributions. The above data can be deemed as samples form MIGED model (1) . Figure 1 is given to compare the Kaplan-Meier product distribution with the tted survival function. The tted failure rate function is also listed in Figure 1 . Table 5 : The progressive type-II hybrid censored samples. Next, we estimate MGIED model based on type-II progressive hybrid censoring scheme R = (2, 2, 2, 2, 2, 2, 2, 2, 2, 2) with n = 30, m = 10, T = 80. The censoring scheme and the censored samples are displayed in Table 5 . In this case, the MLEs of MGIED with two mixture components based on the type-II progressive hybrid censoring scheme arê p1 = 0.927,α1 = 0.870,α1 = 2.702,λ1 = 20.748,λ2 = 2.809.
The tted survival function and failure rate function under this type-II progressive hybrid censoring data are plotted in Figure 2 .
Conclusion
Estimation of MGIED under the type-II progressively hybrid censored data is discussed in this paper. The EM algorithm is employed to obtain the closed form of estimators. Some Monte Carlo simulations are implemented to investigate the performance of the proposed estimation procedure. Finally, a real-world case analysis is presented to illustrate a special application. 
