We consider multipliers on the space of real analytic functions of several variables A (Ω),
In the holomorphic case our multipliers are called Hadamard multipliers since the holomorphic function whose Taylor coecients sequence is just the coecientwise product of the Taylor coecient sequences of two other holomorphic functions f and g is called the Hadamard product f ⋆ g. Moreover, such product is related to the Hadamard multiplication theorem [3, Ch. 1.4] .
In the present paper we consider three main problems.
First, we nd a representation of all multipliers on the space A (Ω) for arbitrary open nonempty sets Ω ⊂ R d via analytic functionals T ∈ A (V (Ω)) ′ , i.e., those analytic function-
here multiplication is meant coordinatewise, see Theorem 2.
2. An analogous result was proved for the one variable case (i.e., Ω ⊂ R) in [8] but the several variable case is essentially dierent.
In the one variable case it was proved in [8] 
t) → M (Ω)
is a topological isomorphism, where M (Ω) is always equipped with the topology of uniform convergence on bounded sets inherited from the space of all linear continuous operators L b (A (Ω)) on A (Ω). This problem is considered in Section 7. In [8] considering the one variable case we propose a somehow naive conjecture that (1) B : A (V (Ω))
is always a topological isomorphism where b means the natural topology of uniform convergence on bounded sets. Here we prove that this conjecture is false in general (even in the one dimensional case!), see Theorem 8.7 and the remarks below. In fact, we show that a more promising candidate is a weaker topology: the so-called k-topology on A (V (Ω)) ′ , i.e.,
A (V (Ω))
where K runs through all compact subsets of Ω and V K (Ω) := {x ∈ R d | xK ⊂ Ω}. We prove (Theorem 7.2) that (2) B : A (V (Ω))
is always continuous. In the natural cases like if either Ω is a convex set or Ω ⊂ R d * or dim Ω = 1 then B as above in (2) is even a topological isomorphism (Theorem 7.14) but the conjecture that this is always the case remains open. The detailed information on the topology of A (V (Ω)) as well as on useful topologies on A (V (Ω)) ′ are collected in Sec. 5 . Instead of the Köthe-Grothendieck duality so useful in the one-dimensional case we have to use here the so-called The one variable case of multipliers on spaces of real analytic functions was studied in [8] (and further analyzed in [9] , [10] ). In [22] , [23] , Euler dierential operators (which are special cases of multipliers) were considered also on A (Ω). Korobeinik considered this type of variable coecients linear dierential operators in [25] , [26] . The topic of Taylor coecient multipliers is in fact very classical, already Hadamard considered such operators in [19, page 158 .] . There is an extensive literature on Hadamard type multipliers acting on spaces of holomorphic functions on open complex sets: see, for instance, [4] , [5] , [17] , a series of papers of Müller and Pohlen [32] , [33] , [34] as well as a series of papers of Render (where the algebraic structure of M (Ω) is studied) see for example the survey paper [37] .
The third named author [41] (comp. also [42] ) considered the analogon of multipliers on the space of smooth functions and some of the ideas explained there are clearly inspiring for us.
Let us recall that the space of real analytic functions A (Ω) on an open set Ω ⊂ R d (or an arbitrary set Ω!) is endowed with its natural topology ind U H(U ), i.e., the locally convex inductive limit topology, where U ⊂ C d runs through all neighborhoods of Ω in C d . With this topology it is clear that for any set S ⊂ R d the space A (S) contains continuously A (R d ) and, the latter is dense in the former space. This allows to identify any linear continuous functional T ∈ A (S) with a unique element of A (R d ) ′ . Moreover, by the very denition of the inductive topology any T ∈ A (S) ′ has to be continuous on any
and supp T ⊂ S and the converse holds as well. By A (S) ′ b we denote the dual equipped with the strong topology, i.e., the topology τ b of uniform convergence on bounded subsets of A (S).
For more details and denitions related to analytic functionals see [38] , for more information on the space of real analytic functions see the survey [6] or [30] .
In the present paper we always use the coordinatewise multiplication:
We dene R * := R \ {0}. Clearly, if y ∈ R d * we may dene For non-explained notions from Functional Analysis and Harmonic Function Theory see [31] and [1] , respectively.
The authors are grateful to the referee for valuable suggestions concerning the presentation of their results.
The Representation Theorem
First, we introduce the so-called dilation sets (see [8, Sec. 2 and 3] ). Let Ω ⊂ R d be an open set.
Then we dene the dilation set as follows:
It is very useful to have the following notation
Let us formulate the following observation.
Hence S η is a product of a subset A ⊂ R 
is a bijective linear map and the multiplier sequence of B(T ) is equal to the sequence of moments of the analytic functional T , i.e. to (⟨x α 
(where M y (g)(ξ) := g(yξ) and δ y denotes the point evaluation at y) does not depend on y, its support is contained in V (Ω) and M = B(T ).
In Section 7 we will show that B :
is always continuous and in Section 8 we will discuss the problem when this map is a topological isomorphism.
The proof of the representation theorem will be contained in the following two lemmas. 
Lemma 2.3 Let
It is easy to observe that 
Let us note that
Since polynomials are dense in A (Ω) (see [6, 
Without loss of generality we assume that I = {j + 1, . . . , d}. Thus
and for some ε 0 > 0 and every 0 < ε < ε 0 we have
Since x / ∈ K η was chosen arbitrarily we have proved
If O ∈ Ω this holds also for η = O since then Ω η = R d , and so supp T ⊂ V (Ω 
(see Example 8.10, also Section 4, Proposition 4.3).
In Theorem 2.2 we have established a linear isomorphism B :
So the situation is the following: 
Representation via Hadamard Multiplication of Holomorphic Functions
In this section we will rst represent A (V (Ω)) ′ ∼ = M (Ω) by an algebra of holomorphic functions with Hadamard multiplication of Laurent coecients. This will be done by the Cauchy transform, so the essential content of the following will be an exact description of the Cauchy transforms of elements in A (V (Ω)) ′ . Most of it is well known (see e.g. [38] ) but we will make it as self-contained as possible for the convenience of the reader.
For min j |z j | > R the function C T (z) is dened and holomorphic and it has the expansion
We obtain the following Proof: Only surjectivity has to be shown. Let a function g of this type be given. In each variable z j we use the polygonal path γ j passing through the points r + iε, −r + iε, −r − iε, r − iε, r + iε and set S j to be the convex hull of γ j . Here r > R, and ε > 0 is chosen so small that ∏ j≤d S j is contained in the domain of denition of a given function f ∈ A (R d ). We dene 
Let us remark that σ(T ) is the support of the hyperfunction determined by f (see [38] ).
Then there is a neighborhood Q of x such that Q∩σ(C T ) = ∅ and we may assume that
We choose r large enough, arbitrary δ > 0 and replace γ j in (5) applied to T j instead of T with the union of two polygonal paths going through the points r + iε, b j − δ + iε, b j − δ − iε, r − iε, r + iε and a j + δ + iε, −r + iε, −r − iε, a j + δ − iε, a j + δ + iε resp. which shows that {x : 
. , ∞).
We have shown:
In a next step we want to change the equivalence into one with Hadamard multiplication of power series. We use the automorphism r :
where U runs through all open neighborhoods of zero in C. Then R is a linear isomorphism from 
then we obtain by obvious calculations
.
Since r is an automorphism of C d which maps
This leads to the denition:
Denition 3.7 Let X ⊂ R d be closed under multiplication. Then we dene
Finally obtain:
Hadamard multiplication with C T .
Proof: Only the last part has to be shown. It is enough to show it for monomials which is obvious by the denition.
4 Dilation Sets
We have seen in the preceding sections that understanding the dilation set V (Ω) and its topological properties is of central importance for the theory of Hadamard type operators. In the present section we summarize some basic properties of dilation sets (for the one variable case
• If Ω is convex, bounded and symmetric with respect to all hyperplanes of the coordinate system then
Proof: The boundedness statement is obvious. To prove the convexity statement we dene the
In the last case symmetry means that every vector of the form Example 4.2 (Menagerie of dilation sets).
Many very sophisticated examples of V (Ω) are provided in Section 8 where the geometry of V (Ω) is related to continuity and openness of the representation map B dened in the Representation Theorem 2.2. All these examples show a variety of forms of the possible sets V (Ω). Is there any pattern behind these strange examples? We will collect some answers to that question. 
Proposition 4.4 For every non-empty open set Ω ⊂ R d and every set
is convex as well.
Proof: The rst statement is obvious.
For the second claim, let (
Clearly, y n → y, hence for n suciently big y n ∈ Ω. On the other hand, since x n ∈ V (Ω), y n x n ∈ Ω but x n y n = xy. We have proved that xy ∈ Ω for any y ∈ Ω hence x ∈ V (Ω).
The third statement follows from Proposition 4.1.
2
There is another case when V (Ω) is closed.
We need two elementary facts:
, Ω) and the middle term in (6) is closed we see that V (Ω) is closed. 
Then, by the same openness argument as before, we may assume that a j ̸ = 0
is a group and, with this group we get the representation (7). 
Proof: It is enough to prove necessity only. Assume that V (Ω) has empty interior. Since it is a convex set (see Prop.4.1) it is contained in a hyperplane given by a 1
then it is contained in one of the hyperplanes. Since 1 ∈ V (Ω) it must be of the form {x :
Dividing through x n d and letting n → +∞ we obtain a d = 0. Repeating this we end up with a 1 
Multiplying the elements of V (Ω) andx j we will get all elements of the j-th axis. So Ω contains this axis. 
Later on a special role will be played by those Ω where V (Ω) has a countable basis of open neighborhoods. The following observation is well known but for the convenience of the reader we provide a proof. The second summand has a countable neighborhood basis (V n ) n∈N so (U n ) n∈N is a countable neighborhood basis for S where U n = V n ∪ Int S.
On the other hand, assume that ∂S ∩ S is not compact but S has a countable open neighborhood basis (U n ) n∈N . Then there is a sequence (
does not contain any U n but it is a neighborhood of S; a contradiction. 
is not compact.
has a nonempty interior then using semigroup property it is easily seen that its boundary is nite. 
It remains to show that V (Ω) is closed, if it is convex and bounded. By Proposition 4.1, 
Choosing a subsequence of (x n ) n∈N without loss of generality we may assume that
Again without loss of generality we may assume that either for every n ∈ N the interval [w n , v n ) is contained in V (Ω) or for every n ∈ N there existsṽ n ∈ (x n , v n ) such thatṽ n ∈ ∂V (Ω).
In the rst case, we take a line p n parallel to Y , perpendicular to
and therefore O ∈ Ω. By Proposition 4.5, V (Ω) is closed.
In the second case, by Proposition 4.
Topologies on A (V (Ω))
′ Before we start our further investigation we need more detailed information about the natural topology on A (V (Ω)) and three useful topologies on A (V (Ω)) ′ , namely τ b , τ k and τ k * . The motivation comes from the fact that we will show in Section 7 that
are continuous and there are reasons to conjecture that L b (A (Ω)) induces via B the topology τ k on A (V (Ω) ′ ) (see Theorem 7.14, Example 7.10 and cf. [41] ). Let S be an arbitrary subset of R d . Then there are two natural ways to dene topologies on A (S): Therefore topologically (9) A (S)
here b-topology (denoted by τ b ) means the strong topology, i.e., the topology of uniform convergence on bounded sets in A (S). This implies immediately that topologically 
The two last natural topologies on A (V (Ω)) ′ we call k-topology and k * -topology, denoted by τ k and τ k * respectively, and they are by denition:
where K runs through all compact subsets of Ω and of Ω ∩ R d * respectively. Please note that τ k and τ k * depend not only on V (Ω) but also on Ω itself. These topologies are analogous to the t-topology introduced in [41] .
Proposition 5.2 For every open nonempty set
are complete countable projective limits of LFN-spaces (i.e., countable locally convex inductive limits of nuclear Fréchet spaces). In particular,
We will need the following simple remark. For K Ω we denote by V 0 K (Ω) the union of all connected components of V K (Ω) which have a nonempty intersection with V (Ω), and we have
We can now compare the topologies τ b , τ k and τ k * . We recall the fact, which is due to the Cartan-Grauert Theorem in the version of [14, Lemma 1. 
Proof: (a): Since one implication is trivial, it remains to show that from equality of the
, that means g extends f into a neighborhood of x, which contradicts the choice of f . 
Elements of Harmonic Function Theory
For a deeper study of topological features of the Representation Theorem 2.2 in Section 7 we will need the following elements of the harmonic function theory. For a compact set K ⊂ R n let C ∆ (K) (and C ∆,0 (R n \ K), respectively) denote the family of all harmonic germs near K (and the harmonic functions on R n \ K vanishing at ∞, respectively). It is well known that every continuous linear functional T on C ∆ (K) corresponds to a harmonic function f T ∈ C ∆,0 (R n \ K) via the so-called Tillmann-Grothendieck duality (TG duality, see [39, Satz 6] and also [2] ; a general version for zero solutions of hypoelliptic partial dierential operators is contained in [27] ). To be precise, let
be the canonical elementary solution for the Laplacian in n variables (for n ≥ 3, see e.g. [1, p. 193 ], c n is the area of the unit sphere). The function f T corresponding to T is then dened by
The correspondence of f T and T is given by the TG duality (see [2, (4) 
where A is a compact set with smooth boundary such that
and σ is the Lebesgue-surface measure.
We will apply the duality (11) to represent analytic functionals supported in a compact set K ⊂ R d as harmonic functions on R d+1 \K. For this we write the points in R d+1 as (x, t) ∈ R d ×R. 
S(g)(x, 0) = g(x), ∂ t S(g)(x, 0) = 0.
An explicit formula for S(g) is provided by (13) 
S(g)(x, t) :=
It is easily seen that (14) S : 
We also need the following Cauchy type estimate: there is C > 0 such that for any δ > 0 and any β ∈ N d+1 the following holds if f is harmonic near B δ (0) ⊂ R d+1 
Indeed, this estimate follows for |(x, t)| = 1 from (16) (with δ := 1/2), and for general (x, t) ̸ = 0 by the homogeneity of ∆ (consider G τ (ξ) := G(τ ξ) for τ > 0).
denote the class of harmonic functions on R d+1 \ K which are even with respect to the variable t and vanish at ∞. The TG duality (11) then shows that
where
Topological Representation
We will study the topological aspects of the Representation Theorem 2.2, in particular, for which . Now, we analyze continuity of the map B. We assume without restriction of generality that 1 ∈ Ω. Please note that dilation by a factor a ∈ R d * is a homeomorphism of Ω which does not change V (Ω). We set for compact We assume from now on that 1 ∈ K, then V K (Ω) ⊂ Ω, and we assume that K ∩ R d * is dense in K. (1) . Both maps send equicontinuous sets to equicontinuous sets.
Proposition 7.1 M (Ω, K) = M C(Ω, K) as sets and their equicontinuous sets coincide. The map T → M T (as in the Representation Theorem 2.2) denes a continuous isomorphism from
As a direct consequence of Proposition 7.1 we obtain:
Theorem 7.2 For every open
Proof: It follows from Proposition 7.1 by going to the projective limit over K n where K n = ω n
Proof of Proposition 7.1: First we show that T → M T maps equicontinuous sets into equicontinuous sets. We x a compact set L ⊂ V K (Ω). By the result of the third named author [40] , a standard seminorm on A (L) is given by (20) ∥f ∥ L,δ := sup
where δ = (δ k ) k , δ k > 0 and δ k → 0, which, without restriction of generality, may be assumed to be decreasing. We assume |T f | ≤ ∥f ∥ L,δ for a suitable xed sequence δ. We x δ and set r = sup{|x| + |y|
We estimate the derivatives in the last term:
We may assume δ ≥δ and δ decreasing. We put Since KL Ω we obtain:
b is barreled every bounded set is equicontinuous [31, 23.27] . So T → M T maps bounded sets into bounded sets.
To show the reverse direction, we assume that M ⊂ M C(Ω, K) is equicontinuous, that is, we nd a compact set L ⊂ Ω and a null-sequence δ such that
and we obtain for all these η (21) |T
We conclude, using the assumption that
and, since all L η are compact, we can nd
This holds for all M ∈ M. From (21) 
Remark 7.3 (a) Let us recall that
To show the last assertion we use the proof of Proposition 7.1 with δ and γ being constant or Grothendieck's Factorization Theorem.
The question whether
Remark 7.3, a classical problem of well-locatedness (see e.g. [16] ), i.e., the question if closed
. For a stronger assumption on K, however, we can show it.
Proposition 7.4 If
2) is a linear topological isomorphism. In particular, M (Ω, K) = M C(Ω, K) as topological linear spaces.
As a direct consequence we get:
Proof: It follows from Proposition 7.4 that
The proof of Proposition 7.4 is based on the harmonic representation of analytic functionals (see Section 6) combined with some ideas and results from [40] which are introduced now:
Lemma 7.6 (See [40] ) Let (X, ∥ ∥) be a Banach space and let F := ind k→∞ F k where
Then a fundamental system of seminorms on F is given by
where δ = (δ j ) j∈N is any strictly positive sequence tending to 0.
Notice that a fundamental system of bounded sets in F is given by the closed unit balls B k in F k . Indeed, a fundamental system is provided by the closures B k (in F , see [31, 25.16] ) which coincide with B k since the identity mapping id : F → X N n 0 is continuous (and so the closure in F is contained in the coordinatewise closure).
Let us introduce the following space:
In [40] the Lemma 7.6 was used to determine a canonical fundamental system on the space A (K) for compact K. A variant of this proof gives the following basic result:
where δ = (δ j ) j∈N is any positive sequence tending to zero.
Proof: We dene F as in Lemma 7.6 using X :
endowed with the sup-norm. Let A(f ) := (
→ F is dened and continuous by Lemma 7.6. We will prove that A is an injective topological homomorphism using Baernstein's Lemma [31, 26.26] . By Lemma 7.6 this will show the theorem.
Notice that C ∆,c ( V ) is a (DFS)-space (in particular Montel). F is a (DF)-space by [31, 25.16] . By the remark after Lemma 7.6 we have to show that A −1 (B k ) is bounded in C ∆,c ( V ). Clearly, the functions in A −1 (B k ) are uniformly bounded on U ε := ∂ V + B ε (0) for some ε > 0 by Taylor expansion. K := V \ U ε is a compact set contained in V since for any ε > 0 there is γ > 0 such that |t| < ε if (x, t) ∈ V and |x| ≥ γ by the assumption on V . 
Clearly, by (9) and (15),
where the limits run over the neighborhoods
it is therefore sucient to prove the continuity of
where V is as above. Choose a continuous function t :
The set V satises the assumption of Theorem 7.7.
be the representation of T by the TG duality. Let δ = (δ j ) j∈N be a strictly positive sequence tending to 0. By the denition of V we have
Notice that f T is even in t. By Theorem 7.7 we thus have to estimate (24) |f
Since K ⊂ Ω is compact by (23) , the right hand side of (24) is a continuous seminorm on
Notice that (25) C J := inf x∈V ,ξ∈J
If not, then there are sequences x n ∈ V and ξ n ∈ J such that |(
x n y xn − ξ n = y xn (x n − ξ n /y xn ) → 0.
This is a contradiction to (26) . Hence (x n ) n is bounded and we can assume that x n → x 0 ∈ ∂V since t(x n ) → 0 and the function t is continuous on V and strictly positive on V . Hence we get by (26) that (25) and (17) we
The theorem is proved because we have proved that B is bounded in every A (J), J compact subset of Ω, so it is bounded in A (Ω) = proj J Ω A (J). 2 From Proposition 5.3 and Theorem 7.2 and the fact that the topology τ k is weaker than the topology τ b we obtain:
This shows that, in general, the b-topology is not the natural topology, induced via B on A (V (Ω)) ′ .
Example 7.10 Let
Since Ω ⊂ R d * thus, by denition, τ k = τ k * . By Theorems 7.2 and 7.5, the topology induced on Next we show that all topologies under consideration (except may be τ k * ) have the same bounded sets.
(b) the topologies τ b and τ k on A (V (Ω)) ′ have the same bounded sets and the same convergent sequences. 
The proof of [38, Th. I.11] can be easily adapted to show that for any equicontinuous set B of analytic functionals on A (U ),
we denote as previously the subspace of all maps admitting all monomials as eigenvectors'. From Proposition 7.4 we obtain:
The property of τ b = τ k and τ k = τ k * are completely independent as we will see later, see Example 8.10 and Theorems 7.14 and 8.9.
The property τ b = τ k * on A (V (Ω)) ′ should be compared with the notion of nice set introduced in [8] for open sets Ω ⊂ R. There we assumed that 
On the basis of the information collected up to now we can identify the topology induced by
Theorem 7.14 Let Ω ⊂ R d be an open nonempty set. In the following cases B :
In fact, in these cases 
is a topological isomorphism. 
we apply (a).
It is easy to see that for any
Based on this and also on the analogous results in [41] we make the
Conjecture. For every open non-empty set
is a topological isomorphism.
Topological Representation in Terms of
In Theorem 7.14 we have solved for many important cases the problem of topological representation of M (Ω) via B and shown that the induced topology is the k-topology. It remains the question under which conditions the induced topology is the b-topology, that is, the map B :
is a linear topological isomorphism. For all the cases covered by Theorem 7.14, in particular for all convex sets, we will solve this problem completely.
Since in all theses cases the sets are shown in Theorem 7.14 to satisfy τ k = τ k * on A (V (Ω)) ′ , our problem means the question, when τ b = τ k on A (V (Ω)) ′ . This is, as we already have remarked earlier (see Corollary 7.9), a rather restrictive property. 
and we have shown: 
This means that the topologies τ k * really depend on Ω and not only on V (Ω).
Example 8.5 An example of a set
is nonempty compact but V (Ω) is bounded and non-compact.
Proof: Let us take Ω as the union of the following sets
with the sequence of sets
for n = 1, 2, . . . and where φ : (−1/2, 0) → (1, +∞), φ(−1/2) = 1, is a strictly increasing function tending to innity at zero from below. It needs some calculations but one see that
Moreover, τ b = τ k * the tedious calculations based on Proposition 5.3 are left to the reader. 2
The necessary condition in Prop. 8.1 need not be sucient, we have the following example:
Proof: Apply Proposition 5.3 (a). Let us take Ω to be the union of the following sets:
Take y slightly bigger than 1/2.
Hence the set of (x,ỹ) cannot be chosen compact if x → 0. 2
However, it turns out that in the one dimensional case the necessary condition in Proposition 8.1 is indeed sucient, which leads to an explicit description in terms of V (Ω).
Theorem 8.7
If Ω ⊂ R is a nonempty open set then the following assertions are equivalent:
(d) one of the following conditions holds:
• V (Ω) has a non-empty interior. 
Using Lemma 8.8 we can nd as in the proof of Theorem 8. We have proved that for any point x ∈ ∂U there is y x ∈ Ω ∩ R d * such that for some neigh- 
We do not know where in between of τ k and τ k * there is the topology induced by B from M (Ω). In case V (Ω) = Ω we get even more than topological isomorphism B :
with the following continuous projection: 
) ′ if and only if it contains no axis (then V (Ω) is compact) or it is equal to the whole
The criterion of Lemma 8.8 can also be applied for many open sets with C 1 -boundary with V (Ω) not necessarily contained in R d * .
Special Classes of Multipliers
In this section we present four important classes of multipliers, the Euler operators, the integral operators, the dilation operators and the superposition multipliers. We dene η α for α ∈ N d by
Euler operators. First, we present the so-called Euler partial dierential operators (of nite or innite order). The one variable theory is classical (see [22] , [23] , [25] , [26] , [17] , for a survey see Section 4 in [8] ) but the authors could not nd its several variables analogue in the literature.
We present the theory in details in the forthcoming paper [11] . 
It is proved in [11] that E(θ) : (27) ∀ε > 0 : sup 
On the other hand, every multiplier whose corresponding analytic functional has support concentrated at 1 (or, equivalently, a multiplier which acts on A (Ω) for every open set Ω ⊂ R d ) is equal to some E(θ) with coecients satisfying (27) . If V (Ω) = {1} then the Euler dierential operators are the only multipliers on A (Ω) . In many cases they form a big subset of all multipliers: 
) is reexive, this will follow from the weak-star density. The latter is seen as follows: Let us assume that T commutes with all θ j . Thus θ j T (η α )(x) = T (θ j (η α ))(x) = T (α j η α )(x) = α j T (η α )(x).
We x x 0 ∈ Ω. In a neighborhood of x 0 the solution T (η α ) of this system of dierential equations has the form T (η α )(x) = Cη α (x) which then, due to connectedness of Ω and unique analytic continuation holds in all of Ω. We have proved that T is a multiplier. If P (α) = 0 has only nitely many integer solutions then the converse of the latter holds as well.
If n is the (nite) number of integer solutions of the equation P (α) = 0 then n = dim ker P (θ) and codim im P (θ) = n. We dene the analytic dieomorphisms log : Ω → log Ω and exp : log Ω → Ω by log(x) = (log x 1 , . . . , log x d ), exp(x) = (exp x 1 , . . . , exp x d ). ker P (θ) = {g • log : P (∂)g = 0}, im P (θ) = {g • log : g ∈ im P (∂)}.
Corollary 10.5 P (θ) is surjective on A (Ω) if and only if P (∂) is surjective on A (log Ω).
Surjectivity of partial dierential operators P (D) with constant coecients on A (ω) for convex open ω was characterized by Hörmander [20] by conditions of Phragmén-Lindelöf type valid for plurisubharmonic functions P SH(Z) on the characteristic variety Z of the polynomial P (or its principal part P m , respectively). These results can immediately be applied to Euler dierential operator by setting ω = log Ω. Notice that log Ω is convex if and only if Ω is multiplicatively convex, that is, with x, y ∈ Ω and 0 < t < 1 also x t y 1−t ∈ Ω. Using [20] we get Theorem 10.6 (Euler operators of second order) A second order pdo P (θ) is surjective on A (R d + ) i the principal part P m is either elliptic, or proportional to a real indenite quadratic form or to the product of two real linear forms. 
For general open ω a characterization of surjective partial dierential operators P (D) : A (ω) → A (ω) was obtained by Langenbruch [28] using shifted elementary solutions which are real analytic on relatively compact subsets of ω. Also this result can be directly applied to Euler dierential operators by direct transfer. Using [20] and [29] we get: 
