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Game-Playing Programs 
THOMAS ~/[ARILL 
Bolt Beranel~ and Newman Inc., Cambridge, Massachusetts 
A problem encountered in the design of game-playing programs-- 
the evaluation of board positions--is formally identical to a typical 
pattern-recognition problem. Certain techniques, which have been 
found helpful in the pattern-recognition case, may therefore also be 
applied to game-playing programs. A brief review of these techniques, 
based on multivariate analysis, is given. 
I. INTRODUCTION 
In the design of programs that play such games as chess or checkers 
(Samuel, 1959, 1960) a common starting-point is the "tree-search" 
technique. From any board position, the program must select one of a 
number of available legal moves. In attempting to evaluate ach of the 
available moves, it examines the opponent's possible replies to each; 
it then examines, in turn, each of its own replies to the opponent's 
replies, etc. If enough time and memory were available, the entire move- 
tree could be examined; each of the branches would then terminate 
eventually in a winning position (W), a losing position (L), or a drawing 
position (D). Theoretically, it would then be a simple matter to climb 
back up the tree and, with the aid of a minimax procedure, to label 
every position on the tree as W, L, or D. 
In practice, of course, the entire move-tree cannot be examined. 
Instead, the tree is examined to a limited depth only, and an evaluation 
technique is used to guess whether the terminal positions of the limited 
tree are W, L, or D. ~ 
We shall be concerned with the problem of forming these guesses. The 
* This work was sponsored by the Electronics Research Directorate, AFCRL,  
under Contract No. AF 19(628)-227. 
i Perhaps a greater ange of evaluations may be allowed. In the present note 
we restrict ourselves to the three values W, L and D. 
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techniques to be given below are not new, having been used in certain 
pattern-recoglfition schemes (Marill and Green, 1960, 1963; Smith and 
Klem, 1961; Welch and Wimpress, 1961) but not, to their full extent, in 
connection with game-playing. The techniques are based on multi- 
variates tatistical analysis (Anderson, 1958; Kullback, 1959). 
II. POSITION EVALUATION AND PATTERN RECOGNITION 
To evaluate a position, we shall apply a battery of tests tl, t2, • • • , t~ 
to the position; each t~ produces a score X~. The battery of tests, there- 
fore, produces a set X1, X2 -.. X~ of characteristics of the position. We 
write this set as the column vector X. Our evaluation of the position is 
then to be based on X; specifically, we seek a function f(X), with f taking 
on the values W, D, and L, and such that f minimizes the error with 
which it assigns positions to the three categories. 
We are, therefore, faced with a twofold problem: (i) to find an 
appropriate function f, given the tests t~, and (ii) to select appropriate 
tl. 
The pattern recognition problem may be similarly formulated (Marill 
and Green, 1960). An unknown physical sample (an obiect or event) 
is to be recognized, i.e., is to be assigned to one of a number of categories. 
The recognition is performed by applying a battery of tests t~, • • • , t~ 
to the sample, thereby generating a vector X, which is then assigned 
uniquely to one of the categories by the recognition function f(X). 
Again, we seek a suitable set of tests, and a function f which will perform 
the classification with minimal error. 
Techniques applicable to the pattern recognition problem, so formu- 
lated, apply ipso facto to the position-evaluation problem. The techniques 
are based on the availability of correctly evaluated samples of the 
positions to be evaluated by the program. We may, therefore, be said to 
be dealing with "book-learning techniques." 
III. FINDING AN EVALUATION FUNCTION 
To find an evaluation function, given the tests tl, • • • , t~, we proceed 
as follows (Marill and Green, 1960; Anderson, 1958). We first obtain a 
large sample of board positions correctly categorized (by experts) as 
W, L and D. Next, we apply the tests, obtaining, for each position, a 
vector X. We collect the X's for the W positions, and average them, 
obtaining a mean vector tLw . Similarly, we find the mean vectors ~D 
and t~L. 
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We allow that the test results, i.e., the elements of X, be arbitrarily 
correlated with one other. The system of intercorrelations among the 
tests is expressed compactly by the symmetric ovariance matrix 
(Anderson, 1958). From our samples, then, we find the covariance 
matrix, and its inverse 2 2; -1. 
Now, the procedure to evaluate an unknown position having char- 
acteristic vector X is as follows: Calculate the six numbers uwL, uLw, 
U~D, UDW, UDL, and urD defined by 
(Note that uij --- -u j~ ,  so that the formula (1) need be applied only 
three times.) Pick the largest of the u~j, and assign the unknown position 
to the category corresponding to the first subscript. Thus, if uDw is the 
largest, the position is rated as D. 
It  should be noted that formula (1) is a linear function of the Xi ; 
thus, the amount of computation is proportional to the number of tests. 
This procedure is optimal under the following circumstances: 
(a) The vector X has a multivariate normal distribution in each of 
the three categories W, L, and D. 
(b) The covariance matrices under each of the three categories W, 
L, and D are identical. 
(e) The a priori probabilities of W, L and D are equal. 
Regarding (a), there are indications that the procedure will also work 
satisfactorily under other circumstances, provided, it may be assumed, 
that the distributions are not too badly multimodM or skewed. 
The case in which (b) does not hold can be handled by a somewhat 
different echnique. See Section V below. 
Regarding (c), if the a priori probabilities are not equal but are known, 
an augmented version of the model may be used. This augmentation will 
not be treated here. 
IV. SELECTING APPROPRIATE TESTS 
We start with a set of arbitrarily intereorrelated tests tl ,  . . .  , t~, 
which jointly discriminate satisfactorily between positions of type W, 
L, and D. From this set we wish to choose a subset ~ 1 , t~,  . • • , t~ ,  as 
small as possible, which will still form the discriminations satisfactorily. 
Now, throwing out tests will never improve the discriminative power of 
We indicate the inverse of a m~trix A by A -1, the transpose by A ~, the trace 
by tr A, and the determinant by ] A [. 
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the remaining set; however, a much diminished set may be nearly as 
good as the total set. 
The measure of effectiveness of a set of tests, t l , - . . ,  t~, in dis- 
criminating between categories i and j (W and L, say), is given by the 
divergence (Kullbaek, 1959) 
Div( i ,  j l t l  , . . .  ,t~) = (y l -  ~)'l~-l(t~i - ~j) (2) 
Note that the divergence is a scalar quantity, and that Div (i, j) = 
Div (j, i). 
If the technique of the last section is used, and if assumptions (a), 
(b), and (e) hold, then there is an exact monotonic relation between 
divergence and probability of error (Marill and Green, 1963). In order 
to achieve an accuracy of 90 %, a divergence of at least 6 is needed. For 
95 % accuracy, the divergence must be at least 10. 
To obtain a reduced set of tests, the following teehnique may be used. 
1. For each test alone, calculate three divergences, viz., the divergence 
between W and L, W and D, and L and D. 
2. Obtain an approximate figure of merit for each test by averaging 
the three divergenees obtained above. Arrange the n tests in order of 
their figures of merit. 
3. Successively delete one test at a time, starting with the one having 
lowest figure of merit, checking that the remaining tests jointly have 
divergences greater than 10 (if a 95 % level of accuracy is required) 
for each of the three discriminations. That is, first delete the test with 
the lowest figure of merit and calculate the three divergences W -- L, 
W - D, and D - L as based on the remaining set of tests. Cheek that 
all three divergences are greater than 10. If yes, delete also the test with 
the next lowest figure of merit. Eventually one of the three divergences 
drops below 10 and the procedure terminates. 
V. CASE OF UNEQUAL COVARIANCE MATRICES 
So far we have been assuming that the covariance matrix, i.e., the 
system of intercorrelations between the tests, was the same in the three 
cases, W, L, and D. It is possible to proceed without his assumption, at 
the cost, however, of more computation. 
To evaluate a position, we first calculate, from correctly labeled 
samples, the three means t'~ (as before) and also the three covariance 
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matrices ]~(i = W, L, D). The procedure for evaluating an unknown 
position with vector X is then to calculate the three numbers 
h = - (x  - ~) ' :~7~(x  - t,~) - logo J x~ t (3 )  
and to assign the position to the category corresponding to the subscript 
of the largest l~. We note that, whereas formula (1) involved a weighted 
sum of the components of X, (3) involves a weighted sum of the cross- 
products of the components. The amount of computation is, therefore, 
proportional to the square of the number of tests. The evaluations may 
be expected, however, to be correspondingly more accurate. 
The procedure for selecting a small set of tests remains essentially the 
same, except hat the formula for divergence now becomes (Kullbaek, 
1959) : 
Div (i, j lh,  " "  , t~) = - ½ tr ( l~-  21j)(~21 -- 1~7 I)
(4) 
+ ½tr (l~) -1 + XJ~) (tJ~ -- t*J)(~ -- t'J)' 
Under the unequal covarianee model a certain range of error probabili- 
ties corresponds to a given divergence (Marill and Green, 1963, Fig. 2). 
It is, therefore, advisable to require the tests to yield somewhat higher 
divergence in the present case than under the equal covariance model. 
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