Abstract-The decision feedback detector (DFD) can achieve the high spectral efficiency of a MIMO channel in that it converts the MIMO channel into multiple parallel layers, through which independently coded data substreams may be spatially multiplexed and be transmitted over the same time and frequency slot. Because of independent coding/decoding, the DFD may apply arbitrarily ordered detection. 
I. INTRODUCTION
The decision feedback detector (DFD) [1] , which is also known as the V-BLAST architecture [2] , can achieve the high spectral efficiency of a multi-input multi-output (MIMO) channel in that it can convert via successive interference cancellation (SIC) the MIMO channel into multiple parallel layers, through which the independently coded data substreams can be spatially multiplexed and be transmitted over the same time and frequency slot. Because of the independent coding/decoding, the DFD can apply arbitrarily ordered detection, which influences the system performance, including the diversity gain performance. In this paper, we analyze the effect of ordered detection on the diversity gain per layer of the DFD in a MIMO Rayleigh-fading channel with M t transmit antennas and M r (M r ≥ M t ) receive antennas. Although this problem is important for understanding the performance of DFD (V-BLAST), only limited results are available in the literature [3] [4] [5] . By relating the layer gains to the singular values of the channel matrix, we derive an upper bound to the diversity gain per layer for any detection ordering, which is D i ≤ (M r − i + 1)(M t − i + 1) for 1 ≤ i ≤ M t . We further prove that the DFD using the so-called greedy ordering rule can achieve the diversity gain upper bound. It is known that the DFD with fixed detection ordering yields layers with diversity gain D i = M r − i + 1 for 1 ≤ i ≤ M t . We see that applying ordered detection for DFD can dramatically improve the diversity gain per layer except for the M t th; the first detected layer has diversity gain only D Mt = M r − M t + 1 even with optimal detection ordering [4] [5] .
Based on the above results on ordered detection, we further study the diversity-multiplexing (D-M) gain tradeoff of DFD in a pruned MIMO channel where L t (L t ≤ M t ) transmit and L r (L t ≤ L r ≤ M r ) receive antennas are selected out of the full M r -by-M t system. Antenna selection for MIMO systems has been extensively studied as it can significantly reduce the hardware complexity of the system while keeping the benefit of MIMO (see, e.g., [6] ). We show that the optimal D-M tradeoff of DFD in the pruned channel is
. Hence for DFD, applying antenna selection provides the extra benefit of improving its D-M tradeoff in the low multiplexing gain regime. Such a tradeoff-optimally pruned system can be obtained by a fast antenna selection algorithm rather than exhaustive search. This result represents a significant improvement over [7] , in which the authors obtain (loose) upper and lower bounds to the D-M tradeoff of DFD with transmit antenna selection only.
The remainder of this paper is organized as follows. Section II introduces the channel model and the QR representation of DFD. Section III derives the upper bounds of the diversity gain per layer yielded by any ordered DFD, which is shown to be achievable. Leveraging the results of Section III, we derive the optimal D-M tradeoff of DFD with antenna selection in Section IV. Section V presents numerical examples to verify our theoretical analysis. Section VI gives the conclusion of this paper and discusses the implications of our results to multiaccess communication (MAC) with user selection.
II. CHANNEL MODEL AND PRELIMINARIES

A. Channel Model
Consider a communication system with M t transmit and M r receive antennas in a frequency flat fading channel. The sampled baseband signal is given by 
B. Representation of DFD with QR Decomposition
We note that the DFD may suppress the interference by either zero-forcing (ZF) or minimum mean squared error (MMSE) criteria. In this paper, we constrain our discussion to the ZF case. It is well-known that the DFD can be concisely represented by the QR decomposition H = QR, where Q is an M r × M t matrix with its orthonormal columns being the interference suppression vectors, and R is an M t × M t upper triangular matrix with positive diagonal. Correspondingly, the ordered DFD can be represented by applying the QR decomposition to H with its columns permuted, i.e., HΠ = QR where Π is a permutation matrix. Now we can rewrite (1) as
Multiplying Q * to both sides of (3) yields
whereỹ = Q * y andz = Q * z. The sequential signal detection, which involves the decision feedback, is as follows:
where r ij is the (i, j)th entry of R and Q[·] stands for mapping to the nearest point in the symbol constellation. Ignoring the error-propagation effect, we see that the MIMO channel is decomposed into M t parallel layers
Because E[zz * ] = σ 2 z I, the output SNR of the ith layer is r
Hence given the input SNR, the output SNRs of the substreams are completely determined by the diagonal entries of the upper triangular matrix R which in turn depend on the permutation matrix Π.
With fixed Π the diagonal elements of R are statistically independent with χ 2 2(Mr−i+1) distribution [8] . The diversity gain of a SISO channel only depends on the distribution of the channel gain around zero [8] . Using this fact, one can readily show that the diversity gain of the ith layer is
To conclude this section, we recall the following useful theorem implied in [9] . Theorem 2.1: Consider the iid Rayleigh fading channel H given in (1) with ordered singular values
III. ON ORDERED DETECTION In this section, we study the diversity gain per layer of DFD with ordered detection. With channel-dependent permutation matrix Π, the distributions of r 2 ii 's (the diagonal of R in the QR decomposition HΠ = QR) are usually intractable. Therefore the diversity gain analysis is considerably complicated. We focus on computing the maximal diversity gains per layer of DFD using any detection ordering rule. We first derive an upper bound which is then proved to be achieved by a socalled greedy detection ordering.
A. Upper Bound of Diversity Gain per Layer
Let us write a permuted channel matrix in its column form:
Denote
where
ii is a function of H i and h π(i) , and it is invariant to the column permutation of H i . Hence out of the M t ! detection ordering, one may have up to
, for which we have established the following theorem.
Theorem 3.1: Consider the ordered QR decomposition HΠ = QR where Π is a permutation matrix which is a function of H. Let r ii be the ith diagonal of R. The inequality
holds for any ordering rule. In other words, the diversity gain of the ith layer
(9) Proof: Let HΠ = UΛV * be the singular value decomposition (SVD) of the permuted channel matrix, where the diagonal entries of Λ are in non-increasing order. An ordered QR decomposition is denoted by HΠ = QR. Let H 1 ∈ C Mr×i and V 1 ∈ C Mt×i be the submatrices consisting of the first i columns of HΠ and V * , respectively. The ith diagonal entry of R is (see, e.g., [10] )
(10) Let us partition the matrices:
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Let α be the minimal number such that 1 αV * 11 V 11 V * 12 V 12 . α is a function of V 1 and hence is independent of Λ since for an iid Rayleigh fading channel, the singular vector matrix V and the singular value matrix Λ are independent [11] . Because the diagonal of Λ is in non-increasing order,
(13) It follows from (12) and (13) 
Here we have assumed that V 11 is nonsingular, which is true with probability one. In special case where i = M t , we have V 11 = V 1 and hence α = 0. Hence it follows from (10) and (14) that
where v ij is the (i, j)th entry of V −1
11 . As both v ii and α are independent of λ i , so is ζ 1+α |vii| 2 . Out of the M t ! detection orderings, we have
ii 's, and ζ max = max 1≤k≤
with ζ max and λ 2 i independent of each other. Using this property, we have
For any positive c, we can find some finite constant c such that P(ζ max < c) is a strictly positive number. Hence
This theorem is a significant improvement over [5] , where the authors derived a loose upper bound
e., the first detected layer has diversity gain no higher than M r − M t + 1. It is well-known that if equal rates are allocated across the layers, the overall system performance of DFD (V-BLAST) is limited by the first detected layer. Hence an interesting corollary of Theorem 3.1 is that the DFD (V-BLAST) system with any detection ordering has diversity gain no more than M r − M t + 1, which agrees with the result in [4] . 1 We write A 0 if A is a positive semi-definite matrix, and A B or B A if A − B 0.
B. Greedy Ordering Achieves Maximal Diversity Gain
We now introduce the greedy ordering rule. It is shown that the DFD with the greedy ordering achieves the upper bound of the diversity gain given in Theorem 3.1.
Associated with the greedy ordering is the Greedy QR decomposition which plays a key role in the GRT-SMA scheme proposed in [12] . The Greedy QR decomposition consists of M t recursive steps. We elaborate the first step. The subsequent steps are easily inferred.
In the first step, we go through the following procedures.
(
(17) In the next step, the same procedures are applied to the trailing (M r − 1) × (M t − 1) submatrix on the right hand side of (17), which yields a permutation matrix Π 2 and a Householder matrix Q 2 . After M t recursive steps, we obtain the desired QR decomposition: R = Q * HΠ, or equivalently,
In summary, at the ith step this ordering algorithm "greedily" attempts to make the ith diagonal element of R as large as possible. 2 The probability density functions of r 2 ii 's of the Greedy QR decomposition are difficult to obtain if not impossible. However, we have informative bounds on {r
which enable us to obtain the diversity gains of the M t layers.
Theorem 3.2: Consider a matrix H ∈ C Mr×Mt with nonzero singular values λ
be the Greedy QR decomposition. Then
(20) Proof: See [12] .
It follows from the lower bound in (20) that
On the other hand, it follows from the upper bound in (20) that
Now we have proven the following theorem.
Theorem 3.3:
The ith layer of DFD based on the greedy ordering rule, has diversity gain
(24) We see from Theorems 3.1 and 3.3 is that the upper bound given in Theorem 3.1 is sharp, i.e., it can be achieved by the DFD with greedy ordering. Moreover, the greedy ordering rule is diversity gain-optimal among all ordering rules.
IV. ON ANTENNA SELECTION
The result established in Section III has immediate implications to the diversity gain performance of DFD in the MIMO channel with antenna selection. We consider the general case where only L t ≤ M t transmit antennas and L r ≤ M r receive antennas are selected for data transmission. To make DFD work, we also constrain L r ≥ L t . Denote S t ⊂ {1, 2, · · · , M t } and S r ⊂ {1, 2, · · · , M r } the sets of the indices of antennas selected at transmitter and receiver sides, respectively. The cardinality of the sets |S t | = L t and |S r | = L r . We first propose a fast algorithm to determine S t and S r .
A. Fast Antenna Selection Algorithm
The fast antenna selection algorithm applies the same antenna selection routine to the transmit antennas and receive antennas separately. To select the L t transmit antennas, we apply the iterative Greedy QR decomposition procedure introduced in Section III-B. After L t recursive steps, we obtain
where 
Proof: See [13] .
B. D-M Tradeoff of DFD with Antenna Selection
Denote H Sr,St ∈ C Lr×Lt as the pruned channel matrix. Let H Sr,St =QȒ be the QR decomposition. For DFD, the ith data substream experiences a fading channel whose channel gain isȓ ii which is the ith diagonal element ofȒ. To study the D-M gain tradeoff DFD with antenna selection, we need to analyze the distributions ofȓ 2 ii around origin, for which we have the following theorem.
Theorem 4.2: Consider the iid Rayleigh channel given in (1). For any pruned channel matrix H Sr,St ∈ C
Lr×Lt , the following inequality holds
(26) Moreover, if the pruned channel is obtained through the proposed fast antenna selection algorithm, then
(27) Proof: Denote H :,St ∈ C Mr×Lt as the channel matrix after transmit antenna selection, and H :,St =QR as its QR decomposition. Then according to Theorem 3.1, for any S t the diagonal elements ofR satisfy
For any submatrix of H :,St , which we denote as H St,St whose QR decomposition is H Sr,St =QȒ, it is routine to show that r
Now the first part of Theorem 4.2 is proven. According to Theorem 4.1, ξ i λ i ≤λ i ≤ λ i for some positive constant ξ i . Then it follows from Theorem 2.1 that
Denote H Sr,StΠ =QȒ the greedy QR decomposition. It follows from Theorem 3.2 thatȓ
Combining (31) and (29), we have proven the second part of Theorem 4.2.
Following [9] , we adopt the symbol . = to denote exponential equality, i.e., we write f (ρ) .
if the fast antenna selection algorithm is used. Hence the overall outage probability of the DFD is dominated by that of the L t th substream, i.e.,
Therefore the D-M gain tradeoff of the DFD combined with the fast antenna selection algorithm is
Here the subscript "p" stands for "pruned" system. Moreover, as clearly implied in Theorem 4.2, this tradeoff is also the upper bound to the DFD with any antenna selection approach. As a special case, when
which is the D-M tradeoff of DFD even with optimal detection ordering. Figure 1 shows the D-M gain tradeoff of the DFD in the optimally pruned MIMO channel. Note that antenna selection can improve the D-M tradeoff of DFD at low multiplexing gain regime.
V. NUMERICAL EXAMPLES
We present two numerical examples to validate the preceding theoretical analysis.
In the first example, we compare the outage probabilities P(r 2 ii < ) and P(r 2 ii,max < ) in a 3-by-3 system. Here r ii is the gain of the ith layer obtained via DFD using the greedy ordering rule, and r ii,max is the maximal layer gain over all the M t ! permutations, for i = 1, . . . , M t . We run At first sight, one may see through comparing the two lines − and −•− that the diversity gain difference of r 11 and r 22,max is seemingly smaller than the theoretical analysis: D 1 = 9, D 2 = 4. Indeed, with a large diversity gain, the outage probability curve approaches a vertical line and increasing the diversity gain further yields only marginal performance gain. We may infer that in the high diversity gain regime, coding gain is more relevant to the system performance. It is important to note that there does not exist an ordering which can yield r ii,max for each i simultaneously. ii,max < ) and the marked dot lines represent P(r 2 ii < ).
In the second example, a system with M r = 4 and M t = 3
is considered. We compare the pruned system where only L r = 3 receive antennas are used by the fast antenna selection algorithm against the full system. Figure 3 shows the diversity gains of the layers obtained via the DFD with the greedy ordering in the full system (the solid lines) and the pruned system (the dashed lines). The figure is obtained by averaging over 10 5 Monte Carlo trials. Comparing the solid lines and the dashed lines, we observe that the layers of the DFD in the pruned system have no diversity gain loss compared to the DFD in the full system, although antenna selection does cost some coding gain. The diversity gains of the three layers are D 1 = 12, D 2 = 6, D 3 = 2. This simulation result verifies Theorem 4.2. 
VI. CONCLUSION AND DISCUSSION
In this paper, we have analyzed the effect of ordered detection on the diversity gain performance of the DFD/V-BLAST in a MIMO Rayleigh-fading channel. We obtain a sharp upper bound to the diversity gain per layer for any detection ordering, which is D i ≤ (M r − i + 1)(M t − i + 1) for 1 ≤ i ≤ M t . Using the so-called greedy ordering rule, the DFD can achieve this upper bound. As a corollary, we see that optimal ordering rule does not improve the diversity gain of the weakest layer. We also studied the diversity-multiplexing (D-M) gain tradeoff of DFD in a pruned MIMO channel where L t (L t ≤ M t ) transmit and L r (L t ≤ L r ≤ M r ) receive antennas are selected out of the full M r -by-M t system. We show that the optimal D-M tradeoff of DFD in the pruned channel is d dfd,opt (r) = (M r − L t + 1)(M t − L t + 1)(1 − r Lt ). Such a tradeoff-optimally pruned system can be obtained by a fast antenna selection algorithm. Two numerical examples are provided to validate the theoretical analysis.
The DFD is also applicable to multi-access communication (MAC) where multi-users communicate with the multi-antenna base station (BS). Consider a multi-access channel with M t users and the BS which has M r antennas. In practice, M t is usually far greater than M r . Hence to make the DFD work, only L t ≤ M r < M t users are selected for simultaneous transmission. The user selection is made possible by log 2 M t L t bits feedback. Such user selection is tantamount to the transmit antenna selection that we discussed in Section IV. Through this opportunistic user selection, the MAC even with the suboptimal DFD has the D-M tradeoff d dfd,opt (r) given in (32), which may outperform the MAC with the optimum ML receiver but with no user selection. The latter is studied in [14] , which shows that the maximal diversity gain is no greater than M r . Such contrast is not surprising though. The fundamental D-M tradeoff given in [14] is derived under the assumption that the users have no CSI and apply equal rate. Our result indicates the huge gain yielded by the finite rate feedback which facilitates the collaboration between the multiusers and BS for opportunistic data transmission. If different rates may be applied to the L t selected users, even a better D-M tradeoff than (32) can be achieved (see [12] ).
