Abstract. In this paper we produce a finite algebra which generates a variety with a PSPACE-complete membership problem. We produce another finite algebra with a γ function that grows exponentially. The results are obtained via a modification of a construction of the algebra A(T) that was introduced by Ralph McKenzie in 1996.
Introduction
In this paper we investigate two notions of complexity of a finite algebra. First we are interested in the computational complexity of the following problem:
INPUT a finite algebra B PROBLEM decide if B ∈ HSP(A). This problem is very closely related with a universal membership problem:
INPUT a pair of finite algebras (B, A) PROBLEM decide if B ∈ HSP(A). Jan Kalicki showed in [5] that both of these problems are decidable. Kalicki's algorithm is using a fact that only a bounded number of identities has to be verified to decide whether a finite algebra belongs to a finitely generated variety. This approach to the problem turned out to be very inefficient. Clifford Bergman and Giora Slutzki presented in [2] an algorithm that solves the universal membership problem (and so a membership problem for any given algebra) in 2-EXPTIME. Their algorithm attempts to build a homomorphism between a free algebra of an appropriate size and the candidate for a member of the variety. It establishes the best known upper bound on the computational complexity of these problems. We are interested in exploring the lower bounds. To obtain such a bound we need to construct an algebra with the membership problem of high computational complexity. Unfortunately for all the algebras with a finite base of equations the membership problem is solvable in polynomial time -trivial in a computational complexity sense. This excludes, as possible candidates for algebras with high-complexity membership problems, algebras such as finite groups [15] , finite associative rings [8] and [10] , finite Lie rings [1] , finite lattices [11] and many other structures. Nevertheless Zoltán Székely in [17] and [18] produced an example of a finite algebra with an NP-complete membership problem. This construction was refined to a groupoid in [7] , and to a semigroup with an NP-hard membership problem by Marcel Jackson and Ralph McKenzie in [4] . Thus a known lower bound on the complexity of a membership problem as well as on the complexity of a universal membership problem is NP. In this paper we use a technique introduced by Ralph McKenzie in [12] to obtain, in section 8, one of our main results: Theorem 8.2. There exists a finite algebra generating a variety with a PSPACEcomplete membership problem.
The second complexity measure is the rate of growth of the function γ A . We define the function γ A by saying that γ A (k) is the minimal n such that for every B ∈ HSP(A) such that |B| ≤ k there is C and an onto homomorphism h such that
The function γ A is a measure of the algebraic complexity of the finite algebra membership problem. One can adapt the algorithm of Bergman and Slutzki to work much faster for algebras with slowly growing γ A function. The function was introduced by Pawe l Idziak during the conference on Structural Theory of Automata, Semigroups and Universal Algebra (a NATO Advanced Study Institute) held at the Université de Montréal July 7 -18, 2003 . While it is an easy consequence of folklore that γ A (k) ≤ |A| k , examples of finite algebras with γ A growing faster then any polynomial (comp. [9] ) were not known. To compare the growth of functions we use the relation of eventual domination. We say of numerical functions f and g that f eventually dominates g provided that f (k) ≥ g(k) for all large enough numbers k. The second main result follows. To obtain such results we adapt a construction invented by Ralph McKenzie. In [13] and [12] , Ralph McKenzie introduced a construction of an algebra A(T) and proved a number of results on the residual behavior of finitely generated varieties. In [14] he modified A(T) and answered a long-standing open question, posed by Alfred Tarski, by proving that the property of having a finite base of equations is not decidable for finite algebras. The construction he introduced was adapted and reused many times. It contributed to various results on the behavior of residual bounds of finite algebras. One of the results following Ralph McKenzie's construction was a paper of Ross Willard [19] . In that paper Willard showed that the original construction of A(T) is sufficient to answer Tarski's question. To obtain algebras of high complexities we modify Ralph McKenzie's construction. While doing so, we use a framework presented by Ross Willard in [19] .
The results contained in this paper are a part of the dissertation [6] of the author.
Preliminaries
In order to simplify the notation we sometimes identify the operations of the algebra with the operation symbols corresponding to them. If distinction is needed we use a standard notation; for a term t(x) in the language of the algebra A the symbol t A (x) denotes the corresponding term operation of A. For a set O of basic operations of the algebra (or, equivalently, of the operation symbols) we say that t is an O-term if all the operation symbols appearing in t are members of O.
We introduce a new notation for dealing with operations of the algebra: for a k-ary operation F (x 0 , . . . , x k−1 ) we put F (i) (y, x 0 , . . . , x k−2 ) = F (x 0 , . . . , x i−1 , y, x i , . . . , x k−2 ).
For an algebra A we say that A ⊆ A is absorbing for A if for any basic operation F (x 0 , . . . , x k−1 ) and every i we have F (i) (a, a 0 , . . . , a k−2 ) ∈ A whenever a ∈ A .
The structure of the algebra
In this section we adapt Ralph McKenzie's construction presented in [12] using Ross Willard's approach presented in [19] . We substitute Willard's 0 with ⊥, and weaken some of his assumptions (as we note below). The algebra A with which we work is described in the following way.
The universe of A is the set
a disjoint union of four finite sets. We put X = X 1 ∪ X 0 . Together with the set A there is a bijection between X 0 and X 1 denoted by x →x. We define two auxiliary functions, δ : X ∪ {⊥} → X ∪ {⊥} and ν : A → A by
We follow Ross Willard's convention and denote by A 0 the set A \ X 1 . The set F of operations of A is divided into seven finite, disjoint groups
The operations are subject to the following restrictions, which are taken directly from [19] .
Condition 1.
The nullary symbol ⊥ is interpreted by itself, and ∧ is a binary operation which makes A a flat meet-semilattice with ⊥ being the bottom element.
More precisely for any a, b ∈ A we have
We occasionally use ∨ to denote the partial operation "join" defined for the pairs of comparable elements of A (in the order defined by ∧). Ross Willard's next condition is split into two parts. In the construction in Section 6 we require only the first part of this condition.
Condition 2. For each operation F (x) ∈ A of arity k we require the following:
• for every i = 0, . . . , k − 1 and all a ∈ X, and allē in A we have
Note that each of the operations of the set A is uniquely determined by its restriction to A 0 . We will often define an operation of A on A 0 and leave a full (and usually cumbersome) definition to the reader. Ross Willard's Condition 2 requires, in addition, the so called injectivity in A 0 , which is presented in the following condition.
Condition 2a. Under the assumptions of Condition 2, given b, c,d in A 0 we have
Condition 3. For each member S(x) of B we denote its arity by k + 3, and require the following:
Included in B is the operation S 2 (u, v, x, y, z) defined by
of equations between pairs of these variables and an (arbitrary) k-ary relation Φ(x) on A, satisfying the following:
• some member of A appears in t(x) (hence range(t A (x)) ⊆ X ∪ {⊥}); • if I = {i| x i occurs in t(x 0 , . . . , x k−1 )}, then for every j ∈ {0, . . . , k − 1} there exists i ∈ I such that Σ(x) x i ≈ x j ; • the following hold:
and for anyā ∈ A k if t A (ā) = ⊥ and Φ(ā) then a i = ⊥ for all i < k;
• the operation is defined, for arbitraryā, by
Conditions 1, 2 and 4 allow the following construction of one more term associated with the operations of the set C. The construction is presented in [19] as Condition 10 and our proof is a carbon copy of Ross Willard's reasoning.
Proposition 3.1. For each T (x) ∈ C and a corresponding term t(x) as above, there exists a termt(x) in the language of A ∪ {∧} such that
Proof. Fix an arbitrary T (x) ∈ C of arity k and find corresponding Σ(x) and t(x). For simplicity assume that the variables occurring in t(x) are precisely x 0 , . . . , x l−1 . For each i < l, define V i = {j| Σ(x) x i ≈ x j } andx i = j∈Vi x j and finally let t(x) = t(x 0 , . . . ,x l−1 , x l , . . . , x k−1 ).
Since, by Conditions 1 and 2, all the operations of A ∪ {∧} are monotone, we get
Since the element ⊥ is absorbing for all the operations of A ∪ {∧}, ift A (ā) = ⊥ for someā ∈ A k then t A (ā) = ⊥ and Σ(ā) holds. Condition 4 implies that in such a case Φ(ā) holds as well and we obtain T (ā) = t A (ā) =t A (ā). This proves
On the other hand if T (ā) = t A (ā) = ⊥ then Σ(ā) holds and so T (ā) = t A (ā) = t A (ā) as required.
Condition 5.
The set D consists of nullary operations only and E ⊆ {ν}.
Condition 6. The operations J(x, y, z) and J (x, y, z) are defined in the following way:
for all a, b, c ∈ A.
In the following sections, we work with algebras of the kind described above i.e. satisfying Conditions 1-6, except possibly Condition 2a. We remark that all the basic operations of A, except possibly operations of the set B and the operations J(x, y, z) and J (x, y, z), are ⊥-absorbing. Moreover the following corollary is true. Corollary 3.2. All the operations of A are monotone with respect to the order introduced on the set A by the flat semilattice operation ∧.
4.
The structure of the subdirectly irreducible algebras in the variety generated by A For an algebra A complying with Conditions 1 to 6, with possible exception for Condition 2a, we describe the structure of the subdirectly irreducible algebras in the variety A generates. Before we start, we need some auxiliary definitions. Definition 4.1. For algebras C and D with D ∈ V(C), we define the dimension of D with respect to C, written dim C (D), to be the least cardinal κ such that D ∈ HS(C X ), for some set X with |X| = κ. We say that the algebra S is a large subdirectly irreducible in V(C) if it is a subdirectly irreducible member of V(C) and dim C (S) > 1.
In the remaining part of this section we fix an arbitrary finite, large subdirectly irreducible S in V(A). We pick B and θ such that S ∼ = B/θ and B ⊆ A I , where 1 < |I| = dim A (S) < ω. We writeθ for the unique cover of θ in Con(B).
The structure of A allows us to introduce the notion of support. For an element a ∈ B we define supp(a) = {s ∈ I| a(s) = ⊥}. An element of full support is an element a ∈ B such that supp(a) = I. The following lemma is the copy of Lemmas 6.4 and 6.5 from [13] . In [13] , Ralph McKenzie proves the result in a more restrictive setting, but the proof itself depends only on the properties of the algebra A that are guaranteed by Corollary 3.2.
Lemma 4.2. There exist elements p, q ∈ B and s 0 ∈ I satisfying the following:
(1) The relation θ satisfies
(2) The entire interval bounded by ⊥ and p in the semilattice A(T ), ∧ I is included in B and supp(p) = I. (3) q < p, (q, p) ∈θ, and q(s 0 ) = ⊥ while q(s) = p(s) for all s ∈ I \ {s 0 }.
For the reminder of the paper, we will fix elements p, q ∈ B and s 0 ∈ I satisfying the properties above. The following proposition is a consequence of Condition 3 imposed on the set B, and is a version of a result presented by McKenzie in [13] . Proof. Assume otherwise and fix S(v, x, y, z) ∈ B andā ∈ B k such that
Let b ∈ B be an element such that for some s 1 , s 1 = s 0 we have b(s 1 ) = ⊥ and b(s) = p(s) for s = s 1 . Lemma 4.2 guarantees the existence of such an element and implies that (b, b ∧ q) ∈ θ. But then
The following proposition is a copy of a part of Proposition 6.6 in [13] and is a consequence of the conditions imposed on A. • There are no
The following definition is a version of a definition given by Ralph McKenzie in [12] tailored to Ross Willard's approach.
Definition 4.5. Let B 1 be the smallest subset of the set B such that p ∈ B 1 and for any F (x) ∈ A if F (ā) ∈ B 1 for someā in B then a i ∈ B 1 for all i.
The next corollary is an immediate consequence of the fact that, by Condition 2, all the operations of A are ⊥-absorbing, and that supp(p) = I. We are going to define a complexity measure of a term in the language of A in an unusual way. Having defined the measure for any term without symbols in C, we can define it for any term in the language of A recursively by
The following corollary is a straightforward consequence of the definition and we omit its proof.
Corollary 4.9. For any term f (ȳ) and any tupleḡ(x) of terms in the language of A we have
We define the depth of a polynomial to be the smallest depth of a term defining this polynomial. Note that if a polynomial is given by a term, then its depth is bounded from above by the depth of this term.
The following proposition, together with its proof, is a variation of the third item of Lemma 5.7 in [12] . Proposition 4.10. The set B 1 is identical with the set of all a ∈ B such that f (a) = p for some non-constant polynomial f (x) of algebra B.
Proof. Obviously the set B 1 is no larger. To prove the converse inequality we follow Ralph McKenzie's example and show that for every non-constant polynomial f (x) of B we have f (B \ B 1 ) ⊆ B \ B 1 . Assume that f (x) is a non-constant polynomial, a ∈ B \ B 1 and f (a) ∈ B 1 and that for any non-constant polynomial g(x) of depth smaller then the depth of f (x) we have g(B \ B 1 ) ⊆ B \ B 1 . The depth of the polynomial f (x) is certainly greater then one. We consider cases depending on the structure of the polynomial f (x).
If f (x) = g 0 (x)∧g 1 (x) then both g 0 (x) and g 1 (x) are of smaller depth. Moreover, since supp(f (a)) = I we get g 0 (a) = g 1 (a) = f (a) and the minimality of f (x) implies that g 0 (x) and g 1 (x) are constant, and so is f (x) -a contradiction.
If f (x) = F (ḡ(x)) for some F (ȳ) ∈ A, then g i (a) ∈ B 1 for all i. The minimality of the depth of f (x) implies that all g i (x) are constant, and hence so is f (x) -a contradiction.
The polynomial f (x) cannot be of the form S(ḡ(x)) for some S(ȳ) ∈ B, since Proposition 4.3 implies that for anyb in B we have supp(S(b)) = I.
If f (x) = T (ḡ(x)) for some T (ȳ) ∈ C we consider the polynomialf (x) defined to be equal tot(ḡ(x)). Since supp(f (a)) = I, Condition 4 implies that ν t(ḡ(a))(s) = ν(f (a)(s)) for any s ∈ I, so by Proposition 4.7 we get t(ḡ(a)) = f (a). This, together with Proposition 3.1 implies thatf (a) = f (a). Since, by Corollary 4.9, the depth off (x) is smaller then the depth of f (x) we get thatf (x) is constant. Then, using the fact that supp(f (a)) = I andf (x) ≤ f (x) we obtain f (x) =f (x), which is constant -contradiction.
If f (x) = ν(g(x)) then instantly, by Proposition 4.7, we obtain f (a) = g(a) and that g(x) and f (x) are constant, which is a contradiction.
If
) then Condition 6 implies that f (a) ≤ g 0 (a) and since supp(f (a)) = I we get f (a) = g 0 (a), so g 0 (x) is constant and equal to f (a). The fact that supp(f (a)) = I implies as well that ν g 0 (a)(s) = ν g 1 (a)(s) , and so by Proposition 4.7 we get g 1 (a) = g 0 (a) = f (a) which implies that g 1 (x) is constant, and so is f (x). The case of
We conclude the proof with the remark that all the remaining operations of A are nullary.
The statements of Lemma 4.2 imply that the set of all elements of B that do not map to p under unary non-constant polynomials is an equivalence class of θ. 
Moreover if the operation ν is present in the algebra A in the set E we can infer more.
Corollary 4.12. If ν is a basic operation of the algebra A, then
Sequentiability of the elements of A and B
The ultimate goal of this paper is to present two algebras that are examples of fast growth of different 'complexity measures'. All the examples presented in this paper will satisfy Conditions 1-6. Moreover all of them will have common structure.
In this section we describe the structural properties that are common and prove facts implied by this structure.
We define the set M to be
In most cases this set is not to be a part of an algebra A; rather it will describe the common structure that different elements of A have. We define a relation of sequentiability ≺ on M by stating its only instances L ≺ L ≺ H ≺ R ≺ R and extend it pointwise to any cartesian power of M. We say that a subset of M or M I is sequentiable if and only if all its elements can be arranged in a sequence such that a 0 ≺ · · · ≺ a l .
Each algebra A comes equipped with a function π :
This implies that π(a) = π(ν(a)), for a = ⊥. We proceed to impose further conditions on the operations of A.
Condition 7.
The set A is a disjoint union of two sets -A ≺ and A -and any operation of A is ternary. Moreover we require the following conditions:
Further conditions have to be imposed on the set C.
Condition 8. For any operation F (x, y, z) ∈ A ≺ there exist operations T 1 (v, x, y, z) and T 2 (v, x, y, z) in C defined by Σ 1 (v, x, y, z) = {v ≈ x} and Σ 2 (v, x, y, z) = {v ≈ y}, the relation Φ 1 (a , a, b, c) is defined to consist of the tuples such that "π(a ) ≺ π(b) and a ∈ Y ", and similarly Φ 2 (a , a, b, c) is consisting of tuples such that "π(a) ≺ π(a ) and a ∈ Y " and
Condition 9. For any operation F (x, y, z) ∈ A , there exist operations T 1 (v, x, y, z) and
is defined to consist of the tuples such that "π(a ) π(b) and a ∈ Y ", and similarly Φ 2 (a , a, b, c) is consisting of tuples such that "π(a) π(a ) and a ∈ Y " and
It is easy to see that Condition 7 implies that the operations defined in Conditions 8 and 9 comply with the requirements of Condition 4. These conditions allow us to derive some consequences on the structure of B.
We extend the marking function π to the function π : B 1 → M I in a natural way. Note that, by Corollary 4.11, all the elements of the set B 1 are of full support, so this extension is well defined. We present first a trivial corollary.
This brings us to the following propositions:
Proof. If |π(B 1 )| > 1 then the definition of the set B 1 implies that for any element a ∈ B 1 there exist elements a 0 , a 1 , a 2 ∈ B 1 and F (x, y, z) ∈ A ≺ ∪ A such that
Proposition 5.3. If |π(B 1 )| has more than one element and a, a ∈ B 1 ∩ Y I with π(a) = π(a ), then a = a .
Proof. Our assumption implies that there exist
) for the operations of set C defined for F (x, y, z) we deduce that a = b 0 . By the same token a = b 0 and the proposition is proved.
Proof. The case when |π(B 1 )| = 1 is trivial. If it's not the case then we prove that for any set B * ⊆ B 1 such that π(B * ) is sequentiable, and any elements a, b, c ∈ B, and operation F (x, y, z) ∈ A if F (a, b, c) ∈ B * then the set π(B * ∪ {a, b, c}) is sequentiable. We consider cases depending on F (x, y, z). Now, assume that the set π(B * ) can be arranged in the sequence a 0 ≺ · · · ≺ a l . And that for some F (x, y, z) ∈ A ≺ , and a, b, c ∈ B we have F (a, b, c) ∈ B * . By Condition 7 we get
If π(b) = a 0 we are done, otherwise we have some i such that π(b) = a i . Assume, for a contradiction, that π(a) = a i−1 . Then there is an element a ∈ B 1 ∩ Y I such that π(a ) = a i−1 . We consider T 1 (a , a, b, c) for T 1 (v, x, y, z) constructed in Condition 8 for F (x, y, z). We infer that Φ(a (s), a(s), b(s), c(s)) holds for all s ∈ I. On the other hand a = a, since π(a) = π(a ). By the definition of the operations of the set C we get that the elements F (a, b, c) and T (a , a, b, c) contradict Proposition 4.7. The case of F (x, y, z) ∈ A is an alphabetical variant of this one and the proposition is proved.
The following condition has crucial consequences on the structure of the algebra B.
Condition 10. There exists an operation S 1 (v, x, y, z) ∈ B such that
This condition together with Proposition 5.4 implies the following corollary. 
6. An algebra with an exponential growth of the γ function First we note that γ function cannot grow faster than exponentially. In this section we present an algebra A with an exponential growth of the γ A function. The algebra we are going to define will comply with Conditions 1-10, but not with Condition 2a. The universe of the algebra A is a disjoint union of Y, X 0 , X 1 and {⊥}, where
The operations δ and ν are defined in the natural way. The operation π returns the first superscript of the element, and we introduce an operation τ which returns the superscript from the set {0, 1}. Note that the results of π and τ together with membership in one of the sets Y, X 0 and X 1 determine the element completely.
We define the operations of the algebra A.
(1) The operations ⊥ and ∧ make A a flat semilattice.
(2) We define two operations of the set A ≺ on the set A 0 and leave for the reader the extension of these operations to A in accordance with Condition 2. For a, b, c ∈ A 0 we put
The set B will consist of S 2 (u, v, x, y, z) as defined in Condition 3, S 1 (v, x, y, z) as defined in Condition 10, and one extra operation S * (v, x, y, z) defined to be
(4) The set C consists of four functions defined for F min (x, y, z) and F min compl (x, y, z) according to Condition 8. (5) The sets D and E are empty. (6) The operations J(x, y, z) and J (x, y, z) are present in the algebra. We leave it as an exercise for the reader to prove the algebra just defined complies with Conditions 1-10, but does not comply with Condition 2a. We begin with some trivial results on the algebra A.
Corollary 6.1. The following are true in A
• the only A ≺ -terms that are not constantly equal to ⊥ are the ones with a non-trivial subterm appearing only as a last argument of each operation • for two A ≺ -terms r (x) and r (x) such that one is obtained from the other by substituting some of the appearances of F min (x, y, z) with F min compl (x, y, z) or vice versa we have for allf r (f ) = ⊥ if and only if r (f ) = ⊥,
• moreover for any pair of such terms, and for eachf such that r (f ) = ⊥ we have π(r (f )) = π(r (f )).
We define a special family of terms in the language of A in a recursive way. Each term is determined by a number n and a word w of length n over an alphabet consisting of 0 and 1 (with ε -an empty word). Terms are defined in the following way
This definition implies the following corollary.
Corollary 6.2. For any n and for any word w of length n if f
• we have f n w (ā, b) ∈ X 0 if and only if b ∈ X 0 (similarly for X 1 ), and • we have π(f n w (ā, b)) = π(a n ), and • finally we have τ (f n w (ā, b)) = 1 if and only if τ (b) = 1 and for any 0 < j ≤ n we have w(j) + τ (a j ) = 1.
We define another family of terms by putting f n (x) = f n 0 n (x). With each of the terms f n (x) we associate an algebra in the language of A, denoted by S n .
Definition 6.3. The universe of S n consists of the elements Ω and Λ 0 , . . . , Λ n , Σ 1 , . . . , Σ n and the bottom element denoted by ⊥.
(1) The constant ⊥ is evaluated as itself, and ∧ makes S n a flat semilattice with bottom equal to ⊥. (2) The operation F min (x, y, z) is defined in the following way.
while all the other applications of F min (x, y, z) are evaluated to ⊥. Operation F min compl (x, y, z) is constantly equal to ⊥. (3) All the operations of the set B are constantly equal to ⊥. (4) For each T (v, x, y, z) ∈ C we have T (v, x, y, z) =t(v, x, y, z) which means that all C operations associated with F min compl (x, y, z) are constantly ⊥ and that for those associated with F min (x, y, z) we have
(5) Finally in S n we also have
First we observe, that the algebra S n is subdirectly irreducible with the monolith congruence equal to {⊥, Σ n } 2 ∪ id Sn . Certainly, for any congruence γ, if (a, ⊥) ∈ γ for some Σ n = a = ⊥ then applying F min (x, y, z) to appropriate arguments we obtain (Σ i , ⊥) ∈ γ and, by further application of the same operation, (Σ n , ⊥) ∈ γ.
On the other hand the flat semilattice structure of S n guarantees that each nontrivial congruence contains a pair (a, ⊥) for some a = ⊥. It remains to show that S n ∈ HSP(A) and that it cannot be obtained as a homomorphic image of a subalgebra of a "small" power of A. Proposition 6.4. For any n > 1 the algebra S n is a member of HSP (A).
To begin the proof we fix an arbitrary n > 1 and choose the elements ω and λ 0 , . . . , λ n in A
and such that elements τ (λ 1 ), . . . , τ (λ n ) together with their complements in {0, 1} Note that
Further, a quick examination of definitions implies that, for any i ≤ n and any word w in {0, 1} of length i, the support supp(f 
where the minimum is taken pointwise. 
The image of the operation S 2 (u, v, x, y, z) ∈ B is included in B 0 , since no element of full support in B * has an element of X 1 in the range. As for the operation S 1 (v, x, y, z) ∈ B, its image is again in B 0 , since, according to the remarks above, each element of full support is mapped by the function π to π(λ i ), for some i. Finally, the image of S * (v, x, y, z) is in B 0 by our choice of the τ images of λ i and ω.
It is easy to see that for any T (v, x, y, z) ∈ C and for any elements a, b, c, d
Thus this case reduces to the case of operations from the set A.
The case of operation J(x, y, z) and J (x, y, z) is trivial, since J(x, y, z) ≤ x, and similarly J (x, y, z) ≤ x.
Claim 2.
The relation θ is a congruence of the algebra B.
Proof. We begin by proving that for all the basic operations of the algebra A (except for J(x, y, z)) the set B\B 1 is absorbing. The set is obviously absorbing for ∧ and ⊥.
To consider operations from A, we remark first that, by our choice of τ coordinates of
+ . By our definition of
. . , λ j , ω) for some j. It follows from the considerations at the beginning of the proof that F (x, y, z) = F min (x, y, z) and c = f i (λ 0 , . . . , λ i , ω) and j = i + 1. Thus the set is absorbing for all the operations of A. It is also absorbing for all the operations of B by range consideration from the proof of previous claim. With regard to the operation
and this case reduces to the case of A.
Finally for the operation J(a, b, c) ∈ B 1 we need a = b ∈ B 1 and then J(a, a, c) = a for every c. Similarly, for J (a, b, c) ∈ B 1 we need a = b = c ∈ B 1 so θ is respected by those two operations.
We leave it as an easy exercise to the reader to prove that B/θ is isomorphic to S n , thereby proving that S n ∈ HSP(A) for any n > 1. This finishes the proof of Proposition 6.4. It remains to find a lower bound on dim A (S n ). Proposition 6.5. If S n is isomorphic to C/φ for some φ and some C ≤ A I , then |I| ≥ 2 n .
Proof. We fix n > 1 and consider C ≤ A I such that S n is isomorphic to C/φ and |I| = dim A (S n ). Corollary 4.11 describes the structure of the congruence φ on C. We denote by lower case Greek letters the elements of C that have a one-element φ-class, denoted by the respective capital letters. The element p is identified with σ n . By Corollary 5.1,
and by Corollary 6.1, supp f n w (λ 0 , . . . , λ n , ω) = I. Consider the subset of {0, 1}
I consisting of the elements τ (f n w (λ 0 , . . . , λ n , ω) for all w. Note that in view of the definition of the operation S * (v, x, y, z) and Proposition 4.3, every element of this set has 1 in its range. On the other hand, the definition of f n w (x 0 , . . . , x n , y) implies, via Corollary 6.2, that for different words we obtain disjoint subsets of I mapped to 1 by τ f n w (λ 0 , . . . , λ n , ω) . This proves that the set I is of cardinality at least 2 n .
We have showed that for every n > 1 there exists a subdirectly irreducible algebra S n consisting of 2n + 3 elements and such that the dim A (S n ) ≥ 2 n . Since the function γ A is non-decreasing we can restate our result as the following theorem. Theorem 6.6. There is an algebra A with 19 elements such that γ A eventually dominates 2 k 2 −2 .
Computational structure
In this section we work with a non-deterministic Turing machine T and construct, for such a machine, an algebra C(T). This construction is a modification of a construction introduced by Ralph McKenzie in [12] . The algebra we construct does not have any structure imposed by Conditions 1-10. The algebra C(T) will be a building block for the algebra we shall eventually construct.
We denote the tape alphabet of the machine T by L, and list its states as 0, . . . , l. The machine is a set of five-tuples iabLj or iabRj where 0 ≤ i, j ≤ l and {a, b} ⊆ L. The tuples are understood as machine instructions in the following sense: iabLj means -in the state i if reading a write b, move the head left and change state to j.
A configuration of dimension k of a Turing machine T is a triple t, h, s where t ∈ L k and 0 ≤ h < k and 0 ≤ s ≤ l. We introduce a number of relations on the universe of configurations of dimension k. We say that t , h , s c iabDj t , h , s (where 0 ≤ i, j < l, a, b ∈ L and D is R or L) if the instruction iabDj executed by a machine T working on a tape t reading t (h ) in state s will produce a tape t with the head of the machine reading c on the position h in state s . More precisely:
m) for m different then h ; and • t (h ) = a, t (h ) = b and t (h ) = c.
Note that if two configurations are in one of the relations mentioned above, then the two configurations together determine the relation; moreover a relation together with any configuration determines the other configuration.
The universe of the algebra C(T) will be a disjoint union of the set
and one extra element ⊥. We introduce the map ρ from V ∪M onto M that returns the main symbol of an element of the algebra C(T).
For any machine instruction iabLj and any c ∈ L, we introduce an operation of the algebra defined as follows:
Note that for such an instruction we have F
For an instruction iabRj and any c ∈ L, we put
Similarly we have F
These are all the operations of the algebra C(T). In the following corollary we present a number of basic consequences of the definitions of the operations of C(T).
Corollary 7.1. The following facts are true in C(T).
(1) The element ⊥ is absorbing for all the operations of C(T). (3) For any non-trivial term r(x) for which there exists a tuple of elements a of C(T) such that r(ā) = ⊥, we have r(x) = F (x i , x j , r (x)) for some operation F (x, y, z), some i and j, and some term r (x) and r (ā) = ⊥. (4) For any non-trivial term r(x) in which each x i appears, there exists j such that r(ā) = ⊥ implies a j ∈ V and a i ∈ M for i = j .
The first two assertions of this corollary follow directly from the definitions of the operations of C(T). Note the similarity between item 2 and Condition 2a from Section 3. Item 3 is straightforward by the domain considerations, and item 4 is an easy consequence of it.
We define an injective map between configurations of length k and the elements of V k in the following way
Next, we define a number of auxiliary elements of
For so defined elements δ We proceed to prove a lemma.
Lemma 7.2. For any two configurations t , h , s and t , h , s , t , h , s c iabDj t , h , s if and only if
By symmetry, we may assume without loss of generality that D = L. We begin by proving the "if" direction. The definition of the operations on C(T) immediately implies that i = s and j = s . On coordinate h we have
and t (h ) = c. Focusing on coordinate h + 1, we see that δ k h (h + 1) = R, and since
,t (h ) and t (h ) = a and t (h ) = b. Focusing on the remaining coordinates we see that t (m) = t (m) for m = h and one direction of the implication is proved.
We prove the other direction coordinatewise. We consider cases with respect to the relation between a coordinate and h
• If m = h , then
• if m > h , then
This completes the proof of the lemma.
We next prove a more interesting lemma. 
Proof. The fact that f (m) = ⊥, for all 0 ≤ m < k, immediately implies that
This implies the existence of appropriate t and t in L k . Putting s = i and s = j, we obtain the required configurations and the lemma is proved.
We define a "computation" of the Turing machine T to be a sequence of configurations t m , h m , s m such that for any m t m , h m , s m cm Im t m+1 , h m+1 , s m+1 for some c m in L and I m instruction of T. Such a sequence is a formal way of describing computations of a Turing machine on a bounded tape. If a concatenation of two computations comp 1 and comp 2 is a computation itself we denote it by comp 1 comp 2 . For any computation we introduce a computation term recursively. In case comp is a computation of dimension k and length one, we put r comp (x 0 , . . . , x k−1 , y) = y.
If two computations comp and comp are such that the last element of comp is t , h , s , the first element of comp is t , h , s and t , h , s c iabDj t , h , s , we put r (comp comp ) (x, y) = r comp x, F c iabDj (x h , x h , r comp (x, y)) . We call the first element of the computation an "initial" configuration, and a last element a "terminal" configuration. Note that Lemma 7.2 has a counterpart dealing with computation terms: Corollary 7.4. For any two configurations t , h , s and t , h , s of dimension k, t , h , s is an initial and t , h , s a terminal configuration of a computation comp if and only if for the computation term r(x, y) corresponding to the computation comp, we have
We define an additional construction connected with computations of machine T, namely the notion of a computation algebra. Definition 7.5. A computation algebra of dimension k for a machine T is an algebra C in the signature of C(T) whose underlying set C consists of ⊥, elements ∆ k 0 , . . . , ∆ k k−1 and an arbitrary collection of configurations of T of dimension k. The operations of the algebra are defined according to the following scheme:
h , s if and only if
t , h , s c iabDj t , h , s , and t , h , s , t , h , s ∈ C. Thus, all the other applications of operations of C(T) are equal to ⊥.
For any k we introduce a function Ψ k defined on any computation algebra of dimension k take away ⊥ into C(T) k by
. Now, for any computation algebra C of dimension k we let C * 1 be the Ψ k image of C \ {⊥}. In view of Lemmas 7.2 and 7.3, we have for any a, b, c ∈ C,
, and in such a case
Let C * denote the subalgebra of C(T) k generated by C * 1 and let C * 0 be the set of elements of C * of support different then k. We define C + by
In−1 t n , h n , i n ; t 0 , h 0 , i 0 ∈ C \C * 1 . By Lemma 7.2 we get C + ⊆ C * and by Lemma 7.3 we obtain
We define an equivalence relation θ on C * by a θ b if and only if a = b or a, b / ∈ C * 1 . Corollary 7.6. The following conditions are equivalent:
(1) The relation θ is a congruence.
(2) The set C * 0 ∪ C + is absorbing for C * .
(3) There is no sequence of configurations of dimension k such that
In−1 t n , h n , i n , t 0 , h 0 , i 0 , t n , h n , i n ∈ C and t j , h j , i j / ∈ C for some j.
We leave the proof of this corollary as an exercise for the reader and introduce a more general definition.
Definition 7.7. Let A be a subset of the universe of an algebra A and let a ∈ A . The element a ∈ A is called a root of A , if for any b ∈ A \ {a} there exists a non-trivial (not equal to a single variable) term r(x 0 , . . . , x n−1 ) (where each of x j appears in this term) of the algebra A, and elements a 0 , . . . , a n−1 ∈ A such that r(a 0 , . . . , a n−1 ) = a and there is j such that a j = b.
We call a computation algebra rooted if its underlying set take away ⊥ has a root. Note that a rooted computation algebra has a very simple intuitive meaning. Namely it consists of configurations of some fixed dimension such that there exists a configuration that can be reached from any other configuration via a computation of the machine T. We remark that for a dimension greater than two, every rooted computation algebra has at least five elements, such that two of them are configurations. Here is an interesting property of rooted computation algebras.
Theorem 7.8. If two rooted computation algebras of dimensions greater than two are isomorphic, then they are equal.
We will prove the theorem in a way that will also give us an efficient (working in polynomial time) algorithm for deciding if a given algebra in the signature of C(T) is isomorphic to a rooted computation algebra of dimension greater then two and, if so, construct this computation algebra.
Proof. For any non-trivial, rooted algebra in a signature of C(T), we present a construction that produces a unique computation algebra isomorphic with a given algebra or fails when a given algebra is not isomorphic to any computation algebra. We start with an arbitrary algebra D in the signature of C(T). It is easy to check whether D has an absorbing element, and if D is rooted. If so, we denote a root of D \ {⊥} by f r . Our next step is to divide the D \ {⊥} into two disjoint sets D 1 and D 2 such that for any F (x, y, z) we have
If the algebra D is isomorphic to a computation algebra, the set D 1 corresponds to the set of the ∆ The next step is to define a function e from D 2 into integers. The function is defined recursively as follows:
Note that the image of the function is an interval in the integers. If the algebra D is isomorphic to a rooted computation algebra and the element f r corresponds to t r , h r , i r , then function e for each configuration t, h, i returns h − h r . If for an algebra D such a function is not well defined, then the algebra is not isomorphic to any rooted computation algebra. We modify the function e by adding to it a smallest constant function that makes all the values non-negative. We denote such obtained function by e . We extend the definition of e to the set D 1 in the following way:
If the algebra D is isomorphic to a rooted computation algebra then the function e on D 1 fully determines the sequence ∆ k 0 , . . . , ∆ k k−1 . If the algebra D does not allow such a function then it is not isomorphic to any rooted computation algebra. We have proved that any two isomorphic rooted computation algebras have the same dimension. Moreover a homomorphism has to fix ∆ k i and preserve the same head position (since it is recognized by e ). Now we construct a candidate for a root, corresponding to f r , of a computation algebra that may be isomorphic to D. We denote this candidate by t r , h r , i r , and for any 0 ≤ s < k we find a sequence of elements f 0 , . . . , f n−1 ∈ D 2 such that f n−1 = f r and e (f 0 ) = s and e (f m ) = s for m = 0, and such that for any m there are g m , h m and
and then we put t r (s) = c. If the algebra D is isomorphic to a computation algebra then such a tape has to be equal to t r where t r , h r , i r is the element sent to f r . Thus we fully determine a root element of the algebra. If D does not allow such a construction then it is not isomorphic to any rooted computation algebra. We constructed a root of the algebra, and the elements ∆ k i . Since the algebra is rooted, and for any configuration t, h, s and any c iabDj if x c iabDj t, h, s then x is unique we reconstruct the whole computation algebra isomorphic to D, or prove that such an algebra does not exist. Moreover, since from the structure there is a unique way of reconstructing the computation algebra we prove that two isomorphic rooted computation algebras are equal.
We finish this section with a useful corollary. 8. An algebra with a PSPACE-complete membership problem
In this section, for an arbitrary Turing machine T, we construct an algebra corresponding to it that is similar to Ralph McKenzie's A(T). Throughout this section we work with a machine T and for simplicity we require that the halting state of T is the state 0. We will use the algebra C(T) as constructed in Section 7 and define a new algebra P(T) (or simply P). The universe of P is a disjoint union of M, {⊥} and two copies of the set V from the definition of C(T). Formally
In accordance with Ross Willard's construction, we put Y = M, X 0 = V , X 1 =Ṽ and define δ and ν in a natural way. Note that the set A 0 of the algebra P(T) is the universe of C(T).
The set of basic operations of P includes ∧ and ⊥, which make P a flat semilattice with bottom element ⊥. We consider all the operations of C(T) as operations defined on A 0 . There is a unique extension of each such operation on P that complies with the requirements imposed on the operations of the set A. These are the only members of the set A.
We define a function π from P \ {⊥} onto M to return the main symbol of the element of the algebra. Note that the definition of the operations of C(T) implies that each of the operations in A is either in A ≺ or in A .
The set B consists of S 2 (u, v, x, y, z) as defined in Condition 3, S 1 (v, x, y, z) as defined in Condition 10 and one extra operation S * (v, x, y, z) defined by
The set C consists of all the operations defined according to Conditions 8 and 9 for the operations of A ≺ ∪ A . The set D is empty and ν is the member of the set E, moreover the operations J(x, y, z) and J (x, y, z) are present in the algebra.
We leave it as an easy exercise for the reader to check that the algebra P complies with Conditions 1-10 including Condition 2a.
The algebra P(T) is very similar to the algebra A(T) introduced by McKenzie in [12] . Among a few things the operation of multiplication is missing in P(T). This operation is responsible for generating a blank tape in a power of A(T). In P(T) we require the machine T to read the whole input first and thus ensure the amount of space necessary to finish the computation. It allows us to correspond the subdirectly irreducible algebras in the variety P(T) generates to these inputs of T on which the computation does not reach state zero.
We proceed to characterize the large subdirectly irreducible algebras in the variety generated by P(T). Proposition 8.1. The subdirectly irreducible algebra S is a large subdirectly irreducible in the variety generated by P(T) if and only if all of the following conditions hold.
(1) The operations ∧ and ⊥ make S a flat semilattice with ⊥ as its bottom element. (2) All the operations of B are constantly equal to ⊥. (3) For any T (x) ∈ C and correspondingt(x), we have
The A reduct of the algebra S is isomorphic to a non-trivial, rooted computation algebra such that (a) for any computation
if t 0 , h 0 , i 0 and t k+1 , h k+1 , i k+1 are in the computation algebra, then so are t j , h j , i j for all j; (b) there is no computation
such that t 0 , h 0 , i 0 is inside the computation algebra.
We begin a proof of Proposition 8.1. First we show that a subdirectly irreducible algebra that satisfies conditions 1 to 7 is, in fact, in the variety generated by P(T).
To do so, we fix a non-trivial rooted computation algebra D and denote by
We denote the the subalgebra of P k generated from B 1 by B and the set of elements of B of support different than k by B 0 and establish the following claim.
Claim I. In the algebra B,
Im α m+1 for some α 0 ∈ D}. Proof. By Lemma 7.2, the right hand side is a subset of B; so it suffices to prove that it is closed under all basic operations of P(T). It is obviously closed under ∧ and ⊥. The set B 0 is absorbing for all the operations of A. Lemmas 7.2 and 7.3 imply that all the images of operations from A that are not in B 0 are in B 1 ∪ B * . Thus the right hand side is closed with respect to the operations of A.
There are no elements of full support in the right hand side with an element of X 1 in the range, so the range of S 2 (u, v, x, y, z) is contained in B 0 . There are no elements of full support with range mapped by π into {L, R}, hence the range of S 1 (v, x, y, z) is included in B 0 as well. Condition 7b implies that the range of S * (v, x, y, z) is fully in B 0 as well. As for the elements of C, since δ k i are the only elements of the right hand side in Y k , we obtain for every T (v, x, y, z) (and a corresponding
This reduces the reasoning to the case of the operations from A, which has already been handled.
For any a ∈ B 1 ∪ B * , we have ν(a) = a. Moreover ν(B 0 ) ⊆ B 0 and the right hand side is closed with respect to ν(x).
The case of operations J(x, y, z) and J (x, y, z) is trivial since we have J(x, y, z) ≤ x and J (x, y, z) ≤ x. The claim is proved.
Before we proceed we need to establish an additional claim.
Claim II. For all the basic operations of B other than J(x, y, z), the set B \ B 1 is absorbing.
Proof. The set is clearly absorbing for ∧ and ⊥. Condition 7a, via Lemmas 7.2 and 7.3, implies that it is absorbing for all the operations of the set A. By the proof of the previous claim we know that range of all the operations of the set B is in B 0 . Likewise the case of the operations of the set C reduces to A. As seen in the previous proof, ν(x) preserves B 0 ∪ B * . Since no element of full support has a member of X 1 in its range we get the required property for J (x, y, z).
We define an equivalence relation θ on B by declaring that a θ b if and only if a = b or {a, b} ∩ B 1 = ∅. By the last claim, the relation θ is respected by all the basic operations of the algebra B except possibly J(x, y, z). On the other hand, if J(a, b, c) ∈ B 1 then a = b ∈ B 1 and further B |= J(a, a, z) ≈ a. Thus the relation θ is a congruence of B and it is a routine exercise to check that B/θ is isomorphic to a required subdirectly irreducible algebra obtained from D. Thus the (⇐) direction of Proposition 8.1 is proved.
To complete the description of large subdirectly irreducible algebras in the variety, we need to show that an arbitrary large s.i. satisfies conditions 1 to 7. We fix an arbitrary large s.i. S. Find B ≤ P k such that S is isomorphic to B/θ and k = dim P (S). Corollaries 4.11 and 4.12 describe the structure of the congruence θ on B and instantly imply conditions 1 to 6. We can assume that B is generated by B 1 as defined in Definition 4.5. Moreover by Corollary 4.12 and the domain-range consideration for the operations of the set A, we deduce that
Note that the definition of B 1 with respect to p states that p is a root for B 1 . To obtain condition 7 we need a following claim Claim III. We have for the algebra B,
k , which we denote by ζ 0 , . . . , ζ k −1 . For a proof by contradiction, we suppose that m 0 and m 1 denote coordinates such that for some ζ m we have ζ m (m 0 ) = ζ m (m 1 ) = H. Since the π images of ζ i are sequentiable, we infer that for any i we have ζ i (m 0 ) = ζ i (m 1 ). Since ζ m ∈ B 1 , there is an operation of the set A such that F (ζ m , ζ i , f ) = g ∈ B 1 or F (ζ i , ζ m , f ) = g ∈ B 1 , for some f ∈ B 1 ∩ X k and some i. By Corollary 7.1, we get that g(m 0 ) = g(m 1 ) and p(m 0 ) = p(m 1 ). Since all the operations of the set A are injective (in the sense of Corollary 7.1) it follows that for any element h ∈ B 1 we have h(m 0 ) = h(m 1 ). Since B 1 generates the algebra B the same property holds for all the elements of B. This fact contradicts the assumption that k = dim A (S).
The other possibility of falsifying our claim is to assume that there exists a coordinate m 0 such that ζ i (m 0 ) = H for all i. By Propositions 5.4 and 5.2, we infer that either ζ i (m 0 ) = L for all i, or ζ i (m 0 ) = R for all i. Suppose, without loss of generality, the first case. Let us denote by B * the set of all the elements of B that are of full support and are generated from B 1 by applying the operations from A. Note that, by the non-triviality of B 1 and the definition of operations of C(T), for each f ∈ B * there exists a and i such that
We certainly have p = L (a,i),c for some a, c ∈ L and i ≤ l. By the fact that B 1 is rooted, for any f ∈ B * there are b ∈ L and i ≤ l such that
Let B * 0 be the subset of B such that B * 0 = {f ∈ B | such that f (i) = ⊥ for some i = m 0 }. Our subclaim is that B = B 1 ∪ B * ∪ B * 0 . It suffices to prove that the right hand side is closed with respect to all the basic operations of B, and to do so we consider cases.
Consider e ∧ f for some members e, f of the right hand side of the equality. If e ∈ B * 0 or f ∈ B * 0 then e ∧ f ∈ B * 0 as well. On the other hand, if e, f ∈ B 1 ∪ B * and e = f then there is i such that e(i) ∧ f (i) = ⊥. The structure of the elements of B 1 ∪ B * implies that if e(m 0 ) ∧ f (m 0 ) = ⊥ then e(i) ∧ f (i) = ⊥ for all i. For an operation F (x, y, z) ∈ A if one of the arguments is in B * 0 then so is the result. We assume that e, f, g ∈ B 1 ∪ B * and F (e, f, g) / ∈ B 1 ∪ B * , but then (by definition of B * ) there is i such that F (e, f, g)(i) = ⊥. Once again an analysis of the definitions of the operations of C(T) implies that if F (e, f, g)(m 0 ) = ⊥ then F (e, f, g) = ⊥ k . We consider the operations of the set B. then so is the result. The same applies to S * (v, x, y, z), so it suffices to consider d ∈ B 1 ∪ B * . Then, the structure of the elements of B 1 ∪ B * and Proposition 4.3 imply that B |= S * (d, x, y, z) ≈ ⊥ k . For T (v, x, y, z) ∈ C if one of the arguments is in B * 0 then so is the result. Consider then e, f, g, h ∈ B 1 ∪ B * . If T (e, f, g, h) is of full support then T (e, f, g, h) = F (f, g, h) ∈ B * . Otherwise, if T (e, f, g, h)(m 0 ) = ⊥ then T (e, f, g, h) = ⊥ k . The operation ν(x) is equal to the identity on B * and ⊥ is its absorbing element. If one of the first two arguments of J(x, y, z) is evaluated in B * 0 then the result of the operation is in B * 0 as well. On the other hand, for any e, f ∈ B 1 ∪ B * we have B |= J(e, f, x) ≈ e ∧ f ; this case was handled while considering the operation ∧. Similarly for J (x, y, z) and e, f ∈ B 1 ∪ B * we have B |= J (e, f, x) ≈ e ∧ f ∧ x.. The fact that B = B 1 ∪ B * 0 ∪ B * implies that there exist no elements e, f ∈ B such that f is not congruent modulo θ to g and that f (i) = g(i) for all i = m 0 -this contradicts the assumption that k = dim A (S). Thus the claim is proved.
Having established the claim, we immediately obtain, via Corollary 7.9, a nontrivial, rooted computation algebra mapped by Ψ k onto B 1 . Condition 7a is the consequence of Lemma 7.2 and Corollary 7.6. Condition 7b is implicit, via Lemma 7.2, from Proposition 4.3. Thus a proof of Proposition 8.1 is completed.
The characterization of the large subdirectly irreducible algebras in the variety generated by P(T) allows us to present a NPSPACE algorithm deciding for a given algebra A if A / ∈ HSP(P(T)). Since by [16] NPSPACE=PSPACE we have also a PSPACE algorithm deciding the same question. Since PSPACE is a deterministic class we can decide in the same class its negation. The algorithm has as input a finite algebra A in the signature of P(T).
(1) Decompose, in polynomial time, the algebra A into its subdirectly irreducible factors using Demel's polynomial time algorithm from [3] . (2) For each factor S,
• check if S is one of a finite number of small s.i. algebras YES proceed to next factor NO proceed to next step • check if S complies with conditions 1 to 6
YES proceed to next step NO STOP, answer A / ∈ HSP(P(T)) • construct the computation algebra for the A reduct of S (as in a proof of Theorem 7.8) and, using non-determinicity, check whether there is a sequence of computations that contradicts conditions 7a and 7b YES STOP, answer A / ∈ HSP(P(T)) NO proceed to the next factor (3) answer A ∈ HSP(P(T)). It remains to construct an algebra with a PSPACE-complete membership problem. We start with a Turing machine T that solves a PSPACE-complete problem with an input w on a bounded tape equal to w λ C|w| n , where λ denotes an empty position on a tape, and denotes the concatenation of words, for some constants C and n. We modify the machine T to obtain T with following properties:
• There is a new selected letter η in the tape alphabet of the machine T and a new constant C .
• For any input, a computation of the machine T consists of two parts.
During the initial part, the machine starts the computation on η, moves left until it finds next η, and then begins the main part of the computation which is a simulation of T. The states used for the initial part cannot be used for the main part of the computation.
• If the original machine T answers yes on input w, then the machine T , working on a bounded tape consisting of η w λ C |w| n η, will never reach state 0.
• If the original machine T answers no on input w, then the machine T , reaches state 0 on a bounded tape η w λ C |w| n η. After constructing T , we produce an algebra P(T ). We present a reduction that translates the question answered by T into a problem of membership for some algebra.
(1) Take the input w for the machine T.
(2) Produce a word η w λ C |w| n η. (3) Simulate the computation of the machine T until it reads the whole new input and produce a computation algebra for this computation. (4) Construct an algebra complying with conditions 1 to 7 whose A reduct is the computation algebra constructed in the previous step. It is obvious that the algebra constructed by such a procedure is in HSP(P(T )) if and only if the machine T answers yes on w. This gives us a finite algebra proving the second main result of the paper. Theorem 8.2. There exists a finite algebra generating a variety with a PSPACEcomplete membership problem.
