ABSTRACT Consider the vertex-edge incidence matrix of an arbitrary undirected, loopless graph. We completely determine the possible minors of such a matrix. These depend on the maximum number of vertex-disjoint odd cycles (i.e., the odd tulgeity) of the graph. The problem of determining this number is shown to be NP-hard. Turning to maximal minors, we determine the rank of the incidence matrix. This depends on the number of components of the graph containing no odd cycle. We then determine the maximum and minimum absolute values of the maximal minors of the incidence matrix, as well as its Smith normal form. These results are used to obtain sufficient conditions for relaxing the integrality constraints in integer linear programming problems related to undirected graphs. Finally, we give a sufficient condition for a system of equations (whose coefficient matrix is an incidence matrix) to admit an integer solution.
§1. Introduction and Background
Consider an undirected, loopless graph G with n vertices and m edges. (We will always assume that G has at least one edge.) Let the n × m vertex-edge incidence matrix of G be denoted by A = A(G) = [a ij ], where a ij = 1 if vertex i is incident with edge j, 0 if not.
Note that an n × m matrix of 0's and 1's is the incidence matrix of some undirected graph on n vertices and m edges if and only if each of its column sums is 2. (We have imposed the requirement that G contain no loops for simplicity; with appropriate modifications in the definitions and proofs, it could be omitted.) Suppose that M is a p × p submatrix of A, where necessarily 1 ≤ p ≤ min(m, n). In this paper we investigate the possible values that the determinant of M can attain. Specifically, in section 2 we show that such a minor is either 0 or of the form ±2
k , for k a non-negative integer. The exponent k is shown to be bounded by the number of vertex-disjoint odd cycles in G. Recall [6] that the number of disjoint cycles of a graph G has been called the tulgeity τ = τ (G) (or point-cycle multiplicity) of the graph and has been studied by several authors [7, 8, 11, 19] . Thus, the constant k is bounded by the odd tulgeity τ o = τ o (G) of G, i.e., τ o is defined to be the maximum number of vertex-disjoint odd cycles in G. Moreover, for each k, 0 ≤ k ≤ τ o , there exists a minor equal to ±2 k . As an immediate corollary, we obtain the well-known [13, p. 7] result that the incidence matrix A of an undirected graph G is totally unimodular (i.e., every minor is 0 or ±1) if and only if G is bipartite. (Recall that τ o = 0, i.e., G has no odd cycles, if and only if G is bipartite. Moreover, if G is assumed to be a directed graph, then its (appropriately defined) incidence matrix is well-known to be totally unimodular [13, p. 6] .) We also show that the problem of determining τ o (G) is NP-hard.
Next we consider the maximal minors of A. We show that the rank of A is n − c 0 , where c 0 = c 0 (G) is defined to be the number of connected components of G that contain no odd cycles. The maximal minor of A with maximum absolute value is shown to be ±2 τ o . Analogously, the non-singular maximal minor of A with minimum absolute value is ±2 c 1 , where c 1 = c 1 (G) is defined to be the number of connected components of G that contain at least one odd cycle. (Thus, c 0 + c 1 is the number of components of G.) Clearly, τ o ≥ c 1 . Moreover, for each k, c 1 ≤ k ≤ τ o , there exists a maximal minor whose absolute value is 2 k . As a consequence of the above, in section 3 we are able to obtain the Smith normal form of A. It is the (non-square) diagonal matrix with diagonal given by a string of n − c copies of 1, followed by c 1 copies of 2, followed by the appropriate number of 0's.
Our results in section 2 may be applied to integer linear programming problems associated with undirected graphs. In particular, in section 4 we obtain sufficient conditions on the problem data for the integrality constraints to be relaxed, i.e., for the problem to be an ordinary linear programming problem. Thus, the problem is solvable by linear programming methods, as opposed to integer linear programming methods.
It is well-known that if τ o = 0, i.e., A is totally unimodular, then the system of equations Ax = b, for b an integer m-tuple, has an integer solution (if it has a solution). We conclude with a sufficient condition for this system to have an integer solution in the event that τ o ≥ 1, in which case A is not totally unimodular. §2.
Rank and Minors
We begin with a special case of our main result in this section. Note that c 1 > 0 if and only if G contains an odd cycle.
Theorem 2.1. Suppose that G is a loopless, connected graph with n vertices and n edges. Then
Proof. The hypotheses imply that G is unicyclic, consisting of one cycle with (possibly trivial) rooted trees "growing" out of each vertex of the cycle. Note that every nontrivial rooted tree has a leaf with degree 1. To compute det(A), we can expand along any row containing exactly one 1. This corresponds to deleting from G a vertex of degree 1 and its incident edge. Thus, up to sign, the determinant of A is equal to the determinant of the incidence matrix of a smaller unicyclic graph. Ultimately, we must compute the determinant of the incidence matrix A(C p ) of a cycle C p , for some p, 2 ≤ p ≤ n. Without loss of generality, we may take 
By expanding about the first row, we see that
Thus, either det(A) = 0 or det(A) = ±2, according as whether the unique cycle in A is even or odd. QED The following is our main result in this section.
Moreover, for each such k, there exists a minor with absolute value equal to 2 k .
Proof. The proof of the first claim is by induction on p, for fixed G. 
Thus, we may assume that each row and column of M has at least two 1's. Since the columns of M also have at most two 1's, it follows immediately that each row and column contains exactly two 1's. Thus, M is the incidence matrix of a graph H with p edges and p vertices, where each vertex has degree 2. It follows that H is the disjoint union of k cycles H i , i = 1, . . . , k, for some k.
Consequently, the incidence matrix M of H can be written in block diagonal form as
where each M i is a square submatrix of M, i = 1, . . . , k, namely, the incidence matrix
Thus, if one of the H i is an even cycle, then det(M ) = 0; however, if all the H i are odd cycles, then det(M ) = ±2 k . In the latter case, it is clear that k ≤ τ o . Note also that necessarily k ≤ p/3, since each odd cycle has length at least 3.
Finally, if 1 ≤ k ≤ τ o , then there exist k vertex-disjoint odd cycles in G. Let M be the square submatrix of A which is the incidence matrix corresponding to the union of these cycles. Then, as above, the determinant of M is ±2 k . QED Corollary 1. The least common multiple of the (absolute values of the) non-singular minors of A is 2 τ o .
Corollary 2. If G is Eulerian with an odd number of edges, then A is not totally unimodular.
Proof. In this case, there must exist an odd cycle, since an Eulerian graph can be decomposed into edge-disjoint cycles. QED As a consequence of Theorem 2.2, we obtain the following well-known result.
Theorem 2.3. The undirected graph G is bipartite if and only if its incidence matrix A is totally unimodular.
Proof. Suppose G is bipartite, so that τ o = 0. Hence, each minor of A is either 0 or ±2 0 = ±1, so A is totally unimodular. Conversely, if G is not bipartite, then necessarily τ o ≥ 1. Hence, A has a minor of absolute value greater than 1, i.e., A is not totally unimodular. QED Theorem 2.4. The problem of determining the odd tulgeity τ o of a graph G is NP-hard.
Proof. If we could compute τ o in polynomial time, then as a special case, we could determine whether τ o = t, for a given graph G with 3t vertices. This would solve the PARTITION INTO TRIANGLES problem, which is well-known to be NP-complete [12, p. 68] . QED Next we turn to consideration of the maximal minors of A, i.e., the determinants of the submatrices of A of maximum rank. This requires knowing the rank of A. Recall [3, p. 30] 
Proof. Clearly the rank of A is the sum of the ranks of the incidence matrices of the connected components of G, so it suffices to assume that G is connected and show that the rank of A is n if G has an odd cycle, and n − 1 if it does not. If G has an odd cycle (i.e., c 0 = 0), then we can use a standard spanning tree algorithm to find a connected, unicyclic subgraph of G with n vertices, containing this odd cycle. By Theorem 2.1, the determinant of the incidence matrix of this subgraph is ±2, so this n × n submatrix of A is non-singular; it follows that the rank of A is n.
Next suppose that G has no odd cycle (i.e., c 0 = 1). Let T be a rooted spanning tree of G, and let M be the (n − 1) × (n − 1) submatrix of A corresponding to T with its root (but not the edges incident to the root) omitted. We can evaluate det(M ) by repeatedly expanding along the rows corresponding to leaf vertices of T ; so det(M ) = ±1. Therefore, the rank of A is at least n − 1. (The second claim in the statement of the theorem follows from this construction.) To see that this rank cannot be n, it is enough to note that any n × n submatrix of A necessarily contains all the rows and hence is the incidence matrix for a subgraph of G. By Theorem 2.1, its determinant is 0 if G does not contain an odd cycle. QED Theorem 2.6. The maximal minor of A with maximum absolute value is ±2 τ o . The non-singular maximal minor with minimum absolute value is ±2 c 1 . Furthermore, for each k, c 1 ≤ k ≤ τ o , there exists a maximal minor whose absolute value is 2 k .
Proof. By the proof of Theorem 2.2, we can find a subgraph G ′ of G consisting of the vertex-disjoint union of τ o odd cycles. The determinant of the incidence matrix of this subgraph will be ±2 τ o ; furthermore, no minor has larger absolute value. We can then extend G ′ to a subgraph G ′′ with n vertices as follows. In each component of G without an odd cycle, adjoin a rooted spanning tree; the number of such components is c 0 . In those components of G with one or more odd cycles, successively adjoin an edge of G from an isolated (in G ′′ ) vertex to a non-isolated (in G ′′ ) vertex until no isolated (in G ′′ ) vertices remain. By Theorem 2.5, A(G ′′ ) has rank n − c 0 . Let M be the maximal rank submatrix of A(G ′′ ) obtained by deleting from A(G ′′ ) the c 0 rows corresponding to the roots of the spanning trees in the components without odd cycles. It is easy to see that det(M ) = ±2 τ o . The second part of the theorem is immediate. The last statement can be obtained from the above construction if we modify it as follows. Select k vertex-disjoint odd cycles from the τ o such cycles available, making sure that at least one odd cycle is selected from each of the components of G that contain odd cycles (this is possible since k ≥ c 1 ). Let G ′ be the subgraph of G consisting of the resulting k odd cycles. Then proceed as above. QED
Corollary. The greatest common divisor of the (absolute values of the) non-singular maximal minors of A is equal to 2 c 1 .
§3. Smith Normal Form
In section 2 we determined the rank and the minors of the incidence matrix A of an undirected, loopless graph G. To characterize the structure of A even further, we next determine its Smith normal form.
Interesting applications of the Smith normal form of the incidence matrix of a design may be found in [2, 4, 5] . The Smith normal form of the Laplacian matrix of a graph is studied in [1] , and that of its edge version is used in [15] . Several interesting properties of and polynomial time algorithms to find the Smith normal form are discussed in [17] .
In [18] , H. J. S. Smith proved that any integer matrix A can be transformed by elementary integral row and column operations into the form
In this context, elementary row (or column) operations include interchanging rows (or columns), multiplying a row (or column) by −1, and adding an integral multiple of a row (or a column) to another row (or column). Here, one can see that δ 1 δ 2 · · · δ i is the greatest common divisor of all the i × i minors of the matrix A, and is invariant under the elementary row or column operations.
Lemma 3.1. For each i such that 1 ≤ i ≤ n − c, there is an i × i submatrix of A with determinant equal to ±1.
Proof: Let G ′ be a spanning forest of G having a root in each of the c components. Consider the (n − c) × (n − c) submatrix M of A corresponding to G ′ with the c roots deleted. We can evaluate det(M ) by repeatedly expanding along the rows corresponding to the leaf vertices of what remains, since each such row has just one 1. Thus, det(M ) = ±1. For each i such that 1 ≤ i ≤ n − c, the i × i submatrix of M obtained in this expansion has determinant ±1. QED
Corollary.
For each i such that 1 ≤ i ≤ n − c, the greatest common divisor of all nonsingular i × i minors of A is 1.
Proof: For each nonsingular i × i submatrix M of A, the number of vertices from each component must equal the number of edges from that component. (Otherwise, one can see that its determinant is 0.) For i ≥ n − c + 1, the substructure G ′ of G corresponding to M contains all vertices of at least i − n + c components of G. Thus, G ′ contains at least i − n + c disjoint unicyclic subgraphs of G. Since M is nonsingular, G ′ does not contain an even cycle, and must contain at least i − n + c odd cycles. Hence, 2 i−n+c divides the determinant of M , thereby proving the first assertion.
For the second part, let G ′ be a substructure of G consisting of unicyclic spanning subgraphs having an odd cycle in i − n + c components of G, and rooted spanning trees in the remaining n − i components of G with the roots deleted. There corresponds an i × i submatrix of A to G ′ whose determinant is ±2 i−n+c . QED
For each i such that n − c + 1 ≤ i ≤ n − c 0 , the greatest common divisor of all i × i minors of A is 2 i−n+c . Proof. Since the i th diagonal entry of D is the quotient of the greatest common divisor of the i × i minors of A divided by the greatest common divisor of the (i − 1) × (i − 1) minors of A, the theorem follows from the previous corollaries. QED §4. Application to Integer Programming Suppose A is as above and b is an integer n-tuple. We consider integer linear programs of the form max c t x subject to Ax ≤ b (resp., Ax = b)
Such a program of inequality type is called a b-matching problem [16] . We would like to know when the feasible regions
have the property that all extreme points are integer. If, in addition, the vector variable x is bounded above by some integer m-tuple u, then the program (of inequality type) is called a bounded b-matching problem. In this event, we investigate the integer extreme point question for the feasible regions
These are fundamental problems in combinatorial optimization which are genuine integer programming problems, i.e., not all basic feasible solutions are automatically integer. Each requires additional linear constraints (matching or blossom constraints) to yield a system for which all the basic feasible solutions are integer. In each case, J. Edmonds [9, 10] has given a polynomially bounded algorithm which shows that the resulting set of constraints defines a polyhedron with all-integer extreme points.
Our objective in this section is to exhibit matching problems where Edmonds' blossom constraints are not required to guarantee integer solutions. In [14] , sufficient conditions on the right-hand-side data vectors of general feasible regions were given for them to have the integer extreme point property. As we shall see, this will be the case here when the right-hand-side data vectors are multiples of 2 τ o . Recall that the incidence matrix A is totally unimodular (respectively, unimodular) if and only if τ o = 0, i.e., G contains no odd cycles (equivalently G is bipartite). However, in general τ o ≥ 0. Hence, in our b-matching problems, the coefficient matrix A need not be unimodular. Proof. This follows from the results of [14] once it has been observed from section 2 that the least common multiple of the absolute values of all the non-zero minors of A is 2 
