Abstract. We introduce a family of algebras which are multiplicative analogues of preprojective algebras, and their deformations, as introduced by M. P. Holland and the first author. We show that these algebras provide a natural setting for the 'middle convolution' operation introduced by N. M. Katz in his book 'Rigid local systems', and put in an algebraic setting by M. Dettweiler and S. Reiter, and by H. Völklein. We prove a homological formula relating the dimensions of Hom and Ext spaces, study varieties of representations of multiplicative preprojective algebras, and use these results to study simple representations. We apply this work to the Deligne-Simpson problem, obtaining a sufficient (and conjecturally necessary) condition for the existence of an irreducible solution to the equation A 1 A 2 . . . A k = 1 with the A i in prescribed conjugacy classes in GLn(C).
Introduction
Given conjugacy classes C 1 , . . . , C k in GL n (C), we consider the following problem: determine whether or not one can find an irreducible solution to the equation ( 
1)
A 1 A 2 . . . A k = 1 with A i ∈ C i . Here 'irreducible' means that the A i have no common invariant subspace. This problem has been studied before, in particular by Deligne and Simpson [17] , by Katz [9] and by Kostov [10, 11, 12, 13] , who calls it the 'DeligneSimpson problem'. In [5] the first author gave a conjectural answer, and in this paper we prove one direction of the conjecture. Before describing it we recall the root system associated to a quiver. Let Q be a quiver with vertex set I. For each arrow a ∈ Q we denote its head and tail vertices by h(a), t(a) ∈ I. Both I and Q are assumed to be finite. We say that a vertex v is loopfree if there is no arrow a with h(a) = t(a) = v. We often call elements of Z I dimension vectors. There is a quadratic form q on Z I given by
Let (−, −) be the corresponding symmetric bilinear form with (α, α) = 2q(α). For later use we also define p(α) = 1 − q(α). For a loopfree vertex v, the reflection s v : Z I → Z I , is defined by s v (α) = α − (α, ǫ v )ǫ v , the Weyl group W is the subgroup of Aut(Z I ) generated by the s v , and the real roots are the images under elements of W of the coordinate vectors ǫ v at loopfree vertices v. The fundamental region consists of the nonzero elements α ∈ N I which have connected support and Mathematics Subject Classification (2000): Primary 15A24, 16G20; Secondary 34M50.
(α, ǫ v ) ≤ 0 for all v; its closure under the action of W and change of sign is, by definition, the set of imaginary roots. Note that p(α) = 0 for real roots, and p(α) > 0 for imaginary roots. Recall that any root is positive (α ∈ N I ), or negative (−α ∈ N I ). To fix conjugacy classes C 1 , . . . , C k in GL n (C) we fix a collection of positive integers w = (w 1 , . . . , w k ), and elements ξ ij ∈ C * (1 ≤ i ≤ k, 1 ≤ j ≤ w i ) with (2) (A i − ξ i1 1)(A i − ξ i2 1) . . . (A i − ξ i,wi 1) = 0 for A i ∈ C i . Clearly, if one wishes, one can take w i to be the degree of the minimal polynomial of A i , and ξ i1 , . . . , ξ i,wi to be its roots, counted with the appropriate multiplicity. The conjugacy class C i is then determined by the ranks of the partial products α ij = rank(A i − ξ i1 1)(A i − ξ i2 1) . . .
for A i ∈ C i and 1 ≤ j ≤ w i − 1. Setting α 0 = n, we obtain a dimension vector α for the following quiver Q w The proof of this result depends on two ingredients. On the one hand, we use the result in [5] on solutions to equation (1) with the A i in the closures C i of the conjugacy classes. On the other hand, we use the properties of a class of algebras which we now introduce, called 'multiplicative preprojective algebras'.
Let K be a field and let Q be a quiver with vertex set I. Recall that the path algebra KQ has as basis the paths a 1 . . . a n with a i ∈ Q and t(a i ) = h(a i+1 ) for all i, and trivial paths e v (v ∈ I). Let Q be the double of Q, obtained by adjoining a reverse arrow a * for each arrow a ∈ Q. We extend the operation a → a * to an involution on Q by defining (a * ) * = a for a ∈ Q, and we define ǫ(a) = 1 if a ∈ Q and ǫ(a) = −1 if a * ∈ Q.
Fix a total ordering < on the set of arrows in Q. Given q ∈ (K * ) I , we consider algebra homomorphisms KQ → R, where R is a K-algebra, with the properties that 1 + aa * is invertible in R for all a ∈ Q, and (3)
Here the product has to be taken in the right order, so if the arrows in Q are a 1 < a 2 < · · · < a n , then condition (4) is that
It is easy to see that there is a universal such homomorphism, unique up to isomorphism. It can be constructed by adjoining inverses for each of the elements in (3), and then factoring out the relation (4). Definition 1.2. We denote the universal homomorphism satisfying (3) and (4) by KQ → Λ q . The algebra Λ q is called a multiplicative preprojective algebra. If we need to specify the quiver Q and the ordering on Q we denote it Λ q (Q, <).
Compare this with the definition of the deformed preprojective algebra [6] . can be identified with a single element q ∈ K * . If the ordering is a < a * , then Λ q is the algebra given by generators a, a * , ι a , ι a * and relations
If q = 1 this can be rewritten as a localized polynomial algebra
, while if q = 1 then Λ q is isomorphic to a localized first quantized Weyl algebra,
1 , as discussed in [8] and the references therein.
In Section 2 we prove the following. Theorem 1.4. Up to isomorphism, Λ q doesn't depend on the orientation of Q or the chosen ordering on Q.
Recall that the category of representations of KQ, that is, left KQ-modules, is equivalent to the category of representations of Q by means of vector spaces X v for each vertex v and linear maps X a : X t(a) → X h(a) for each arrow a. The representations of Λ q can be identified with representations X of Q which satisfy 1 X h(a) + X a X a * is an invertible endomorphism of X h(a) for all a ∈ Q, and (5)
(To see this, note that the multiplicative preprojective algebra is also universal for homomorphisms KQ → R satisfying e h(a) + aa * is invertible in e h(a) Re h(a) for all a ∈ Q, and a∈Q h(a)=v
Here we use that if e is an idempotent in an algebra R and x ∈ eRe, then x + (1 − e) is invertible in R if and only if x is invertible in eRe.)
The dimension vector of a finite-dimensional representation X is the element α = dimX in N I , defined by α v = dim e v X = dim X v . For any α ∈ Z I , we define
By considering the determinants of the relations (6), and using the fact that
for linear maps θ : U → V and φ : V → U , we clearly have the following.
In Section 3 we prove the following result.
One of the reasons for introducing multiplicative preprojective algebras is to better understand the middle convolution operation of Katz [9] and its algebraic versions due to Dettweiler and Reiter [7] , and to Völklein [18] . In Section 4 we adapt [7] as follows. If v is a loopfree vertex in Q, define
Observe that u v is a multiplicative dual to the reflection s v on dimension vectors, in the sense that
for all α ∈ Z I . Theorem 1.7. If v is a loopfree vertex and q v = 1, then there is an equivalence F q from the category of representations of Λ q to the category of representations of Λ uv(q) . It acts on dimension vectors as the reflection s v . The inverse equivalence is F uv (q) .
Observe that in this setting one has an equivalence on the whole of the category of representations, in contrast to [7] where it was necessary to impose certain conditions, denoted (*) and (**).
In Section 5 we use middle convolution to prove the following result. (Of course the last part follows from Schur's Lemma if the base field K is algebraically closed.) Theorem 1.8. If there is a simple representation X of Λ q of dimension α, then α is a positive root for Q. If in addition α is a real root, then End Λ q (X) = K.
We say that a finite-dimensional simple representation X of Λ q is rigid if it has no self-extensions, that is, Ext 1 Λ q (X, X) = 0. In view of Theorems 1.6 and 1.8, it is equivalent that dimX is a real root. Note that if X is a rigid simple representation of dimension α, then any other representation Y of dimension α must be isomorphic to X, for Theorem 1.6 guarantees the existence of a nonzero homomorphism X → Y or Y → X, but since X is simple any such homomorphism must be an isomorphism. (Compare with [17, Lemma 6] .) Middle convolution gives the following characterization of the possible dimension vectors of rigid simple representations. Theorem 1.9. There is a rigid simple representation of Λ q of dimension vector α if and only if α is a positive real root, q α = 1, and there is no decomposition α = β + γ + . . . as a sum of two or more positive roots with q β = q γ = · · · = 1.
Now assume that the field K is algebraically closed. Recall that the variety of representations of a quiver Q of dimension vector α is the space
and that isomorphism classes correspond to orbits of the algebraic group
We define Rep(Λ q , α) to be the subset of Rep(Q, α) consisting of the representations which satisfy (5) and (6) . It is clear that this is a locally closed subset of Rep(Q, α), so a variety. In Section 6 we prove the following result. This theorem shows that if X is a non-rigid finite-dimensional simple representation of Λ q then there are infinitely many non-isomorphic simple representations of the same dimension as X. Namely, the set S of simple representations forms an open subset of Rep(Λ q , α), and since any simple representation has trivial endomorphism algebra, by Theorem 1.10, S is either empty or smooth of dimension g + 2p(α). However, any orbit in S has dimension g.
For simplicity we now assume that the field K has characteristic zero. In Section 7 we combine Theorems 1.6 and 1.10 with methods already developed in [3] to study preprojective algebras, and prove the following result. Theorem 1.11. Suppose that α and q have the property that p(α) > p(β) + p(γ) + . . . for any nontrivial decomposition of α as a sum of positive roots α = β + γ + . . .
is non-empty, it is a complete intersection, equidimensional of dimension g + 2p(α), and the set of simple representations is a dense open subset.
We use this result in Section 8 to prove Theorem 1.1. Part of the writing up of this paper was done while the first author was visiting the Mittag-Leffler Institute. He would like to thank his hosts for their hospitality.
Independence of orientation and ordering
For a ∈ Q, we define g a = 1 + aa * ∈ KQ. Note the following obvious formulas:
Let L Q be the algebra obtained from KQ by adjoining inverses for the elements g a .
(This is a trivial example of a universal localization, see for example [15, Chapter 4] .) We identify q ∈ (K * ) I with the element q = v∈I q v e v in L Q . Clearly it is invertible, with inverse q
v∈I e v L Q e v , or equivalently x = v∈I e v xe v . For example g a has diagonal Peirce decomposition, and hence so also does g −1 a . Clearly q commutes with any element which has diagonal Peirce decomposition. Note also that if x has diagonal Peirce decomposition and y belongs to e v L Q e w , then so do xy and yx.
The algebra Λ q (Q, <) is the quotient of L Q by the ideal generated by the element
where a 1 < a 2 < · · · < a n are the arrows in Q. We prove Theorem 1.4. First independence of orientation. Suppose that a is an arrow in Q, and let Q ′ be the quiver obtained from Q by deleting the arrow a, and replacing it with a reverse arrow b, so h(b) = t(a) and t(b) = h(a).
There is an algebra homomorphism θ : KQ ′ → L Q sending the trivial paths e v and arrows other than b and b * to themselves, and sending b to a * and b
Now by construction g a is invertible in L Q , and hence g a and θ(g b * ) are inverses in
To show it is an isomorphism we construct its inverse. As above, there is an algebra homomorphism φ :
and a * to b. One checks that g b * and φ(g a ) are inverses in L Q ′ and that g b and φ(g a * ) are inverses in L Q ′ . Thus φ extends to a homomorphismφ :
so thatφ is the inverse toθ. Given an ordering < on the arrows in Q, let < ′ be the corresponding ordering for Q ′ , with a replaced by b * and a * replaced by b.
, as required. Now we show independence of the ordering. Let a 1 < · · · < a n be the arrows in Q. Because q commutes with any g a , the relation ρ Q,< can be conjugated by g
− q, which shows that the algebra Λ q only depends on the induced cyclic ordering of Q. It thus suffices to show that Λ q (Q, <) ∼ = Λ q (Q, < ′′ ), where < ′′ is the ordering with the first two arrows exchanged, a 2 < ′′ a 1 < ′′ a 3 < ′′ · · · < ′′ a n . We may suppose that h(a 1 ) = h(a 2 ), for otherwise g a1 and g a2 commute, and ρ Q,< = ρ Q,< ′′ .
If a 1 = a * 2 , then a 1 is a loop, and Λ q (Q, < ′′ ) is the same as the algebra Λ q (Q ′ , < ′ ) obtained by reversing the arrow a 1 . The argument above shows that this is isomorphic to Λ q (Q, <). Thus suppose that a 1 = a * 2 . By reversing arrows if necessary we may assume that ǫ(a 1 ) = ǫ(a 2 ) = 1. Define a homomorphism θ : KQ → L Q sending the trivial paths e v and arrows other than a 1 , a * 1 to themselves, and with
Thus θ lifts to a homomorphismθ : L Q → L Q . Clearly this is an isomorphism, and
Homological algebra
We retain the setup of Section 2, but simplify the notation, writing Λ rather than Λ q and L instead of L Q . Thus Λ = L/J, where J is the ideal generated by
or equivalently, since ρ has diagonal Peirce decomposition, by the elements
If M is a Λ-Λ-bimodule, we say that elements m 1 , . . . , m n ∈ M are an e-free basis of M if each m i ∈ e vi M e wi for some vertices v i , w i ∈ I, and the natural homomorphism
Λe vi ⊗ e wi Λ → M sending e vi ⊗ e wi to m i is an isomorphism. (Unadorned tensor products are over K.) Let P 0 be a bimodule with e-free basis {η v | v ∈ I}, where η v ∈ e v P 0 e v for all v, and let P 1 be a bimodule with e-free basis {η a | a ∈ Q}, where η a ∈ e h(a) P 1 e t(a) .
For a ∈ Q we define
both products taken in the appropriate order. The relation (4) can be written as
Let S be the semisimple subalgebra of KQ spanned by the trivial paths. Clearly L and Λ are naturally S-rings. Recall that if A is an S-ring then there is a universal bimodule of derivations Ω S (A) which can be defined to be the kernel of the multiplication map A ⊗ S A → A, and the universal derivation δ A/S : A → Ω S (A) is then given by δ A/S (a) = a ⊗ 1 − 1 ⊗ a. See [15, Chapter 10] .
Lemma 3.1. There is an exact sequence of Λ-Λ-bimodules
Proof. We consider the diagram of Λ-Λ-bimodules and homomorphism
The second row is the exact sequence given by splicing the sequence of [15, Theorem 10.3] with the defining sequence for Ω S (Λ). Thus µ is the multiplication map, ζ is the natural map
Let B be the S-S-sub-bimodule of KQ spanned by the arrows, so that KQ is identified with the tensor algebra of B over S. By [15, Theorem 10.5] , there is an isomorphism
Let θ be the homomorphism sending η v to ρ v . Since J is generated by the elements ρ v , it follows that θ is onto.
We check that the diagram commutes. Only the left-hand square is non-trivial.
Since e v commutes with the elements g a , and δ L/S (e v ) = 0, we deduce that
so that φα = σθ, as required. It follows that the top row is exact.
We consider Λ ⊗ Λ as a Λ-Λ-bimodule, with the action given by
There is a duality P P ∨ = Hom Λ−Λ (P, Λ ⊗ Λ) on the category of finitely generated projective Λ-Λ-bimodules, where the bimodule structure on P ∨ is given by
with a ⊗ b ∈ Λe w ⊗ e v Λ corresponding to the homomorphism sending e v ⊗ e w to b ⊗ a. Thus the dual of an e-free bimodule is e-free. If P has e-free basis m 1 , . . . , m n with m i ∈ e vi P e wi , then P ∨ has e-free basis m
In view of (12), one has m ∨ i ∈ e wi P ∨ e vi . For a ∈ Q we define elements c a = q −1 ℓ a ar a * in Λ,
Proof. From the definition of α we have
Extracting the terms involving η a in this expression, we get
Then if ǫ(a) = 1 we have
A similar calculation gives the result if ǫ(a) = −1.
Lemma 3.3. The algebra homomorphism θ : KQ → Λ defined by θ(e v ) = e v for v ∈ I and θ(a) = c a for a ∈ Q induces a surjective homomorphismθ : L → Λ.
Proof. We have
* r a by (11),
a r a by (9),
Since this is invertible, there is an induced homomorphismθ : L → Λ. The image ofθ contains ℓ a g a ℓ Lemma 3.4. There is an exact sequence
where ψ(η v ) = e v and φ(η a ) = c a η t(a) − η h(a) c a .
Proof. We consider Λ as a left or right L-module using the surjective homomorphism of Lemma 3.3. Inducing up the defining sequence for Ω S (L) gives an exact sequence
The lemma follows.
Lemma 3.5. There is an exact sequence P
Proof. Observe that the ξ v (v ∈ I) are an e-free basis of P ∨ 0 and the ξ a (a ∈ Q) are an e-free basis of P ∨ 1 . Let f be the isomorphism P 0 → P ∨ 0 sending η v to ξ v , and let g be the isomorphism P 1 → P ∨ 1 sending η a to ξ a * . In view of Lemma 3.4, it suffices to prove that α ∨ g = f φ. This follows from Lemma 3.2.
We now turn to the proof of Theorem 1.6, which is analogous to that of [1, Lemma 1] . From Lemma 3.1 we have the start of a projective resolution of X,
such that the cohomology at the first two places is Hom(X, Y ) and Ext 1 (X, Y ). To understand the cohomology at at the third place we dualize to give
For P a finitely generated projective Λ-Λ-bimodule there is a natural isomorphism
This gives a natural transformation
where f ′ ∈ Hom Λ (Y, P ∨ ⊗ Λ X) corresponds to f . Clearly this is an isomorphism in case P = Λ ⊗ Λ, so it is a natural isomorphism for all finitely generated projective P . Using this we rewrite the dualized complex as
Using Lemma 3.5 we see that the cohomology in the first position is Hom Λ (Y, X). Now the alternating sum of the dimensions of the cohomology spaces in (14) ,
Middle convolution
In this section we prove Theorem 1.7. Let v be a loopfree vertex in Q and suppose that q v = 1. Note that by reorienting we may assume that no arrow in Q has tail at v. Suppose that the arrows with head at v are a 1 < a 2 < · · · < a n . Let
Given a representation X of Λ q , we consider it as a representation of Q satisfying (5) and (6). For 1 ≤ i ≤ n + 1 define
and using the relation (6),
Let ι i : X t(ai) → X ⊕ and π i : X ⊕ → X t(ai) be the natural maps, and define
Equation (16) ensures that πι = 1 Xv . Thus ιπ and ǫ = 1 X⊕ − ιπ are idempotent endomorphisms of X ⊕ . Define
Observe that
Simplifying this using (15) and
the lemma follows.
Lemma 4.2. For all 0 ≤ m ≤ n we have
Proof. We prove the assertion by induction on m. It is trivially true for m = 0, and assuming the truth for m − 1, to deduce it for m we need to show that 
or equivalently that
Now by (18) , the right hand side of this is
Multiplying out and using that πι j = 1 qv −1 ℓ j X aj this gives
Thanks to (15) , this becomes
Now expanding using the formula for ι and rearranging, this gives φ m π m , proving (19), as required.
Let X ′ be the representation of Q defined as follows. The vector spaces are X 
Proof. It is clear that
which implies that X ′ satisfies the relations (6) at vertices different from v. On the other hand, taking m = n in Lemma 4.2, one has
which on restricting to X ′ v gives
which shows that (5) and the relation (6) holds at the vertex v. Thus X ′ is a representation of Λ q ′ . The assertion about dimension vectors is obvious, since dim
It is an equivalence, with inverse F q ′ .
Proof. It is clear that the construction of X ′ defines a functor F q . The analogous functor F q ′ applied to X ′ defines a representation X ′′ of Λ q . We show that X ′′ is naturally isomorphic to X.
Note that X ′ ⊕ = X ⊕ . Let ℓ ′ i and π ′ be the analogues of ℓ i and π, but constructed from X ′ . We have already defined a map ι ′ , and this is the analogue of ι since
We have
by Lemma 4.2. Now using (18) and
By (15) this gives
Expanding this with the formula for φ i , most terms cancel, leaving
Thus X ′′ v can be naturally identified with X v , with the inclusion ι ′′ of X ′′ v into X ⊕ then identified with ι. The linear maps defining X ′′ are then given by X
Thus X ′′ = X, as desired.
This completes the proof of Theorem 1.7.
Simple representations
We begin with a lemma. Compare it with [16, Theorem 1] and [2, Lemma 7.2].
Lemma 5.1. If Λ q has a simple representation of dimension α and v is a vertex,
Proof. Suppose otherwise. Since (α, ǫ v ) > 0 there is no loop at v. Suppose that the arrows with head at v are a 1 < a 2 < · · · < a n . By reorienting we may assume that ǫ(a i ) = 1 for all i. Let X be a simple representation of dimension α. Since q v = 1 the relation at vertex v can be rewritten as
let θ : X v → X ⊕ be the linear map with components X a * i , and let φ : X ⊕ → X v be the linear map with components ℓ ai X ai . Thus φθ = 0.
Suppose that θ is not injective. Then X has a subrepresentation given by the vector space Ker(θ) at vertex v and the zero subspace at all other vertices. By simplicity X is equal to this subrepresentation. But, since there is no loop at v, the fact that X is simple implies that its dimension vector is ǫ v , a contradiction. Thus θ is injective.
Suppose that φ is not surjective. Then X has a subrepresentation given by the vector space U = Im(φ) at vertex v and the whole vector space X w at all other vertices w. Namely, it suffices to prove that Im(X ai ) ⊆ U for all i. Now we know that Im(ℓ ai X ai ) ⊆ U . In case i = 1 we have ℓ a1 = 1, so this already gives Im(X a1 ) ⊆ U . It follows that (1 + X a1 X * a1 )(U ) ⊆ U , and since 1 + X a1 X * a1 acts invertibly on X v , we have (
Repeating in this way, one has Im(X ai ) ⊆ U for all i, as required. As above, the simplicity assumption leads to a contradiction, so that φ is surjective. It follows that φ induces a surjective linear map X ⊕ / Im(θ) → X v , so that dim X ⊕ ≥ 2 dim X v , and hence (α, ǫ v ) ≤ 0.
We prove Theorem 1.8 by induction, supposing its truth for all β < α. If α is in the fundamental region then it is an imaginary root, as required. Thus suppose that α is not in the fundamental region. Clearly α has connected support since there is a simple representation of dimension α. Thus (α, ǫ v ) > 0 for some vertex v. Then v must be loopfree and we have s v (α) < α.
If q v = 1 then Theorem 1.7 shows that representations of Λ q of dimension α correspond to representations of Λ uv (q) of dimension s v (α). In particular X corresponds to a simple representation. Thus by induction s v (α) is a root, and hence so is α. Moreover, if α is a real root, then so is s v (α), so the simple representation of Λ uv(q) of dimension s v (α) has endomorphism algebra K, and hence so does X. Thus suppose that q v = 1. In this case Lemma 5.1 shows that α = ǫ v . Thus α is a root. Clearly also in this case End Λ q (X) = K, as required.
The proof of Theorem 1.9 is analogous to the argument in [4, §4] . Again we work by induction. Assuming either that α is a positive real root, or that there is a rigid simple of dimension α, we again find a vertex v with (α, ǫ v ) > 0, v loopfree and s v (α) < α. 
so that q sv (α) = 1, and then that (iii) fails.
The variety of representations
Henceforth K is an algebraically closed field. In this section we prove Theorem 1.10. Note that we may if we wish assume that q α = 1, for otherwise Rep(Λ q , α) is empty. We define Rep(L Q , α) to be the open subset of Rep(Q, α) consisting of the representations X satisfying (5). Since it is defined by the nonvanishing of the function
we clearly have the following.
There is a morphism of varieties
If q ∈ (K * ) I , we identify q with the element (q v 1 Xv ) v∈I of GL(α), and then we have Rep(Λ q , α) = ν −1 (q). Note that by (7) the image of ν is actually contained in the subgroup 
Given X ∈ Rep(L Q , α), we can identify the tangent space T X Rep(L Q , α) with Rep(Q, α) and T ν(X) GL(α) with
The map that ν induces on tangent spaces is then
(ǫ(a) = −1).
Now the trace pairing enables one to identify End(α) * ∼ = End(α), and, exchanging the components corresponding to arrows a and a * , also Rep(Q, α) * ∼ = Rep(Q, α). Thus the dual of dν a gives a linear map
if ǫ(a) = 1, and
if ǫ(a) = −1. Now if θ is in the kernel of φ, then using the identities
Thus by Lemma 3.3, (q v θ v ) v∈I is an endomorphism of X. If X has trivial endomorphism algebra, then φ has 1-dimensional kernel. Thus the image of dν X has codimension 1. Thus, considering ν as a map from Rep(L Q , α) to G, the induced map on tangent spaces is surjective at X. Thus this map defines a smooth morphism from the set of representations with trivial endomorphism algebra to G. Taking the fibre at q, we see that the set of representations in Rep(Λ q , α) with trivial endomorphism algebra is smooth. This completes the proof of Theorem 1.10.
Representation type
Henceforth we assume that K is algebraically closed of characteristic zero. The affine quotient scheme Rep(Λ q , α) / / GL(α) classifies semisimple representations of Λ q of dimension α. By [14] it is stratified into locally closed subsets according to 'representation type'. Here, we say that a semisimple representation X has representation type τ = (k 1 , β (1) ; . . . ; k r , β (r) ) provided that it can be decomposed into simple components as X = X 
Observe that the arguments of [3, §6] can be applied to the multiplicative preprojective algebra, using Theorem 1.6 instead of [1] 
where g = −1 + v∈I α 
Theorem 1.11 now follows. The variety Rep(Λ q , α) is equidimensional of dimension g + 2p(α) since by Theorem 1.10 each irreducible component of Rep(Λ q , α) has dimension at least g + 2p(α), but by Corollary 7.3 and the hypotheses of the theorem, it has has dimension at most g + 2p(α). Moreover, the non-simple representations form a subset of strictly smaller dimension, so that the set S of simple representations must be dense.
Deligne-Simpson problem
Fix conjugacy classes C 1 , . . . , C k in GL n (K), positive integers w = (w 1 , . . . , w k ) and elements ξ ij ∈ K * as in the introduction, so satisfying (2). Let Q w and α be the corresponding quiver and dimension vector. We denote by a ij the arrow with tail at [i, j]. Let < be an ordering on Q w with a 11 < a 21 < · · · < a k1 . Define
Lemma 8.1. Λ q is isomorphic to KQ w /J where J is the ideal generated by the relations (e 0 + a 11 a * 11 ) . . . (e 0 + a k1 a * k1 ) = q 0 e 0 and
Thus, if X is a representation of Q w , then it is a representation of Λ q if and only if
Proof. It suffices to show that the relations automatically imply (3), for then they are equivalent to (4). For j = w i − 1, the relations imply that 1 + a * ij a ij is invertible in KQ w /J. Then 1 + a ij a * ij is invertible (with inverse 1 − a ij (1 + a * ij a ij ) −1 a * ij ), and hence so is 1 + a * i,j−1 a i,j−1 . Repeating in this way, a descending induction on j gives (3). Let X be the representation of Q w defined by X 0 = K n , X [i,j] = V ij , X aij = ψ ij /ξ ij and X a * ij = φ ij . When written in terms of X, the equations above are equivalent to the ones in Lemma 8.1. The lemma follows. Conversely, suppose that X is a simple representation of Λ q of dimension vector α. We show that X is strict. If X a iℓ is not injective, let x ∈ X [i,ℓ] be a nonzero element in its kernel. We define elements x j ∈ X [i,j] for j ≥ ℓ by setting x ℓ = x and x j+1 = X a * i,j+1 (x j ) for j ≥ ℓ. An induction using the relation
for j < w i − 1 shows that X ai,j+1 (x j+1 ) is a multiple of x j for j ≥ ℓ. Thus the x j span a subrepresentation Y of X. By simplicity we must have Y = X, but this is impossible since Y 0 = 0 and dim X 0 = α 0 = n = 0. Thus X a iℓ is injective. A dual argument shows that X a * iℓ is surjective. Thus X is strict. Now let A i = ξ i1 (1 + X ai1 X a * 
