In this paper, we consider the coupled elliptic system with a Sobolev critical exponent. We show the existence of a sign changing solution for problem (P) for the coupling parameter − ���� μ 1 μ 2 √ < β < 0. We also construct multiple sign changing solutions for the symmetric case.
Introduction
In this paper, we consider the following coupled elliptic system with a Sobolev critical exponent:
where Ω ⊂ R N is a bounded smooth domain, N ≥ 6, 2 < p j < 2 * , λ j ∈ (− λ 1 (Ω), 0), ] j , μ j > 0 for j � 1, 2, and λ 1 (Ω) is the first eigenvalue of − Δ with the Dirichlet boundary condition. In recent years, the following coupled elliptic system has attracted much interest:
− Δu 1 + λ 1 u 1 � μ 1 u 2 * − 1
Note that when N � 4, system (4) is the same as system (2) . But interestingly, the authors in [25] find different results for the higher dimension case N ≥ 5 from that of N � 4. e authors in [27] also consider the even case:
ey show that when N ≥ 6, system (5) has a sign changing solution for any β < 0.
Recall that when β � 0, system (4) becomes the famous Brezis-Nirenberg problem:
in Ω,
which are two different independent scalar equations. In [28] , the authors show that when N ≥ 4, − λ 1 (Ω) < λ j < 0, and μ j � 1, equation (6) has a ground state solution. For the even case,
u � 0 on zΩ, j � 1, 2.
⎧ ⎨ ⎩ (7) e authors in [29] show that when N ≥ 6, − λ 1 (Ω) < λ j < 0, and μ j > 0, equation (7) has sign changing solutions for j � 1, 2. In [30, 31] , when N ≥ 4, λ j < 0, and μ j > 0, the authors obtained nontrivial solutions of (7) for j � 1, 2.
In fact, in the pioneering paper [28] of Brezis and Nirenberg, they also study a more general equation including the following classical case:
where 2 < p j < 2 * and ] j > 0. From [28] , we know that when N ≥ 4, ] j , μ j > 0, and λ j ∈ (− λ 1 (Ω), 0), then problem (8) has positive ground state solutions v 1 , v 2 ∈ C 2 (Ω) ∩ C( � Ω) with the energy:
where S is the sharp imbedding constant from D 1, 2 
Based on these, firstly, we try to show similar results in [29] [30] [31] for the even case of the general equation (8), i.e.,
en, naturally and interestingly, we guess that the more general system corresponding to system (5) also has similar result of the existence of sign changing solutions. at is, we consider the more general critical elliptic system as follows:
Precisely, we get the following results.
, and ] j , μ j > 0, for j � 1, 2; then, (10) has sign changing solutions for j � 1, 2 and the energy is the least one among all sign changing solutions. en, we can consider the case λ 1 � λ 2 � λ and p 1 � p 2 � p. e following equation is one case of (10):
where ] > 0. Let v and w be the sign changing solutions of (12) when N ≥ 6, λ ∈ (− λ 1 (Ω), 0), and N ≥ 4, λ ≤ − λ 1 (Ω), respectively (the latter case really exists and we shall show it later). By Lemma 1 in [25] , the system below has a positive solution:
en, we can construct solutions of (11) by using v and w as in [2, 24, 25] . Theorem 2. Let (a 1 , a 2 ) be a solution of (13) . Assume that ] 1 � ]/a p− 2 1 and ] 2 � ]/a p− 2 2 , μ 1 , μ 2 , β > 0 and one of the following happens:
en (a 1 v, a 2 v) and (a 1 w, a 2 w) are sign changing solutions of system (11) .
Next, we give the proof of eorem 1 in Section 2. And we shall show eorems 2 and 3 in Sections 3 and 4, respectively.
Proof of Theorem 1
In this section, we consider scalar case (10) . Fixing j � 1 or 2, we show the existence result. e proof is similar to that in [29] . Considering we need this result in the following two eorems 2 and 3, we verify it also for the completeness of the current paper. e working space and some notations shall be given firstly. We assume that all the integrations below are taken over Ω if without special specification. Since λ j > − λ 1 (Ω), we can define the equivalent inner product in
which gives rise to a norm denoted by ‖·‖ j . We also use |u| q � ( Ω |u| q dx) 1/q (1 ≤ q < ∞) and ‖u‖ 0 � ( Ω |∇u| 2 dx) 1/2 for convenience. en, the energy functional of equation (10) is
Recall v j is a ground state solution of (8) , that is,
For the sign changing case, we define the manifold as follows:
where u ± :� ± max u, 0 { } and the condition in the definition of (17) is that
It is easy to check that S j ≠ ∅. en, we define
We need a conclusion in [32] .
Lemma 1 (see [32] ).
Similarly as in [29] , we set
Since μ j > 0, it is easy to see that H j ≠ ∅. en, we have the following lemma.
Proof. For any u ∈ S j , t, s ≥ 0, we have
en, sup t,s≥0
Denote the map h ∈ H j satisfying
By (23), we have
On the other hand, for any h ∈ H j , we have
en, by Lemma 1, we have that there exists
is completes the proof. Now, we have an upper estimate for B j .
en (see [33, 34] ), U ε,x 0 is the solution of the following equation:
Set u ε :� ϕU ε,x 0 ; then (see [35] ),
Now, we show that sup t,s∈R
In fact, by (30) and
en by Lemma 2, the conclusion follows. □ Set
en, we show that I j satisfies a local (PS) condition in the following sense.
□ Lemma 4. Under the assumptions in eorem 1, for any
then we have that u n has a convergent subsequence in
Proof. It is easy to check that u n is bounded in H 1 0 (Ω), so there exists u ∈ H 1 0 (Ω) such that u n ⇀u weakly in H 1 0 (Ω) up to a subsequence and u n ⟶ u strongly in L q (Ω) for 1 ≤ q < 2 * . en, I j ′ (u) � 0 and u ± n ⇀u ± weakly in H 1 0 (Ω). By the Sobolev inequality, we have that there exist positive constants C 0 and C 1 independent of n such that ‖u ± n ‖ j ≥ C 0 > 0 and then
Since
we have either u ± n ⟶ u ± strongly in
Considering the latter case, we have
erefore,
is a contradiction. at is, we must have u n ⟶ u strongly in H 1 0 (Ω) and u ± ≠ 0. Now we are ready to show eorem 1 based on a deformation lemma (see [36] [37] [38] for instance).
□
Proof of eorem 1. Obviously, I j is coercive on S j and then there exists a minimizing sequence u n ⊂ S j . Let h n ∈ H j such that 
By the well-known deformation lemma, we have that there exists a sequenceû n ⊂ H 1
Obviously,û n is bounded and there existsû ∈ H 1 0 (Ω) such thatû n ⇀û weakly in H 1 0 (Ω); then, I j ′ (û) � 0 by the definition of weak convergence. Now, we claim thatû n ⊂ G. In fact, by (41), there exists a sequence u n with
en, for n large enough depending on ξ > 0,
(44), (45), and (43) implies thatû (1) , the claim comes true. erefore, by Lemmas 3 and 4, we have thatû n ⟶û strongly in H 1 0 (Ω) withû ± ≠ 0, i.e.,û is a sign changing solution of equation (10) and the energy I j (û) is the least one among all sign changing solutions of (10).

Proof of Theorem 2
Firstly, inspired by [30, 31] , we show the following theorem about the scalar equation by the minimax method (see [39] ), and we would like to just give the sketch for the completeness of the current paper. We also use the same notations as in Section 2 whenever no confusion arises.
We may suppose that λ + j � λ k 0 (Ω) for some k 0 ∈ N. Especially, we set λ 0 (Ω) ≡ 0.
Theorem 4. Assume that N ≥ 4, 2 < p j < 2 * , λ j < 0, and ] j , μ j > 0, for j � 1, 2, then equation (10) has a nontrivial solution. Moreover, when λ j ≤ − λ 1 (Ω), the solution changes sign.
Proof. It is easy to check that I j satisfies the following geometry. [36] , we define the minimax value:
where
Obviously, h � r 0 id ∈ Λ. We also set another minimax value:b
wherê
and c is the Krasnoselskii genus. It can be verified thatΛ ≠ ∅. By properties (a) and (b), we can show that
and I j satisfies the (PS)ĉ j condition. Also by a deformation lemma, there exists a (PS)ĉ j sequence u n of I j and then u n ⟶ u in H 1 0 (Ω). at is, u is a nontrivial solution of equation (10) .
Multiply the equations in (10) with the first eigenfunction φ 1 and integrate over Ω; we have
en, it is easy to see that when λ j ≤ − λ 1 (Ω), ] j , μ j > 0 any solution of (10) must change sign.
□
Proof of eorem 2.
e proof is by direct computation. Recall that v and w are sign changing solutions of (12) being well defined. Since (a 1 , a 2 ) satisfy (13), for any φ ∈ C ∞ 0 (Ω), we have
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Proof of Theorem 3
Inspired by [27, 29] , we now consider the general case of system (11), i.e., we do not assume that λ 1 � λ 2 . We always assume that β < 0 and ] j , μ j > 0 for j � 1, 2. Firstly, we introduce the product space H :� H 1 0 (Ω) × H 1 0 (Ω) as the working space. Define the inner product as
which gives rise to a norm on H denoted by ‖·‖. Recall that solutions of (11) are critical points of the following energy functional:
For a, b ∈ R with a ≤ b, we denote
Similar to S j related to the scalar equation, we define
at is,
Let
us, S ≠ ∅. By Sobolev inequality, it is easy to see that for any u ∈ S, there exists a constant C 0 > 0 such that
en, we define
We firstly have a lower bound for B.
Proof. We may assume that p 1 ≥ p 2 . For u ∈ S, note that for
en, we have
(63) implies that I is coercive on S. en, by (59), we have B > 0.
□ We shall give an upper bound for B later by defining another manifold and the infimum on it. e idea is similar to that in [27] , but since the corresponding equation (10) is different and more complex as well as system (11), some new tricks should be used in the current paper, so we shall give the details of the proofs. Let
Obviously, S ⊂ M. en, we define
Before the estimate for the bound of B, we need some preliminaries.
6 Journal of Function Spaces en, F t 1 | (1,1,1) � F t 2 | (1,1,1) � F s | 1,1,1 � 0 and
Set
en,
(70)
We can show that H F is negative definite. us, (1, 1, 1) is the unique maximum point of F(t 1 , t 2 , s). □ Lemma 7. Assume that − ���� μ 1 μ 2 √ < β < 0; then, for any u ∈ H with u 1 , u 2 ≡ 0, we have that there exist unique t u , s u > 0 such that (t u u 1 , s u u 2 ) ∈ M. Moreover, t u and s u are continuous with respect to u.
Proof. Proof. For any u ∈ H with u 1 , u 2 ≡ 0, we denote
en, D < 0 and D 1 D 2 > D 2 . (tu 1 , su 2 ) ∈ M for some t, s > 0 is equivalent to
By (75), we have
where s > 0 implies that G(t) < 0. Since G ′ (t) < 0 and for t > 0 small enough, G(t) > 0, there exists a unique t 0 > 0 such that G(t 0 ) � 0; thus, t > t 0 . Combining (76) and (77), it is left to show that
has a solution t > t 0 . Note that 2 − (2 * /2) < p 1 − (2 * /2) < (2 * /2) and 4/2 * − 1 < (2p 2 /2 * ) − 1 < 1; by direct calculation, we can check that Journal of Function Spaces 7
is implies that (75) and (76) have a positive solution (t u , s u ). e uniqueness of (t u , s u ) follows from Lemma 6.
For the continuity of (t u , s u ) with respect to u, we take a sequence u n with u n ⟶ u strongly in H. We may assume that (t u , s u ) � (1, 1) by replacing u n by (t u n u 1n , s u n u 2n ) if necessary. at is, u ∈ M. Using similar denotations to (74) and rewriting (t u n , s u n ) � (t n , s n ) for convenience, we have
If t n ⟶ ∞, then by (81), we have s n ⟶ ∞. erefore,
is a contradiction. us, t n and s n are uniformly bounded and we may assume that t n ⟶t, s n ⟶ŝ as n ⟶ +∞. By (80) and (81), we have (tu 1 ,ŝu 2 ) ∈ M. en,t �ŝ � 1, that is, (t u n , s u n ) ⟶ (t u , s u ).
Now, we show the following:
Proof.
(i) We first show that B < B + (1/N)μ − ((N− 2)/2) 1 S N/2 . In [27] , the authors show that (11) has a positive least energy solution; we denote it as (U 1 , U 2 ) with the energy
and U 1 , U 2 ∈ C 2 (Ω) ∩ C( � Ω). For r > 0 small, take x r ∈ Ω such that di st(x r , zΩ) � 4r and
Let ϕ ∈ C ∞ 0 (B(0, 2)) with 0 ≤ ϕ ≤ 1 and ϕ ≡ 1 on B(0, 1). Set ϕ r (x) :� 1 − ϕ((x − x r )/r).
en, there exists a positive constant such that |∇ϕ r (x)| ≤ (c/r). Define (U 1r , U 2r ) :� (ϕ r U 1 , ϕ r U 2 ). en, for j � 1, 2, we have
(87) By Lemma 7, there exist t r , s r > 0 such that (t r U 1r , s r U 2r ) ∈ M. at is,
en similar to the proof of (83), it can be shown that t r and s r are uniformly bounded.
us, up to a subsequence, there exist t 0 , s 0 > 0 such that t r ⟶ t 0 and s r ⟶ s 0 . Let r ⟶ 0 in (88) and (89); it implies that (t 0 U 1 , s 0 U 2 ) ∈ M. en, t 0 � s 0 � 1, and we may assume that (1/2) ≤ t r and s r ≤ 2 for r > 0 small. By (87), we have
Let V jr (j � 1, 2) be the solution of problem (8) when Ω � B(0, r); then, (t r U 1r − V 1r (· − x r ), s r U 2r ) ∈ S and from [40] , it holds that 8 Journal of Function Spaces
(91) us,
for r > 0 small.
en, there exists t R > 0 such that
and
where V 2R is the positive solution of problem (8) in the ball B(0, R) for j � 2. en by (91), we have
For (u 1 , u 2 ) ∈ S, we define u 1ρ : 1] . Let u ρ :� (u 1ρ , u 2 ) and recall that (t u ρ , s u ρ ) is defined in Lemma 7; then, we can define a continuous map
(96) en, we have the following conclusion and recall that ε 0 is defined in (60). □ Lemma 9. For any u ∈ S with I(u) < B + ε 0 , there exists a small ρ o ∈ (0, (1/4)) such that
Proof. It is easy to see that there exist constants C 1 and C 2 > 0 such that
(100)
Similarly, note that u
Similarly, we have
Since I ′ and I are continuous with respect to ρ, (101), (102), (103), and (104) imply (97), (98), and (99), respectively.
□ Now, we show the existence of a (PS) B sequence of I. Precisely, we have the following important lemma.
Lemma 10.
ere exist a sequence u n ⊂ M and a constant C > 0 such that
Proof. By Lemma 5 and the Ekeland's variational principle, there exists a minimizing sequence u n � (u 1n , u 2n ) ⊂ S such that I u n < B + ε 0 , I ′ u n ⟶ 0.
(106)
Let η n (ρ) � (η 1 n (ρ), η 2 n (ρ)) :� η u n (ρ); by Lemma 9, there exists ρ n ∈ (0, (1/4)) such that
I η n ρ n ,
We claim that there exists a sequence u n ⊂ M such that dist u n , η n ρ n , 1 − ρ n ⟶ 0,
If not, then we assume that there exists small ε 1 > 0 such that
and S ε 1 is the ε 1 neighborhood of S. en, by the well-known deformation lemma, there exist a continuous map ξ: [0, 1] × M ⟶ M and an ε 2 ∈ (0, (min ε 0 , ε 1 )/4) such that
By Lemma 6, for n large enough, we have that 
ξ 1, η n ρ n � η n ρ n ,
Similarly as in (20), we define 10 Journal of Function Spaces
We rewrite η(ρ) :� (η 1 (ρ), η 2 (ρ)) :� ξ(1, η n (ρ)) for convenience. η(ρ) ∈ M implies that E((η 1 (ρ)), η 2 (ρ)) � 1. By (107) and (108), we have that
en, by the continuity of E, we can define
By definition of ρ 0 , there exists δ 0 ∈ (0, 1 − ρ n − ρ 0 ) such that E(η 1 (ρ) + , η 2 (ρ)) < 1 for any ρ ∈ (ρ 0 , ρ 0 + δ 0 ).
en, E(η 1 (ρ) − , η 2 (ρ)) > 1 for any ρ ∈ (ρ 0 , ρ 0 + δ 0 ).
us, E(η 1 (ρ 0 ) − , η 2 (ρ 0 )) ≥ 1. Hence, E(η 1 (ρ 0 ) ± , η 2 (ρ 0 )) � 1. at is, η(ρ 0 ) ∈ S. But by (115), we have I(η(ρ 0 )) < B, a contradiction with the definition of B. erefore, the claim (111) becomes true. Now, we can chooseρ n ∈ [ρ n , 1 − ρ n ] such that ‖u n − η n (ρ n )‖ ⟶ 0, n ⟶ ∞. Since I(u n ) ⟶ B, we have I(η n (ρ n )) ⟶ B. Recall that u n ∈ S and I(u n ) ⟶ B; then by Lemma 6, we have ‖η n (ρ n ) − u n ‖ ⟶ 0. By (59), we have that there exists a constant C > 0 independent of n such that ‖u ± 1n ‖ 1 , ‖u 2n ‖ 2 ≥ C > 0. Set 
Similarly as in (74), we denote
Note that (u 1n , u 2n ) ⊂ M, we have
Consequently, by (59), we have A 1n + D 1n > D n ,
Set S 1n :� p 1 − 2 p 2 − 2 A 1n A 2n + p 1 − 2 2 * − 2 A 1n D 2n
en, by (122) and (123), we have o(1) � L 1n L 2n S 1n + S 2n :� L 1n L 2n S n .
Note that
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We have
us, S n > C > 0 for some constant C > 0. By (128), we have L 1n L 2n � o (1) . Without loss of generality, we may assume that L 1n � o(1); then by (123) and (59), we have L 2n � o (1) . en, (121) implies that I ′ (u 1n , u 2n ) ⟶ 0. us, we complete the proof.
We also need an important lemma which is proved in [25] . □ Lemma 11 (see [25] ). Assume that (u 1n , u 2n ) ⇀ (u 1 , u 2 ) weakly in H as n ⟶ ∞; then, passing to a subsequence, it holds that lim n⟶∞ u 1n 2 * /2 u 2n 2 * /2 − u 1 2 * /2 u 2 2 * /2 − u 1n − u 1 2 * /2 u 2n − u 2 2 * /2 � 0.
(131)
