In this paper an iterative method for the fixed point is used to obtain an approximation solution for the Fredholm integral equations of the second kind by using several problems with different accuracy .Also we have proposed a successful improvement for the iterative fixed point method. 
represented as differential equations with some conditions, may also be translated to an integral equation. There are some applications for the integral equation, such as "Electrostatic of anisotroic inclusions in anistropic media" by Helsing and Samulssan 1995; and "Flexural wave scattering in a conducting plate under a uniform magnetic field" by Shindo et al. 1997 ; also " Internal semi-infinite plane" by Goryaheva et al 1996; and "Solution of the two dimensional problem of earache in a uniform field in eddy-current nondestructive evaluation" by Harfield and Bowler 1995; and Abelis problems described in porter 1993. To study the standard methods for the integral equations with one dimensional equation inside the Fredholm integral equation of the form:
… (2) where x, t defined on integral [a,b] and A is parameter; when h(x)=1, we obtain
… (3) which is called Fredholm integral equation of the second kind while when h(x)=0, we will obtain
this is called Fredholm integral equation of the first kind. In the eq.(3) and eq.(4) if the k(x,t)=0, when t >x then
These equations are called volterra equations of the second and first kinds. In eq.(2), when f(x)=0 this gives
this equation is called Homogeneous Fredholm equation. Also if in eq.(7), k(x,t)=0, at t >x then 
2-Modification for Iterative Formulation:
The Fredholm integral equation of the second kind defined in eq.(3) can be written in a matrix form as follows: U = f + KU …(9) There are several numerical techniques used to solve eq.(3) successfully, one of these techniques is a numerical series technique which can be expressed as follows:
and as truncation formulation 
If u* satisfies eq.(12), then it must satisfy eq.(13) this means that u* is a solution of eq. (11), hence the iterative formula
..(14) Converges faster to the solution u than the iterative formula are defined in eq.(11). Our choice for choosing the optimal value of the parameter /3 depends on the following formula
for more details of this specified choice see Davies 1987.
3-Fixed Point and Contractive mapping:
The very basic iterative method that we employed
was constructing solution, and the convergence of the sequence was constructing solutions, and the convergence of the sequence un(x) to u(x) has been studied for the original integral equation
Our treatment in this paper has been directed toward solving only linear integral equation as defined in eq.(18). The integral in eq. (18) is looked at in the following way, the right-hand side is considered as a mapping or transformation T on u denoted by T(u), while the left-hand side indicates that the transformation had left this one element u unchanged.
u=T(u) ... 
Definition (2):
A map T is called contraction map on the closed interval [a,b], if it satisfies the following conditions:
This condition is called the closure condition. . This means ur→u* for r→. This completes the proof of the above theorem. Now we are going to use the same technique stated in section 2 to improve the fixed-point method. Start with eq.(19); add u to both sides of this equation with -1, to get
is a solution of eq. Converges to the solution u, faster than the iterative formula defined in eq.(20); this means that there exists an ideal value for the parameter  which gives a faster convergence. Now calculating  from eq.(15) and eq.(16) will vanish the process. Now to study the effectiveness of the new procedure, let us consider the following example given in Al-Hassan (1998):
By using the iterative method for the fixed point, the exact solution for the above problem is given by u(x) =1 +4x/9. Now start with initial solution uo(x)=1. By using iterative method for fixed point we obtain We have observed that the quantity of approximation solution will be obtained with one iteration at the value ( =-0.25), at this value the quantity error equals zero. From eq.(15) and eq.(16) opt=-1/6=-0.16667 by using this value in the iterative procedure we get
:
Table (1) represents the convergence range of the sequence values which has been obtained by using opt=-1/6=-0.16667 compared with the values which have been obtained by using = 0.0 (without improvement).
The value of en has been calculated at the defined value for x=0.5 the exact solution is given by u(0.5) =(1.222222). 
-A n A c c e l e r a t e d I t e r a t i v e M e t h o d :
To accelerate the modified technique discussed in Al-Husen and AlHussan (1998), we may write the kernel equation
In the same manner adding k(s,t) for the both sides of the above equation
This may be reduced to so that
and hence the new proposed iterative formula becomes: which is very close to the exact value of the integral.
5-Conclusion:
We have modified an iterative method for fixed point iteration to obtain an approximate solution for Fredholm integral equation of the 2 nd kind. Also we have developed an accelerated version of the method.
