ABSTRACT
141
Simulated data sets were altered to include missing or erroneous genotypes using models 142 describing the distribution of these data aberrations in typical SSR data sets. In the missing data 143 model, the percent of the matrix containing missing data was varied between zero and 25. A
144
"clumping" parameter was used to bias placement of missing genotypes towards certain loci or 145 individuals. The clumping parameter was varied among data sets from zero, which caused a 146 uniform distribution of missing data, to ten, which elevated the probability ten-fold that the next 147 missing genotype would occur in a row or column already containing missing data. Missing 148 genotypes were substituted for known genotypes one by one, with the probability of conversion 149 for each row and column adjusted after each substitution using the clumping parameter, until the 150 specified percentage of missing data was reached.
151
To create data sets that varied in their propensity to contain null alleles, a 152 data-set-specific maximum null allele frequency parameter (ν d ) was defined, and selected at 153 random from 0 to 20 percent, following Dakin and Avise (2004) . Within each data set, the 154 locus-specific null allele frequency parameter (ν l ) was chosen at random from 0 to ν d for each 155 locus. The number of null alleles per locus was then defined as ν l multiplied by the number of 156 distinct alleles at the locus, with the alleles that were to act as nulls chosen randomly. Alleles
To simulate large allele dropout, it was necessary to assign a probability of dropout for 161 each allele that was proportional to its size. A locus-specific maximum probability of dropout 162 (δ l ) was chosen at random for each locus from 0 to δ d , the data-set-specific dropout probability.
163
The ceiling on δ d was set to 0.5 based on empirical studies (Taberlet et al. 1996 ; Gagneux et al. 164 1997; Buchan et al. 2005 ). We assumed a curvilinear function relating dropout probability to 165 allele size, with the largest allele at each locus having a dropout probability of δ l . Coalescent 166 simulations only provide information on allelic state, not allele size, so relative allele sizes (σ a ) 167 were assigned to all alleles for each locus by randomly sampling an exponential distribution with 168 rate parameter λ, varied by locus from 0 to 10. The probability of retention (i.e. the probability 169 that an allele does not drop out) was then computed for each allele as one minus the cumulative 170 distribution function of the exponential (CDF = 1 − e −λσ a ) rescaled to have a maximum value of 171 δ l . In this way, data sets exhibited varying levels of overall "dropout proneness" governed by the 172 parameter δ d . Within data sets, the largest alleles at a locus always had the highest dropout 173 probability, but some loci were characterized by dropout probabilities that declined uniformly 174 with consecutively smaller allele size (when λ→0), while others approximated a threshold effect 175 where alleles above a particular size were highly dropout prone (when λ→10). If a uniform 176 random number from 0 to 1 exceeded the probability of retention, the allele was made to drop 177 out, and the data set was modified accordingly. Thus, the effect of simulated large allele dropout 178 was to convert heterozygous genotypes to small allele homozygotes with probability δ l (1 − 179 e −λσ a ).
180
To model stutter error, we identified all heterozygotes having consecutively-sized alleles 181 using the arbitrary sizes from the large allele dropout model. data-set-specific average probability of stutter error at adjacent-allele heterozygotes (���) was 187 randomly chosen from zero to one. �, the standard deviation of ���, was randomly set from zero 188 to one. The locus-specific probability of stutter error, , was sampled from the normal 189 distribution defined by ���and �. The conversion of adjacent-allele heterozygotes into 190 large-allele homozygotes then occurred with probability , the locus-specific conversion 191 probability.
192
Genotypes in the unmodified matrices were altered in the order that errors would arise
193
during the genotyping process. Null allele errors, which are caused by mispriming, were added 194 first, followed by large allele dropout errors, caused by poor amplification, then by stutter errors,
195
caused by slippage during amplification but attributable primarily to poor scoring procedures.
196
Realized error rates were then recalculated for each error type, for each data set.
197
Three categorically-distinct analytical approaches for inferring population structure were individuals to clusters based on the highest assignment probability in the Q-matrix.
210
STRUCTURAMA estimates K alongside individual assignment. Chains were run as for
211
INSTRUCT, the prior on number of populations was set to two, and no admixture was allowed.
212
Second, we used a tree-based approach. Neighbor-joining (NJ) trees were constructed 213 using NTSYS (Rohlf 2008 
237
We define the "partition distance ratio" as Table 1 ).
243
We preferentially report the performance ratio, because its interpretation is intuitive, and it is 244 applicable to all methods.
245
The false discovery rate ( ) was calculated as the number of incorrect clusters divided 246 by the total number of clusters returned. A ratio, , was calculated to express the 247 difference in probability of recovering incorrect clusters between modified and unmodified data analytical approaches ( Table 1) . The results using the partition distance ratio were similar. A Table 1 ).
289
Taking into account 95% confidence intervals on the slopes, a data matrix with 5% 290 missing data is predicted to result in recovery of at least 72-81% of the correct clusters that increase.
The clumping parameter had a statistically significant effect on performance for NJ only
298
( Table 2) . Performance of NJ was higher when missing values were more clumped ( = 0.02).
299
Using ratios of the Akaike weights, the linear model for percent missing data alone had a much 300 higher probability (10 25 -fold) than the model for clumping parameter for NJ. Regardless of 301 method, less than 4% of the variance in performance was attributable to clumping-a slight 302 effect-thus the clumping parameter, despite adding realism to the simulation, was largely 303 dispensable.
304
The effect of genotyping error differed between categories of analytical method. For 305 distance methods NJ and PCOMC, performance declined as erroneous data increased ( Figure   306 3k,l). The slopes of the regressions were significantly different from zero and about half the 307 magnitude found for missing data (Table 1) . A matrix with 5% erroneous data should result in 3.6% (PCOMC) of the data matrix was erroneous. For NJ, large allele dropout and stutter had 311 the greatest effect on deteriorating performance (Table 2) .
312
In contrast, accuracy of model based methods improved as erroneous data increased.
313
When using the performance ratio, the slope of the regression was positive for all methods
314
(0.41-1.36) (Figures 3g-j, Table 1 insight for how much missing data and error might be tolerated in order to achieve a desired 331 level of accuracy.
332
In order to make general recommendations it was necessary to explore a diverse set of 333 population structures. This was accomplished using coalescent modeling with key parameters-334 mutation, migration rates, migration directionality-set stochastically, but within plausible in the number of correct clusters recovered for every 1% of the data matrix impacted by error 361 when using these methods.
362
Although NJ and PCOMC are quite distinct mathematically, the similarity in response an error-free matrix. Hereafter, we attempt to explain this unexpected result.
378
When a population consists of several subpopulations, a "heterozygote deficit" occurs,
379
where the observed heterozygosity of the population analyzed as a whole is lower than predicted is then re-assigned to whichever of the K clusters it fits best, or to a new cluster, all by itself.
414
The probability that the individual is re-assigned to an existing cluster, k, is dependent on the 415 number of individuals, η, in that cluster (large clusters are more attractive) and the marginal 416 posterior probability of drawing i's genotype from cluster k. In contrast, the probability of 417 assigning i to a new cluster depends on the concentration parameter, α, of the Dirichlet process
418
(the higher α is, the lower the probability that two randomly drawn individuals belong to the 419 same cluster) and the probability of drawing i's genotype from the prior distribution of allele 420 frequencies, where all alleles are equiprobable.
421
In our unmodified data sets, the deviation from Hardy-Weinberg equilibrium is due to Best 4 { β 0 +β 1 (x 1 )+β 3 (x 3 )+β 4 (x 4 )+β 6 (x 6 ) } 0.14 1.5E-14*** 5 -632.89 0.00 0.41
Best 5 { β 0 +β 1 (x 1 )+β 2 (x 2 )+β 3 (x 3 )+β 4 (x 4 )+β 6 (x 6 ) } 0.14 4.5E-14*** 6 -631.80 1.084 0.24
All { β 0 +β 1 (x 1 )+β 2 (x 2 )+β 3 (x 3 )+β 4 (x 4 )+β 5 (x 5 )+β 6 (x 6 ) } 0.14 1.4E-13** Best 2 { β 0 +β 1 (x 1 )+β 3 (x 3 ) } 0.13 1.8E-12*** 3 -48.28 3.11 0.07
Best 3 { β 0 +β 1 (x 1 )+β 2 (x 2 )+β 3 (x 3 ) } 0.13 1.3E-12*** 4 -50.62 0.7663 0.21
Best 4 { β 0 +β 1 (x 1 )+β 2 (x 2 )+β 3 (x 3 )+β 4 (x 4 ) } 0.14 1.9E-12*** 5 -51.22 0.16 0.29
Best 5 { β 0 +β 1 (x 1 )+β 2 (x 2 )+β 3 (x 3 )+β 4 (x 4 )+β 5 (x 5 ) } 0.14 3.0E-12*** 6 -51.39 0.00 0.31
All { β 0 +β 1 (x 1 )+β 2 (x 2 )+β 3 (x 3 )+β 4 (x 4 )+β 5 (x 5 )+β 6 (x 6 ) } 0.14 1.2E-11** 
