The machine learning regression model is based on the assumption of normal distribution. In this paper, we mainly study the probability distribution of the machine learning model and the effect of the convergence values of different loss functions on the probability distribution model. Based on the idea of robust regression and the assumption of homogeneous variance of the model, we solved the statistical solution of two-dimensional regression problem by using least square method. The maximum likelihood estimation parameters of the probabilistic model are obtained by using the maximum likelihood estimation method. In order to compare the solving parameters of the two methods, the convergence values of L1 loss function and L2 loss function are used for the regression verification. Through the mathematical and statistical rigorous derivation, obtained two important conclusions; First, under the condition that the data satisfies normal distribution and is based on the assumption of homogeneous variance, the probability model conforms to the multivariate gaussian distribution. Secondly, the model satisfying the multi-gaussian distribution has little influence on the parameter estimation under the condition of the large number theorem, that is, the multi-gaussian distribution model has good tolerance to the loss function.
INTRODUCTION
The interpretability of the model has always been a hot topic of research at home and abroad. Machine learning models are divided into two categories: generative model and discriminant model. As we all know, the idea of generative method aims to be modeled according to the distribution of data to perform pattern recognition. When the prior knowledge of data generation mechanism can be obtained, generative method is highly useful. Typical generation models are based on frequency theory and bayesian framework [1, 2] . The basic idea of discriminant method is to solve the target machine learning task directly without modeling the probability distribution of data generation. When there is no prior knowledge for the data generation mechanism, the discriminant method is more promising [3, 4] .
The machine learning model estimates the optimal parameters by minimizing the loss function to obtain the best prediction [5] . Therefore, the loss function represents whether the data model can achieve local optimization or even global optimization. If the loss function selected does not meet the actual data requirements, then the model may have skipped the non-differentiable points and thus fail to reach the global optimum, such as L1 loss function [6] ; The idea of robust regression is to select the appropriate loss function and assume the data obeys the condition of variance homogeneity for parameter estimation.L2 loss is a squared loss, so it has better robustness than L1 loss. In the following paragraphs we will make statistical inferences about the robustness of L1 and L2 losses [7] .
The main purpose of this paper is to reveal the operating mechanism of statistical machine learning. The original data were statistically tested and the distribution of the data was determined. Based on the idea of robust regression, it is assumed that the data has variance homogeneity [8, 9] , and the L1 loss function and L2 loss function are statistically inferred. Based on the theory and experiment, the generating method and discriminant method of machine learning have a strong correlation. The maximum likelihood estimation method used by the machine learning model for parameter estimation is the L2 loss minimization of the normal data under the normal model. The estimated parameters are analyzed by variance and residual [10] , and the experimental results show that the statistical solution of the L2 loss function is the uniform optimal solution of the maximum likelihood solution of the normal model.
THEOREM

Loss functions of L1 and L2
In the evaluation index of machine learning, mean square error is a measure of the quality of an estimator [11] .The estimator of the parameter θ the mean square error (MSE) of W is a function of θ defined by E θ (W − θ) 2 . MSE is defined as follows:
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The following is a statistical derivation of the optimal unbiased estimator of L1 and L2 loss functions [12, 13] ; The theoretical proof reveals the conditions for the data optimality of L1 loss and L2 loss. Two loss functions are given as follows:
Both of these loss functions increase with the distance between θ and a, and the minimum L(a, θ) is 0. In the loss function and judgment theory analysis, the quality of an estimator is quantified by its risk function. That is, the estimator of δ (x), whose risk function is a function of θ, is defined as:
Formula (4) shows that at a certain θ, the risk function is the average loss that would be suffered if the estimator δ (x) was used [14, 15] . As shown in formula (1), mean square error is the expected risk of L2 loss function, which is given in the following formula:
According to the above statistical description, the data characteristics of L1 loss function and L2 loss function are statistically inferred. L1 loss and L2 loss reveal the preference for data in the process of machine learning. Statistical derivation is as follows:
Note that the first term in the formula is a constant, and thus can evolve into the following form:
There is a similar theory for L1 loss function, and the conclusion is as follows:
Min a E |X − a| = E |X − m| (8) In formula (8) , m represents the median; From the theoretical derivation of L1 and L2, we can see that the global advantage of L1 loss function is the median of data, while the global advantage of L2 loss function is the mean of data.
From the expectation of loss function, we can get the applicable scenario of L1 loss function and L2 loss function; For the data points that are scattered and there are some outliers, the loss function of L1 can be selected to obtain the best prediction efficiency. For data points that are concentrated and do not have outliers, L2 loss function can be selected to obtain the best prediction efficiency [16, 17] .
Effective
In this part, we will analyze the data level and compare the machine learning model with statistical methods. We used twodimensional regression data of height and weight for analysis.
For the original data we can see from the image that it is approximately normal; In order to derive the maximum linear unbiased estimator, we assume that the data satisfy the condition of homogeneous variance [18, 19] . Adding a disturbance with mean value of 0 and variance of 1 to the original data point; As shown in the formula (9):
The adjusted data conforms to the normal distribution, and the bias of the original data is eliminated on the basis of controllable information amount. The probability density curve of the original data and the adjusted probability density curve based on the assumption of homogeneous variance are as follows figure 1, 2.
Figure 1. Probability density curve and Adjusted probability density curve of Height Figure 2. Probability density curve and Adjusted probability density curve of Weight
The adjusted data has the homogeneity of variance. We will carry out experimental verification for the machine learning regression problem based on the hypothesis of data normality and homogeneity of variance. We first use the statistical method to solve the statistical solution of the regression problem, and then use the maximum likelihood estimation method of machine learning to solve the parameters as a comparison;
METHOD
Least Squares Solution
When solving the least squares statistical solution [20, 21] , we will use the sample mean, the sum of sample squares and the cross product as follows: 
As shown in the figure (3) and (4), the two normal data have a strong linear relationship: 
Maximum Likelihood Solution
Conditional normal model is the most commonly used simple linear regression model. Based on the assumption of data normality and the homogeneity of variance, our data points meet the following conditions (19) :
Since the data satisfy the condition of independent and equal distribution, we can calculate the joint probability density of the normal model, as shown in the following formula:
We solve the parameters α, β and σ by the maximum likelihood estimation method [22, 23] . The maxi-mum likelihood function is obtained by using the joint probability density function in formula (20) . Obviously, the maximum likelihood estimation method and the least square method have the same solving factor [24] , so the following conclusion can be obtained:
Result
For the original data and standardized data, the parameters are obtained according to the maximum likelihood estimation method, as shown in the table (1). Based on the standardized estimation parameters, the maximum likelihood solution for the two-dimensional normal model is deduced as follows: y = α + β*x i = 0 The parameters obtained by the maximum likelihood estimation method show that the data should be uniformly scattered on the plane of y=0. We added the y=0 plane and observed the data from four angles, as shown in the figure below: Figure 5 .The four view of the data By observing our data from the three perspectives of figure (5), it can be clearly seen that all the data are as close to the plane of y=0 as possible, that is, our maximum likelihood prediction value;
In addition, we review the loss function. From formula (7) and (8), we know that the median and the mean are respectively the expected optimal value of L1 loss function and L2 loss function.
We calculated the extremum of L1 loss and L2 loss respectively, as shown below table (2) 
SUMMARY
In this paper, we no longer pay too much attention to the predictive efficiency of the machine learning algorithm, but to the efficiency of the model itself, that is, the interpretability of the model; We first has carried on the statistical tests to distribution of original data, found that the approximate accord with normal distribution, and then based on the assumption of homogeneity of variance, on the basis of the original data we joined with mean zero, variance for sigam normal disturbance, make it accord with normal distribution, and then the data is standardized and make it conform to the standard normal distribution; Secondly, we proved the risk of L1 loss function and L2 loss function in predicting efficiency, and found that the expectation of L1 loss function and L2 loss function converges to the median and mean of data respectively. In addition, we first used the least square method to estimate the parameters of the two-dimensional regression problem and used it as a control. Secondly, the normal data has good explanatory property, that is, the joint probability distribution of the random variable is equal to the product of the edge distribution under the condition of mutual independence [25] [26] [27] . Based on this feature, we assume that the machine learning model conforms to the multivariate gaussian distribution model, we solve the bivariate gaussian distribution model of the maximum likelihood function, and using the maximum likelihood estimation method of the bivariate gaussian distribution parameters, the discovery gave a big item is about the L2 loss function and the parameters of least squares method calculated the same;
We projected the original data into the three-dimensional space so as to observe the experimental results. We also calculated the estimated parameters based on the convergence values of L1 loss function and L2 loss function. We found that for the multivariate gaussian model, it had a good tolerance for loss function, and the regression values were approximately equal.
Based on the above research, two conclusions are drawn: the first data conforms to the multi-gaussian distribution under the condition of normal distribution and the assumption of homogeneous variance. Secondly, the model satisfying the multivariate gaussian distribution has little effect on the parameter estimation under the condition of the large number theorem.
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