This paper considers the stability problem for a class of impulsive systems of functional differential equations. By using Lyapunov functions and the Razumikhin technique, several stability criteria in terms of two measures are established. Some examples are worked out to illustrate the theorems.
Introduction
To unify a variety of stability concepts and to offer a general framework for investigation of stability theory, introducing the concept of stability in terms of two measures has been proven to be very useful, see [7, 8] and references therein. This concept has generated renewed interest among many researchers recently and several interesting results have appeared in the literature [3, 11, 14, 15] .
On the other hand, the theory of impulsive functional differential equations has been developed rapidly in recent years. Existence and uniqueness results are established in [2, 9] . A series of stability results are developed in [10, 12, 13] . The study of impulsive functional differential equations is much more difficult than that of impulsive differential equations [1, 6] . This is mainly due ✩ Research supported by NSERC Canada. to the discontinuities of the solutions which render the classical techniques used in the theory of functional differential equations [4] ineffective.
In this paper, we use Lyapunov-Razumikhin technique to investigate the stability problem in terms of two measures for impulsive functional differential equations utilizing the ideas developed in [10, 11, 13] . The rest of the paper is organized as follows. In Section 2, we introduce some notations and definitions. In Section 3, we obtain several Razumikhin-type stability criteria for impulsive functional differential equations. Then these criteria are applied, in Section 4, to get partial stability, uniform stability and uniform asymptotical stability for a class of impulsive functional differential equations.
Preliminaries
Let R denote the set of real numbers, R + the set of nonnegative real numbers and R n the n-dimensional real space equipped with the Euclidean norm · . Let N * denote the set of positive integers, i.e., N * = {1, 2, . . .}.
We define the following classes of functions for later use.
PC [a, b], S = ψ : [a, b] → S ψ(t) = ψ t + , ∀t ∈ [a, b); ψ(t − ) exists in S, ∀t ∈ (a, b];
and ψ(t − ) = ψ(t) for all but at most a finite number of points t ∈ (a, b] ,
and ψ(t − ) = ψ(t) for all but at most a finite number of points t ∈ (a, b) ,
a is nondecreasing with respect to the second variable, and a(·, 0) = 0 ,
Given a constant r > 0, we equip the linear space PC([−r, 0], R n ) with the norm · r defined by ψ r = sup −r s 0 ψ(s) ; when r = ∞, we mean [−r, 0] = (−r, 0].
Consider the following impulsive functional differential equations
In this paper, we assume that the functions f, J k , k ∈ N * , satisfy all necessary conditions for the global existence and uniqueness of solutions for all t t 0 (see [2, 9] ). Denote the solution of system (2.1) by x(t) = x(t, t 0 , φ) such that x t 0 = φ. The solution x(t) is continuous for t = t k , k ∈ N * , and has discontinuities of the first kind at t = t k , where it is assumed to be continuous from the right, i.e., x(t
Definition 2.1. Let h ∈ Γ , h 0 ∈ Γ 0 . Then system (2.1) is said to be (S1) (h 0 , h)-equi-stable (equi-S for short), if for each ε > 0 and t 0 0, there exists some
is any solution of system (2.1); (S2) (h 0 , h)-uniformly stable (US for short), if the δ in (S1) is independent of t 0 ; (S3) (h 0 , h)-equi-asymptotically stable (equi-AS for short), if (S1) holds and for each ε > 0 and 
(H1) V is continuous on each of the sets [t k−1 , t k ) × R n , and for all x, y ∈ R n and k ∈ N * ,
Stability criteria
We shall state and prove our main results in this section. The first result is on US.
Theorem 3.1. Assume that there exist functions V ∈ ν 0 , w, w i ∈ K, i = 1, 2, and constant ρ > 0 such that
For any given ε ∈ (0, ρ 0 ), choose δ > 0 such that Mw 2 (δ) < w 1 (ε) and w(δ) < ε. Let x(t) = x(t, t 0 , φ) be any solution of (2.1). We shall show h 0 (t 0 , φ) < δ implies h t, x(t) < ε, ∀t t 0 .
By the choice of
which implies there exists somet
we have U(t) V (t, x(t)) by the definition of U(t). If U (t) > V (t, x(t)), then by continuity of V (t, x(t)), there exists some
σ > 0 such that V (t + h, x(t + h)) U(t) for 0 < h < σ . Thus U(t + h) = U(t) for 0 < h < σ , which implies D + U(t) = 0. If U(t) = V (t,
x(t)), then V (t, x(t)) V (s, x(s)) for t s, so V (t, x(t)) 0 by condition (iii) and the fact that h(t, x(t)) ε < ρ 0 < ρ for all t ∈ [t 0 , t * ]. This implies V (t + h, x(t + h)) V (t, x(t)) and hence U(t + h) U(t) for
, and thus (3.1) is true.
Since
and so
If not, then there exists some 
Thus it follows, by repeating the same argument, h t, x(t) < ε, for t t 0 , which completes the proof. 2
The second result is on equi-AS, where the function V is assumed to diverge to infinity as t tends to infinity and h(t, x) < ρ.
Theorem 3.2. Assume that there exist functions
V ∈ ν 0 , w ∈ K and constant ρ > 0 such that (i) V (t, φ(0)) a(t, h 0 (t, φ)), if h(t, φ(0)) < ρ; h(t 0 , φ(0)) a 1 (t 0 , h 0 (t 0 , φ)), where φ ∈ PC([−r, 0], R n ), a, a 1 ∈ CK; (ii) V (t,
x) ξ(t)w(h(t, x)), for t t 0 and h(t, x) < ρ, where ξ(t) is a continuous and strictly increasing function such that
ξ(0) = 1, lim t→+∞ ξ(t) = +∞; (iii) V (t k , J k (x)) (1 + b k )V (t − k , x), if h(t, x) < ρ, where b k 0 with ∞ k=1 b k < ∞; (iv) for any solution x(t) of (2.1
), V (t, x(t)) 0, whenever V (t, x(t)) V (s, x(s)) for t s and h(t, x(t)) < ρ; (v) there exists some
ρ 0 ∈ (0, ρ) such that h(t k , x) < ρ 0 implies h(t k , J k (x)) < ρ. Then (2.1) is (h 0 , h)-equi-AS.
Proof. From condition (ii), we know, for t t 0 and h(t, x(t)) < ρ V (t, x) ξ(t)w h(t, x) w h(t, x) ,
Then, for any given ε > 0 and t 0 0, by choosing δ = δ(t 0 , ε) > 0 such that
where x(t) = x(t, t 0 , φ) is any solution of (2.1). Moreover, we can get
Since lim t→+∞ ξ(t) = +∞, then for any ε ∈ (0, ρ 0 ), there exists T = T (ε, t 0 ) > 0 such that
From condition (ii) and (3.8), (3.10), we obtain that for t t 0 + T ,
Remark. It should be noted that Theorems 3.1 and 3.2 are applicable to systems with infinite delay.
The next result is on UAS where the upper right-hand derivative of V is not assumed to be negative. Theorem 3.3. Suppose (2.1) is (h 0 , h) -US, and there exist functions V (t, x) ∈ ν 0 , w i ∈ K, i = 1, 2, and constant ρ > 0 such that
is nondecreasing for s > 0, and for any a 1 > 0, there is a constant M so that
(iii) there exist constants r, T * > 0 and g ∈ C(R, R + ) such that for any solution x(t) of (2.1)
V t, x(t) −F t, h t, x(t) + g(t), t T * , whenever h(t, x(t)) < ρ, and P (V (t, x(t))) > V (t + s, x(t + s)), −r s 0, where
P ∈ C(R + , R + ),
P (s) > s for s > 0 and F (t, h(t, x(t))) ψ(t, η) 0 for h(t, x(t)) η > 0, where ψ(t, η) is measurable;
(iv) for any given η > 0, lim p→∞ inf t 0 t+p t ψ(s, η) ds = ∞ and
Proof. Since (2.1) is (h 0 , h)-US, for any β ∈ (0, ρ), there exists a δ > 0 independent of t 0 , such that h 0 (t 0 , φ) < δ implies h(t, x(t)) < β for all t t 0 ; then by condition (i), if h 0 (t 0 , φ) < δ, we have
Thus, for all t t 0 , h(t, x(t)) < β < ρ.
By condition (iv), for η = w
2 ), there exists T > 0 such that
Let N be the first positive integer such that
We shall show that, for any i = 0, 1, . . . , N
V t, x(t) w 1 (ε) + (N − i)a, t t 0 + t K * + T + i( T + r). (3.17)
It is clear that (3.17) holds for i = 0 since from (3.11) and (3.16)
where
We shall show (3.17) holds for i = k + 1, k ∈ {0, 1, . . . , N − 1}, i.e.,
V t, x(t)
we claim that there exists some t * ∈ I k , such that
Otherwise, for all t ∈ I k , we have
From (3.12) we have a <
2 , by (3.11), (3.22) and k N − 1, we obtain
Then by (3.12), (3.19), (3.22) and (3.23), we have, for any t ∈ I k ,
P V t, x(t) > V t, x(t)
From condition (iii), we have, for any t ∈ I k ,
V t, x(t) −F t, h t, x(t) + g(t). (3.25)
On the other hand, condition (i) and (3.23) imply that, for any t ∈ I k ,
i.e.,
h t, x(t) w
From (3.26) and the assumption on F , we have
F t, h t, x(t) ψ(t, η) 0,
which, together with (3.25), gives
Integrating (3.27) from τ k + r to τ k+1 , and noticing τ k+1 = τ k + r + T , from (3.11), (3.15) and conditions (ii), (iv), we have
This contradicts V (t, x(t)) 0, so (3.21) holds. Now we prove, for all t t * V t, x(t)
Assume t * ∈ [t q , t q+1 ) for some q K * , we first show that (3.29) holds for t ∈ [t * , t q+1 ).
Suppose not, then there exists somet = {inf t∈[t * ,t q+1 ) : V (t, x(t)) > w 1 (ε) + (N − k − 1)a}, and then by the continuity of V (t, x(t)) on [t * , t q+1 ) we have
which implies that there exists some t ∈ (t * ,t ) such that
V t, x( t ) V t, x(t) V t, x(t ) , for all t ∈ [ t,t ].
Then similarly to (3.23), we can get
thus for all t ∈ [ t,t ], we have
P V t, x(t) > V t, x(t) + 2a V t, x( t ) + 2a
By the same argument as we get (3.26), we know (3.26) holds for t ∈ [ t,t ]. Then by condition (iii), we have
V t, x(t) −F t, h t, x(t) + g(t) g(t). (3.32)
Integrating both sides of (3.32) from t tot and using (3.14) and the factt > t 0 + T , we obtain
which contradicts (3.30) and shows that (3.29) holds for any t ∈ [t * , t q+1 ). Next, we prove that (3.29) holds for any t t q+1 . Suppose not, then there exists some t * * = {inf t t q+1 : V (t, x(t)) > w 1 (ε) + (N − k − 1)a}, and then we have
with some p q. By the definition oft , in both cases, we have
By (3.11) and (3.35), we have
which, together with (3.12), (3.19) and (3.35), implies that for every t ∈ [t, t * * ],
Then by condition (iii), we know that
by condition (i) and (3.35), we know h(t, x(t)) w
2 ) = η > 0 holds for t ∈ [t, t * * ] and then by condition (iii), we have
For the first case, i.e., V (t, x(t )) = w 1 (ε) + (N − k − 2)a andt = t k for any k ∈ N * , we have, by integrating both sides of (3.36) fromt to t * * and using (3.13), (3.14),
which contradicts (3.34). For the second case, i.e., V (t, x(t )) < w 1 (ε) + (N − k − 2)a andt = t − q with some q p, by integrating both sides of (3.36) fromt to t * * , we have
and by (3.13) and (3.14), we have
which also contradicts (3.34).
For both cases, we all get a contradiction, which shows that (3.29) holds for any t t * . And hence (3.20) is true since t * τ q+1 .
So, by induction, (3.17) holds for i ∈ {0, 1, . . . , N}. Let i = N in (3.17), we have
i.e., 
whenever h(t, x(t)) < ρ, and P (V (t, x(t))) > V (t + s, x(t + s)), −r s 0, where for any σ > 0, we have
then condition (iii) of Theorem 3.3 can be rewritten so that there exist constants r, T * > 0 such that for any solution x(t) of (2.1)
39) whenever h(t, x(t)) < ρ, and P (V (t, x(t))) > V (t + s, x(t + s)), −r s 0, where
P (s) > s for s > 0 and F (t, h(t, x(t)))
ψ (t, σ ) 0 for h(t, x(t)) σ > 0. Together with condition (iv), we know condition (iv) of Theorem 3.3 holds. This completes the proof. 2
Let b(t) = 1 in Corollary 3.1, then condition (iii) becomes the one used in [12] to get UAS, and we can obtain the following result. 
whenever h(t, x(t)) < ρ, and P (V (t, x(t))) > V (t + s, x(t + s)), −r s 0, where
Application
We shall discuss several examples to illustrate our results in this section.
Example 4.1. Consider the following impulsive delay differential equations:
, then the trivial solution of (4.1) is equi-asymptotically x-stable.
is (h 0 , h)-equi-AS reduces to the trivial solution of (4.1) is equiasymptotically x-stable (see [5, 8] ). 
Thus conditions (i) and (iii) of Theorem 3.2 are satisfied. The derivative of V along solutions of (4.1) is given by 
Then (4.2) is US and UAS.
Proof. Let h 0 (t, x(t)) = x(t) r = sup −r s 0 |x(t + s)| (when r = ∞, x(t) r = sup −r<s 0 |x(t + s)|) and h(t, z(t)) = |x(t)|, then (4.1) is (h 0 , h)-US (or (h 0 , h)-UAS) reduces to the trivial solution of (4.1) is uniformly stable (or uniformly asymptotically stability), see [7, 8] . Let V (t, x) = |x(t)|, then we have In order to apply Corollary 3.1, choosing r = max{r 0 , T } and using (4.5) and (4. 
By (4.3) and (4.4), we have, whenever V (s, x(s)) V (t, x(t)) for s t, V t, x(t) −a(t) x(t) + b(t) x t − τ (t) +

