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INTRODUCTION AND STATEMENT OF THE RESULTS
The shape of the path induced by various partial exponential sums has been considered by many people since the seventies. See for instance [Leh76] , [Lox83] for the case of Gauß sums, [Lox85] for polynomial exponential sums of higher degree, [BG13] , [BGGS13] and [GS07] for the case of character sums. Very recently, E. Kowalski and W. Sawin successfully investigated the case of partial Kloosterman sums of prime moduli in [KS16] . The main purpose of this work is to consider the case of partial Kloosterman sums to prime power moduli and to give a probabilistic meaning to graphs like the one given in Figure 1 .1 1 .
More precisely, let p be a prime number and n 1 an integer. For a and b in Z/p n Z, the corresponding normalized Kloosterman sum of modulus p n is the real number given by The Kloosterman path does not start at the origin, in contrast with [KS16] .
Let µ be the probability measure given by Remark 1.2-We have chosen to parametrize the partial sums of the Kloosterman sums so that successive sums always correspond to adding one more term. This implies that partial sums at integers divisible by p are not defined. Another definition would be to define Kl j ;p n (a, b) for all integer j and to interpolate in the usual way. The geometric path, namely the image of t → Kl p n (t ; (a, b)), would be unchanged and there is no doubt that the same results hold for this different definition.
Remark 1.3-All the main properties of the random variable Kl are given in Proposition 3.1. As already said, this theorem is the analogue of the result proved by E. Kowalski and W. Sawin in [KS16] when n = 1 for a different random Fourier series given by
where (ST h ) h∈Z is an independent identically distributed sequence of random variables of probability law µ ST , the classical Sato-Tate measure also called the semi-circle law. The fact that K and Kl have the same analytic shape heavily depends on the completion method. The fact that K and Kl are different on a probabilistic point of view is not very surprising since Kl p n (a, b) is a sum over a finite field when n = 1, which requires deep techniques from algebraic geometry, and a character sum when n 2, which can be computed explicitly via elementary but not so easy techniques. Thus, the fact that Kloosterman paths of prime moduli and of prime powers moduli behave differently on a probabilistic point of view is quite expected.
Remark 1.4-Nevertheless, the referee kindly informed us that both this measure µ and the random series Kl occur when dealing with the path induced by Salié sums of prime moduli. In addition, let us recall that µ ST is the direct image under the trace map of the probability Haar measure on the compact group SU 2 (C) whereas, according to [Kel10, Remark 1.2], µ is the direct image under the trace map of the probability Haar measure on the normalizer of a maximal torus in SU 2 (C). In [KS16] , the authors deduce from their limit theorems the distribution of the maximum of the partial sums of prime moduli they consider. Their techniques would lead to a straightforward analogue in the case of prime powers moduli investigated in this work.
One can mention that it seems quite natural to consider the same questions in the regime 4 p a fixed prime number and n 2 tends to infinity. This problem, both theoretically and numerically, seems to be of completely different nature. Finally, it makes sense to consider the distribution of paths associated to other exponential sums of prime powers moduli and to ask whether a distribution result remains true. For instance, one could be tempted to look at 
Organization of the paper. The explicit description of the Kloosterman paths is given in Section 2. The relevant random Fourier series, which occurs as an asymptotic process in Theorem A and Theorem B, is defined and studied in Section 3. Section 4 contains the asymptotic evaluation of the moments of the random variable Kl p n ( * ; ( * , * )) whereas the tightness of this sequence of random variables is established in Section 5. The proofs of Theorem A and Theorem B are completed in Section 6. A probabilistic toolbox is provided in appendix A.
3 See appendix A for a precise definition of the convergence in law in the Banach space 
It implies that the enumeration is given by
and obtain the parametrization of γ p n (a, b) given by
and
The moments of the measure µ defined in (1.1) are given by
Let U be a random variable of law µ on a probability space (Ω, A , P ). By (3.1), the value of the expectation of such random variable is 0 and its variance equals 1. In addition, µ is also the law of the random variable −U since the probability measure µ is symmetric.
Let (U h ) h∈Z be a sequence of independent random variables of law µ on a probability space (Ω, A , P ). One defines for t in [0, 1] the symmetric partial sums
for any integer H 1 and any ω ∈ Ω. Let t ∈ [0, 1] and ω ∈ Ω. If Kl H (t ; ω) has a limit when H tends to infinity, we denote by Kl(t;ω) this limit, namely
It turns out that Kl(t;ω) is closely related to the set of Fourier random series, which have been intensively studied in [Kah85] .
Proposition 3.1 (Properties of the random series)-The following properties hold.
• For any t in [0, 1], the random series Kl(t; * ) converges almost surely, hence in law.
• For almost all ω ∈ Ω, the random series Kl( * ;ω) is a continuous function
is well-defined for all non-negative integers λ and µ. In particular, Kl( * ;ω) has moments of all orders.
• Finally, for any t in [0, 1],
for any H 1.
Remark 3.2-In particular, the map
defines a random variable on the probability space (Ω, 
ASYMPTOTICS OF COMPLEX MOMENTS
In this section, b 0 is a fixed element in Z/p n Z × . Let k 1 be a fixed in-
The purpose of this section is to find an asymptotic formula for the complex moments defined by
The following proposition describes the asymptotic expansion of these moments. Its proof will be given at the very end of this section since it requires a series of intermediate results.
for any ε > 0 and where the implied constant only depends on (m + n) and ε.
For a in Z/p n Z × , let us define a step function on the segment [0, 1] by, for
where
In addition, let us define for h in Z/p n Z and 1 k p n−1 ,
(4.4)
These coefficients are nothing else than the discrete Fourier coefficients of the finite union of intervals given by 1 x x k (t ) with (p, x) = 1 for 1 k p n−1 . All their useful properties are encapsulated in the following lemma.
Lemma 4.2 (The completion method)-
• For H p n any complete system of residues modulo p n ,
• For any integer h and any real number t ∈ [0, 1],
• For any integer h and any real number t
where Let us also define the corresponding moment
The following lemma reveals that it is enough to prove an asymptotic formula for M p n (t ; m, n; b 0 ).
Lemma 4.4 (Approximation of the moments)-One has
Remark 4.5-The proof is omitted but relies on Lemma 4.2, which implies that
for H p n = (1 − p n )/2, . . . , (p n − 1)/2 , which is admissible since p is odd, and is close to the proof of [KS16, Proposition 2.4]. The reader may have a look at [Kow16, Section 4] too. Note that both Lemma 4.7 and (4.9) entail that
The crucial ingredient in the proof of Proposition 4.1 is the asymptotic evaluation of the complete sums of products of shifted Kloosterman sums S p n (µ; b 0 ) defined by
for µ = µ(τ) τ∈Z/p n Z a sequence of p n -tuples of non-negative integers different from the 0-tuple.
The following notations will be used throughout this section. Let us define for such sequence µ
and the the following associated object
for any w modulo p. Finally, let
Firstly, let us prove and recall some useful facts related to Kloosterman sums of prime powers moduli.
Lemma 4.6 (Kloosterman sums of prime powers moduli)-Let p be an odd prime number satisfying p 2n − 5 and a be an integer.
• If a is divisible by p or a is not a square modulo p then Kl p n (a, 1) = 0.
• If a is a non-zero square modulo p then Let us consider the last one. The elements of Z/pZ × 2 are given by
The congruence to be solved becomes Let us assume that k = 1. In this case, T(µ) = {τ 0 } and one has
which fixes the value of b τ 0 since τ 0 is coprime with p. Let us assume from now on that k 2. One has
Note that for a fixed c, there is at most one tuple b since their coordinates satisfy the given quadratic equations modulo p. The basic idea to show that there is a bounded number of integers c modulo p is to find a polynomial, which vanishes on these c's and whose degree only depends on k. Let us consider the polynomial
in the variables a τ , τ ∈ T(µ), and X .
This polynomial can be written as
is a homogeneous polynomial of degree 2 k − 2i for 0 i 2 k−1 , which only involves even powers of a i (0 i k). The fact that only even powers of X occur easily follows from the fact that if ε belongs to {±1} k then so does −ε. The fact that each monomial only contains even powers of a i for 1 i k is due to the obvious invariance property given by
where . stands for the coordinates by coordinates product between tuples.
The previous discussion implies that as p tends to infinity among the prime numbers.
Proof of proposition 4.8. Obviously,
where χ 2 is the quadratic character modulo the odd prime number p. At this point, the problem becomes a variant of the question considered by H. Davenport in 1931 of counting elements x modulo p such that both x, x + 1, . . . , x + k are quadratic residues modulo p uniformly with respect to the integer k 1. See for instance [Kat80, Section 1.4.2]. Thus, the end of the proof is omitted.
The core of the proof of proposition 4.1 is the following result. 
2 n +ε (4.26)
for any ε > 0 and where the implied constant only depends on M and ε.
Remark 4.11-In particular, for any non-negative integer m,
2 n +ε (4.27) for any ε > 0 under (4.25). In other words, under the same assumption, 1
where U is any real-valued random variable of law the probability measure µ defined in (1.1). Hence, by (3.1), the normalized Kloosterman sums Kl p n (a, b 0 ) become equidistributed in [−2, 2] with respect to the measure µ as briefly indicated in Remark 1.5. Such equidistribution result was stated without proof in [Kel10, Remark 1.1]. This measure has already occured in [Kel10] , where the author proves that the twisted normalized Kloosterman sums Kl p n (a, χ) for a fixed a in Z/p n Z and χ ranging over the Dirichlet characters of modulus p n get equidistributed with respect to µ as p tends to infinity. 
where U is any real-valued random variable of law the probability measure µ, which agrees with (4.27).
Remark 4.13-For any integer r 1, any non-negative integers m 1 , . . . , m r and any distinct integers τ 1 , . . . , τ r , the previous proposition implies that
2 n +ε for any ε > 0 and for any sequence of real-valued independent random variables (U i ) 1 i r of law the probability measure µ under (4.25) provided that
In other words, the r -tuple Kl p n (a + τ i , b 0 ) 1 i r gets equidistributed in [−2, 2] r with respect to the measure ⊗ r µ.
Proof of proposition 4.10. Firstly,
since b 0 is coprime with p. The change of variable a = b 0 a in S p n (µ; b 0 ) combined with the change of multiplicities
for τ ∈ Z/p n Z implies that one has to prove this proposition only for b 0 = 1. Thus, b 0 = 1 up to the completion of the proof.
Let us come back to the moment S p n (µ). By Lemma 4.6,
Recall that s 2 a+τ,p n ≡ a + τ mod p n . In addition, the second condition in (4.13) is satisfied since a has to be coprime with p. Now, recall that
for any real number x and any non-negative integer M . Thus,
and Err p n (µ) is the remaining term. Note that MT p n (µ) is nothing else than the term obtained when the multiplicities µ(τ) are even and u τ = µ(τ)/2.
Let us start with MT p n (µ). Obviously, MT p n (µ) = 0 unless
Let us bound Err p n (µ). Trivially,
for any |T(µ)|-tuple of integers with the properties written above. 6 The referee kindly informed us that this expansion can be interpreted as an expansion in terms of Chebychev polynomials of the first kind, which are orthogonal polynomials for the measure µ.
Let us fix from now on a |T(µ)|-tuple = ( τ ) τ∈T(µ) of integers different from the tuple 0 and satisfying .29) by (4.24). Let τ 0 be a fixed element of T(µ). For b in B p n (µ), (4.12) implies that is a polynomial in the variable u of degree less than n − 1 with integer coefficients. Note that all the quantities defined here and below depend on the tuples µ, , b and d but we only state the dependence on b for simplicity. One can check that
An important fact is that p j divides a j (b) for any j ∈ {0, . . . , n − 1}. Note also that when r = j , the quantity m b (r, j ) gets simpler and does not depend on the tuple d since m b ( j , j ) = m b, ( j , j ) previously defined in (4.14) for 1 j n − 1. In particular,
Let us define
Having this notation in mind,
This new polynomial in the exponential sum is still denoted by P b (u) for simplicity, even though some terms are missing.
The strategy to find an upper-bound for Err p n (µ, ) is to decompose it into
and to proceed as follows.
• In the first term of (4.31), the exponential sum Err p n (µ, , b) is bounded trivially by p n−1 but the counting of the tuples b is done carefully; • In the third term of (4.31), Weyl's differencing process enables us to find an upper-bound for the exponential sum Err p n (µ, , b) and the counting of the tuples b is done trivially by p. Note that this term only occurs if n 3.
• In the second term of (4.31), both the exponential sum Err p n (µ, , b) and the counting of the tuples b are handled carefully.
Let us define N = p n−1 for simplicity. Let us begin with the third term of (4.31). The purpose is to show that if 
Let us define a j
We are tempted to apply Weyl's differencing process (see [Wey21] ). By [IK04, Proposition 8.2]), one gets
As usual, || * || stands for the distance to the nearest integer. The contribution to Σ j (b) of the integers satisfying 1 . . . j (b)−1 = 0 is trivially bounded by 1/N . Up to this error term,
The contribution to E of the non-negative integers i less than n − k − 1 can be written as
and is bounded by (pN ) ε /N . The contribution of the remaining integers i is trivially bounded by (pN ) ε /p n−k , which is less than (pN ) ε /N . As a consequence,
which implies (4.32). About the first term of of (4.31), let us show that Finally, let us prove that The following lemma will be used in the proof of Proposition 4.1. 
Proof of lemma 4.14. Let us proceed by induction on M . If M = 2 then
Let us assume that M 3. We use the combinatorial identity given in [KR14, Lemma 7.1], which entails that
where ∀u ∈ {1, . . . , s}, σ u := σ −1 ({u}) and for 1 s M , P (M , s) stands for the set of surjective functions
The sum over h 1 , . . . , h s can be decomposed into
The first sum is trivially bounded whereas the second and third sums are bounded by induction. This gives
which ensures the result.
Let us give now the proof of Proposition 4.1
Proof of proposition 4.1. By Lemma 4.4, it is enough to consider M p n (t ; m, n, b 0 ).
Recall that H p n = (1 − p n )/2, . . . , (p n − 1)/2 . By (4.5),
since the complete Kloosterman sums are real numbers. Expanding the powers, one gets
Let us set for 1 i k,
for any ε > 0, where the implied constant only depends on (m + n) and ε. Thus, up to the previous error terms,
where A p n (µ h (τ)) is defined in (4.16).
Let us apply Proposition 4.8. By (4.6), the contribution of the error term is bounded by (m+n) log (m+n) p n p where the implied constant only depends on (m + n) and, up to all the previous error terms,
It should be pointed out that the fact that
is crucial since recognizing the moments of the measure µ requires the left-hand side of the previous equation whereas the right-hand side appears by Proposition 4.8. By (3.1),
for any finite sequence of real-valued independent random variables (U h ) h∈Z/p n Z of law the probability measure µ defined in (1.1). The fact that
has also been used. One can add the missing tuples h at the admissible cost given in (4.38) so that, up to all the previous error terms,
Let us approximate the coefficients α p n (h; t ). By (4.7) and (4.6), one gets, up to all the previous error terms,
Reverting the computation done at the very beginning of the proof of this proposition, one is led to
up to all the previous error terms and where
Finally, by (3.2) and (3.3) in Proposition 3.1, up to all the previous error terms,
for any sequence of real-valued independent random variables (U h ) h∈Z of law the probability measure µ.
THE TIGHTNESS CONDITION
5.1. The counting ingredient. The following lemma states, without any proof, the version of Hensel's lemma, which will be used in the proof of Lemma 5.2. This result is so standard that we do not give any reference too. • If p f (x 0 ) then there is exactly one solution modulo p k+1 of the congruence f (x) ≡ 0 mod p k+1 congruent to x 0 modulo p k .
• The sequence (X n ) n 1 converges to X in the sense of finite distributions if for all integers k 1 and all k-tuples (t 1 , . . . , t k ) with 0 t 1 < · · · < t k 1, the sequence of C k -valued random vectors (X n (t 1 ), . . . , X n (t k )) converge in law to the random vector (X (t 1 ), . . . , X (t k )).
The sequence (X n ) n 1 converges in law to X if for any C-valued continuous and bounded map ϕ on the Banach space C 0 ([0, 1], C), the sequence of complex numbers E ϕ(X n ) n 1 converges to E(ϕ(X )). Each X n induces a probability measure µ n on the Banach space by A practical criterion for tightness is due to Kolmogorov. Last but not least, the main tool of this work is Prokhorov's criterion for convergence in law in C 0 ([0, 1], C). 
