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 Abstract 
This dissertation develops a robust computational framework for solving solid mechanics 
problems containing strong or weak discontinuities arising from interfaces. The framework 
consists of a stabilized version of the Discontinuous Galerkin method to handle interfaces 
combined with a stabilized mixed method for elasticity with a built-in error estimation module. 
The unifying approach for deriving these components is the Variational Multiscale (VMS) 
method, a guiding philosophy for recovering stability through the modeling of features that are 
filtered out by discretization. The enhanced stability of the framework enables the treatment of 
various interface kinematics, such as nonmatching meshes in domain decomposition or 
substructure modeling, contact and friction in mechanical systems, and delamination at bi-
material interfaces in composites. 
The common launching point for developing the components of this framework according to the 
VMS approach is an additive decomposition of the solution field into coarse scales and fine 
scales. This separation into numerical scales is an artifact of the discretization process whereby 
the coarse scales represented on the finite element mesh are unable to resolve the fine-scale 
features of the solution, and failure to account for the fine scales manifests instabilities in the 
computed results. In the case of interfaces, the source of instability is the discontinuity and/or 
nonconformity of the primary field along with the inf-sup condition governing the nontrivial 
selection of Lagrange multiplier interpolations. Likewise, the choice of displacement-pressure 
interpolations for mixed elasticity leads to instability in the discrete setting. In this work, models 
for these fine scales in the interior and along the interface are constructed using simple 
polynomial bubble functions. The variational embedding of these models serves as a vehicle for 
systematically deriving a robust interface framework that is mathematically consistent, admits 
common element types, and is free from user-defined tuning parameters. Additionally, the fine-
scale models serve as a natural mechanism for estimating the numerical error, thereby providing 
built-in feedback on assessing confidence in the computed results. The underlying mathematical 
structure of the framework enables ready extension of the stabilization and error estimation 
methods to problems involving nonlinearity in the material and interface responses. 
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 A series of numerical studies is conducted across a range of solid mechanics applications to 
investigate various attributes of the framework, such as accuracy, stability, and computational 
efficiency. Major problem classes include frictional contact, delamination of composites, and 
response of incompressible materials for both two and three dimensional domains. Comparisons 
of results are made for benchmark problems against reference numerical data from other 
methods, and excellent agreement is achieved in all cases. 
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Chapter 1 
Introduction 
1.1 Motivation 
As computational resources have continued to expand, the drive for developing computational 
methods with higher fidelity for complex solid mechanics problems has continued to increase. The 
robust treatment of nonsmooth features or interfaces in mechanical systems and material modeling 
remains a significant challenge that is the focus of very active research in recent years. Interfaces 
take on many forms in physical applications, such as grain boundaries in metals, interphases 
between constituents in composite materials, inter-tissue matrices in biological systems, lubricated 
and bolted joints in structural systems, fault surfaces in geological formations, etc. Alternatively, 
interfaces can arise from the numerical modeling process when large complex domains are 
partitioned to facilitate high-performance computing. Across these diverse applications, the major 
bottleneck revolves around imposing continuity or kinematic conditions upon discontinuous 
discrete functions in a robust and consistent fashion. Because the accurate representation of these 
interfaces is vital to obtaining realistic prediction of global response, especially for the physical 
applications, improvements to computational interface modeling have the potential for tremendous 
impact. 
The main objective of this dissertation is the derivation of a stabilized interface framework for 
modeling solid mechanics problems with a range of interface kinematics. Emphasis is placed 
throughout on the unifying mathematical structure of the framework that enables the representation 
of these various continuity conditions in a consistent and robust fashion. The utility of the 
framework is further enhanced by incorporating a stabilized formulation for incompressible 
elasticity that comes equipped with an error estimation module for assessing the accuracy of 
numerical results. The resulting framework serves as a robust computational platform for the 
confident simulation of interfaces within mechanical or material systems. 
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 1.1.1 Interface modeling approaches 
The weak imposition of continuity conditions along discrete interfaces is commonly employed in 
domain decomposition methods to combine substructures of a complex domain that are 
independently meshed. Nonconformity of the discretizations often occur at these junctures which 
precludes tying nodal values together and leads to a bottleneck in the numerical simulation process. 
Thus, numerical techniques for weakly imposing continuity are necessary to avoid remeshing at 
these junctures or artificial interfaces, which is impossible if different element types are employed 
in each region. Traditional approaches for treating such artificial interfaces include iterative 
procedures such as the Schwarz alternating method [100] and direct procedures employing 
Lagrange multipliers [97]. Another contemporary approach for tying meshes or imposing 
constraints along embedded interfaces is the mortar method [23,34,138], which is a refinement of 
the Lagrange multiplier technique utilizing projections of the fields along the interface. While this 
method has shown promising performance, special care is still necessary to satisfy the Babuška–
Brezzi condition [31] for the choice of the multipliers and to achieve accurate and stable results for 
highly anisotropic discretizations [148]. 
Another important class of interface problems in solid mechanics involves the frictional contact in 
deformable mechanical bodies. Classical procedures for enforcing contact constraints are dominated 
by approaches employing node-to-surface implementation of contact constraints using penalty 
methods, Lagrange multipliers, or the augmented Lagrangian method; see [152] and references 
therein. A major limitation of such approaches is that the contact tractions are invariably computed 
via post-processing from nodal forces, and thus the methods are often incapable of accurately 
transferring stresses across contact interfaces; see the discussions in [133,135]. This deficiency can 
lead to pressure oscillations and spurious gaps or penetrations along the interface, which are 
artifacts of the instability present in the discrete problem and can result in reduced order accuracy or 
convergence of the simulation results. Another contemporary method for solving contact problems 
involves extensions of the mortar method, utilizing the projection of the contacting displacement 
fields onto an intermediate surface in order to weakly enforce the contact constraints [22,120,140]. 
However, the choice of master/slave surfaces for the multipliers can introduce bias into the 
determination of the discrete contact profile [65]. 
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 A third type of interface problems of considerable interest is the propagation of fracture or 
delamination along well-defined failure surfaces in materials called composites. In the 
manufacturing process for fibrous composites, imperfect conditions in the autoclave results in 
differential chemical reactions between the fiber and matrix constituents, leading to the 
development of an interphase with inhomogeneous physical properties. Upon extraction from the 
autoclave, due to small-scale statistical property variations caused by inhomogeneous curing, a 
residual stress distribution is developed that can cause local debonding and crack propagation along 
this interface. Prominent techniques for modeling the fracture process originated from the cohesive 
element approaches of Dugdale [50] and Barenblatt [18], where nonlinear springs approximating 
the softening curve are employed along the composite interface either between nodes in a discrete 
sense or between integration points in a continuum approximation. Later adaptations have treated 
the interface as having a finite thickness [14] or as a mortaring surface [120]. Other relevant work 
for simulating fibrous composite behavior using the Voronoi Cell Finite Element Method [124] has 
been conducted by Ghosh and coworkers [142,99]. The main drawback of cohesive elements is that 
springs with artificial stiffness cannot exactly replicate the perfectly adhered configuration prior to 
crack initiation, leading to parameter-dependent results [53] and spurious oscillations in dynamics 
simulations [44]. Inserting interface elements only after a damage criterion is met requires 
expensive updates to mesh connectivity which may not be easily handled in large-scale parallel 
architectures [36]. An attractive technique recently proposed by Lorentz [104] utilizes a Lagrange 
multiplier method and a constitutive relation for the evolving residual opening displacement at the 
interface to simulate progressive delamination of composites. However, the consideration of stable 
displacement-multiplier combinations requires the use of quadratic displacement interpolations. 
The major alternative to the Lagrange multiplier method for addressing the various interface 
problems described above is to use a Discontinuous Galerkin (DG) technique such as the so-called 
Nitsche’s method for weak enforcement of interface continuity conditions [128]. In particular, weak 
or strong continuity conditions are imposed through numerical flux terms using the primal variable 
fields without the introduction of multipliers. A relationship between the stabilized Lagrange 
multiplier method of Barbosa and Hughes [17] and the Nitsche approach has been espoused by 
Stenberg [156] for the case of the one-sided Dirichlet constraint problem.  Applications of the 
Nitsche method to couple nonconforming meshes or to impose continuity conditions on embedded 
meshes include approaches for solving scalar elliptic problems [20,67] and linear elasticity 
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 problems [68,70,147,148]. A treatment of frictionless contact problems using the Nitsche method 
was recently proposed by Wriggers and Zavarise [176]. While these methods have shown strong 
potential, one criticism of DG methods in general that has limited their acceptance by the research 
community is the reliance on penalty or stabilizing terms that typically include simplified mesh-
dependent scaling and user-defined parameters. Traditional means for estimating these parameters 
include solving a global eigenvalue problem [64] or scaling arguments [55]. Other noteworthy 
techniques for computing the parameters [33,126,4] are usually limited to linear triangular elements. 
However, the use of constant values for general nonlinear problems with high spatial and temporal 
variability may be too restrictive and not robust. The dependence of the flux terms on the 
constitutive relation for the bulk domain has also limited the number of developments for nonlinear 
elasticity; notable work in recent years includes [102,69,148,149]. 
In this dissertation, the DG method is derived in a systematic manner from a Lagrange multiplier 
interface method such that unambiguous definitions emerge for the stabilization parameter and 
numerical flux. The derivation relies crucially on concepts from the Variational Multiscale (VMS) 
method [81,82] wherein an additive multiscale decomposition is applied to the primary solution 
field. Modeling the fine scales locally at the interface using bubble functions, consistent residual-
based terms on the boundary are obtained that are subsequently embedded into the coarse-scale 
problem. The resulting stabilized Lagrange multiplier formulation is converted into a robust DG 
method by employing a discontinuous interpolation of the multipliers along the segments of the 
interface to derive analytical expressions for the numerical flux and stabilizing terms. This 
formulation is then combined with a stabilized mixed method for elasticity to yield a stabilized 
interface framework for solid mechanics problems. Subsequently, various constitutive relations for 
interface behavior are embedded into the numerical flux terms to develop methods for modeling 
contact and friction as well as progressive debonding in fibrous composites. 
1.1.2 Bulk domain modeling approaches 
Another important problem in computational solid mechanics is the robust treatment of 
incompressible materials. While many formulations and methods have been developed to treat the 
associated volumetric locking pathology in the context of linear kinematics, investigations are still 
underway to develop or derive numerical formulations to accommodate general inelastic material 
response in the context of large strain kinematics. One contemporary area of numerical methods 
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 development centers around the design of enhanced assumed strain elements. The traditional 
theoretical basis for the elements comes from the analysis of the Hu-Washizu formulation where 
displacements, strains, and stresses are unknowns. By assuming particular element-local forms for 
the strains and stresses, enhanced pure-displacement elemental formulations are developed that 
exhibit improved performance for both incompressible material behavior as well as for bending-
dominated problems; examples of elements and discussions on hourglass instabilities is contained in 
[144,90]. This methodology was also used historically in the design of F  methods by Simo et al. 
[153], which are still considered state-of-the-art. A recent extension to NURBS functions with 
further algorithmic details is provided by Elguedj et al. [52]. While such elements have been well 
investigated for isotropic hyperelastic materials and basic plasticity models, studies of numerical 
performance for anisotropic and other complex materials is lacking, where the assumed modes may 
no longer be valid approximations. Crucially, these methods have been mostly limited to hexahedral 
elements while only a few successful applications to tetrahedral elements exist. Although an 
extension of the F  method to triangles and tetrahedra has been proposed by de Souza Neto et al. 
[45], the method requires the specification of non-overlapping patches of elements that complicates 
both the mesh generation and the assembly of the global stiffness matrix. Robust mesh generators 
for complex geometries inherently rely upon tetrahedral elements; thus, an enhanced finite element 
formulation for tetrahedras would be very beneficial.  
Mixed formulations provide an alternative means for addressing constraints such as 
incompressibility and can be applied generally to all element types through the use of stabilized 
methods. However, as in the case of Lagrange multiplier methods for interface problems, these 
formulations are subject to the BB inf-sup condition [31], meaning only certain combinations of 
displacement-pressure interpolations yield stable and convergent results. Examples for remedying 
numerical instability for the case of small deformations include the work of Hughes et al. [83,62]. 
Classical developments in the nonlinear regime focused on verifying stable combinations from the 
linear theory [80,84,136]. The development of a stable mixed method for linear tetrahedral elements 
accommodating general material models remains a major challenge in the field. Early work 
specialized for the neo-Hookean model was conducted by Klaas et al. [88] who employed 
Variational Multiscale ideas to propose a stabilization term containing a parameter that is postulated 
from scaling arguments. Taylor [161] employed an enhancement approach using bubble functions 
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 to develop a three-field formulation for the tetrahedral element that is applicable to general 
hyperelastic materials, although local Newton iterations are required to compute the additional 
fields. Another fairly recent method proposed by Caylak and Mahnken [39] utilizes an area bubble 
enrichment technique for stabilization that was specialized to the case of a neo-Hookean material. 
Thus, the few extensions of stabilization methods for tetrahedral elements to large deformation solid 
mechanics often contain user-defined stability parameters and diagonal stabilization tensors 
developed from insight into the physical problems. The crucial point of developing a robust method 
for predictive simulations is that the formulation cannot rely upon user intuition but rather should be 
based upon a systematic procedure valid independent of the particular problem or element type. 
Another important component of robust numerical methods for predictive simulations is the 
incorporation of error estimation for quantification of confidence in computed results. The literature 
on error estimation techniques in the finite element method is rather exhaustive, especially in the 
case of linear problems; see for example the compilations of Ainsworth and Oden [2,3] and 
Babuška and Strouboulis [10]. Major classes of error estimators include explicit methods that 
require only post-process functional evaluations [9,7,21], implicit methods that utilize solutions of 
local problems [8,16,134], and recovery techniques with superconvergent properties [181,182]. 
However, the vast majority of error estimation development is performed separately from the 
research on stable and robust formulations for computing the solution itself. A unique feature 
offered by the Variational Multiscale (VMS) method is that the fine-scale models employed for 
developing stabilized weak forms can also provide a mechanism for assessing the numerical error in 
the computed results. Recent investigations in this area include the work of Elsheik et al. [54] to 
recast the classical techniques of the Element Residual Method and the Subdomain Residual 
Method in light of the VMS approach, the development of residual-based error estimators for the 
transport equation by Hauke et al. [73,74] using fine-scale residual-free bubble functions, and 
algebraic models of the fine scales within an adaptive multiscale method for the Poisson problem by 
Larson and Målqvist [94,95]. 
In this dissertation, a stabilized mixed method for linear and nonlinear elasticity is developed using 
the VMS approach to complement the stabilized DG interface formulation. To reiterate, the 
underlying philosophy of the Variational Multiscale method is that the solution field is decomposed 
into coarse scales associated with a finite element mesh and fine scales corresponding to features 
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 smaller than the mesh resolution. For mixed elasticity, this decomposition is applied to the 
displacement field, and the fine scales are approximated using bubble functions defined over 
element interiors. In this manner, analytical expressions are derived for the fine scales that are 
driven by the Euler-Lagrange residual of the coarse scales. Variational embedding of these 
expressions into the coarse-scale problem leads to consistent stabilization terms both in the context 
of small strain and large strain kinematics. In particular, the consistently derived fine-scale models 
illustrate a tight coupling to material constitutive behavior and the evolution of structural 
deformation. The localized fine-scales computations also allow for straightforward implementation 
in standard finite element codes. 
Additionally, the scale decomposition provides a natural framework for developing error estimates 
for the numerical solutions. While traditional error estimation is a separate field and is often 
considering as an afterthought to the formulation, here we take a synergetic perspective by building 
the estimation techniques into the formulation. By accounting for local effects as well as pollution 
effects, our method provides a posteriori evaluation of numerical convergence and quantitative 
accuracy of displacement and stresses throughout the problem domain, which can be used for 
driving mesh adaptivity or making design decisions. The close connection between the error 
estimation techniques and the multiscale framework means that these techniques carry over 
naturally to the nonlinear solid mechanics regime. 
1.2 Dissertation Outline 
The development of the components of the stabilized interface framework and its application to 
representative problems in solid mechanics are described in the following chapters: 
• In Chapter 2, a stable and robust version of the Nitsche interface method is derived by 
applying a Variational Multiscale (VMS) approach to stabilize a Lagrange multiplier 
method. The fine-scale numerical features local to the interface are modeled using simple 
edge bubble functions. Variationally embedding these models into the Lagrange multiplier 
method yields residual-based stabilizing terms that in turn provide explicit expressions for 
the Nitsche stabilization parameter and weighted numerical fluxes. Numerical studies are 
performed for a range of governing PDEs. 
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 • In Chapter 3, a unifying approach for deriving a stabilized mixed displacement-pressure 
formulation and an associated error estimation method is developed. Similar to the 
preceding chapter, a bubble function approach for modeling the fine scales is adopted based 
on VMS concepts; however, the fine scales are localized to element interiors instead of 
element boundaries. The resulting mixed method admits equal-order interpolations for the 
displacement and pressure fields and also comes equipped with naturally embedded 
multiscale error estimators for assessing both local and global errors in the computed 
solution. The attributes of the error estimators are studied through convergence rate analyses 
of mathematically smooth and nonsmooth problems. 
• In Chapter 4, the generalized interface formulation for general classes of PDEs that was 
developed in Chapter 2 is specialized to the mixed elasticity equations and combined with 
the domain interior stabilization from Chapter 3. The resulting interfacial mixed method is 
applied to couple nonconforming meshes in domain decomposition as well as to treat small 
deformation frictional contact in a unified fashion. Representative numerical studies include 
patch tests, beam bending, and Hertzian contact. 
• In Chapter 5, the contact formulation from Chapter 4 is utilized to simulate the behavior of 
friction in bolted mechanical lap joints. Two friction models are variationally embedded into 
interfacial flux terms: the classical Coulomb model and a physics-based constitutive model 
accounting for statistical asperity-level effects. Numerical simulations are conducted for 
both two and three dimensional models of bolted lap joints with nonconforming meshes at 
the contact zone, and the error estimators from Chapter 3 are employed for verifying the 
convergence of the results. 
• In Chapter 6, the interface method from Chapter 4 is extended to model debonding in fiber-
matrix composites through the inclusion of internal variables akin to elastoplasticity. By 
using a Discontinuous Galerkin technique in which the interface gap can evolve from an 
initial zero value to a nonzero value, the transition from complete adhesion to partial or 
complete separation is seamlessly treated within the discrete setting. To benchmark the 
method, various loading patterns are applied to a model of a composite unit cell that induce 
spatially inhomogeneous distributions of the interfacial damage. 
• In Chapter 7, the derivations for the linear elastic mixed formulation from Chapter 3 are 
generalized to finite strain kinematics. Modeling assumptions are applied to the fine-scale 
8 
 problem such that a closed-form expression is obtained for the stabilization tensor that 
reflects the coupling between geometric and material nonlinearity in the coarse scales. The 
error estimation method from linear elasticity is also extended to the nonlinear regime in a 
straightforward manner. Numerical results are presented for a range of isotropic and 
anisotropic materials undergoing large deformations, where particular emphasis is placed on 
the performance of linear triangle and tetrahedral elements. 
• In Chapter 8, concluding remarks are presented to summarize the significant contributions of 
this dissertation to the modeling of interfacial phenomena. Additionally, possible directions 
for future research are outlined. 
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 Chapter 2 
Stabilized Discontinuous Galerkin Interface Method: 
A Consistent Derivation through the Variational 
Multiscale Method 
2.1 Introduction 
The development of robust techniques for modeling interfaces within the finite element method 
has been an incredibly active area of research in recent years. The broad range of physical 
applications and associated numerical methods can be grouped into two major categories 
depending upon whether the interface is permitted to intersect element interiors or is restricted to 
coincide with element boundaries. Examples of the former, often referred to as embedded or 
immersed interface methods, have been applied to problems such as fluid-structure interaction, 
crack propagation, and evolving phase boundaries in chemical reactions. In the latter case, the 
interface can arise from coupling nonconforming meshes in domain decomposition methods or 
from modeling contact between mechanical bodies. Nonetheless, the underlying issue common 
to each of these problems is the (weak) enforcement of the kinematic or continuity conditions on 
the fields at the interface when discontinuous functions are employed. 
One classical approach for imposing these constraints in the variational setting is the Lagrange 
multiplier method. However, the presence of complex interface geometry and discontinuous 
enrichment functions for the primary field renders the determination of stable multiplier 
interpolations nontrivial [31]. In order to admit arbitrary interpolations for the mixed primary-
multiplier formulation, Barbosa and Hughes [17] proposed least-squares stabilizing terms 
involving the Euler-Lagrange residual on the boundary to weakly enforce Dirichlet constraints. 
Another alternative is employing a consistent penalty formulation called the Nitsche method 
[128], in which numerical flux terms defined from the primary field stand-in for the multipliers. 
This method has served as one of the inspirations for the Discontinuous Galerkin (DG) method, 
10 
 which has a rich mathematical history [6]. A direct connection between the stabilized Lagrange 
multiplier method and the Nitsche method was established by Stenberg for the Dirichlet 
constraint problem [156]. 
The major limitation of these two classical techniques [17,128] is that the explicit definition of 
stabilization parameter is left unspecified by the theory. Refinement of these methods over the 
years for embedded interface and DG methods have revolved around establishing estimates that 
provide robust performance under a wide range of interface conditions. A traditional approach 
proposed by Griebel and Schweitzer [64] uses the solution of a global eigenvalue problem. An 
early work by Brezzi et al. [33] demonstrated that bubble functions could be used to approximate 
the stabilization parameter for imposing Dirichlet constraints on the boundary of linear triangular 
meshes. This technique was extended by Mourad et al. [126] to handle the situation where the 
Dirichlet interface intersects the finite elements; subsequent refinements include a study 
employing residual-free bubble functions [47] in place of the simple polynomial functions as 
well as the development of closed-form algebraic expressions for linear triangular elements [48]. 
A bubble stabilization approach is also proposed by Sanders et al. [147] for imposing tied 
constraints across enriched interfaces in linear elasticity. 
Although simple approximations or global estimates for the stabilization parameter are 
satisfactory for most situations, robust estimates become crucial in the presence of sharply 
varying material properties, anisotropic nonconforming meshes, or degenerate intersections of 
elements by embedded interfaces. While low values of the parameter can lead to loss of 
coercivity and unstable numerical results, high values can yield overly stringent enforcement of 
the constraints and degraded representations of interface flux analogous to the penalty method. 
Therefore, attempts have been made to determine relationships between the definitions for the 
stabilization parameter and the numerical flux in the Nitsche method. For the Poisson equation 
[67] and linear elasticity [68], Hansbo and coworkers had proposed an area-weighting scheme 
for the numerical flux in an unfitted interface method. Alternatively, a stiffness-weighting 
approach was utilized by Sanders et al. [148] to alleviate stress-locking in the vicinity of 
embedded interfaces for the Nitsche method applied to linear elasticity. Recently, a robust 
version of the Nitsche method was proposed by Annavarapu et al. [4] in which generalized 
inverse estimates for linear simplex elements provided a coupled definition for both the 
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 weighted-average numerical flux and the stabilization parameter for embedded interface 
problems. 
In this Chapter, we present a novel approach for deriving a Nitsche interface method from an 
underlying Lagrange multiplier method by applying a Variational Multiscale (VMS) approach 
[81]. We focus on the case in which the interface coincides with element boundaries, although 
the methodology is quite general and could be extended to embedded interfaces. Starting from a 
weak formulation imposing continuity constraints weakly at the interface using Lagrange 
multipliers, a multiscale decomposition is applied to the primary field locally at the interface. 
Recognizing that the discretization process induces instabilities not present in the continuum 
problem, we incorporate models for the fine-scale features, which are otherwise filtered out by 
the finite element mesh, in order to enhance the stability in the neighborhood of the interface. By 
modeling these fine-scale features using edge bubble functions, we obtain consistent residual-
driven terms at the interface that stabilize the mixed primal-multiplier formulation. In the case of 
the one-sided Dirichlet boundary problem, we obtain a stabilized mixed weak form analogous to 
Barbosa and Hughes [17] except that the stabilization parameter is explicitly derived from the 
fine-scale models. By employing discontinuous functions for the Lagrange multipliers along 
segments of the interface, a definition for the numerical flux emerges that, upon substitution into 
the mixed form, yields a DG interface method where the primary field is the only unknown. 
Because of the inherent similarity in the weak formulations between the Nitsche method and the 
classical interior penalty DG method [4], we will refer to these methods interchangeably 
throughout the discussion in this Chapter. 
The methodology presented herein shares features with the bubble stabilization approaches in 
[33,126,47,147]. However, these works focused mainly on the weak imposition of Dirichlet 
boundary conditions for linear triangle and tetrahedral discretizations. By analyzing the coupled 
interface problem, we develop a systematic procedure for deriving both the stabilization 
parameter as well as a weighted numerical flux that account for discrete geometric or material 
mismatch locally at the interface in lieu of the approaches in [67,148,4]. This procedure can be 
applied to a general class of PDEs, and we observed excellent numerical performance obtained 
on nonconforming meshes for the Poisson equation, elasticity with thermal stresses, and Darcy 
flow. An algorithm is also proposed for automatically defining the fine-scale bubble functions 
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 for a family of linear and quadratic elements based on the local interface topography. This 
stabilized interface approach represents a first step toward deriving DG methods for nonlinear 
PDEs, where other researchers have observed that the stabilization parameter may need to evolve 
with the nonlinear solution [163]. 
The remainder of the Chapter is organized as follows. In Section 2.2, the multiscale approach is 
applied to the problem of weakly imposing Dirichlet boundary conditions for the Poisson 
equation. This procedure is adapted to derive a Discontinuous Galerkin method for the Poisson 
problem with interfaces in Section 2.3, including consistent expressions for the stabilization 
parameter and weighted numerical flux. In Section 2.4, a general framework is presented for 
deriving DG methods to couple nonconforming meshes and different PDEs across discrete 
interfaces. An investigation of various representations of the fine-scale fields localized to the 
interface is conducted in Section 2.5. A series of numerical studies for the Poisson equation, 
elasticity, and Darcy flow are presented in Section 2.6. Finally, Section 2.7 contains concluding 
remarks concerning the multiscale approach. 
2.2 Weak Dirichlet Boundary Constraints for Poisson 
Equation 
To motivate and provide insight into the Discontinuous Galerkin method, we begin by deriving a 
formulation for weak imposition of Dirichlet boundary conditions for the Poisson equation. 
Consider an open, bounded domain sdnΩ⊂   with boundary Γ , where sdn  is the number of 
spatial dimensions. The governing equations for the weighted Poisson problem are as follows: 
 ( ) 0 in u f∇⋅ ∇ + = ΩA  (2.1) 
 on gu g= Γ  (2.2) 
 ( ) on hu h⋅ ∇ = Γn A  (2.3) 
where f  is the source term, g  is the prescribed value on the Dirichlet boundary gΓ , h  is the 
prescribed flux on the Neumann boundary hΓ , A  is a symmetric positive definite constitutive 
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 tensor, and n  is the unit outward normal to boundary Γ . The subsets gΓ  and hΓ  of the total 
boundary Γ  satisfy g hΓ Γ = Γ , g hΓ Γ =∅ . 
In the standard weak form corresponding to (2.1) – (2.3), the essential boundary condition (2.2) 
is embedded in the space of admissible trial solutions. A classical technique for relaxing this 
constraint is the Lagrange multiplier method, for which the associated weak form is stated as 
follows: Find ,u λ∈ ∈   such that for all ,w µ∈ ∈   
 ( ) ( )d d d d
g h
ow u w wf w hλ γΩ Γ Ω Γ∇ ⋅ ∇ Ω− Γ = Ω+ Γ∫ ∫ ∫ ∫A  (2.4) 
 ( ) d d
g g
ou gµ γ µΓ ΓΓ = Γ∫ ∫  (2.5) 
where the spaces of trial and test functions coincide both for the primary and multiplier fields: 
 ( ) ( )121 , gH H −= Ω = Γ   (2.6) 
and ( )1H Ω , ( )12 gH − Γ  denote standard Hilbert spaces. While the trace operator 
( ) ( )
1
21:o H Hγ Ω → Γ  is strictly required to evaluate the primary field on the boundary, we 
suppress the appearance of oγ  until Section 2.4 and intend for all intervening integral 
expressions to be interpreted in the sense of the trace. The multiplier field serves to weakly 
impose the boundary condition (2.2) through the integral expression (2.5). By applying 
integration by parts to (2.4), we observe that, for the true solution ( ),u λ , the multiplier λ  is 
equal to the flux ( )u⋅ ∇n A  on the Dirichlet boundary gΓ . 
In the sequel, we will consider finite element discretizations of this weak form. Let   be a 
conforming partition of domain Ω  into open, non-overlapping regions { }
1
umelne
e=
Ω  with associated 
boundaries { }
1
umelne
e=
Γ , where umeln  is the number of elements. The partition satisfies the following 
closure and intersection properties: 
 
1 1
,umel umeln ne e
e e= =
Ω = Ω Ω =∅
 
 (2.7) 
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 We denote the union of element interiors and element boundaries by ′Ω  and ′Γ , respectively. 
As such, ′ ′Ω = Ω Γ . Finally, we denote the intersection of an element boundary with a portion 
of the domain boundary by adding a subscript, e.g. e eg gΓ ≡ Γ Γ , and the union of all such 
element boundaries is denoted by g′Γ . The finite element subspace 
h  is taken to be the space of 
complete piecewise continuous polynomials of degree k : 
 ( ) ( ){ }0 ,  for 1,...,eh h h h k e umelu u C u e nΩ= ∈ Ω ∩ ∈ Ω =    (2.8) 
At this point, we leave the discrete multiplier space h ⊂   unspecified. With these 
definitions, the Galerkin form of (2.4) – (2.5) is stated as follows: Find ,h h h hu λ∈ ∈   such 
that for all ,h h h hw µ∈ ∈   
 ( ) d d d d
g h
h h h h h hw u w w f w hλ
′ ′ ′Ω Γ Ω Γ
∇ ⋅ ∇ Ω− Γ = Ω+ Γ∫ ∫ ∫ ∫A  (2.9) 
 d d
g g
h h hu gµ µ
′ ′Γ Γ
Γ = Γ∫ ∫  (2.10) 
While the continuum formulation (2.4) – (2.5) is well-posed, its discrete counterpart (2.9) – 
(2.10) has some technical issues that are not present for the classical Galerkin approach to 
solving (2.1) – (2.3). Namely, the additional multiplier field hλ  represents additional unknowns 
that must be solved for, and the stiffness matrix resulting from the mixed system of equation 
(2.9) – (2.10)  is indefinite. Also, the selection of piecewise continuous or discontinuous 
multipliers as well as the polynomial order has significant implications on the stability of the 
discrete problem; namely, employing combinations which do not satisfy the Babuška–Brezzi 
condition [31] may lead to unstable or oscillatory numerical results. 
To avoid these drawbacks, an alternative technique first proposed by Nitsche [128] relies on 
numerical fluxes to enforce the Dirichlet boundary condition (2.2). Thus, no additional fields are 
introduced, and the resulting stiffness matrix is symmetric positive definite. However, a penalty 
term is often necessary for stability, and the value of the coefficient is left unspecified by the 
theory. In the following sections, we present a consistent derivation of a generalized Nitsche 
method in which the definition of the penalty parameter arises naturally. While the relationship 
15 
 between the Nitsche method and stabilized Lagrange multiplier methods has been established 
[156], the unique contributions in this work are the analytical expression for the penalty 
parameter and a systematic approach that carries over unchanged to the multiple-domain context. 
2.2.1 Variational Multiscale approach 
The critical link between the Nitsche method and the Lagrange multiplier method is exposed 
through the lens of the Variational Multiscale (VMS) method. The guiding philosophy of this 
method [81] is that the exact solution field is decomposed into a coarse-scale part corresponding 
to the discrete solution and a fine-scale part which in the present context can be viewed as the 
error. Often, the lack of resolution of the fine-scale features by a given mesh is the major factor 
in the loss of stability for many numerical techniques. By introducing models to account for such 
features, stabilized formulations for a variety of other problems have been developed using the 
VMS approach, for which we cite [112,113,42,115,35]. 
In the present context of the mixed field problem given by (2.4) – (2.5), we apply a multiscale 
overlapping decomposition to the primary field into coarse scales and fine scales: 
 ˆ ˆ,u u u w w w= + = +   (2.11) 
The coarse scales uˆ  and wˆ  are associated with a finite element space h  while the fine scales u  
and w  represent higher-order fluctuations that are not resolved by the coarse scales, particularly 
near the boundary gΓ : 
 ˆ ˆ,h= =      (2.12) 
Substituting the multiscale decomposition (2.11) into (2.4) – (2.5) and separating terms using the 
linearity of the weighting function slot, we obtain the multiscale weak form: 
Coarse-Scale Problem 
 ( ) ( )ˆ ˆ ˆ ˆ ˆ, , , ,
g h
a w u u w w f w hλ′Ω ′′ ′ΩΓ Γ+ − = +  (2.13) 
 ˆ, ,
g g
u u gµ µ
′ ′Γ Γ
+ =  (2.14) 
Fine-Scale Problem 
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  ( ) ( )ˆ, , , ,
g h
a w u u w w f w hλ′Ω ′′ ′ΩΓ Γ+ − = +      (2.15) 
where the notation has been simplified using the following bilinear forms, in which the subscript 
refers to the region of integration: ( ) ( ), da w u w u′Ω ′Ω= ∇ ⋅ ∇ Ω∫ A , ( ), dw u wf′Ω ′Ω= Ω∫ , and 
, d
g g
w wλ λ
′Γ ′Γ
= Γ∫ . 
At this point, our objective is to derive an analytical expression for the fine scales in terms of the 
Euler-Lagrange equations for the coarse-scale fields uˆ  and λ .  Crucially, the proposed method 
relies upon the assumptions that the fine-scale field is localized to the elements adjacent to g′Γ  
and does not vanish along g′Γ . Upon substitution of this expression into (2.13) and (2.14), the 
fine-scale effects at the boundary produce a stabilized mixed formulation. With the additional 
assumption of discontinuous Lagrange multipliers, a stabilized weak form for the primary field 
u  alone is obtained where the penalty parameter is an explicit function of the local element 
geometry and material properties at the boundary. 
Remark: Traditionally, the fine scales are assumed to vanish on element boundaries in order to 
simplify the theoretical derivations as well as the subsequent implementation (see e.g. [115]). 
However, fine-scale contributions on element boundaries have been studied in other contexts, 
such as in a-posteriori error estimation techniques for stabilized methods [115] and recently in 
the design of stabilized methods for Darcy flow and the Stokes equations [42]. 
2.2.2 Modeling of fine scales on Dirichlet boundary 
We begin by assuming that the fine scales vanish on all element boundaries except those 
intersecting gΓ : 
 0   on \ ,             0  on \g gu w′ ′ ′ ′= Γ Γ = Γ Γ   (2.16) 
This assumption localizes the fine-scale equation (2.15) to a series of element-wise problems as 
follows: 
 ( ) ( ) ( )ˆ, , , , for each e ee e
g
e
ga w u a w u w f w λΩ ΓΩ Ω= − + + Ω ∈      (2.17) 
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 where { }e eg g= Ω ∈ Γ ≠ ∅   is the set of elements that are adjacent to boundary gΓ , and we 
have also assumed that 0u w= =   for e gΩ ∉ ; see Figure 2.1. Next, we represent the fine scales 
in each element e gΩ ∈  by edge bubble functions that vanish on \
e e
gΓ Γ  but are nonzero on   
e
gΓ : 
 ( ) ( ),e ee eu b w bβ ηΩ Ω= =x x   (2.18) 
where β  and η  are scalar coefficients. We postpone the discussion of the theoretical and 
practical implications for the particular form of the bubble functions ( )eb ∈x   to Section 2.5.  
 
  (a)              (b) 
Figure 2.1. Interface discretization: (a) set of elements g  adjacent to boundary; (b) edge 
bubble function 
Substituting the representations (2.18) into (2.17) and requiring that the resulting equation hold 
for all values of η , we arrive at an expression for the fine-scale coefficient β  in each element: 
 ( ) ( )( ) ( )1 ˆ ˆ, , ,e ee
g
e e e ea b b b u f b uβ λ
−
Ω ΓΩ
 = ∇ ⋅ ∇ + + − ⋅ ∇  
A n A  (2.19) 
where integration by parts has been applied to the term ( )ˆ,e ea b uΩ  accounting for assumption 
(2.16). This leads to the residual of the Euler-Lagrange equation (2.1) restricted to the element 
interior rather than the integrated by parts form of the residual. 
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 We now introduce three assumptions to further simplify (2.19). First, the residual of the coarse-
scales in the element interior is assumed to be nearly orthogonal to the fine-scale bubble function 
eb , which is equivalent to representing the fine scales using residual free bubbles [30,32,47]. 
While we do not strictly enforce the condition e RFBb b= , we argue that the assumption 
( )( )ˆ, 0eeb u f Ω∇ ⋅ ∇ + ≈A  is valid because the residual is expected to be small for stable 
numerical methods and also to decrease as the mesh is refined.. Second, the boundary residual 
( )uˆλ− + ⋅ ∇n A  is treated as nearly constant over the element boundary such that it can be pulled 
outside of the integral, which is equivalent to applying the mean value theorem or a similar 
integral projection to the boundary residual [12,115]. Using these approximations in (2.19) and 
substituting into (2.18), we obtain an expression for the fine scales restricted to the element 
boundary: 
 ( )ˆe eg g
e eu u bτ λ
Γ Γ
= − ⋅ ∇  n A   (2.20) 
 ( ) 1, ,1e e
g
e e e ea b b bτ
−
Ω Γ
=  (2.21) 
where eτ  plays the role of a stabilizing parameter. As a final assumption, the bubble e
g
eb
Γ
 in 
(2.20) is replaced by its average value over the element edge: 
 ( )ave ,1 mease
g
e e e
gb b Γ= Γ  (2.22) 
Thus, we arrive at a simplified analytical model for the fine scales in terms of the coarse-scale 
boundary residual: 
 ( ) aveˆ ,e
g
e e e eu u bτ λ τ τ
Γ
= − ⋅ ∇ =  n A   (2.23) 
2.2.3 Coarse-scale embedding and stabilized Nitsche method 
We now return to the coarse-scale problem (2.13) – (2.14) and embed the model for the fine 
scales. When integration by parts is applied to bilinear term ( )ˆ ,a w u′Ω   in (2.13) for the elements 
belonging to set g , we neglect the resulting element interior integrals and retain only the 
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 boundary integral. This step is done to agree with the assumptions in the preceding section 
whereby the significant fine-scale contribution derived in (2.20) is localized to the boundary. 
Substituting the expression for u  given by (2.23), we obtain the stabilized mixed formulation for 
weak imposition of Dirichlet boundary conditions: 
 ( ) ( ) ( ) ( )ˆ ˆ ˆ ˆ ˆ ˆ ˆ, , , , ,eg hg
ea w u w w u w f w hλ τ λ′Ω ′ ′ΩΓ Γ′Γ− + ⋅ ∇ − ⋅ ∇ = +  n A n A  (2.24) 
 ( )ˆ ˆ, , ,g gg
eu u gµ µ τ λ µ
′ ′Γ Γ′Γ
+ − ⋅ ∇ =  n A  (2.25) 
Up to the sign convention on the multipliers, the system (2.24) – (2.25) is identical to the 
formulations presented in [17] and [156] except that, crucially, the value of the stability 
parameter eτ  has been consistently derived through an analysis of the fine-scale field. Thus, 
arbitrary combinations for the primary and multiplier fields are admissible. To derive a 
formulation analogous to the Nitsche method, we follow [156] and select the multiplier space 
h  as the space of discontinuous 2L  functions on g′Γ . With this specification, we can solve 
(2.25) to obtain a relation for the multiplier λ  on each element: 
 ( ) ( ) ( )1ˆ ˆe e eg g g
h e h hu u gλ τ
−
Γ Γ Γ
 = Π ⋅ ∇ − Π −Π n A  (2.26) 
where hΠ  is the 2L  projection onto h , which in this case is the identity since we have taken 
( )2h gL ′= Γ  (i.e. hΠ  is surjective as well as injective). Substituting into (2.24), we arrive at the 
Nitsche method with a consistently derived penalty parameter: 
 
( ) ( ) ( ) ( )
( ) ( ) ( )
1
1
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ, , , ,
ˆ ˆ ˆ ˆ, , , ,
g g
g
h g
g
e
e
a w u w u w u w u
w f w h w g w g
τ
τ
−
′Ω ′ ′Γ Γ ′Γ
−
′ ′Ω Γ ′Γ ′Γ
− ⋅ ∇ − ⋅ ∇ +
= + − ⋅ ∇ +
n A n A
n A
 (2.27) 
Remark: The consistency of the formulation can be readily verified. For the exact solution u , 
the Dirichlet condition (2.2) causes the last two terms on the left and right-hand side of (2.27) to 
vanish identically. Applying integration by parts to the first term on the left-hand side gives rise 
to boundary terms on g′Γ  and h′Γ  which cancel with the second terms on the left and right-hand 
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 side, respectively, where the latter relies on the Neumann condition (2.3). Finally, the domain 
integral cancels with the source term according to (2.1).  
Remark: Note that under the present approximation of the fine scales and the multipliers, 
combining (2.23) and (2.26) leads to the expression ˆe e
g g
u g u
Γ Γ
= − , which gives credence to the 
interpretation of the fine scales as the discretization error that has been explored by several 
researchers, see e.g. [115] and references therein. 
2.3 Stabilized Interface Formulation for Poisson Equation  
We now proceed to the two body case with an interface and show that the method presented in 
Section 2.2 carries over virtually unchanged. Consider a composite domain Ω  containing two 
open regions 1Ω  and 2Ω  such that 1 2Ω = Ω Ω , where the two subdomains share a common 
interface iΓ . This interface may be due to material mismatch or nonconforming meshes. The 
governing equations for this problem consist of the equations from the separate domains 
augmented by the continuity equations for the primary field and flux across iΓ : 
 ( )1 1 1 10 in u f∇⋅ ∇ + = ΩA  (2.28) 
 ( )2 2 2 20 in u f∇⋅ ∇ + = ΩA  (2.29) 
 1 10 on \ iu = Γ Γ  (2.30) 
 2 20 on \ iu = Γ Γ  (2.31) 
 1 2 0 on iu u− = Γ  (2.32) 
 ( ) ( )1 1 1 2 2 2 0 on iu u⋅ ∇ + ⋅ ∇ = Γn A n A  (2.33) 
where the subscript designates the restriction of the indicated quantity to the corresponding 
region, and αn  is the unit outward normal to region αΩ . For simplicity of presentation, we have 
assumed homogeneous Dirichlet boundary conditions for both regions; other types of boundary 
conditions can be easily treated and do not impact the derivations of the interface terms in the 
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 following sections. To relax the continuity constraints, (2.32) and (2.33) can be enforced through 
the Lagrange multiplier technique similar to the preceding section. The resulting weak form is: 
 ( ) ( )   ( ) ( )1 2 1 21, 1 1 2, 2 2 1 1 2 2, , , , ,ia w u a w u w w f w fλΩ Ω Ω ΩΓ+ − = +  (2.34) 
  , 0
i
uµ
Γ
=  (2.35) 
where the bilinear forms retain their definitions from Section 2.2.1 and the jump operator is 
defined as 
  1 2u u u= − . Because the Lagrange multiplier field is associated with domain 1Ω  
according to (2.34), namely ( )1 1 1uλ = ⋅ ∇n A , the sign of the jump term  u  depends upon the 
ordering of domains 1Ω  and 2Ω . However, the final stabilized form in Section 2.3.2 is shown to 
be independent of this ordering. 
The functional spaces appropriate for the primary and multiplier fields are as follows: 
 ( ){ } ( ){ } ( )12
1 2
1 1
1 1 2 2\ \
, 0 , , 0 ,
i i
iv v H v v v H v H
−
Γ Γ Γ Γ
= ∈ Ω = = ∈ Ω = = Γ     (2.36) 
Because the continuity condition (2.32) is weakly enforced, the finite element mesh is permitted 
to be nonconforming along the interface iΓ . The partitions 1  and 2  of the respective regions 
of the domain Ω  are defined in a manner analogous to (2.7), with the discrete functional spaces 
defined as follows: 
 ( ) ( ){ }101 1 1 1 1 1 1 ,1,  for 1,...,e kh h h h e umelu u C u e nΩ= ∈ Ω ∩ ∈ Ω =    (2.37) 
 ( ) ( ){ }202 2 2 2 2 2 2 ,2,  for 1,...,e kh h h h e umelu u C u e nΩ= ∈ Ω ∩ ∈ Ω =    (2.38) 
where in general the polynomial degrees 1k  and 2k  as well as the master element shape may 
differ between the two regions. We again postpone the specification of the discrete multiplier 
space. 
For subsequent developments, we introduce notation associated with the partition of the interface 
iΓ  into segments that are induced by 1  and 2 . A segment jγ  is defined as the non-empty 
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 intersection between the boundaries of a single pair of elements ( )1 2 1 2,j je eΩ Ω ∈ ×   from the 
adjoining regions: 
 ( )1 2int j je ejγ = Γ Γ  (2.39) 
An example interface segment is shown in Figure 2.2 for a quadrilateral element mesh; the 
meaning of the red/dashed subregions 1
jω  and 2
jω  will be described in the following section. We 
consider the simple case where segments are lines for two dimensional discretizations and 
general polygons for three dimensional discretizations. The set of all such segments { }
1
segn
i j j
γ
=
= , 
where segn  is the number of segments, serves as a covering for interface iΓ : 1
segn
j ij
γ
=
= Γ

. The 
union of all segments is denoted by i′Γ . Finally, let { }1 1 1
seg
j
ne
j=
= Ω  and { }2 2 2
seg
j
ne
j=
= Ω  denote the 
sets of elements from each region that are adjacent to i′Γ . 
 
Figure 2.2. Interface segment jγ  
As in Section 2.2.1, we again assume multiscale overlapping decompositions for primary fields 
1u  and 2u : 
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  1 1 1 1 1 1ˆ ˆ,u u u w w w= + = +   (2.40) 
 2 2 2 2 2 2ˆ ˆ,u u u w w w= + = +   (2.41) 
No continuity requirements regarding the interface are placed on the coarse or fine scales. The 
coarse scales 1 2ˆ ˆ,u u  are associated with finite element spaces  and 2
h , respectively, and the 
fine scales are taken to lie in the complement spaces 1 1ˆ   and 2 2ˆ  . Substituting the 
decompositions into (2.34) – (2.35) and noting the linearity of the jump operator, namely 
     
ˆ ˆu u u u+ = +  , we arrive at the multiscale weak form for the interface problem: 
Coarse-Scale Problem 
 ( ) ( )   ( ) ( )1 2 1 21, 1 1 1 2, 2 2 2 1 1 2 2ˆ ˆ ˆ ˆ ˆ ˆ ˆ, , , , ,ia w u u a w u u w w f w fλ′ ′Ω Ω ′ ′Ω Ω′Γ+ + + − = +   (2.42) 
  ˆ, 0
i
u uµ
′Γ
+ =  (2.43) 
Fine-Scale Problem 
 ( ) ( )
 
( ) ( )
1 2 1 2
1, 1 1 1 2, 2 2 2 1 1 2 2ˆ ˆ, , , , ,
i
a w u u a w u u w w f w fλ′ ′Ω Ω ′ ′Ω Ω′Γ+ + + − = +        (2.44) 
Proceeding as in Section 2.2, we focus on the fine-scale problem (2.44) and apply assumptions 
that enable the derivation of analytical expressions for both the fine scales uα  and the multipliers 
λ . Embedding these expressions into the coarse-scale problem (2.42) leads to a stabilized 
interface formulation analogous to the standard DG method. A significant development is that, 
along the way, consistent definitions for the weighted numerical flux and the penalty parameter 
will emerge. 
2.3.1 Modeling of fine scales at interface 
We begin by assuming that the fine scales are non-zero only within elements α  adjacent to the 
interface and along element boundaries that intersect the interface iΓ  in analogy to (2.16): 
 0   on \ ,             0   in \eiu w u wα α α α α α α α′ ′= = Γ Γ = = Ω ∈      (2.45) 
1
h
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 where the subscript α  takes the value of 1 or 2 to designate the associated region of Ω . 
Substituting (2.45) into (2.44) localizes the fine-scale problem to the interface: 
 
( ) ( )
 
( ) ( ) ( ) ( )
1 2
1 1 2 2
1 21 2
1 1 2 2
1 1 2 21, 2,
1 1 1 1 2 2 2 21, 2,
, , ,
ˆ ˆ, , , ,
e e
je e
j i
e ee e
e e
a w u a w u w
w f a w u w f a w u
γ
γ
λ
Ω Ω
∈Ω ∈ Ω ∈
Ω ΩΩ Ω
Ω ∈ Ω ∈
+ =
   + − + −   
∑ ∑ ∑
∑ ∑
 
 
    
   
 (2.46) 
Next, we approximate the fine-scale fields using bubble functions. However, the support of the 
bubble jbα  is taken to be the tributary area or sector 
jej
α αω ⊆ Ω  which respects the interface 
segment jγ , namely 1 2
j j
i i jω ω γ′ ′∂ Γ = ∂ Γ =  ; a similar construction was also adopted in 
[33,126]. The characteristics of the bubble functions and sectors are described in detail in Section 
2.5 for the various element types. An example of an interface segment and associated sectors is 
depicted in Figure 2.2 where the sectors are indicated by the red/dashed lines within the 
respective element. Presently, we remark that the weak continuity constraint (2.43) implies that 
the bubble functions need not conform along jγ : 1 2
j j
j jb b
γ γ
≠ . In summary, the fine scales in the 
neighborhood of segment jγ  are represented as follows: 
 ( ) ( ),j jj j j ju b w b
α α
α α α α α αω ω
β η= =x x   (2.47) 
where summation is not implied on α . Adopting this representation enables the separation of  
(2.46) into a series of local problems associated with segments j iγ ∈ . Requiring that the 
resulting equations be satisfied independently for all values of 1
jη  and 2
jη , we can solve for the 
value of jαβ  independently in sector 
j
αω  in terms of the coarse scales and the Lagrange 
multipliers: 
 ( ) ( )( ) ( ) ( )1 1, ˆ ˆ, , , 1j j
j
j j j j ja b b b u f b u
α α
α
α α α α α α α α α α αα ω ω γ
β λ
− − = ∇ ⋅ ∇ + + − − ⋅ ∇  
A n A  (2.48) 
where the term ( ) 11 α−−  provides the proper sign for the multiplier on each side of the interface 
and the integral for the bilinear form is taken over jαω . We again apply modeling approximations 
whereby (i) the interior residual is neglected, (ii) the boundary residual is taken outside of the 
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 integral, and (iii) the average value of the bubble function is utilized. The resulting simplified 
expression for the fine scales along the interface is given as follows: 
 ( ) ( )1 ˆ1
j
ju uαα α α α αγ τ λ
− = − − ⋅ ∇ n A  (2.49) 
 ( ) 1 ,ave, , ,1j j
j j j j ja b b b b
α
α α α α αα ω γ
τ
−
=  (2.50) 
Remark: As in Section 2.2, the fine scales on each side of the interface are driven by the 
boundary residual of the coarse scales, and the stability parameter jατ  is a function of the 
material properties and local element geometry on the respective side of the interface. 
2.3.2 Stabilized DG method for Poisson equation 
Returning to the coarse-scale problem, integration by parts is applied to the domain terms 
containing fine-scale contributions, and only the boundary integrals are retained as was done in 
Section 2.2.2. Then, the analytical expression for the fine scales (2.49) is substituted with careful 
attention paid to the sign of the multiplier terms, which following algebraic manipulation yields 
the stabilized mixed formulation for non-matching interfaces: 
 
( ) ( )
 
( ) ( ) ( ) ( )
( ) ( )
1 2
1 2
1, 1 1 2, 2 2
1 1 1 1 1 1 1 2 2 2 2 2 2 2
1 1 2 2
ˆ ˆ ˆ ˆ ˆ, , ,
ˆ ˆ ˆ ˆ, ,
ˆ ˆ, ,
i
i i
j j
a w u a w u w
w u w u
w f w f
λ
τ λ τ λ
′ ′Ω Ω ′Γ
′ ′Γ Γ
′ ′Ω Ω
+ −
+ ⋅ ∇ − ⋅ ∇ + ⋅ ∇ − − ⋅ ∇      
= +
n A n A n A n A  (2.51) 
 
 
( )
( )
1 1 1 1
2 2 2 2
ˆ ˆ, ,
ˆ, 0
i i
i
j
j
u u
u
µ µ τ λ
µ τ λ
′Γ ′Γ
′Γ
+ − ⋅ ∇  
+ + ⋅ ∇ =  
n A
n A
 (2.52) 
Remark: If the fine-scale field in either region is neglected, namely 0jατ =  for either 1α =  or 
2α = , then we recover the stabilized Lagrange multiplier method of Hansbo et al. [71] up to the 
definition of the penalty parameter. While the reference employed scaling arguments to estimate 
the parameter, our approach relies upon the assumption of fine scales to consistently derive the 
parameter. 
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 To complete the derivation of a consistent DG method, we focus on the continuity equation 
(2.52) and adopt a discontinuous approximation of the Lagrange multipliers as 2L  functions over 
each segment jγ : ( )2h iL ′= Γ . This approximation allows us to obtain a closed-form 
expression for λ  on each segment: 
 ( ) ( )  ( )1 1 1 1 2 2 2 2ˆ ˆ ˆ
j j j
j h j h j hu u u
γ γ γ
λ δ δ τ = Π ⋅ ∇ − Π ⋅ ∇ − Π n A n A  (2.53) 
where we have introduced the following definitions: ( ) 11 2j j jτ τ τ
−
= + , j j jα αδ τ τ= , and 
hΠ  is the 
2L  projection onto h , which in the present context is the identity since ( )2h iL ′= Γ . Observe 
that by definition 1 2 1
j jδ δ+ = . From (2.53), we extract the definition of the numerical flux over 
segment jγ  as the weighted average of the flux from the adjoining regions: 
 ( ){ } ( )1 1 1 2 2 2j ju u uδ δ⋅ ∇ = ⋅ ∇ + ∇n A n A A  (2.54) 
where the unit normal vector 1 2= = −n n n . For the special case that 11 2 2
j jδ δ= = , equation (2.54) 
reverts to the simple average of the fluxes from both domains that is commonly employed in DG 
methods. However, weighted averages have been found to be more robust for disparate materials 
or element sizes [67,148,4]. Herein, the weighting is consistently determined through the fine-
scale approximation, and its performance will be assessed from the numerical studies presented 
in Section 2.6. 
Finally, by substituting (2.52) and (2.53) into (2.50) and rearranging, we obtain a stabilized 
interface formulation expressed in terms of the primary field alone: 
 
( ) ( )
 
( ){ } ( ){ }  
   
( ) ( )
( ) ( )
1 2
1 2
1, 1 1 2, 2 2
1 1 2 2
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ, , , ,
ˆ ˆ ˆ ˆ, ,
ˆ ˆ, ,
i i
i i
j j
a w u a w u w u w u
w u w u
w f w f
τ δ
′ ′Ω Ω ′ ′Γ Γ
′ ′Γ Γ
′ ′Ω Ω
+ − ⋅ ∇ − ⋅ ∇
+ − ⋅ ∇ ⋅ ∇
= +
n A n A
n A n A   
   
 (2.55) 
The first three interface integrals in (2.55) are form-equivalent to the classical DG or symmetric 
interior penalty method up to the numerical flux given by (2.53) and the penalty parameter given 
by (2.50). The fourth interface integral involves the product of flux jump terms defined as 
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 ( ) ( )1 1 2 2u u u⋅ ∇ = ⋅ ∇ − ∇n A n A A    and an inverse penalty parameter given by 
( ) ( )
11 1
1 2 2 1 1 2 1 2
j j j j j j j j j jδ τ δ τ δ τ τ τ τ τ
−− − = = = = +  
. While this term is not commonly used in single 
field DG methods, it does appear in DG methods for mixed field problems such as Darcy flow 
[85]. These four interface terms model the effects of the Lagrange multipliers and fine-scale 
fields which no longer explicitly appear in (2.55).  
Remark: Up to the definition of the bubble functions for the fine-scale field, the expressions for 
the penalty parameters jτ  and jδ  along with the weighting coefficients jαδ  are uniquely defined 
through the derivations in this section. Similar to the approach of Annavarapu et al. [4] but 
without resorting to inequalities or scaling arguments, these terms account for material or 
geometric mismatch and also permit the coupling of different element types across the interface. 
Remark: This derivation clearly exposes the link between the classical Discontinuous Galerkin 
method and an underlying Lagrange multiplier method for weak imposition of continuity 
constraints. This mathematical connection gives further credibility to the rich history of positive 
results obtained by such formulations [6]. 
Remark: The consistency of equation (2.55) is proved in the context of abstract linear partial 
differential equations in the following section. 
Remark: While the preceding derivations are specialized to the case where the interface 
coincides with element edges or faces, the methodology can be readily generalized to allow for 
the interface to intersect the interior of elements. The main issue to address is the enrichment of 
the discrete function space with discontinuous functions as is adopted for embedded interface 
methods (see e.g. [67,4]). Further investigation of the current method’s performance in this 
context is a topic for future work. 
Remark: As mentioned previously, the sign of the jump term depends upon the ordering of 
regions 1Ω  and 2Ω . However, this is also true for the definition of the numerical flux (2.54) due 
to the appearance of the single unit vector 1=n n . Thus, the product of the numerical flux and 
the jump term is invariant under a renumbering of the regions. Other definitions for the jump 
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 and flux can be defined which are invariant (see e.g. [116]). However, the integration by parts 
formulas for these terms are less transparent, and a sign convention must still be adopted for the 
Lagrange multipliers. 
2.4 Generalization to Abstract System of Coupled PDEs 
The preceding derivations for the Poisson problem can be generalized in a straightforward 
manner to interface problems in which the physics of the individual subdomains is governed by 
different linear partial differential equations (PDEs). Consider a domain sdnΩ⊂   separated into 
two open regions 1Ω  and 2Ω  by an interface iΓ . Let 1  and 2  be real Hilbert spaces associated 
with each respective region, and also let   be a real Hilbert space defined over the interface iΓ . 
The dual spaces are denoted by α′  and ′  along with the duality pairings ( ),
αω
   and ,
γ
   
on domains α αω ⊆ Ω  and iγ ⊆ Γ , where the parameter α  takes the value 1 or 2 throughout the 
following section. In each region αΩ , the primary fields { }1 2 1 2, ∈ × u u  are governed by a 
different linear PDE as follows:   
 0 in α α α α+ = Ωu fA  (2.56) 
 on α α= Γ0u  (2.57) 
where :α α α′→ A  are linear (differential) operators, α α′∈f  are source terms, and 
\ iα αΓ = ∂Ω Γ  is the portion of the region boundary α∂Ω  that excludes the interface. These 
equations are to be interpreted in the sense of distributions [17]. We require that αA  are such 
that the fields αu  have the same physical connotation (e.g., displacement, velocity, or 
concentration) throughout Ω  and that the local equations (2.56) are well-posed in the sense of 
the Lax-Milgram theorem, but otherwise they can be arbitrary. For example, the operators could 
both correspond to linear elasticity but represent regions with different material constants; 
alternatively, separate operators could be used to solve coupled porous media problems in which 
Darcy’s law is valid in one region while viscous effects necessitate the use of Stokes’ equation in 
another region. 
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 To connect the two regions at the interface, the domain interior equations (2.56) are 
supplemented by the following continuity equations: 
 1 1 on iA − = Γ0u λ  (2.58) 
 2 2 on iA + = Γ0u λ  (2.59) 
 1 1 2 2 on iB B= Γu u  (2.60) 
The Lagrange multiplier field ∈λ  again plays the role of the flux across the interface. The 
linear operators :Aα α →   are the flux operators associated with the interior operators αA  
such that the following integration by parts formulas hold: 
 ( ) ( ) ( ), ,, , , ,ia b Aααα α α α αΩ ΓΩ = − + ∀ ∈w v w v v w v w A  (2.61) 
where ( ), ,a αα Ω    are bilinear operators on α α×  . The trace operators :Bα α ′→   send the 
primary field αu  to its trace on iΓ  for pairing with the multiplier μ : 
 ( ) { },, , ,iiB bα α αΓΓ = ∀ ∈ × μ v μ v μ v  (2.62) 
and ( ), ,ibα Γ    are a bilinear operators on α×  . 
Remark: For the case of the Poisson problem presented in Section 2.3, we can identify the 
functional spaces as ( ) ( ){ }1 10 0 0 on oH v H vα α α αγ= Ω = ∈ Ω = Γ  and ( )
1
2
iH
−= Γ . The 
various differential and trace operators are defined as ( )1 1 1 1v= ∇⋅ ∇v AA , ( )2 2 2 2v= ∇⋅ ∇v AA , 
1 1 1 1 1A v= ⋅ ∇v n A , 2 2 2 2 2A v= ⋅ ∇v n A , 1 1 1oB vγ=v , and 2 2 2oB vγ=v . Finally, the bilinear operators 
are defined as ( ) ( ), , da v wα
α
α αΩ Ω
= ∇ ⋅ ∇ Ω∫v w A  and ( ), , di
i
ob vα µγΓ Γ= Γ∫μ v . 
With these definitions, the weak form associated with (2.56) – (2.60) becomes: Find 
{ }1 2 1 2, , ∈ × ×  u u λ  such that for all { }1 2 1 2, , ∈ × ×  w w μ : 
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( ) ( ) ( ) ( )
( ) ( )
1 2
1 2
1, 1 1 2, 2 2 1, 1 2, 2
1 1 2 2
, , , ,
, ,
i i
a a b bΩ Ω Γ Γ
Ω Ω
+ + − +
= +
w u w u λ w λ w
w f w f
 (2.63) 
 ( ) ( )1, 1 2, 2, , 0i ib bΓ Γ− + =μ u μ u  (2.64) 
As in Section 2.3, we apply a finite element discretization α  in each region αΩ  and denote the 
discrete function spaces as hα . The relaxed continuity requirements (2.58) – (2.60) permit such 
discretizations to be nonconforming along iΓ , and we utilize the same notation for interface 
segments jγ  as defined in (2.39) as well as the associated sets of elements adjacent to the 
interface. Due to the general nature of the underlying PDEs, selecting stable combinations of 
interpolating functions for the primary and Lagrange multiplier fields is a difficult task. Instead, 
we adopt the Variational Multiscale approach to derive interface stabilizing terms that enable the 
use of arbitrary combinations of discrete function spaces. Thus, we assume a decomposition of 
the primary fields in each region into coarse and fine scales analogous to (2.40) – (2.41): 
 1 1 1 1 1 1ˆ ˆ,= + = +u u u w w w   (2.65) 
 2 2 2 2 2 2ˆ ˆ,= + = +u u u w w w   (2.66) 
We remark that, for mixed field problems, a decomposition may not be required for each primary 
field in order to achieve a stable method; see for example the discussion on the Darcy flow 
equation in Section 2.4.3 as well as discussions on turbulence modeling in [35]. As before, the 
coarse scales are taken to represent functions in the discrete spaces hα , and the fine scales are in 
general associated with the remaining part of α . Substituting (2.65) and (2.66) into the general 
weak form (2.63) – (2.64) and using the linearity of the bilinear forms, we obtain the multiscale 
abstract weak form: 
Coarse-Scale Problem 
 
( ) ( ) ( ) ( )
( ) ( )
1 2
1 2
1, 1 1 1 2, 2 2 2 1, 1 2, 2
1 1 2 2
ˆ ˆ ˆ ˆ ˆ ˆ, , , ,
ˆ ˆ, ,
i i
a a b b′ ′ ′ ′Ω Ω Γ Γ
′ ′Ω Ω
+ + + + − +
= +
w u u w u u λ w λ w
w f w f
 
 (2.67) 
 ( ) ( )1, 1 1 2, 2 2ˆ ˆ, , 0i ib b′ ′Γ Γ− + + + =μ u u μ u u   (2.68) 
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 Fine-Scale Problem 
 ( ) ( ) ( ) ( )
( ) ( )
1 2
1 2
1, 1 1 1 2, 2 2 2 1, 1 2, 2
1 1 2 2
ˆ ˆ, , , ,
, ,
i i
a a b b′ ′ ′ ′Ω Ω Γ Γ
′ ′Ω Ω
+ + + + − +
= +
w u u w u u λ w λ w
w f w f
     
 
 
(2.69) 
Analogous to the previous example of the Poisson equation, we will apply modeling assumptions 
that localize the fine scales to the elements from each region adjoining to the interface and derive 
analytical expressions in terms of the coarse scale boundary residuals. By embedding these 
expressions into the coarse-scale problem and treating the Lagrange multipliers as discontinuous 
between segments of the interface, we will arrive at a stabilized primal interface formulation for 
a general class of PDEs. 
Proceeding as in Section 2.3.1, the fine scales αu  and αw  are assumed to vanish outside of the 
sectors jαω  neighboring the interface such that the fine-scale problem (2.69) can be separated into 
a series of local problems associated with each interface segment jγ : 
 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
1 2 1
1 22
1 1 2 2 1, 1 2, 2 1 11, 2, 1,
2 2 1 1 2 22,
ˆ, , , , ,
ˆ, , , for 1,...,
j j jj j
j jj seg
a a b b a
a j n
γ γω ω ω
ω ωω
+ = + − −
− + + =
w u w u λ w λ w w u
w u w f w f
      
  
 (2.70) 
The reader is referred to Figure 2.2 for an example of interface sectors associated with a 
particular segment jγ . Next, we represent the fine scales using edge bubble functions in each 
sector that are non-zero along jγ , in direct analogy to (2.47): 
 ( ) ( )
, ,
1 1
,
df df
j j
n n
j j j j
k k l l
k l
b b
α α
α α
α α α α α α α αω ω
β η
= =
= =∑ ∑u x e w x e
 
   (2.71) 
where ,dfn α  is the number of components of the vector-valued fine-scale field αu  and { } ,1
dfn
k k
α
α =
e   is 
a set of linearly-independent unit vectors spanning ,dfn α . 
Remark: The representation for the fine scales given by (2.71) is fairly simple because the same 
bubble function is assumed to characterize each component. More elaborate models could be 
proposed with different functions for each component, such as approximations using residual-
free bubbles in the case of elasticity. 
32 
 Substituting (2.71) into the localized fine-scale equation (2.70), we solve for the value of jkαβ  in 
each sector jαω  associated with the segments jγ  of the interface as follows: 
 ( ) ( ) ( )( )
, 1 1
,,
1
ˆ ˆ, , 1 ,
df
j j j
n
j j j j j
k l k l l
l
a b b b b A b
α
α α
α
α α α α α α α α α α α γ α α α αα ω ω
β
− −
=
 = + + − −  ∑ e e e u f λ u e

A  (2.72) 
where the term ( ) 1, ,j j jl ka b bα α α α αα ω
−
e e  is the inverse of the matrix of coefficients generated from 
varying the subscripts k  and l  from 1 to ,dfn α . Following along the lines of Section 2.3.1, we 
apply simplifying assumptions to the expression for αu  obtained by substituting (2.72) into 
(2.71). First, the term involving the interior residual ˆα α α+u fA  is neglected. Second, we focus 
on the trace of the fine scales along the interface and make the following approximation, which 
is analogous to employing the average value of the bubble as adopted in Section 2.3.2: 
 ( ) ( )
, , 1
1 1 1
meas
df df
j
n n n
j j j j
k k k j km m
k k m
B B b B
α α
α α α α α α α αγ
β β γ
−
= = =
  = ≈   ∑ ∑∑

u x e e
 

  (2.73) 
 ( ) ( ), ,
j
j j j j
km m k m kB b b B bα α α α α α α γ= =e e e e
  (2.74) 
where { }
1
nj
m m=
e  is a set of linearly-independent spatially-uniform unit vectors in ′  and n  is 
the number of components of the vectors in ′ . Third, the boundary residual 
( ) 1 ˆ1 Aα α α
−− − ∈λ u  is taken outside of the bilinear form ( ), ,jbα γ    by applying a projection 
operator :′ ′Π →   . Combining these steps, the analytical expression for the trace of the 
fine scales on the interface is given by: 
 ( ) 1 ˆ1
j
jB Aαα α α α αγ
−
′
 = Π − − u τ λ u  (2.75) 
where the stabilization tensor jατ  is expressed as follows: 
 
( ) ( )
, 1
, 1 , 1
meas
dfn n
j j j
j km kl ln m n
k l m n
B B
α
α α αγ τ
−
= =
 = ⊗ ∑ ∑

τ e e

 
  
(2.76) 
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  [ ] ( )
1
,
,j j jkl l ka b b
α
α α α αα ω
τ
−
 =  e e  (2.77) 
We remark that in the preceding sections, the projection operator ′Π  has been implicitly taken 
as the identity, which is analogous to the approximations made in related applications of the 
Variational Multiscale approach to derive stabilized mixed methods [12,115]. In what follows, 
we will retain this assumption and drop the explicit appearance of the projection operator ′Π . 
Remark: For general vector-valued PDEs, the stabilization tensor obtained from (2.74) will not 
be diagonal but instead will induce coupling between the component of the primary field 
accounting for the local interface geometry and material properties. This coupling does not 
introduce complications into the derivations that follow. However, for computational economy 
the full tensor jατ  can be approximated numerically as a diagonal matrix by dropping the 
coupling terms [112,35]. 
To obtain the stabilized mixed weak form, we substitute the fine-scale model (2.75) into the 
coarse-scale problem (2.67) – (2.68). Presently, we require the definition of the adjoint operators 
* :α α α′→ A  and 
* :Aα α →   to accommodate the expression for αu  in (2.67): 
 ( ) ( ) ( )* *, ,, , , ,ia b Aα αα α α α α′Ω Γ′Ω= − + ∀ ∈w v w v v w v w A  (2.78) 
Similar to the derivations in the preceding sections, we neglect the contribution of the fine scales 
to the domain interior term of (2.78). Combining these results, we arrive at the stabilized mixed 
weak form for the system of abstract linear PDEs: 
 
( ) ( ) ( ) ( )
[ ] [ ]
( ) ( )
1 2
1 2
1, 1 1 2, 2 2 1, 1 2, 2
* *
1 1 1 1 2 2 2 2
1 1 2 2
ˆ ˆ ˆ ˆ ˆ ˆ, , , ,
ˆ ˆ ˆ ˆ, ,
ˆ ˆ, ,
i i
i i
j j
a a b b
A A A A
′ ′ ′ ′Ω Ω Γ Γ
′ ′Γ Γ
′ ′Ω Ω
+ + − +
+ − + − −
= +
w u w u λ w λ w
w τ λ u w τ λ u
w f w f
 (2.79) 
 
( ) ( )
[ ] [ ]
1, 1 2, 2
1 1 1 2 2 2
ˆ ˆ, ,
ˆ ˆ, , 0
i i
i i
j j
b b
A A
′ ′Γ Γ
′ ′Γ Γ
− +
− − + − − =
μ u μ u
μ τ λ u μ τ λ u
 (2.80) 
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 where we have introduced the jump operator 
 
•  mapping 1 2 ′× →   , which in the present 
setting is defined as 
  1 1 2 2B B= −u u u . 
To complete the derivation of a stabilized primal interface formulation analogous to the DG 
method, we focus on the continuity equation (2.80) and introduce the assumption that 
( )2
n
iL ′ = Γ 
 , namely the space of discontinuous 2L  functions on iΓ . Proceeding as before, 
we solve this equation locally along each segment for the Lagrange multiplier field λ : 
  ( ) ( )  ( )1 1 1 2 2 2ˆ ˆ ˆ
j jj
j j jA A
γ γγ
 = Π − Π − Π   λ δ u δ u τ u  (2.81) 
where we have introduced the following notation with direct analogy to Section 2.3.2: 
 ( ) 11 2 1 2, ,j j j j j j j jα α
−
= + = + =τ τ τ δ τ τ δ δ I  (2.82) 
Also, the projection operator Π , which in general maps ′  into  , reduces to the identity 
since ( )2
n
iL′ ′ = = Γ 
  . From (2.81), we extract the definition of the weighted numerical 
flux as { } ( ) ( )1 1 1 2 2 2j jA A A= −u δ u δ u , and a similar expression holds for the adjoint operators. 
Finally, substituting (2.81) and (2.82) into (2.79) and regrouping terms, we obtain the stabilized 
interface formulation for a system of PDEs in the primary field alone: 
 
( ) ( )
 
{ } { }  
     
( ) ( )
1 2
*
1 1 1 2 2 2
*
1 1 2 2
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ, , , ,
ˆ ˆ ˆ ˆ, ,
ˆ ˆ, ,
i i
i i
j j
a a A A
A A
′Γ ′Γ
′Γ ′Γ
′ ′Ω Ω
+ − −
+ −
= +
w u w u w u w u
w τ u w δ u
w f w f
 
 
 
 (2.83) 
where the flux jump term is defined as 
  1 1 2 2A A A= +u u u  and the associated stabilization tensor 
jδ  follows from (2.82) and straightforward algebraic manipulations as 
( ) ( )
11 1
1 2 2 1 1 2
j j j j j j j
−− − = = = +  
δ τ δ τ δ τ τ , which holds for arbitrary tensors 1
jτ  and 2
jτ . 
Our first observation is that the formulation given by (2.83) is consistent with the governing 
equations (2.56) – (2.60) according to the following theorem: 
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 Theorem: The exact solution ( )1 2, ,u u λ  to the system of equations (2.56) – (2.60) satisfies 
equation (2.83) for all ( )1 2 1 2, ∈ × w w . 
Proof: Take the exact solution ( )1 2, ,u u λ  and let ( )1 2 1 2, ∈ × w w  be arbitrary. Combining 
(2.58) and (2.59), we have that 1 1 1 1A A+ = 0u u , which is the flux jump on iΓ . Substituting this 
result and (2.60) into (2.83) implies that the last three terms on the left-had side vanish 
identically: 
 
( ) ( ) ( ) ( )
( ) ( )
1 2
1 1 1 2 2 2 1 1 2 2 1 1 1 2 2 2
1 1 2 2
, , ,
, , 0
i
j ja a B B A A
′Γ
′ ′Ω Ω
+ − − −
− − =
w u w u w w δ u δ u
w f w f
  
Applying the integration by parts formula (2.61) and using the definition of the bilinear form 
( ), ,ibα Γ    given by (2.62), the expression above is equivalent to the following: 
 
( ) ( )
( )( ) ( )( )
( ) ( )
1 2
1 1 1 1 2 2 2 2
1 1 1 1 1 2 2 2 2 2
2 2 1 1 1 1 1 2 2 2
, ,
, ,
, , 0
i i
i i
j j
j j
B A B A
B A B A
Ω Ω
′ ′Γ Γ
′ ′Γ Γ
− + − +
+ − + −
+ + =
w u f w u f
w I δ u w I δ u
w δ u w δ u
A A
  
Next, rearranging (2.82) to obtain 1 2
j j= −δ I δ  and 2 1
j j= −δ I δ , we find that: 
 
( ) ( )
( ) ( )
1 2
1 1 1 2 2 2
1 1 2 1 1 2 2 2 2 1 1 1 2 2
, ,
, , 0
i i
j jB A A B A A
Ω Ω
′ ′Γ Γ
− + − +
+ + + + =
w u f w u f
w δ u u w δ u u
A A
  
Finally, using (2.56) to cancel the domain integrals and (2.58) and (2.59) to cancel the boundary 
terms completes the proof. □ 
Additional salient features of the stabilized interface formulation (2.83) are as follows: 
• Consistent, analytical expressions for the stabilization parameter jτ  and the weighted 
numerical flux { } ( ) ( )1 1 1 2 2 2j jA A A= −u δ u δ u  emerge that implicitly account for the 
element size, material properties, and other characteristics of the governing PDE through 
the fine-scale model (2.75) – (2.76). 
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 • The modeling assumptions on the fine scales admit nonconforming meshes and higher-
order polynomial functions for the coarse scales, as demonstrated by the numerical 
results in Section 2.6. 
• The multiscale derivation contained in this section provides an outline for developing 
Discontinuous Galerkin methods for a general linear PDE. 
• By combining (2.75), (2.81), and the definition of 
 
u , and after rearrangements and 
cancellations, we obtain the identity 
   
ˆ≡u u , which is a similar result to that obtained 
for the weakly enforced Dirichlet boundary conditions for the Poisson equation as 
mentioned in a remark in  Section 2.2.3. 
2.4.1 Specialization to linear elasticity 
To make the preceding developments more concrete, the stabilized interface framework is 
specialized to the problem of coupling linear elastic domains with nonmatching meshes and 
possibly dissimilar material properties. For this example PDE, the bilinear form and boundary 
operators in (2.61) and (2.62) take the following form: 
 ( ) ( ) ( ), , : da α
α
α α α α α αΩ Ω
= Ω  ∫w u ε w ε uC  (2.84) 
 ( ) ( ) ( )* oA Aα α α α α α αγ= = ⋅   u u n ε uC  (2.85) 
 ( ) oBα α αγ=u u  (2.86) 
where ( )( )1 sdnHα α∈ Ωu  is the displacement field restricted to region αΩ , 
( ) ( ) ( )( )12
T = ∇ + ∇
 
ε     is the symmetric gradient operator, and αC  is a fourth-order 
symmetric positive definite tensor of material moduli. From (2.84), we identify the stress tensor 
as ( )α α α=σ ε uC  and the strain tensor as ( )α α=ε ε u . Substituting these definitions into the 
general equation (2.75) leads to the following expression for the fine scales: 
 ( ) ( )1 ˆ1
j
jB αα α α α α αγ
− = − − ⋅ u τ λ n σ u  (2.87) 
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 where ( )( )2 sdniL∈ Γλ  has the physical connotation of the interface traction derived from domain 
1Ω , and the expression for 
j
ατ  can be simplified to give: 
 ( ) ( ) ( )
2 11
, 1
meas d ,
sd
j
n
j j j j j j
j l k k l
k l
b a b bα α α α α α αγγ
−−
=
    = Γ ⊗     ∑ ∫τ e e e e  (2.88) 
Proceeding along the lines of the derivation in Section 2.4, the displacement jump follows simply 
as 
  1 2= −u u u , and we define the numerical flux according to (2.81) as follows: 
 ( )( ){ } ( )( )( ) ( )( )( )1 1 1 1 2 2 2 2j j⋅ = ⋅ − ⋅n ε u δ n ε u δ n ε uC C C  (2.89) 
where the weighting tensors jαδ  are defined as: 
 ( ) 11 2,j j j j j jα α
−
= = +δ τ τ τ τ τ  (2.90) 
Remark: While the stabilization tensors jατ  are usually diagonally-dominant for elements with 
acceptable aspect ratios, they are not diagonal for triangular or distorted quadrilateral meshes 
[112]. Thus, the numerical flux { }  involves a general linear combination of the traction 
component from the adjoining regions. If desired, a row-sum technique could be employed to 
diagonalize the matrices jα  τ , as mentioned in a remark near equation (2.77).. 
Substituting these results into (2.83) and neglecting the traction jump term, we obtain the 
stabilized interface formulation for linear elasticity: 
 
( ) ( )
 
( )( ){ } ( )( ){ }  
   
( ) ( )
1 2
1 2
1, 1 1 2, 2 2
1 1 2 2
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ, , , ,
ˆ ˆ ˆ ˆ, , ,
i i
i
j
a a′ ′Ω Ω ′ ′Γ Γ
′ ′Ω Ω′Γ
+ − ⋅ − ⋅
+ = +
w u w u w n ε u n ε w u
w τ u w f w f
C C
 (2.91) 
Up to the definition of the penalty term and the weighted numerical flux, this formulation is 
form-identical to the DG method proposed in [116]. 
Remark: There is similarity between the present formulation (2.91) and the stabilized method 
for enriched interfaces discussed in [147]. However, the reference uses the standard average for 
the numerical flux. Additionally, the penalty term involving the displacement jump is represented 
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 as a product of integrals rather than an integral of a product as is contained in (2.91). This 
noteworthy difference, which is also present in other methods [33,126,47], arises due to the use 
of the average bubble function in expression (2.88). The form of the penalty term present in 
(2.91) is more appropriate for extension to nonlinear problems where the interface conditions 
can vary from point to point, such as contact with friction. spatial variation the interface 
conditions can vary  to contact problems with friction.  
2.4.2 Accommodation of residual stresses and strains 
Next, our aim is to extend to the interface formulation (2.91) to account for residual stresses of 
the following form: 
 ( ) ( ) ( )iTα α α α α α α α α α′= − + = +  σ u ε u c σ σ u σC  (2.92) 
where Tα  is a relative temperature field, αc  is a thermal strain tensor often taken to be α αη=c I  
with αη  the coefficient of thermal expansion and I  the second-order identity tensor, and 
i
ασ  is 
an initial stress tensor. In order to include the effects of this modified stress tensor in (2.91), we 
introduce the following affine functional: 
 ( ) ( ) ( ), ,a a lα α α α α α α α= +w u w u w  (2.93) 
 ( ) ( ) : dl
α
α α α αΩ
′= Ω∫w ε w σ  (2.94) 
The derivations in Section 2.4 can be extended in a straightforward manner to admit affine 
functionals; we suppress these details. The equations for αu  and 
j
ατ  in Section 2.4.1 remain 
valid except that the stress tensor ασ  in the expression for the fine scales (2.87) is replaced by 
ασ  from (2.92). A modification is also required in the numerical flux term to account for the 
boundary term resulting from integration by parts of the thermal term: 
 ( ){ } ( ){ } ( ) ( ) ( )( ){ } { }1 1 1 2 2 2j j′ ′ ′⋅ = ⋅ + ⋅ − ⋅ = ⋅ + ⋅n σ u n σ u δ n σ δ n σ n ε u n σC  (2.95) 
Substituting (2.92) and (2.95) into (2.91), we arrive at the stabilized interface formulation for 
linear elasticity with residual stresses: 
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( ) ( )
 
( )( ){ } ( )( ){ }  
   
( ) ( ) ( ) ( )
 
{ }
1 2
1 2
1, 1 1 2, 2 2
1 1 2 2 1 1 2 2
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ, , , ,
ˆ ˆ ˆ ˆ ˆ ˆ ˆ, , , ,
i i
ii
j
a a
l l
′ ′Ω Ω ′ ′Γ Γ
′ ′Ω Ω ′Γ′Γ
+ − ⋅ − ⋅
′+ = + − − + ⋅
w u w u w n ε u n ε w u
w τ u w f w f w w w n σ
C C
 (2.96) 
Remark: The inclusion of the nonstandard term { }′⋅n σ  on the right-hand side could be easily 
overlooked in the implementation of the classical DG method for elasticity with thermal strains. 
However, this term arises consistently during the present derivations, and the importance of 
retaining this term is demonstrated in the numerical example studied in Section 2.6.3.  
2.4.3 Specialization to Darcy flow equation 
Finally, as an example involving a mixed field problem, we consider a velocity-pressure 
formulation of the Darcy flow equation for coupling subdomains possessing different 
permeability and discretized with nonconforming meshes. Adopting the notation of [110], the 
underlying Lagrange multiplier method for weakly enforcing continuity at the interface is written 
as:  
 
( ) ( ) ( ) ( )
( ) ( )
1 2
1 2
1 2
1, 1 1 1 1 2, 2 2 2 2 1 1 1 2 2 2
1 2
1 1 2 2 1 1 2 2
,1 ,2
, ; , , ; , , , , ,
, , , ,
i i
c c
a q p a q p B q B q
q q
g g
λ λ
ρ ρ ϕ ϕ
Ω Ω Γ Γ
Ω Ω
Ω Ω
+ − +
   
= − − + +      
   
w v w v w w
w g w g
 (2.97) 
 ( ) ( )1 1 1 2 2 2, , , , 0
i i
B p B pµ µ
Γ Γ
− + =v v  (2.98) 
where α α∈v  is the velocity field in region αΩ  and pα α∈ is the pressure field, and αρ , g , 
and cg  are material constants and physical parameters representing the density, gravity vector, 
and units conversion coefficient, respectively. The bilinear forms are defined as follows: 
 ( ) ( ) ( ), ; , d d da q p p q
α α α
α
α α α α α α α α α α α
α
µ
κΩ Ω Ω
= ⋅ Ω − ∇⋅ Ω+ ∇⋅ Ω∫ ∫ ∫w v w v w v  (2.99) 
 ( ) ( ) ( ) ( ) 1*, 1 , , 1o oA p p A q q
α α
α α α α α α α αγ γ
−= − = −v w  (2.100) 
 ( ), oB pα α α αγ= ⋅v v n  (2.101) 
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 where αµ  is the viscosity and ακ  is the permeability associated with each region. Also, recall 
that the outward unit normal n  is associated with region 1Ω . 
For the multiscale approximation, a decomposition is assumed only for the velocity field. 
Therefore, the fine-scale equation analogous to (2.70) is: 
 
( ) ( ) ( ) ( )
1 2 1 2
1 1
1 1 2 2 1 1 1 2 2 21, 2, 1, 2,
1 2
1 2 1 1 2 2
,1 ,2
ˆ ˆ,0; ,0 ,0; ,0 ,0; , ,0; ,
, , , ,
for 1,...,
j j j j
j j
j jc c
seg
a a a p a p
g g
j n
ω ω ω ω
γ γ
ω ω
ρ ρλ λ
+ = − −
   
+ ⋅ − ⋅ − −      
   
=
w v w v w v w v
w n w n w g w g
     
 
 (2.102) 
Next, we maintain simple modeling assumptions and represent each component of the fine-scale 
velocity using identical bubble functions for each component:  
 ( ) ( )
1 1
,
sd sd
j j
n n
j j
k k l l
k l
b b
α α
α α α α α α α αω ω
β η
= =
= =∑ ∑u x e w x e   (2.103) 
Substituting (2.103) into (2.102), carefully accounting for the sign convention of the interface 
operators defined in (2.100) and (2.101), and carrying out the usual modeling assumptions to 
isolate the trace of the fine-scale velocity on the interface, we obtain the following analytical 
expression for αv  on each segment jγ :  
 ( ) ( )11
j
jB pαα α α αγ τ λ
−= − +v  (2.104) 
 ( ) ( )( )
211 2
meas d d
j
j
j j j
j b b
α
α α α α αω γ
τ γ µ κ
−−   = Ω Γ    ∫ ∫  
(2.105) 
Embedding the representation of the fine scales (2.104) into the coarse-scale problem associated 
with (2.97) – (2.98) results in the following stabilized mixed weak form: 
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( ) ( )
( ) ( )
( ) ( )
( ) ( )
1 2
1 2
1 2
1, 1 1 1 1 2, 2 2 2 2
1 1 1 2 2 2
1 1 1 2 2 2
1 2
1 1 2 2 1 1 2 2
,1 ,2
ˆ ˆ ˆ ˆ, ; , , ; ,
, ,
ˆ ˆ, , , ,
ˆ ˆ, , , ,
i i
i i
j j
c c
a q p a q p
q p q p
B q B q
q q
g g
τ λ τ λ
λ λ
ρ ρ ϕ ϕ
′ ′Ω Ω
′ ′Γ Γ
′ ′Γ Γ
′ ′Ω Ω
′ ′Ω Ω
+
+ + + +
− +
   
= − − + +      
   
w v w v
w w
w g w g
 (2.106) 
 
( ) ( )
1 1 2 2
1 1 2 2
ˆ ˆ, ,
, , 0
i i
i i
j jp p
µ µ
µ τ λ µ τ λ
′ ′Γ Γ
′ ′Γ Γ
− ⋅ − ⋅
− + − + =
v n v n
 (2.107) 
Adopting a discontinuous approximation of the multipliers between segments, the continuity 
equation (2.107) leads to the following expression for λ :  
 { }  ˆj j j
jp
γ γ γ
λ τ= − − v  (2.108) 
where the numerical flux is denoted by { } 1 1 2 2j jp p pδ δ= + , the velocity jump is denoted by 
  1 1 2 2 1 1 2 2B B= − = ⋅ + ⋅v v v v n v n , and identical formulas from the Poisson equation hold for the 
penalty parameter jτ  and weighting coefficients jαδ : ( )
1
1 2
j j jτ τ τ
−
= + , j j jα αδ τ τ= .  
Substituting (2.108) into (2.106) and regrouping terms, we arrive at the stabilized interface 
formulation for Darcy flow:  
 
( ) ( )
   
{ }
   
{ }
   
( ) ( )
1 2
1 2
1 2
1, 1 1 1 1 2, 2 2 2 2
1 2
1 1 2 2 1 1 2 2
,1 ,2
ˆ ˆ ˆ ˆ, ; , , ; ,
ˆ ˆ ˆ ˆ, , , ,
ˆ ˆ, , , ,
i ii i
j j
c c
a q p a q p
q p q p
q q
g g
δ τ
ρ ρ ϕ ϕ
′ ′Ω Ω
′ ′Γ Γ′ ′Γ Γ
′ ′Ω Ω
′ ′Ω Ω
+
+ − + +
   
= − − + +      
   
w v w v
v w w v
w g w g
 
(2.109) 
where the flux jump and penalty parameter are defined with analogy to Section 2.4 as 
  1 2p p p= −  and ( ) ( )
11 1
1 2
j j jδ τ τ
−− − = +  
, respectively. 
Although the interface formulation (2.109) accommodates nonconforming discretizations for the 
velocity and pressure fields along iΓ , the discrete function spaces for these two fields must 
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 satisfy the Babuška–Brezzi condition associated with the bilinear form ( );aα    in each region 
αΩ  in order for (2.109) to be globally stable. To admit equal-order interpolations of the velocity 
and pressure fields, additional domain-based stabilization terms can be incorporated into the 
weak form, such as those presented in [110]. These terms can be derived by employing a 
Variational Multiscale approach to the velocity field on element interiors [12]. Although the fine-
scale models employed for stabilizing the mixed velocity-pressure formulation are assumed to 
vanish on element boundaries and therefore do not contribute directly to the interface integrals, 
overlapping contributions from the edge and interior bubble functions would be expected on the 
interior of the elements adjoining the interface. However, we choose to neglect these coupling 
effects in our implementation for simplicity, which does not upset the consistency of the 
formulation. Thus, the final form of the proposed interface formulation for the Darcy equation 
that admits arbitrary interpolation combinations across the interface is as follows: 
 
( )
   
{ }
   
{ }
   
( )
,
1,2
1,2 ,
,
1ˆ ˆ ˆ ˆ, ; , ,
2
ˆ ˆ ˆ ˆ, , , ,
ˆ , ,
1 ˆ ,
2
i ii i
j j
c
c
a q p q p
q p q p
q
g
q
g
α
α
α
α
α α α
α α α α α α α α α
α α α α
α
α α α α
α α
α α α
α α α
α α α
µ κ µ
κ µ κ
δ τ
ρ
ϕ
µ κ ρ
κ µ
′Ω
= ′Ω
′ ′Γ Γ′ ′Γ Γ
′Ω
= ′Ω
    
+ − +∇ +∇         
+ − + +
 
= − +  
 
   
− − +∇        
∑
∑
w v w u
v w w v
w g
w g
1,2
α
α =
′Ω

 

∑
 (2.110) 
2.5 Design of Fine-Scale Bubble Functions 
Up to this point, we have left the explicit form of the fine-scale bubble functions unspecified. 
This functional form has a significant impact both on the robustness of the interface formulation 
as well as on the computational economy of the numerical method. The concept of designing 
fine-scale approximations to attain particular properties has been explored for the advection-
diffusion equation [113]. So-called residual-free bubbles have been found to yield very accurate 
results but at a heavy expense of solving local discrete systems within each element [32,47]. In 
our previous work [112,115,116], we have seen that simple polynomial bubble functions provide 
an adequate approximation of the fine scales to produce stable and accurate numerical schemes 
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 for linear and nonlinear problems [113,35]. Therefore, we propose and investigate an automatic 
procedure for generating the edge bubble function for a general sector jαω  associated with an 
interface segment jγ . 
2.5.1 Definition of interface sectors and polynomial bubble functions 
We first discuss a generic procedure for forming the sectors based upon the local interface 
topography. For the two dimensional case and assuming a planar interface, the segments consist 
of straight lines formed by intersecting the edges of two opposing elements. For triangular 
elements, the sector is formed by connecting the corner node most distant from the interface to 
the two endpoints of the segment; see Figure 2.3 (a). For quadrilateral elements, the reference 
coordinates Aξ  and Bξ  of the segment endpoints are determined from the physical coordinates by 
inverting the isoparametric mapping. Then, points with the same ξ  coordinates but on the 
opposing edge of the quadrilateral ( )1η =  are used to define the boundary of the sector; see 
Figure 2.3 (b). Using this procedure, the sectors form a disjoint covering of the elements 
adjoining the interface: 
 ˆ1 1,
seg segn nj e j
j jαα α α
ω ω
= =
= Ω =∅
  
 (2.111) 
where ˆα α⊆   is the set of all elements that have an entire edge intersecting the interface. 
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  (a)              (b) 
Figure 2.3. Definition of sectors: (a) triangular element; (b) quadrilateral element 
For the three dimensional case, the overlapping zone of two element faces on opposite sides of 
the interface is in general a planar surface with a polygonal boundary. Herein, we refer to this 
polygon as the parent segment ˆ jγ , and we define the actual segments jγ  through a triangulation 
of the vertices of the parent segment ˆ jγ , since quadrature rules are well-established for triangular 
domains. For tetrahedral elements, the sector associated with segment jγ  is a (smaller) 
tetrahedron formed by the vertices of the triangular segment and the node of the element that is 
most distant from the interface. For hexahedral elements, the reference coordinates of the 
segment vertices ( ), , 1i i iP ξ η= − , 1,2,3i =  are projected to the opposing face as ( ), ,1i i iP ξ η′= , 
and these six vertices are joined to form a sector resembling a wedge-shaped element. By 
defining the sectors in this manner, we again obtain a disjoint covering of the elements adjoining 
the interface satisfying property (2.111). 
Remark: For the three dimensional case, the triangulation of a parent segment ˆ jγ  containing 
more than three edges is not unique. While the various possible triangulations will each result in 
sectors satisfying (2.111), the bubble functions generated from certain triangulations may lead to 
higher quality fine-scale approximations than generated by others. The effect of various 
triangulation patterns on the robustness of the interface formulation will be thoroughly 
investigated in future work. 
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 Next, we define a template edge bubble function for each standard two dimensional element 
type, which are listed in Table 2.1. In the element type abbreviations, the letter designates the 
shape of the element (“T” for triangle and “Q” for quadrilateral), and the number refers to the 
number of nodes on the element. The coordinates ( ),ξ η  are with respect to the local coordinate 
system engendered by the associated sector jαω  such that the bubble vanishes on all boundaries 
of the sector except for the interface segment jγ , where the ξ  axis is taken parallel to the 
segment in all cases. The polynomial function for each element type is specified as at least one 
degree higher than the functions associated with the coarse scales or finite element shape 
functions. This condition ensures that the multiscale function spaces remain linearly 
independent. Additionally, the use of distinct bubbles for linear and quadratic elements implies 
that unequal values will be obtained for the stabilization tensor jατ  even when two such elements 
have the same size and shape, thereby accounting for the distinct character of linear versus 
quadratic interpolations. By employing simple polynomial representations of u , the numerical 
evaluation of the stabilizing parameters incurs minimal added expense on the computation of the 
interface contributions during the assembly process. 
Table 2.1. Edge bubble functions employed for fine-scale fields 
Element Bubble Function 
T3 ( )4 1ξ ξ η− −  
Q4 ( )( )212 1 1ξ η− −  
T6 ( )224 1ξ ξ η− −  
Q9 ( )( ) ( )( )24 21 14 41 1 1 1ξ η ξ η− − + − −  
2.5.2 Comparison of residual-free and polynomial bubble functions 
To assess the validity of these modeling assumptions for the fine scales, we consider the Poisson 
equation and investigate the value of jατ  obtained from polynomial bubbles and residual-free 
bubbles for linear triangular elements of various aspect ratios. The topic of residual-free bubbles 
has been investigated for a variety of problem classes, including its relationship to the 
Variational Multiscale method [32] and its application to embedded interface problems [47]. 
Presently, the term “residual-free bubble” refers to the exact solution of the localized fine-scale 
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 problem (2.46). For the case of linear triangular shape functions, piecewise constant Lagrange 
multipliers, and vanishing source term, this equation reduces to solving the following system on 
each sector along the interface: 
 ( ) 0 in juα α αω∇ ⋅ ∇ =A   (2.112) 
 0 on \j juα αω γ= ∂  (2.113) 
 ( ) 1 on juα α α γ⋅ ∇ =n A   (2.114) 
Since this problem is also infinite dimensional, we instead seek a numerical approximation 
h huα ∈  that is computed on a submesh of cells within the sector 
j
αω  through the solution of the 
following discretized weak form: 
 ( ), , ,1j j
h h h j ha w u w w
α
α α α αα ω γ
= ∀ ∈     (2.115) 
Once obtained, the discrete fine-scale field huα  is directly substituted in place of 
jbα  in (2.50) to 
evaluate the stability parameter jατ . In the study that follows, we employ a discretization of 64 
uniform triangular cells along each edge of the sector jαω  unless stated otherwise. 
Remark: Because we are directly solving the fine-scale problem, the assumption that the 
interior residual is neglected is relaxed and is rather instead directly enforced; i.e., the fine scale 
is enforced to be orthogonal to the coarse scale. Therefore, the residual-free bubble is expected 
to give more accurate results from the stabilized interface method. Indeed, studies on the 
distorted meshes in the numerical section indicate that this is the case. However, the solution of 
a discrete problem within each sector of the interface becomes computationally prohibitive as 
the number of sectors grows. Therefore, we use the shape of the residual-free bubble as a 
benchmark against which we design our polynomial bubbles. 
As a representative study, we consider a right-triangular sector jαω  with unit width and a height 
r , as shown in Figure 2.4 (a); a representative submesh for computing the residual-free bubble is 
shown in the background by the dotted lines. The interface segment jγ  is taken as the base of the 
triangle, and the material tensor is specified as α =A I , the second-order identity tensor. For 
47 
 various values of the height r , the stabilization parameter jατ τ≡  is computed using the 
polynomial bubble from Table 2.1 as well as the residual-free bubble obtained from the solution 
of  (2.115), and the results are shown on a log-log scale in Figure 2.4 (b). We observe that when 
the height 1r ≤ , the polynomial (VMS) and residual-free (RFB) bubbles exhibit similar values 
and trends. However, when 1r > , the value of τ  for the polynomial bubble decreases while the 
value from the residual-free bubble remains nearly constant or slightly increases. This behavior 
is a result of the localization of the residual-free bubble toward the interface as the sector 
becomes increasingly slender. The shape of the bubble computed from (2.115) on a 32×32 grid is 
presented in Figure 2.5. Clearly, the bubble is localized to the interface segment. Because the 
bubble functions in Table 2.1 are supported over the entire sector, they are unable to capture this 
localized behavior and thus produce an artificially low estimate for the stabilization parameter. 
Since the penalty term is inversely related to the value of τ , the polynomial bubble 
approximation yields disproportionately large penalty parameters for this range of aspect ratios 
that pollutes the numerical results at the interface. We remark that while the solutions of (2.115) 
for 1r ≤  are computed with the standard 64 submesh containing 64×64 cells, the values for 1r >  
required submeshes with 256 cells along each edge to adequately resolve the features. 
Remark: As a reference, we have included a curve denoted by “Nit.” that represents the 
stabilization parameter associated with the standard Nitsche or DG method. This value is 
computed by assuming two identical sectors across the interface and applying the formula for 
the Nitsche penalty parameter defined in Section 2.6.1 along with the formula for jτ  associated 
with (2.53), which simplifies to ( ) ( )12 meas measj jατ ω γ= . 
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  (a)              (b) 
Figure 2.4. Stabilization parametric study: (a) right-triangular sector jαω  with example submesh; 
(b) stabilization parameter τ  as a function of height r  obtained from various approximations  
 
 
Figure 2.5. Residual-free bubble for a sector with aspect ratio 1/2r =  computed on a 32×32 
submesh 
In order to improve the representation of the fine-scale for large aspect ratios while avoiding the 
expense of computing the residual-free bubbles, we propose a procedure for reducing the support 
of the polynomial bubbles in such cases, which is depicted in Figure 2.6 for both triangular and 
quadrilateral elements. The thin blue dashed lines denote the template sector formed according to 
the steps outlined in Section 2.5.1. First, the length of the two sector boundary edges that are not 
parallel to the interface is compared to segment jγ . If the shorter edge exceeds the length of the 
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 segment, then this edge is reduced to be equal to the segment length but maintain its original 
direction. The isoparametric mapping of the sector (not the parent element) is then inverted to 
determine the reference coordinate of the physical endpoint of the reduced edge, with its vertical 
coordinated denoted by η ; see Figure 2.6. Next, a line is drawn between this point and the point 
on the opposing edge which has the same vertical reference coordinate η . For quadrilateral 
elements, this line forms the new boundary edge of the sector, shown in Figure 2.6 (b). For 
triangular elements, the midpoint of this line is taken as the new vertex of the sector. In 
subsequent discussions, we will refer to the new sector formed by this procedure as a truncated 
sector. We remark that the definition of the truncated sector collapses to the parent sector when 
the aspect ratio 1r →  so that a sharp transition is avoided. The results from calculating the 
stabilization parameter τ  using the truncated sectors is shown as the green curve denoted 
“VMSm” in Figure 2.4 (b). This curve agrees much more closely with the trend of the residual-
free bubble. Therefore, we opt to employ the truncation procedure for the numerical studies in 
Section 2.6. 
 
  (a)              (b) 
Figure 2.6. Definition of truncated sector: (a) triangular element; (b) quadrilateral element 
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 Remark: This modified sector approach is justifiable from observing the character of the 
residual-free bubble for this problem. Similar results also held for a study of isotropic elasticity. 
Indeed, the truncation method produced high quality results for the problems studied in Section 
2.6. However, this approximation may not be accurate for anisotropic material properties or for 
other classes of PDEs. Generalizing and verifying the design of the bubble function for such 
cases will be addressed in future work. 
2.6 Numerical Results 
In this section, we compare the performance of the proposed interface formulation and the 
associated fine-scale models with the standard Nitsche method for a series of four problems 
posed across a range of PDEs. The effects of nonmatching meshes and dissimilar material 
properties will be highlighted. Full numerical quadrature was used to evaluate all domain 
integrals, and the three-point Gauss rule was used for boundary and interface integrals. To 
provide the optimal comparison with the Nitsche method, the following definition for the mesh 
size parameter h  is used in the subsequent formulas for penalty terms: 
 ( ) ( ) ( ) ( )1 22 meas / meas meas / measj je ej jh γ γ = Ω + Ω   (2.116) 
where jeαΩ  is the entire element adjoining segment jγ . This definition has been found to yield 
relatively optimal numerical performance [6,85]. 
Throughout the examples that follow, we will make use of two definitions of the numerical flux 
for assessing the solution at the interface. The first is called the “total flux” and is computed by 
{ }h j hAλ = −u τ u 
 
 
, while the second is called the “gradient flux” and is computed by 
{ }hAλ = u . The total flux is analogous to the standard definition of the numerical flux used in 
Discontinuous Galerkin methods where the jump term is included. However, the gradient flux 
can be used to assess the quality of the gradient of the solution in the elements adjacent to the 
interface and to discern how much the penalty term contributes to the total flux. For the Nitsche 
method, the same formulas are applied except that the weights are taken as 11 2 2δ δ= =  and the 
penalty parameter is computed as a function of h  given by (2.116), where the appropriate 
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 functional form for the corresponding PDE is presented in the descriptions of the problems in the 
following sections. 
2.6.1 Poisson problem 
The first problem involves the analysis of a Poisson problem with an analytical solution. A 
rectangular domain with two regions containing different coefficient matrices 1 1A=A I  and 
2 2A=A I  are considered as shown in Figure 2.7. The source term in each region is prescribed 
such that the exact solution is given by: 
 ( ) ( )1 sin sinu x yπ π=  (2.117) 
 ( ) ( ) ( ) ( ) ( )( )1 12 1 2 2 4 4sin sin sin cosu x y A A A x yπ π π π π= + − −    (2.118) 
 
Figure 2.7. Problem description for Poisson problem with two material regions 
This problem was manufactured such that the solution and the flux remain continuous across iΓ  
when 1 2A A≠ . Two investigations were performed to compare the quality of solutions obtained 
from the proposed interface method and the standard Nitsche method as the ratio of material 
properties is varied from 62 1 10A A
−=  to +62 1 10A A = . In the first case, a uniform discretization 
is applied such that the interface is conforming, with 17 nodes along the horizontal in both 
regions and 5 and 13 nodes in the vertical direction in regions 1Ω  and 2Ω , respectively. Both 
linear and quadratic triangular and quadrilateral elements were employed with the diagonals for 
the T3 elements oriented upper-right to lower-left and upper-left to lower-right for the T6 
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 elements. In the second case, a nonconforming interface is generated by increasing the number of 
nodes along the horizontal in the region 1Ω  to 41. For the Poisson equation, the Nitsche penalty 
parameter is specified as ( )1 2max ,j A A hτ =  , and we take 1= . 
For each value of the material ratio 2 1A A , the L
∞  norm of the error in the two flux measures 
e t λ= −  and e t λ= −   was computed for both methods, where the exact flux is given by 
( ) ( )11 4sin cost A xπ π π=  with a maximum value of ( )1max 1 4cost Aπ π= . The relative error, maxe t , 
is presented on a log-log scale for all element types and both numerical methods in Figure 2.8 (a) 
and (b). For the case of equal material properties, both methods exhibit approximately the same 
level of error in the total flux. However, the proposed interface method produces results with 
uniform levels of error as the material ratio is varied. In contrast, the Nitsche method yielded 
results with errors in excess of 100% for all element types when 2 1 100A A > , as clearly seen in 
the plot of the gradient flux in Figure 2.8 (b). While the jump term compensates for this error in 
the quadrilateral elements to produce lower error for the total flux, the triangular elements 
exhibit poor performance all-around. We remark that both methods perform well for the case 
2 1 <1A A  because the gradient becomes essentially constant in the y-direction in 2Ω  and thereby 
making the problem easier to solve. 
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  (a)              (b) 
 
      (c) 
Figure 2.8. Relative flux errors versus material ratio, conforming mesh: (a) total flux; (b) 
gradient flux; (c) value of penalty parameter jτ  
The discrepancy in the performance of the two methods can be explained by comparing the 
magnitude of the penalty parameter associated with each material ratio, which is plotted in 
Figure 2.8 (c). The value of the penalty parameter jτ  for the VMS interface formulation 
decreases when the material properties are varied because the weighting terms jαδ  in the 
numerical flux can compensate for the imbalance and place more emphasis on the side of the 
interface with a lower material coefficient. However, the Nitsche method does not offer this 
flexibility and instead must increase the penalty term to maintain stability at the expense of 
numerical accuracy. 
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 Similar trends were observed for the flux errors for the nonconforming interface, which are 
presented in Figure 2.9. In each element type and interface formulation, the error for equal 
material properties ( )2 1 =1A A  was higher for the nonconforming mesh compared to the 
conforming mesh except for the linear triangles. We also note that the maximum error in the total 
flux is higher for the proposed interface method compared to the Nitsche method for the case 
2 1 =1A A . However, the error in the gradient flux is consistently lower. 
 
  (a)              (b) 
 
      (c) 
Figure 2.9. Relative flux errors versus material ratio, nonconforming mesh: (a) total flux; (b) 
gradient flux; (c) value of penalty parameter jτ  
To further investigate the behavior of the methods for nonconforming interfaces, we consider the 
particular mesh of linear triangles shown in the contour plots of Figure 2.10 and fix the material 
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 properties 1 2 1A A= = ; the perspective is zoomed in over the lower-center portion of the domain. 
For this mesh, the size of the elements in both regions is identical, but their orientation with 
respect to the interface is different. From the contour plot of the y component of the material 
gradient α α⋅∇A u  in Figure 2.10 (a), we see that the solution from the proposed method retains 
the symmetry of the exact solution more closely than the Nitsche solution in Figure 2.10 (b). 
While the contours far from the interface are identical for both methods, the Nitsche results 
exhibit a higher level of discontinuity between the two regions. 
 
  (a)              (b) 
Figure 2.10. Contour plot of  ( ) yα α⋅∇A u : (a) stabilized interface method; (b) Nitsche method  
Next, we present a line plot of the total flux and gradient flux for both methods in Figure 2.11. 
The blue curve representing the gradient flux in Figure 2.11 (b) confirms the behavior in Figure 
2.10 (b), namely that the average of the gradients from the two regions has drifted away from the 
exact solution and is no longer symmetric about 1x = . However, the gradient flux for the VMS 
interface method, which is computed from a weighted average, closely agrees with the exact 
flux. For both methods the total flux curves fluctuate about the exact curve, although the 
amplitude is higher for the VMS results. This behavior can be partially attributed to the larger 
value of the penalty parameter computed by the proposed method, which is about six times the 
value computed from the Nitsche approach. The results for the fluxes from the Nitsche method 
with  6=  are shown in Figure 2.11 (c). We observe that the gradient flux still exhibits more 
error than the VMS results, and that the total flux now contains fluctuations of the same 
magnitude as in Figure 2.11 (a). 
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  (a)              (b) 
 
     (c) 
Figure 2.11. Interface flux: (a) stabilized interface method; (b) Nitsche method, 1= ; (c) Nitsche 
method, 6=  
Remark: From these investigations, we conclude that the proposed interface method produces 
numerical results that are robust with respect to material mismatch and nonconforming 
interfaces. 
2.6.2 Beam bending problem 
The next problem is an elastic beam under pure bending with an interface at the midsection that 
separates it into regions with different isotropic material properties. For plane stress and 
considering the origin of coordinates at the intersection of the centerline and middle-plane, the 
solution in each half of the beam is given by: 
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  ,
2
x
Mxyu
E Dα α
=  (2.119) 
 
( )2 2
,y
M x y
u
E Dα α
ν−
= −  (2.120) 
For our analysis, we take the length of the beam to be 16L = , the full depth 4D = , and the end 
moments as 72M = ; additionally, we set 1 2 0ν ν= =  to admit a continuous solution along the 
entire length. This problem has served as a benchmark for embedded mesh and embedded 
interface techniques [148,4], where mismatch in the material and/or discretization can lead to 
stress locking or pollution of the solution in the elements close to the interface. Similarly, we 
place an interface at the junction of the two halves of the beam that are meshed with linear 
triangular elements and investigate the quality of the interface tractions as well as the 
surrounding stress field obtained from the proposed interface method. In the simulations that 
follow, only the top half of the beam was modeled, and anti-symmetry conditions were applied 
along the centerline. Also, the exact displacement field given by (2.119) – (2.120) is applied as 
boundary conditions to the ends of the beam. For linear elasticity, the Nitsche penalty parameter 
is taken as ( )1 2max ,j G G h =  τ I , where G  is the shear modulus. 
As the first example, we set the Young’s modulus to 21 10E =  and 
7
2 10E =  ( 1Ω  is the left half 
of the beam) and employ a conforming discretization with 32 (×2) elements horizontally and 16 
elements vertically in each domain. The normal interface traction obtained from the stabilized 
interface method and the Nitsche method with 1=  are shown in Figure 2.12 (a) and (b), 
respectively. In both plots, the constant-strain triangles yield a stair-step curve for the total flux 
centered around the exact solution. However, fluctuations are evident at the top surface of the 
beam of the Nitsche results; additionally, the gradient flux for the VMS interface method is not 
centered around the exact solution. We compare this behavior to the contour plots of xxσ  for 
both methods shown in Figure 2.13. For the results from the proposed method, the stress pattern 
is uninterrupted between the two regions such that the interface (located at the center) is 
invisible. However, slight disturbances are visible for the stress results from the Nitsche method. 
Thus, the extremely high value for jτ  from the Nitsche method, which is four magnitudes 
greater than from the VMS method for this case, leads to a slight degradation of the results. In 
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 contrast, the proposed interface formulation yields values of 1 ≈δ I  and 2 ≈ 0δ  for the flux 
weight parameters according to (2.90), which emphasizes the more flexible left half of the beam. 
In fact, comparing Figure 2.12 (a) and Figure 2.13 (a), we observe that the gradient flux { }h⋅n σ  
agrees precisely with the value of the stress from the elements on the left side of the interface, 
which each have a slightly lower value than the corresponding element on the right half. 
 
  (a)              (b) 
Figure 2.12. Interface normal traction: (a) stabilized interface method; (b) Nitsche method 
 
  (a)              (b) 
Figure 2.13. Stress xxσ  contour plots: (a) stabilized interface method; (b) Nitsche method 
For the second analysis, we select equal material properties 31 2 10E E= =  but generate the 
nonconforming mesh shown in Figure 2.14. Also, for this case we increased the value of the 
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 penalty coefficient for the Nitsche method 4=  because the method produced unstable results 
for 1= , as indicated in Figure 2.15; the dependence of the numerical stability on this user-
defined parameter is one drawback of the Nitsche method. Similar to the results for the Poisson 
problem in Section 2.6.1, we see that the difference in element orientation causes more 
disturbances in the stress pattern near the interface compared to the surrounding bulk domain for 
the Nitsche method than for the proposed interface method, although the difference is relatively 
small. From the interface traction plots in Figure 2.16 (b), we observe that the Nitsche results for 
the gradient flux are slightly offset from the exact traction curve. In comparison, the total flux 
curve from the proposed interface method lies directly on top of the true solution with nearly 
constant step sizes. Finally, we also provide curves for the shearing traction Figure 2.16 (c) and 
(d) and remark that both methods produce values that are close to zero. The values from the 
proposed interface method exhibit slightly higher variation than from the Nitsche method. 
 
  (a)              (b) 
Figure 2.14. Stress xxσ  contour plots: (a) stabilized interface method; (b) Nitsche method 
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Figure 2.15. Interface normal traction for Nitsche method, 1=  
 
  (a)              (b) 
 
  (c)              (d) 
Figure 2.16. Interface tractions: (a) normal, stabilized interface method; (b) normal, Nitsche 
method; (c) shear, stabilized interface method; (d) shear, Nitsche method 
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 As a third case for the beam problem, we employ a nonconforming and unstructured 
discretization for both halves of the beam such that the mesh on one side of the interface is more 
refined and the material properties are set to 71 10E =  and 
2
2 10E = . Also, the value of the 
Nitsche parameter is reset to . Corresponding plots of the interface traction and stress 
contours for both methods are shown in Figure 2.17 and Figure 2.18, respectively. The overall 
quality of the solutions seems comparable between the two methods for this example. While the 
fluxes for the proposed method are biased toward the right domain and are relatively smooth 
except for a few sharp features, the Nitsche results are rougher but remain closer to the exact 
traction curve. Also, the stress contours for the Nitsche method exhibit disturbances near the 
endpoints of the interface ( 0y =  and 2y = ). The interplay of smaller element size with larger 
material stiffness could help balance the Nitsche results. Nonetheless, these plots illustrate that 
the automatic procedure for computing the penalty and weighting parameters in the proposed 
interface method yields stable solutions for unstructured grids. 
 
  (a)              (b) 
Figure 2.17. Stress xxσ  contour plots: (a) stabilized interface method; (b) Nitsche method 
1=
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  (a)              (b) 
Figure 2.18. Interface normal traction: (a) stabilized interface method; (b) Nitsche method 
2.6.3 Thermal beam 
Next, we consider a thin beam subjected to a slowly increasing heat flux ( )q t  on its top surface, 
as shown in Figure 2.19. The other surfaces of the beam are taken to be perfectly insulated 
( )0q = . Under plane stress conditions and neglecting rate effects, the solution for the 
displacement field and nonzero stress fields in the beam resulting from the thermal effects are 
obtained as described in [25]: 
 
( )TT
x
zM q tNxbu
E A I
 
= − 
 
 (2.121) 
 
( ) ( ) ( ) ( )
2 2
0
1
2
zT TT
z
x bM q t M q t zN zbu T d
EI E A I
ν α ν ζ ζ
 
= − − − + − 
 
∫  (2.122) 
 
( ) 2 2
1 4 3xx yy
q tE h z
hk
ασ σ
ν
   
= = −  −   
 (2.123) 
 ( ) ( )
3
0
,
3
t
T T
Eq t hEN q d M
c k
αα τ τ
ρ
= =∫  (2.124) 
 ( ) ( ) ( ) ( ) ( )3 2
0 0
1
12 4 2 12
z tq t q t hq t
T d z z q d z
kh k h c k
ζ ζ τ τ
ρ
 
= + + − 
 
∫ ∫  (2.125) 
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  3232 ,A bh I bh= =  (2.126) 
where , ,E ν ρ  are mechanical material properties and , ,k cα  are thermal material properties. As 
a simple example, we take the dimensions of the beam to be 4L = , 1b = , 2 1h =  and adopt the 
following values for the parameters: 
 1,000, 0.25, 1E k cν ρ α= = = = = =  (2.127) 
Finally, the heat flux is specified as the unit ramp function ( )q t t=  , and we perform the 
simulation at time 1t =  such that ( )
0
1
2
t
q dτ τ =∫ . Only the right half of the beam is modeled, and 
the stress field from the exact solution is applied as tractions on the vertical faces. 
 
Figure 2.19. Problem description for beam under surface heat flux 
Our objective for analyzing this problem is to assess the consistency of the additional term 
present in the formulation for residual stresses (2.96). Thus, although the physical problem does 
not contain an interface, we employ a nonconforming mesh of T6 elements with a slanted 
interface as shown in Figure 2.20. First, we compute the solution using the weak form (2.96) 
retaining the interface residual stress term, and then the problem is solved again without 
including the extra term. The contour plot of the xxσ  stress field from both simulations is given 
in Figure 2.20. The numerical solution is quite smooth for the consistent version in Figure 2.20 
(a) and closely approximates the actual solution. However, the result obtained from neglecting 
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 the residual stress term exhibits significant fluctuations at the interface. Thus, we conclude that 
this term is a necessary component of the stabilized formulation in the presence of thermal 
strains. Additionally, this analysis demonstrates the utility of deriving the numerical flux for 
problems in which the expression for the complete weak form may not be readily apparent. 
 
  (a)              (b) 
Figure 2.20. Stress xxσ  contour plot: (a) including residual stress term; (b) neglecting residual 
stress term 
2.6.4 Five spot Darcy problem 
For the last numerical problem, we consider the five-spot problem for the Darcy flow equation 
that was analyzed previously in [110,85]. The domain consists of a bi-unit square with a point 
inflow or source in the lower-left corner and a point outflow or sink in the upper-right corner, as 
shown in Figure 2.21. Symmetry boundary conditions for the normal component of the velocity 
field are prescribed along each edge such that the physical domain corresponds to a larger square 
with one injection well in the center and production wells in the four corners, hence the name 
“five-spot”. In the discrete setting, the inflow and outflow points are modeled by assigning 
nonzero values for the velocity at the two corners such that the magnitude of the source/sink is  
1
4 , as described in [110]. 
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Figure 2.21. Problem description for five-spot problem 
For our analysis, we focus on the checkerboard version of the problem where the four zones in 
Figure 2.21 have a large discrepancy in permeability; namely, we set 1κ µ =  in zones I and IV, 
and 0.01κ µ =  in zones II and III. Additionally, we treat the boundaries of these zones to be 
interfaces along which continuity is weakly imposed and nonconforming meshes are permitted. 
As before, we investigate the performance of the proposed interface method and the standard 
Nitsche method for this rather difficult problem. For the Nitsche method, we take the penalty 
parameters for the velocity and pressure jumps to be ( )maxj hα ατ µ κ=   and ( )
1j jδ τ
−
= , 
respectively, with 14= . 
We first present results for a conforming mesh of Q4 elements with 10×10 elements in each 
zone. The pressure field p  and velocity component yv  obtained from the proposed interface 
method are plotted in Figure 2.22. The checkerboard pattern for the permeability induces a sharp 
front in the center of the bi-unit square as evidenced by the discontinuous pressure field and the 
spikes in the velocity field. The pressure contour plot agrees closely with the results from the 
discontinuous pressure 9-node quadrilateral elements in [110]. 
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  (a)              (b) 
Figure 2.22. Solution contours for conforming mesh: (a) pressure p ; (b) velocity yv  
In Figure 2.23, we compare the interfacial pressure variation along the boundary between zones I 
and III obtained from the stabilized interface formulation and the Nitsche method. In both cases, 
the results do not exhibit fluctuations, although the VMS results are smoother. Also, the gap 
between the gradient flux and total flux for the Nitsche method results is larger near the singular 
point 12x y= = . This can be partially attributed to the higher penalty term for the Nitsche 
method, which is 1.25jτ =  compared to 0.005jτ =  obtained from (2.108). 
 
Figure 2.23. Interface pressure along zone I-III interface 
Next, we make the problem more challenging by discretizing each of the zones using different 
element types: T3 in zone I, Q9 in zone II, T6 in zone III, and Q4 in zone IV. The same number 
of nodes (11×11) is employed for each zone, and we again compare the results from the two 
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 interface methods. The discretization for this example is shown in Figure 2.24 in the background 
of the velocity contour plots. These results are comparable to the field obtained for the all-
quadrilateral mesh, although the velocity field in the center of the domain from the T3 elements 
is slightly higher in Figure 2.24 (a). Plots are given in Figure 2.25 for the interfacial pressure 
along each of the four boundaries between the pairs of zones. In all cases, we observe that the 
profiles from the proposed interface method are smoother than those from the Nitsche method. 
Particularly, the pressure field from the Nitsche method along the interface between zones II and 
IV is quite oscillatory. Also, the gradient flux and the total flux as obtained from the stabilized 
interface method exhibit closer agreement along the interfaces. From these results, we conclude 
that the proposed interface method is more effective than the standard Nitsche method at 
coupling dissimilar element types across material interfaces. 
 
  (a)              (b) 
Figure 2.24. Velocity yv  contour plots: (a) stabilized interface method; (b) Nitsche method 
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  (a)              (b) 
 
  (c)              (d) 
Figure 2.25. Interface pressure: (a) zone I-III interface; (b) zone I-II interface; (c) zone III-IV 
interface; (d) zone II-IV interface 
As a final example, we solve the same problem again using distorted meshes in each of the 
zones. The contour plot for the velocity field on these distorted meshes obtained from both 
methods is presented in Figure 2.26. We observe that oscillations appear for the proposed 
method in the velocity yv  field along the interface between zones I and III where five T3 
elements border a single T6 element. These oscillations are not visible in the results from the 
Nitsche method, and in all other cases the fields appear rather smooth. 
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  (a)              (b) 
Figure 2.26. Velocity yv  contour plots: (a) stabilized interface method; (b) Nitsche method 
However, the interfacial pressure curves in Figure 2.27 tell a completely different story. While 
the pressure field along the interfaces bounding zone III in Figure 2.27 (a) and (c) exhibit mild 
oscillations for the VMS results, the curves from the Nitsche method contain sharp oscillations 
along all four interfaces. Also, the gradient flux and total flux curves for the Nitsche results often 
exhibit significant discrepancies. These results for this difficult numerical example illustrate the 
advantages offered by the consistent derivation of the penalty and flux terms provided by the 
proposed interface method. 
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  (a)              (b) 
 
 
  (c)              (d) 
Figure 2.27. Interface pressure: (a) zone I-III interface; (b) zone I-II interface; (c) zone III-IV 
interface; (d) zone II-IV interface 
 
2.7 Conclusions 
We have presented a novel derivation of the classical Discontinuous Galerkin (DG) method from 
an underlying Lagrange multiplier formulation through a Variational Multiscale (VMS) 
approach. By modeling the numerical fine scales locally at discrete interfaces that arise due to 
nonconforming meshes, material mismatch, or unstable primal/multiplier interpolation 
combinations, we obtain residual-driven terms that stabilize the Lagrange multiplier method. 
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 Adopting a discontinuous functional space for the multipliers, an analytical expression for the 
multiplier field along interface segments is derived that serves as the definition for the numerical 
flux. Upon substitution back into the stabilized mixed interface formulation, an interface 
formulation is obtained that is form equivalent to the classical DG or Nitsche method in which 
the primary field is the only unknown. The Variational Multiscale modeling procedure is first 
described in detail for the Poisson equation and then generalized to a wide class of linear PDEs. 
This generalized framework provides a consistent and stable platform for the coupling of 
different element types, different material properties, and even different governing equations 
across discrete nonconforming interfaces. Crucially, definitions for the penalty parameter and a 
weighted average numerical flux arise naturally during the course of the derivation that account 
for the element size and geometry as well as the variation in material properties on each side of 
the interface. 
To ensure an efficient numerical implementation, we adopted a simple representation of the 
localized fine-scale fields along the interface via polynomial bubble functions generated through 
an automatic procedure. An analysis was conducted comparing the stabilization parameters 
computed using either the polynomial bubbles or residual-free bubbles for the Poisson equation, 
and similar trends were observed when a modification for sectors with high aspect ratios was 
incorporated. Subsequently, representative numerical problems for the Poisson equation, linear 
elasticity, and Darcy flow were studied that involved different element types and nonconforming 
meshes. The proposed interface method is compared against the standard Nitsche method, and 
we observed that the penalty parameter and weighted flux derived from the VMS approach 
exhibited robust performance. In particular, accurate numerical results for the interfacial flux 
were obtained that did not pollute the accuracy of the solution in the surrounding neighborhood 
of the interface. In the future, we aim to extend the stabilized interface formulation to nonlinear 
PDEs for which analytical expressions for the stabilization parameter as a function of the 
evolving solution field would be a tremendous asset. 
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 Chapter 3 
A Variational Multiscale A Posteriori Error 
Estimation Method for Mixed Form of Nearly 
Incompressible Elasticity* 
3.1 Introduction 
A priori and a posteriori error estimation methods continue to be an area of active research 
interest. A priori error estimators provide guidelines for the design of robust numerical methods, 
while a posteriori error estimators help numerically evaluate the consistency and accuracy of the 
numerical methods. Historically, the investigation of a posteriori error estimation began with a 
focus on elliptical boundary value problems as studied by Babuška and Rheinbolt [8], followed 
by works of Zienkiewicz and Zhu [181] and Eriksson and Johnson [56]. As the field evolved, 
mixed formulations for fluid and solid mechanics [28,169,96] were investigated. Fairly 
comprehensive reviews of error estimation are contained in the works of Ainsworth and Oden 
[2,3] and Babuška and Strouboulis [10]. A good tutorial on error estimation methods is provided 
by Stewart and Hughes [157]. Almost all frameworks for error estimation can be placed into one 
of the three major categories that are based on the manner by which the error is evaluated: 
1) Explicit Methods: These methods invoke equations involving the residuals of a governing 
equation evaluated in element interiors and across element boundaries. Typically the 
finite element solution is employed directly without any additional projections or 
equation solving. While these estimators are relatively simple to compute, the 
expressions often include problem-dependent constants that can be approximated using  
* This Chapter is has been adapted from “A. Masud, T.J. Truster, L.A. Bergman, A variational multiscale a 
posteriori error estimation method for mixed form of nearly incompressible elasticity. Computer Methods in Applied 
Mechanics and Engineering, vol. 200, 3453-3481, 2011”. The copyright owner has provided written permission to 
reprint the work. 
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 dual problems [57]. These methods, also called residual-based methods, were proposed 
by Babuška and Rheinbolt [9], and later works include [7,21]. 
2) Implicit Methods: These techniques employ the finite element solution indirectly by 
posing residual-driven problems to be solved for the error. Often, a global error equation 
is approximated through localization to subdomains consisting of either individual 
elements or clusters of elements, respectively termed as the Element Residual Method 
(ERM) and the Subdomain Residual Method (SRM). These methods offset increased 
complexity by providing improved levels of robustness. Some of the pioneering work 
was conducted by Babuška and Rheinbolt [8] and by Bank and Weiser [16], and more 
recent works include extensions to linear elasticity by Parés et al. [134] and Carstensen 
and Thiele [37] and to a mixed formulation of the incompressible Stokes problem by 
Larsson et al. [96]. 
3) Recovery-based Methods: These methods focus on post-processing the numerical 
solution to produce an enhanced reference solution. Typically, the difference between the 
discontinuous gradient field obtained directly from the finite element solution and a 
smoothed gradient field obtained through a projection operation is computed to provide 
an error estimate. These methods often inherit superconvergence properties from the 
smoothing projections. Fundamental contributions were provided by Zienkiewicz and 
Zhu [181], followed by [182]; a more recent study has used the estimators to evaluate 
quantities of interest [91].  
Almost all of the works discussed above focus on computing the error only after the numerical 
solution has been obtained. One of the first attempts to account for the effects of fine scales on a 
coarse approximation is presented in Oden [129] wherein the basis functions are segregated into 
coarse- and fine-scale functions by invoking the concept of mesh hierarchy. The fine-scale 
functions are combined with a secondary independent bilinear form to inspire the development 
of optimal coarse mesh trial and test functions that could result in a stiffness matrix which is 
symmetric and well-conditioned. It is suggested that the fine scales represent the relative error 
between the optimal coarse mesh solution and the solution obtained on a refined mesh. Thus, the 
incorporation of fine scales resulted in improved algorithmic properties and also provided a 
means to quantify the accuracy of a solution. 
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 The concept of introducing a scale separation directly into the variational form for the purpose of 
modeling subgrid effects was made rigorous by Hughes in [81,82] and is referred to as the 
Variational Multiscale method (VMS). In this approach, a decomposition is applied to separate 
the solution field into resolved scales, which are captured by a given mesh, and unresolved 
scales, the finer features giving rise to discretization error, from the outset. This decomposition is 
introduced into the variational structure of the desired problem and gives rise to separate 
equations for the resolved and unresolved scales. This system of variational equations serves as a 
launching point for the derivation of enhanced numerical methods. 
One of the applications of the VMS method is to use the fine-scale component either as an a 
posteriori error estimator or as a driving component for adaptive meshing algorithms. In [54], 
Elsheik et al. recast the classical techniques of the ERM and the SRM in a unified manner by 
starting from the fine-scale equation for the Poisson problem and applying localization to solve 
the equation over elements or subdomains. The performance of the fine scales as a residual-
based error estimator has been studied by Russo [145] in the context of elliptic problems and by 
Hauke et al. in the context of the transport equation [73,74] across the spectrum from the purely 
hyperbolic to elliptic regimes. Their approach was to represent the fine scales using residual-free 
bubble functions to evaluate the error in various norms at the element level and across the 
domain in order to drive mesh adaptivity. Larson and Målqvist employed the variational 
multiscale method to develop an adaptive framework to solve multiscale problems in a staggered 
fashion [94,95] and localized the fine-scale equation on patches that are adaptively refined as the 
error in scales is monitored. 
Another area where VMS has led to significant contributions is the development of stabilized 
methods. In particular, the model problem considered here is the mixed formulation of elasticity 
that employs pressure and displacement fields to model the incompressible phenomenon. While 
this mixed formulation can overcome the volumetric-locking exhibited by the classical pure 
displacement method, it is subject to the BB inf-sup condition [31] wherein only certain 
combinations of displacement and pressure interpolations are stable and convergent. Out of the 
proposed remedies for numerical instability the noteworthy advancements include Hughes et al. 
[83,62] and Brezzi et al. [30,32]. In recent years, stabilized formulations have been pursued 
through the application of the variational multiscale method to the mixed form of elasticity and 
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 the Stokes flow problem, which are form-equivalent in the incompressible limit. In [118] and 
[127], Masud and co-workers applied the variational multiscale method to the mixed form of 
elasticity and derived the structure of the stabilization matrix τ  by employing bubble functions 
to represent the fine scales. Employing the VMS-based stabilization where the fine-scale 
problem is treated in a direct fashion via bubble functions, Masud and Franca [109] developed a 
hierarchical multiscale modeling framework for problems with multiscale source terms, and 
Masud and Scovazzi [114] developed a heterogeneous multiscale modeling framework for 
hierarchical systems of nested PDEs. 
This Chapter presents an error estimation framework for a stabilized mixed displacement-
pressure finite element method that is based on variational multiscale concepts. Herein, a 
decomposition of the displacement field into coarse and fine scales serves as a point of departure 
for developing a stabilized solution procedure and subsequently generating natural a posteriori 
error estimators. The proposed formulation provides a mechanism to model the subgrid effects 
through residual or error based terms that arise consistently during the derivation of the fine-
scale equation. This mechanism ensures consistency and enhances the stability of the 
formulation when the model for the fine scales is substituted back into the coarse-scale problem. 
Once the coarse solution is obtained, the model for the subgrid effects can be revisited to 
evaluate the fine scales or local error in the solution. The most obvious procedure is to simply 
compute the fine scales using the same approximation invoked for the purpose of stabilization, 
yielding an explicit error estimator. However, the fine-scale equation could also be solved again 
using alternative representations of the fine-scale component of displacement, leading to a class 
of implicit error estimators. Therefore, the VMS-based stabilized method aims to both remedy 
the numerical deficiencies of the pure displacement formulation and quantify discretization error 
together within a unified, consistent framework through the modeling of fine-scale effects. 
We begin our discussion by posing the strong form of the equations of elasticity followed by a 
mixed form and the corresponding standard Galerkin form in Section 3.2. Next, we describe the 
application of the Variational Multiscale (VMS) method to the standard Galerkin form and the 
resulting fine-scale equation in Section 3.3. Section 3.4 provides a derivation of the stabilized 
form obtained from the solution of the fine-scale equation via a bubble functions approach; 
Section 3.5 describes two methods for using the fine-scale equation as a mechanism for 
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 estimating the discretization error. Finally, Section 3.6 presents numerical results for two 
standard benchmark problems, and conclusions are drawn in Section 3.7. 
3.2 Governing Equations  
3.2.1 Strong form 
Let sdnΩ⊂   be an open, bounded domain with a piece-wise smooth boundary Γ , where sd 2n ≥  
is the number of spatial dimensions. The boundary Γ is divided into two subsets gΓ  and hΓ  on 
which Dirichlet and Neumann conditions are applied, respectively, and these subsets satisfy 
,g h g hΓ ∪Γ = Γ Γ ∩Γ =∅ . With these definitions, the governing equations of linear elasticity 
are: 
 in ∇⋅ + = Ω0σ b  (3.1) 
 on g= Γu g  (3.2) 
 on h= Γσn h  (3.3) 
where sd: nΩ→u   represents the displacement field, σ  is the Cauchy stress tensor, b  is the 
body force vector, g  is the prescribed displacement, h  is the prescribed traction, and n  is the 
unit outward normal to Γ . A mixed form of isotropic elasticity capable of modeling the 
incompressible limit can be written via the following mixed constitutive law and associated 
kinematic equations: 
 ( )2p µ= +σ I ε u  (3.4) 
 p λ∇⋅ =u  (3.5) 
 ( ) ( )( )12 T= = ∇ + ∇uε ε u u  (3.6) 
where :p Ω→  denotes the pressure field, ε  is the linearized strain tensor, λ  and µ  are the 
Lame parameters, and I  is the second-order identity tensor. All through the Chapter, the 
following conventions are used for vector and tensor operators: ( )  ∇ •  represents the gradient, 
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 ( )  ∇⋅ •  is the divergence, ( )  ∆ •  is the Laplacian, ( )tr   •  is the trace, and ( )  T•  is the 
transpose of the indicated quantity. 
Substituting (3.4) into (3.1) – (3.3) gives: 
 ( )( )2 in p µ∇ +∇⋅ + = Ω0uε b  (3.7) 
 in p λ∇⋅ = Ωu  (3.8) 
 on g= Γu g  (3.9) 
 ( )[ ]2 on hp µ+ = ΓuI ε n h  (3.10) 
3.2.2 Weak form 
The functional spaces appropriate for the displacement and pressure trial solutions and weighting 
functions are: 
 ( )( ){ }sd1 ,  on n gH= ∈ Ω = Γu u u g  (3.11) 
 ( )( ){ }sd1 ,  on n gH= ∈ Ω = Γ0w w w  (3.12) 
 ( ){ }2p p L= ∈ Ω  (3.13) 
where ( )2L Ω  and ( )1H Ω  are standard Sobolev spaces. The weak form corresponding to the 
governing equations can be expressed as: Find , p∈ ∈ u  such that for all , q∈ ∈ w : 
 ( )[ ]: 2 d d d
h
p µ
Ω Ω Γ
∇ + Ω = ⋅ Ω+ ⋅ Γ∫ ∫ ∫uw I ε w b w h  (3.14) 
 ( ) d 0q p λ
Ω
∇ ⋅ − Ω =∫ u  (3.15) 
While the standard weak form given above is well-posed in the continuum setting, the process of 
discretization gives rise to non-trivial issues that need further consideration. The discretized form 
is required to satisfy the Babuška–Brezzi (BB) inf-sup condition to ensure uniqueness and 
stability of the pressure field [31]. 
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 3.3 Variational Multiscale Method  
This work is an extension of the earlier works of Masud and coworkers [118] where a stabilized 
method was derived for incompressible elasticity, based on Variational Multiscale ideas [81]. 
The motivation for employing the VMS method in the present context is two-fold: (i) the 
derivation of a stabilized formulation that can accommodate the incompressible limit, and (ii) the 
development of an error estimation framework. In the first case, assumptions are made on the 
fine-scale field representation and a bubble functions approach is employed [13,30,32] to derive 
an expression for fine scales. This is then injected into the coarse-scale weak form where the 
coarse scales are computed while the fine scales are modeled. Two methods for error estimation 
are pursued. The first method involves an element-wise explicit calculation of the coarse-scale 
residual as a measure of the error. The second method incorporates a node-based implicit 
evaluation of error that is computed over a patch of elements surrounding the node, which 
accounts for the boundary error along element interfaces. Both methods utilize a coarse-scale 
problem following the local calculations in order to estimate the global pollution error. 
3.3.1 Multiscale decomposition 
Consider a partition of the domain Ω  into non-overlapping open subregions eΩ ,  1,..., umele n= , 
and umeln  is the number of elements in the mesh. Let 
eΓ  denote the boundary of element eΩ , and 
let ′Ω  and ′Γ  denote the union of element interiors and element boundaries, respectively: 
 
1
umeln
e
e=
′Ω = Ω

 (3.16) 
 
1
umeln
e
e=
′Γ = Γ

 (3.17) 
This partition satisfies the following closure property: 
 ( )closure ′Ω = Ω  (3.18) 
Finally, let int \′Γ = Γ Γ  denote the set of element boundaries on the interior of domain Ω . 
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 Now, consider a multiscale overlapping decomposition of the displacement field into coarse and 
fine scales: 
  
coarse scale fine scale
′= +u u u  (3.19) 
The coarse scales represent the component of the solution resolved by a given mesh, while the 
fine scales can be viewed as the relative component of error between the coarse scale and the 
exact solution; an example is given in Figure 3.1. In the context of the finite element method, the 
approximate solution computed using nodal shape functions plays the role of the coarse scale. 
However, since our goal is the development of a general framework, we postpone prescribing 
explicit sets of basis functions to the coarse or fine scales until later in the derivation. A similar 
decomposition is assumed for the weighting functions: 
  
coarse scale fine scale
′= +w w w  (3.20) 
Remark: In a general setting, an analogous multiscale separation could be applied to the 
pressure field. However, for simplicity, we neglect the fine-scale component of the pressure field 
for this discussion.  
 
Figure 3.1. Multiscale decomposition of the total solution into coarse and fine scales 
We define the appropriate spaces for u  and ′u  as: 
 ( ) ( ){ }0 ,  for 1,...,e k e umelC e nΩ= ∈ Ω ∩ ∈ Ω =u u u    (3.21) 
 ( )( ){ }sd1 ,  on n gH′ ′ ′ ′= ∈ Ω = Γ0u u u  (3.22) 
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 where ( )k eΩ  denotes the set of complete polynomials of order k spanning eΩ . The functions 
assumed for u  are permitted to be non-smooth across element boundaries, which will be an 
important consideration during the subsequent modification of the weak form (3.14) and (3.15). 
Additionally, for completeness, the functions representing ′u  are not assumed to vanish on 
element boundaries. While such an assumption is typical for stabilized variational multiscale 
methods, this generality will be important for error estimation. The relaxation that  on ′ ≠ Γ0u  is 
the major difference between the developments presented thus far and the method presented in 
[118]. 
Similarly, the space for the displacement weighting functions is defined as: 
 ( ) ( ){ }0 ,  for 1,...,e k e umelC e nΩ= ∈ Ω ∩ ∈ Ω =w w w    (3.23) 
 ′ ′=   (3.24) 
To ensure a unique decomposition of u  given in (3.19), these spaces are required to be linearly 
independent, i.e. ′= ⊕   and ′= ⊕  . 
Furthermore, the strain tensor ε  is assumed to decompose into coarse- and fine-scale 
components due to its linearity with respect to displacements. To simplify notation, the coarse- 
and fine-scale components will be represented by ε  and ′ε , respectively: 
 ( ) ( )( )12 T= = ∇ + ∇uε ε u u  (3.25) 
 ( ) ( )( )12 T′′ ′ ′= = ∇ + ∇uε ε u u  (3.26) 
3.3.2 Multiscale variational problem 
We substitute the decomposed trial solutions and weighting functions into the weak form (3.14) 
and (3.15): 
 ( ) ( )[ ] ( ) ( ): 2 d d d
h
p µ
′ ′Ω Ω Γ
′+′ ′ ′∇ + Ω = + ⋅ Ω+ + ⋅ Γ∫ ∫ ∫u uw w I + ε w w b w w h  (3.27) 
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  ( )( ) d 0q p λ
′Ω
′∇ ⋅ + − Ω =∫ u u  (3.28) 
Employing the linearity of the above equations with respect to the displacement weighting 
function, (3.27) and (3.28) can be separated into a coarse-scale problem and fine-scale problem: 
Coarse-Scale Problem   
 ( )[ ]: 2 d d d
h
p µ
′ ′Ω Ω Γ
′+∇ + Ω = ⋅ Ω+ ⋅ Γ∫ ∫ ∫u uw I ε w b w h  (3.29) 
 ( )( ) d 0q p λ
′Ω
′∇ ⋅ + − Ω =∫ u u  (3.30) 
Fine-Scale Problem   
 ( ): 2 d d d
h
p µ
′ ′Ω Ω Γ
′ ′ ′ ′ ∇ + + Ω = ⋅ Ω+ ⋅ Γ ∫ ∫ ∫w I ε u u w b w h  (3.31) 
We now focus on the fine-scale equation  . This equation is infinite dimensional since no 
particular form has been assumed for the fine-scale functions. Our goal will be to analyze (3.31) 
and extract a generalized representation for the fine scales, which will serve as a reference point 
for developing a stabilized formulation and subsequently the error estimators.  
3.3.3 Analysis of fine-scale problem 
The coarse component of displacement u  is permitted to be non-smooth across element 
boundaries; therefore, its derivatives may experience discontinuities. The appropriate operator to 
express such discontinuities is the jump operator, denoted by 
 
  • . 
Using the strain field as an example, the jump operator acts on a tensor quantity and produces a 
vector output as follows: 
 
 
( )
+ + − −
+ + − +
+ −
= +
= −
= −
ε ε n ε n
ε n ε n
ε ε n
 (3.32) 
where + −= = −n n n  is an outward unit normal on the element boundary, and the ± superscript 
designates the element from which the indicated quantity is derived, as shown in Figure 3.2. 
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 Observe that (3.32) is invariant under a reassignment of the ± designations, and therefore 
represents a unique quantity. 
 
Figure 3.2. Depiction of unit outward normals on an element interface 
Returning to the fine-scale problem   and using the expressions for the components of strain 
(3.25) and (3.26), those terms depending only upon the fine-scale quantities can be isolated from 
the coarse-scale quantities: 
 ( ) [ ]: 2 d : 2 d d d
h
pµ µ
′ ′ ′Ω Ω Ω Γ
′ ′ ′ ′ ′∇ Ω = − ∇ + Ω+ ⋅ Ω+ ⋅ Γ∫ ∫ ∫ ∫w ε w I ε w b w h  (3.33) 
Integration by parts will now be applied to the first term on the right-hand side of this equation. 
Because the fine-scale functions do not vanish on ′Γ , this operation will give rise to boundary 
integrals; the result is: 
 [ ] ( )  : 2 d 2 d 2 dp p pµ µ µ
′ ′ ′Ω Ω Γ
′ ′ ′ − ∇ + Ω = ⋅ ∇ +∇⋅ Ω− ⋅ + Γ ∫ ∫ ∫w I ε w ε w I ε  (3.34) 
Remark: Although the pressure field p  is continuous in the present formulation, we point out 
that the jump term appearing in (3.34) arises in a consistent fashion from integration by parts 
and would accommodate more general formulations involving discontinuous approximations for 
p .  
Recalling from (3.22) that  on g′ Γ0u = , we substitute (3.34) into   to obtain the following 
result: 
83 
  
( ) ( )
( )
 
int
: 2 d 2 d d
2 d
2 d
h
p
p
p
µ µ
µ
µ
′ ′ ′Ω Ω Ω
Γ
Γ
′ ′ ′ ′ ∇ Ω = ⋅ ∇ +∇⋅ Ω+ ⋅ Ω 
′  + ⋅ − + Γ 
′− ⋅ + Γ
∫ ∫ ∫
∫
∫
w ε w ε w b
w h I ε n
w I ε
 (3.35) 
We now make the important observation that the right-hand side of (3.35) is entirely a function 
of the residual of the Euler-Lagrange equations (3.7) with respect to the coarse-scale 
displacement and boundary residuals representing the satisfaction of the traction boundary 
condition (3.10) and point-wise continuity of the stress field across ′Γ . To clarify, we introduce 
the following definitions: 
 ( )2p µ′Ω = ∇ +∇⋅ +r ε b  (3.36) 
 ( )2
h
p µΓ = − +r h I ε n  (3.37) 
  
int
2p µΓ = − +r I ε  (3.38) 
where ′Ωr  is the residual of the Euler-Lagrange equations over the sum of element interiors, hΓr  
is the residual of the Neumann boundary conditions on hΓ , and intΓr  is the residual associated 
with the inter-element continuity of the flux terms. Substituting these definitions into (3.35) 
gives: 
Fine-Scale Equation r  
 ( ) int
int
: 2 d d d d
h
h
µ ′Ω Γ Γ′ ′Ω Ω Γ Γ′ ′ ′ ′ ′∇ Ω = ⋅ Ω+ ⋅ Γ + ⋅ Γ∫ ∫ ∫ ∫w ε w r w r w r  (3.39) 
This compact form represents a paradigm for both the construction of a stabilized formulation 
and of error estimators for the coarse-scale quantities. Since all terms depending on the fine-scale 
trial displacement functions have been isolated on the left-hand side of (3.39), we can see that the 
fine scales are in essence driven by the residuals of the coarse-scale variables. Thus, the fine 
scales vanish exactly under the conditions expected: when the coarse scale exactly satisfies the 
governing equations and the residuals identically vanish everywhere in Ω . This fact is central to 
the consistency of the resultant stabilized formulation in Section 3.4 and to the validity of the 
error estimators in Section 3.5. 
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 3.4 Stabilized Formulation  
We apply a bubble functions approach [13,30,32] to the fine-scale equation r  to determine an 
analytical expression for ′u . This is accomplished by making simplifying assumptions on the 
functional form of the fine scales. This functional form is then substituted into (3.39) to derive an 
expression for ′u . Substituting this expression into the coarse-scale problem   removes the 
explicit appearance of ′u  as an independent field in   while implicitly accounting for the fine-
scale effects via additional stabilizing terms that result in a modified coarse-scale problem. 
3.4.1 Solution to fine-scale equation 
Proceeding as in [118,127], we now make some simplifying assumptions on the fine scales, 
namely:  
   on ,              on ′ ′ ′ ′= Γ = Γ0 0u w  (3.40) 
One consequence of this assumption is that second and third terms on the right-hand side of 
(3.39) vanish identically, which substantially simplifies the equation. Since the remaining terms 
are integrals over element interiors ′Ω , (3.39) can be evaluated as a sum of integrals in an 
element-by-element fashion: 
 ( ): 2 d d                  for each 1,...,e e umele nµ ′ΩΩ Ω′ ′ ′∇ Ω = ⋅ Ω =∫ ∫w ε w r  (3.41) 
This equation can now be solved independently within each element of the mesh. While a multi-
dimensional basis could be used to represent the fine scales, a single basis function typically 
provides a sufficient approximation for the purpose of stabilization. Therefore, in each element 
we represent the fine scales by the following expressions: 
 ( ) ( )    on e ee e ei ib u b βΩ Ω′ ′= → = Ωu ξ β ξ  (3.42) 
 ( ) ( )    on e ee e ei ib w b γΩ Ω′ ′= → = Ωw ξ γ ξ  (3.43) 
where ( )eb ξ  denotes the bubble shape function over element domain eΩ , sd1,...,i n= , and β  
and γ  represent the scaling coefficients for the fine-scale trial solutions and weighting functions, 
respectively. 
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 Remark: In general, a bubble function is any interpolation or basis function that is zero on the 
entire boundary of an element. These functions are chosen to satisfy the characteristics of ′u  as 
specified by (3.22) and (3.40). 
Substituting these forms of ′u  and ′w  into the integral on the left-hand side of (3.41), we can 
derive an expression that is valid over element interiors: 
 
( ) ( )( )
( ) ( )
( ) ( )
: 2 :
:
T
e e e
e e e e
b b b
b b b b
µ µ µ
µ µ
µ µ
′ ′ ′ ′ ′∇ = ∇ + ∇
= ⊗∇ ⊗∇ + ∇ ⊗
 = ⋅ ∇ ⋅∇ + ∇ ⊗∇ 
w ε w u u
γ β β
γ I β
 (3.44) 
Using this expression with (3.42) and (3.43), we may rewrite (3.41) as: 
 ( ) ( ) d de ee e e e eb b b b bµ µ ′ΩΩ Ω ⋅ ∇ ⋅∇ + ∇ ⊗∇ Ω = ⋅ Ω ∫ ∫γ I β γ r  (3.45) 
where the vectors of constant coefficients have been factored out of the integrals. For (3.45) to 
hold for any arbitrary weighting function, we have the following equation written in matrix form:  
 1−=β K R  (3.46) 
where K  and R  are defined as follows: 
 ( ) ( ) de e e e eb b b bµ µΩ= ∇ ⋅∇ + ∇ ⊗∇ Ω∫K I  (3.47) 
 de
eb ′ΩΩ= Ω∫R r  (3.48) 
Substituting (3.46) into (3.42) gives an analytical expression for ′u : 
 ( ) 1e eb −Ω′ = ξu K R  (3.49) 
Based on our assumptions, this expression is valid over element interiors and presents a relation 
between the fine scales ′u  and the coarse-scale residual ′Ωr . 
Employing the mean-value theorem, we can simplify (3.49) by taking the residual ′Ωr  out of the 
integral expression in (3.48): 
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  ( )de eb ′ΩΩ≈ Ω∫R r  (3.50) 
This leads to a succinct expression for the fine-scale displacement ′u  over the sum of element 
interiors: 
 e ′ΩΩ′ =u τr  (3.51) 
where τ  is a second-order stabilization tensor with the following form: 
 ( ) ( )
1
d d d
e e e
e e e e e eb b b b b bµ µ
−
Ω Ω Ω
 = Ω ∇ ⋅∇ Ω + ∇ ⊗∇ Ω
 ∫ ∫ ∫τ I  (3.52) 
Therefore, under our assumptions, we conclude that ′u  is a function of the mechanical material 
parameters, the bubble functions eb , and the residual of the equilibrium equation ′Ωr .  
Remark: From a practical standpoint, on a sufficiently refined mesh, ′Ωr  converges to a 
constant value on the interior of each element. 
3.4.2 Solution to coarse-scale problem 
We reconsider the terms involving ′u  in (3.29) and (3.30) and apply integration by parts 
wherever necessary to remove derivatives. Beginning with (3.29), we employ the decomposition 
of strain given by (3.25) and (3.26) to separate the term on the left-hand side and obtain: 
 [ ] ( ): 2 d 2 : d d d
h
p µ µ
′ ′ ′Ω Ω Ω Γ
′∇ + Ω+ ∇ Ω = ⋅ Ω+ ⋅ Γ∫ ∫ ∫ ∫w I ε w ε w b w h  (3.53) 
Focusing on the second term in (3.53), recalling that    on ′ ′= Γ0u , employing the identity 
( ) ( ): :∇ = ∇a ε b ε a b  which holds for all vector fields a and b, and integrating by parts we obtain: 
 ( ) ( )[ ]2 : d 2 dµ µ
′ ′Ω Ω
′ ′∇ Ω = − ∇⋅ ⋅ Ω∫ ∫ ww ε ε u  (3.54) 
Substituting the expression for ′u  (3.51) into (3.54) gives: 
 ( )[ ] ( )[ ]2 d 2 dµ µ ′Ω′ ′Ω Ω′− ∇ ⋅ ⋅ Ω = − ∇⋅ ⋅ Ω∫ ∫w wε u ε τr  (3.55) 
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 Now returning to (3.30), employ the decomposition of u given by (3.19) to rewrite this equation 
as: 
 ( ) d d 0q p qλ
′ ′Ω Ω
′∇ ⋅ − Ω+ ∇⋅ Ω =∫ ∫u u  (3.56) 
Considering the second term, we may integrate by parts and substitute (3.51) to obtain: 
 d d dq q q ′Ω′ ′ ′Ω Ω Ω′ ′∇ ⋅ Ω = − ∇ ⋅ Ω = − ∇ ⋅ Ω∫ ∫ ∫u u τr  (3.57) 
Inserting (3.55) into (3.53) and (3.57) into (3.56), the coarse-scale problem   can be written in 
the following modified form:  
Modified Coarse-Scale Problem   
 [ ] ( )[ ]: 2 d 2 d d d
h
p µ µ ′Ω′ ′ ′Ω Ω Ω Γ∇ + Ω− ∇⋅ ⋅ Ω = ⋅ Ω+ ⋅ Γ∫ ∫ ∫ ∫ww I ε ε τr w b w h  (3.58) 
 ( ) d d 0q p qλ ′Ω′ ′Ω Ω∇ ⋅ − Ω− ∇ ⋅ Ω =∫ ∫u τr  (3.59) 
3.4.3 The stabilized form 
We combine (3.58) and (3.59) to obtain a single expression that represents the stabilized form for 
incompressible elasticity. Since all fine-scale terms have been explicitly eliminated from the 
equations, the superimposed bars on the coarse-scale terms will be dropped for simplicity. To 
accommodate the additional stabilization terms, the appropriate space of functions for the 
pressure field now becomes: 
 ( ){ }1,  for 1, 2,...,e e umelp p p H e nΩ= ∈ ∈ Ω =   (3.60) 
We rearrange the terms and introduce the expression for ′Ωr  from (3.36) to obtain the stabilized 
form that can be expressed as: Find , p∈ ∈u    such that for all ,q∈ ∈ w : 
 
( )[ ] ( )
( )[ ] ( )[ ]
( )[ ]
: 2 d d
2 2 d
d d 2 d
h
p q p
q p
q
µ λ
µ µ
µ
′ ′Ω Ω
′Ω
′ ′Ω Γ Ω
∇ + Ω+ ∇⋅ − Ω
− ∇ + ∇⋅ ⋅ ∇ + ∇⋅ Ω
= ⋅ Ω+ ⋅ Γ + ∇ + ∇⋅ ⋅ Ω
∫ ∫
∫
∫ ∫ ∫
u
w u
w
w I ε u
ε τ ε
w b w h ε τb
 (3.61) 
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 Remark: The last terms on the left-hand and right-hand side have appeared due to the 
assumption of fine scales in the problem. These terms account for the subgrid scales that are 
unaccounted for by the standard Galerkin methods on a given discretization. These terms 
provide improved stability to the formulation. 
Remark: Since the stabilization terms are residual-based, this method is consistent; when the 
coarse scales represent the total solution, the residual of the Euler-Lagrange equations vanishes 
identically, and we recover the standard Galerkin form (3.14) and (3.15). 
Remark: We emphasize that the structure of the stabilization tensor τ  was derived based on a 
variational principle and therefore is not an explicit function of the characteristic mesh 
parameter h  or any other user-defined parameter, except for the choice of the element bubble 
function. 
3.5 Error Estimation  
In this section we describe a procedure for error estimation that emanates from the philosophy of 
the Variational Multiscale Method. As presented in (3.19), within the standard Galerkin 
framework the fine-scale displacement ′u  represents the component of the exact solution that is 
unaccounted for in the coarse scale u  on a given discretization. In the context of the stabilized 
method (3.61), ( ) h′ ≅u u u  is the finite element solution. If we rearrange this expression and 
recall the definition of standard error, we see that the fine scales can represent the error between 
the coarse solution and the exact solution: 
 ( )′= − ue u u  (3.62) 
The coupling between the coarse- and fine-scale problems (3.29) – (3.31) suggests a strategy for 
computing a robust error estimate. A simple expression for ′u  was derived in Section 3.4. 
Because of the assumptions behind this expression, this approximation may not provide a sharp 
estimate of error. By relaxing these assumptions, however, we can return to the fine-scale 
problem to obtain a better representation of ′u . Specifically, once the finite element solutions hu  
and hp  are obtained from the modified coarse-scale problem  , everything in the fine-scale 
problem r  is computable. Thus, a better approximation of ′u  can be obtained. Additionally, 
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 because the computed coarse scales are a function of the embedded fine scales, i.e. ( )′= uu u , 
this improved value of ′u  can be used to obtain a better coarse-scale field. Thus, an estimate for 
the total error in the discrete solution is the sum of the improved fine-scale field and the 
difference between the improved and original coarse-scale fields. 
Following this logic, we assume an additive decomposition of the error e  into two components: 
 L G= +e e e  (3.63) 
The first component Le  is an element of the fine-scale space that can be obtained by solving 
(3.39) in some manner. Because solving this equation on a finer discretization over the entire 
domain is intractable, we will employ a technique to localize the problem over a series of 
subdomains; hence, this component is referred to as the local error. The second component Ge  
represents the global pollution error, which we approximate by solving a single global problem 
analogous to the modified coarse-scale problem  . Thus, the total estimated error can be 
viewed as the sum of a fine-scale local part and a coarse-scale global part. 
Remark: Typical error estimation methods involving localization have been known to miss the 
pollution error, which represents the effect on error at one location by residuals further away in 
the domain [11,130,79]. Accounting for this global source of error provides a mechanism for 
computing reliable total estimates. 
In order to quantify the performance of  and L Ge e  as error estimators, we will invoke the concept 
of an effectivity index effI that is traditionally used to compare error estimators [3]. It is defined 
as the ratio between the predicted error and the standard error as measured in an appropriate 
norm for the problem: 
 eff
Predicted error
Standard error
I =  (3.64) 
For the mixed formulation presented here, we have elected to use the L2 norm and H1 seminorm, 
which are defined for an arbitrary vector field v (e.g., u or p) as: 
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  ( )2 dL ω ω= ⋅ Ω∫v v v  (3.65) 
 ( )1 : dH ω ω= ∇ ∇ Ω∫v v v  (3.66) 
where ω  is the domain of integration, typically either a single element eΩ  or the entire domain 
Ω . In the latter case, we will abbreviate notation as follows: ( )2 2L LΩ =v v  and ( )1 1H HΩ =v v . 
We are especially concerned with the following local error indicators eLη  computed from the fine 
scale in each element and eGη  that accounts for the pollution error in each element: 
 ( ) ( )1 1,e e
e e
L L G GH H
η η
Ω Ω
= =e e  (3.67) 
These elemental quantities can be aggregated into a single error indicator η  over the entire 
domain: 
 ( ) ( )
1
2
2 2
1 1
umel umeln n
e e
L G
e e
η η η
= =
 
= + 
 
∑ ∑  (3.68) 
Finally, we define the associated element and domain effectivity indices as: 
 ( ) ( )1 1eff eff,e
e e e
L G H H
I Iη η η
Ω
= + =e e  (3.69) 
As the value of the error indicator approaches the standard error, these ratios tend to one.  
In Section 3.5.1, we discuss the fine-scale field given by (3.51) as the local-explicit component 
of error. Then, we return to the fine-scale equation r  in Section 3.5.2 and apply a localization 
technique which is used to derive a local-implicit component of error in Section 3.5.3. Next, we 
describe a method for computing an estimate of the global error in Section 3.5.4, which leads to 
two error estimates, termed explicit and implicit estimators. Finally, we summarize the salient 
features of the error estimators in Section 3.5.5. 
Remark: A desirable property of an estimator is that this ratio remains close to one regardless 
of the problem being solved or for any arbitrary resolution of the mesh.  
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 Remark: An estimator is considered efficient if the ratio can be bounded above and below 
regardless of the finite element partition of the domain. It is considered robust if the ratio is 
bounded above and below independent of problem-specific data such as material properties or 
boundary conditions. 
3.5.1 Local-explicit a posteriori error indicator 
Recall the analytical form derived for ′u  given by (3.51) and (3.52) that is a function of the 
residual of the governing equations ′Ωr  (3.36). Once the modified coarse-scale problem   has 
been solved numerically for hu  and hp , this expression can be directly evaluated element-wise 
via a simple post-processing step and therefore can be considered as a local-explicit error 
indicator: 
 L ′Ω=
e τr  (3.70) 
This formula has an analogy with traditional explicit residual-based error estimates [145,73,74]. 
These explicit residual-based estimates typically contain unknown constants that can be found 
through solving dual problems [57]. In the present case, the stabilization tensor τ  serves as an 
approximation of this constant, an approximation that was consistently derived from the 
governing equations. Thus, the VMS formulation comes equipped with an error indicator that 
does not require any additional mechanisms to evaluate beyond those already utilized in the 
solution process. The formula for the error indicator using the H1 seminorm is: 
 ( )1 e
e
L L H
η
Ω
= e   (3.71) 
where: 
 
( )
( ) ( )
1
d d d
e e e
L
e e e e e eb b b b b bµ µ
′Ω
−
′ΩΩ Ω Ω
∇ = ∇
 = ∇ Ω ∇ ⋅∇ Ω + ∇ ⊗∇ Ω
 ∫ ∫ ∫
e τ r
I r

 (3.72) 
The local-explicit fine-scale error serves as the first of two components which will be used to 
quantify the local error in the finite element solution. The performance of this approximation of 
Le  alone will be highlighted in the numerical simulations in Section 3.6. 
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 Remark: This method provides a simple procedure that is merely a post-processing step after 
the main solution phase. 
Remark: The accuracy of this method depends upon the validity of the assumption that ′ = 0u  
on ′Γ , use of the mean value of ′Ωr  over element interiors, and the ability of the bubble function 
eb  to represent ′u . 
3.5.2 Localization of fine-scale problem: Local-implicit error 
With the aim of computing an improved representation of ′u , we reconsider the fine-scale 
equation r . Once the coarse-scale quantities have been obtained from the modified coarse-scale 
problem  , ′u  becomes the only unknown. Therefore, we treat the fine-scale equation r  as a 
problem to be solved numerically for ′u . Noting that solving (3.39) numerically by a direct 
scheme would be computationally intensive, we seek to develop an approximate technique to 
decouple the fine-scale equation into a number of localized problems over smaller sub-domains. 
To this end, we adapt a method proposed by Larson and Målqvist [95] for the multiscale 
approximation of the Poisson problem. Their method was designed to solve problems that 
possess a large disparity of scales in the solution fields due to high frequency oscillations of the 
material parameters spatially across the domain. It involves solving for localized components of 
the fine scale on overlapping regions spread throughout the domain so that a series of small 
problems are solved rather than one large problem. The concept of localized Dirichlet problems 
has been used previously for a posteriori error estimation of scalar problems by Morin et al. 
[125]. In what follows, we extend these ideas to the mixed formulation of elasticity and 
demonstrate the performance of simple polynomial functions as good approximations of the local 
fine-scale spaces. 
We begin by recalling the partitioning of the domain Ω  into finite elements given by (3.16) – 
(3.18). Let   denote the set of coarse nodes on the corners of the elements in ′Ω . Let { }i iϕ ∈  
be a partition of unity (POU) over Ω ; in general, a partition of unity is a set of functions which 
satisfy the following property: 
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  ( ) 1i
i
ϕ
∈
= ∀ ∈Ω∑ x x

 (3.73) 
The partition of unity functions may also be assigned other desirable properties such as compact 
support and nonnegativity. For our purposes, the first-order Lagrange basis functions associated 
with the corner nodes   will be used. Employing this partition of unity in the first term on the 
right-hand side of (3.39), we obtain: 
 d d d di i i
i i i
ϕ ϕ ϕ′ ′ ′ ′Ω Ω Ω Ω′ ′ ′ ′Ω Ω Ω Ω
∈ ∈ ∈
     ′ ′ ′ ′⋅ Ω = ⋅ Ω = ⋅ Ω = ⋅ Ω        
∑ ∑ ∑∫ ∫ ∫ ∫w r w r w r w r
  
 (3.74) 
Using similar arguments, we may rewrite (3.39) as: 
 ( ) int
int
: 2 d d d d
h
h
i i i
i
µ ϕ ϕ ϕ′Ω Γ Γ′ ′Ω Ω Γ Γ
∈
 ′ ′ ′ ′ ′∇ Ω = ⋅ Ω+ ⋅ Γ + ⋅ Γ  ∑∫ ∫ ∫ ∫w ε w r w r w r
 (3.75) 
Equation (3.75) represents an exact equality due to the partition of unity property. 
While the decoupled fine-scale equation (3.75) has the advantage of including each of the 
residuals or sources of error, it has the disadvantage of requiring the evaluation of boundary 
integrals and second derivatives. From a numerical perspective, this required machinery 
complicates the implementation of the framework. An equivalent expression can be obtained by 
applying integration-by-parts to the terms on the right-hand side of (3.75). Care must be taken 
when computing the derivative of the product of the POU and the weighting function in order to 
maintain consistency; namely, the following identity is used: 
 ( ) ( )i i iϕ ϕ ϕ′ ′ ′∇ = ⊗∇ + ∇w w w  (3.76) 
Thus, an equivalent form of the fine-scale equation (3.75) is given by: 
 
( ) ( ) [ ]: 2 d : 2 d
d d
h
i i
i
i i
pµ ϕ ϕ µ
ϕ ϕ
′ ′Ω Ω
∈
′Ω Γ
′ ′ ′ ′ ∇ Ω = − ⊗∇ + ∇ + Ω 
′ ′+ ⋅ Ω + ⋅ Γ
∑∫ ∫
∫ ∫
w ε w w I ε
w b w h
  (3.77) 
Remark: Our numerical simulations have shown that the equivalency between the discrete 
counterparts of (3.75) and (3.77) holds in the computational setting for all element types 
independent of mesh distortion. 
94 
 Next, we replace ′u  with our total estimate for the local error: 
 L L L′ ≅ = +u e e e

  (3.78) 
where Le
  is the local-explicit error and Le  is the local-implicit enhancement to the local error, 
which is to be calculated. Since Le
  was embedded in the calculation of the original coarse scale 
( ) h′ ≅uu u , we must account for its presence in the total composition of Le  when substituting 
into (3.77). Because Le
  is known, it can be moved to the right-hand side and decoupled via the 
POU as well, which gives: 
 
( )[ ] ( ) ( ): 2 d : 2 d
d d
h
L L
h
h
i i
i
i i
pµ ϕ ϕ µ
ϕ ϕ
′ ′Ω Ω
∈
′Ω Γ
+′ ′ ′   ∇ Ω = − ⊗∇ + ∇ + Ω   
′ ′+ ⋅ Ω + ⋅ Γ
∑∫ ∫
∫ ∫
e u ew ε w w I ε
w b w h


  (3.79) 
where ( )Leε
  can be evaluated by (3.72). Thus, Le  is driven by the total residual evaluated using 
the combined original coarse- and fine-scale fields. We then separate Le  into components 
,L L i
i∈
= ∑

e e   such that each component is given by the solution to the associated decoupled 
equation resulting from (3.79): 
 
( ) ( ) ( ),: 2 d : 2 d
d d for each 
h
L i L
h
h
i i
i i
p
i
µ ϕ ϕ µ
ϕ ϕ
′ ′Ω Ω
′Ω Γ
+′ ′ ′    ∇ Ω = − ⊗∇ + ∇ Ω     
′ ′+ ⋅ Ω + ⋅ Γ ∈
∫ ∫
∫ ∫
e u ew ε w w I + ε
w b w h



 (3.80) 
Remark: This decoupled set of equations is equivalent to r  because each equation is posed 
over the entire domain Ω . 
We now discuss an approximate method of solving (3.80).  To each node i∈ , we associate a 
domain iω , referred to subsequently as a patch or subdomain, consisting of the elements in a 
neighborhood around node i. Specifically, let ,1iω be the union of elements in the support of the 
Lagrange basis function centered at node i, namely, all of the elements connected to node i. Let 
1
i  be the set of all nodes attached to those elements in ,1iω . Larger patches can be defined 
recursively by taking the union of smaller patches: 
95 
  
1
, ,1
i
L
i L j
j
ω ω
−∈
=


 (3.81) 
where iL  is the set of all nodes attached to elements in ,i Lω . In [95], Larson and Målqvist 
describe ,i Lω  as a level L  mesh star around node i . They also observe that level 1 mesh stars, 
,1iω , are too restrictive within their proposed framework and do not accurately capture the fine-
scale components because of the boundary conditions prescribed to the patches, described 
shortly. We have observed similar behavior in our studies; however, we have found that level 2 
stars are sufficient for error estimation. Hence, we define iω  to be:  
 
1
,2 ,1
i
i i j
j
ω ω ω
∈
= =


 (3.82) 
We denote the union of element boundaries which lie in iω  as: 
 e
i
e
i
ωΩ ∈
′Γ = Γ

 (3.83) 
and we define subsets of the patch boundary iω∂  as follows: ,i g g iωΓ = Γ ∩∂ , ,i h h iωΓ = Γ ∩∂ , 
and ( ),int , ,\i i i g i hωΓ = ∂ Γ ∪Γ . 
We define the appropriate fine-scale displacement trial solution and weighting function spaces 
as: 
 ( ){ }, , , , ,int ,,  in \ ,  on i L i L i L i i L i i i gω ω′ ′= ∈ = Ω = Γ ∪Γ0 0e e e e      (3.84) 
 i iω ω′ ′=   (3.85) 
In words, the fine-scale component , iL i ω′∈e  is a function that vanishes outside patch iω  and also 
satisfies homogenous Dirichlet boundary conditions on the boundary of the patch which is not 
part of the Neumann boundaries of domain Ω . This definition of the spaces for the components 
,L ie  ensures that the local error field Le  will be continuous everywhere. 
With these definitions, the approximate fine-scale equation becomes: 
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( ) ( ) ( ),
,
: 2 d : 2 d
d d for each 
h
L i L
i i
i i h
h
i i i i i
i i i i
p
i
ω ω
ω
µ ϕ ϕ µ
ϕ ϕ
Γ
+′ ′ ′    ∇ Ω = − ⊗∇ + ∇ Ω     
′ ′+ ⋅ Ω + ⋅ Γ ∈
∫ ∫
∫ ∫
e u ew ε w w I + ε
w b w h



 (3.86) 
Remark: This approximation is reasonable if the value of Le  within any particular element is 
not significantly influenced by the value of the residual at a location further away than one or 
two element diameters. Our numerical studies have shown that approximation is valid for the 
VMS formulation given by (3.61). 
Remark: For problems in which the prescribed displacement g  is not piecewise polynomial, the 
imposition of the Dirichlet boundary condition (3.9) produces an interpolation error on the 
boundary. To account for this error through the fine-scale equation, an expanded representation 
of ,L ie  could be used. For example, the definition ( ), hL i iϕ= −e g u  would allocate a portion of 
the error to each affected decoupled problem. 
3.5.3 Local-implicit a posteriori error estimator 
In order to obtain a finite element approximation of (3.86), we consider a partition of each 
element eΩ  into non-overlapping subregions ceω  which we will call cells [111], in direct analogy 
to (3.16) – (3.18). Namely: 
 
1
closure
celln
e c
e
c
ω
=
 
Ω =  
 

 (3.87) 
where 1,..., cellc n=  and celln  denotes the number of cells per element, which we assume is the 
same for each element. However, we also require that this partitioning results in a conforming 
discretization along element boundaries intΓ . With these definitions, we denote the union of cell 
interiors iω′  within a particular subdomain iω  as the collection of all cells within each element 
eΩ  contained in that subdomain: 
 
1
cell
e
i
n
c
i e
cω
ω ω
=Ω ∈
 
′ =  
 
 
 (3.88) 
Figure 3.3 shows two typical subdomains on a sample finite element mesh. 
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Figure 3.3. Example of subdomain refinement on a mesh; nodes associated with domains are 
highlighted 
We now discuss the approximate finite element subspaces of (3.84) and (3.85). The partition of 
iω  given by (3.87) suggests an analogy with typical h-refinement schemes; therefore, we adopt 
the simple approximation for ,L ie  as piecewise-continuous polynomials of the same degree k as 
the coarse mesh. In order to ensure the linear independence of u  and ′u , we require that the fine-
scale functions vanish identically at the coarse nodes: 
 
( ) ( )
( )
0
, , ,
,
,  for 1,..., ,
 
ci e
i
h h h k c
L i L i i L i e cellh
h
L i j
C c n
j
ω ω
ω
ω ω ′∈ ∩ ∈ = =  
= ∀ ∈  0
e e e
e x
  

 


 (3.89) 
 
i i
h h
ω ω=   (3.90) 
where jx  are the physical coordinates of node j. With these definitions in place, the local-
implicit method for a posteriori error estimation using the fine scales is given by: Find 
,
h
L L i
i∈
∑

e = e   where , i
h h
L i ω∈e  such that for each  and i
h
ii ω∈ ∈ w  
 
( ) ( ) ( ),
,
: 2 d : 2 d
d d
h h
L i L
i i
i i h
h h h h
i i i i i
h h
i i i i
p
ω ω
ω
µ ϕ ϕ µ
ϕ ϕ
′ ′
′ Γ
+    ∇ Ω = − ⊗∇ + ∇ + Ω    
+ ⋅ Ω + ⋅ Γ
∫ ∫
∫ ∫
e u ew ε w w I ε
w b w h


 (3.91) 
Remark: While the local-implicit method is more computationally intensive, its robustness is 
enhanced by the relaxation of the assumption ′ = 0u  on ′Γ . 
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 Several comments are in order: 
i) The form of the decomposition of Le  implies that the decoupled equations can naturally 
be solved in parallel. 
ii) An important feature of the method emanates from the definition of the POU { }i iϕ ∈ . 
Since these functions are defined using element-based linear Lagrange polynomial basis 
functions, the iϕ  possess the compact support property: ( ) ,10i iϕ ω= ∀ ∉x x . Therefore, 
the only nonzero contributions to the right-hand side of (3.91) come from cells interiors 
and boundaries within elements of ,1iω  rather than all of iω . This feature can be exploited 
in the numerical implementation. 
iii) The specific discretization scheme described in (3.87) – (3.90) is only one of the many 
ways in which the fine-scale equation r  could be decoupled and approximated. For 
example, p-hierarchical functions could be used to represent the fine scales rather than 
building the space using equal-order functions defined over cells. Other options include 
varying the size of patches and increasing the refinement of the fine scales by adding 
more cells or higher-order functions. In Section 3.6, the effects of both increasing the 
number of cells in each element and varying the number of elements in the nodal patches 
are explored. 
iv) Computational efficiency can be attained by eliminating elements from the decoupled 
problems for which the value of the local-explicit error is below a specified tolerance. 
The only modification required would be to ignore these elements during the local-
implicit solution phase and prescribe homogeneous Dirichlet boundary conditions on 
elements bordering them; this would result in a continuous approximation of Le  when 
coupled with the explicit portion Le
  obtained via local-explicit error using bubble 
functions.  
3.5.4 Evaluation of global (pollution) error fields 
We now turn toward computing an approximation of the global error Ge . As stated previously, 
the coarse-scale fields are a function of the embedded fine-scale fields. Using our enhanced fine 
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 scales Le  computed in Section 3.5.3, we aim to compute an enhanced approximation of the 
computed coarse-scale solution, represented as follows: 
 ,
h
tot G= + uu u e  (3.92) 
 ,
h
tot G pp p e= +   (3.93) 
Thus, we return to the coarse-scale problem   in Section 3.3 and, using (3.92), substitute 
tot≅u u  along with expressions (3.78) and (3.93) for ′u  and p , respectively. Moving the terms 
involving Le  to the right-hand side, we obtain: 
 
( ) ( )
( )
, ,: 2 d d d
:2 d
h
h h
G p G L
L
e p µ
µ
′ ′Ω Ω Γ
′Ω
 ∇ + + + + Ω = ⋅ Ω+ ⋅ Γ 
− ∇ Ω
∫ ∫ ∫
∫
uw I ε e u e w b w h
w ε e



 (3.94) 
 ( ) ( )( ), , d dh hG L G p Lq e p qλ′ ′Ω Ω∇ ⋅ + + − + Ω = − ∇⋅ Ω∫ ∫ue u e e

   (3.95) 
Proceeding as in Section 3.4, a stabilized form analogous to (3.61) can be derived. However, a 
key ingredient in simplifying the expression is the following: the system ( ), ,h hL pu e  already 
solves (3.61) for all ,h hq∈ ∈ w , which is derived from  . Therefore, those terms drop out, 
and the final stabilized form for computing Ge  is given as: 
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  

 
 (3.96) 
Remark: Equation (3.96) is in fact a residual form of the coarse-scale problem   where certain 
terms in the out-of-balance force vector get dropped out. Consequently, ,G ue  and ,G pe  can be 
viewed as the second consistent iterates of the coarse solution. As a result hu  and hp  are the 
dominant terms in (3.92) and (3.93). 
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 Implicit Error Estimator: 
The representation of the fine-scale error combined with the derived coarse-scale components 
,G ue   and ,G pe  will be termed as the implicit error estimator: 
 ,I L L G= + + ue e e e

   (3.97) 
 ,p G pe e=   (3.98) 
The error indicator within each element associated with this quantity is: 
 ( )1 e
e
I I H
η
Ω
= e  (3.99) 
Remark: The form of the left-hand side of (3.96) is exactly the same as in (3.61). Thus, the same 
stiffness matrix K  used in the modified coarse-scale problem can be used to compute the global 
error. In particular, if K  is factorized by a direct solver and retained, then computing 
( ), ,,G G peue   involves only a backward-substitution with an updated right-hand side, which is 
much cheaper than the factorization phase. 
Remark: The right-hand side only involves Le , which was previously computed on a finer mesh 
via localization. The terms in the expression can be evaluated by summing integrals defined over 
the cells within each element of the domain. In effect, this operation acts to project the fine-scale 
local error onto the coarse mesh, which reinforces the observation that the coarse scales are a 
function of the embedded fine scales. 
Explicit Error Estimator: 
At this point, we notice that a simplification to the method emerges. Suppose that, instead of 
using the local-implicit component Le , we only use the local-explicit component Le
  as an 
estimate of the fine-scale error. Substituting Le
  for Le  on the right-hand side of (3.96), we can 
drive the global error equation by the local-explicit fine scales and obtain a different estimate of 
the coarse-scale error Ge
 . Combining these two components, we arrive at a representation of the 
error which we term as the explicit error estimator: 
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  ,E L G= + ue e e
   (3.100) 
 ,p G pe e=
  (3.101) 
This can be viewed as an algorithmic simplification of the more elaborate implicit error 
estimator. The error indicator within each element associated with this quantity is: 
 ( )1 e
e
E E H
η
Ω
= e  (3.102) 
Remark: Because of the assumption that fine scales are embedded into the stabilized stiffness 
matrix K , part of the local-explicit fine scales are accounted for on the left-hand side of (3.96). 
However, this overlap is neglected, and we observe from numerical tests that this method 
provides a reasonable predictor of the size and distribution of error in the finite element 
solution. 
3.5.5 Salient features of error estimation method 
The following observations summarize the key features of the various proposed error estimators: 
1) The local-explicit error indicator Le
  only contains local information about the error in the 
solution as a function of the residual on element interiors. However, these fine-scale 
errors do predict the relative distribution of error in strains and stresses quite well. 
2) A level of sophistication is added to the explicit method by solving a global problem to 
obtain an estimate of the pollution error. This estimate predicts the coarse-scale trends in 
the error quite well as seen in numerical tests; however, it is not as sharp as the implicit 
error estimate in terms of predicting the magnitude. 
3) The implicit method provides the most robust option by accounting for the interior, 
boundary, and pollution errors, each of which was derived in a consistent fashion. Our 
numerical tests have shown that this method produces sharp estimates in all measures of 
the error both locally and globally and almost universally underestimates the error in u  
and overestimates the error in p  for all element types. 
4) Of the three proposed methods, the explicit and implicit error estimating methods are 
more robust because they account for the pollution error in the computed solution. 
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 5) The three methods are nested in an algorithmic hierarchy: the local-explicit component is 
utilized in all three, and both explicit and implicit methods utilize a global solution phase. 
Thus, a single implementation can produce calculations for all three simply by turning 
various features on or off. 
6) The computational cost for error estimation increases as follows: local-explicit, explicit, 
and implicit. Thus, the balance between required precision of the error assessment and 
the associated cost should be considered. Consequently, a computationally economic 
strategy for engineering design optimization can be based on a sequence of simulations 
with the explicit estimator, and the final design evaluated using the implicit estimator. 
3.6 Numerical Results 
This section analyzes the performance of the stabilized mixed method and the error estimation 
techniques via standard benchmark problems. A family of linear and quadratic triangular and 
quadrilateral elements with equal-order interpolations for the displacement and pressure fields is 
developed, as shown in Figure 3.4. Full numerical quadrature is employed in all the calculations. 
 
Figure 3.4. Family of continuous equal-order Lagrangian elements 
The bubble functions used for this implementation are given by the expressions shown in Table 
2.1 in terms of element natural coordinates ( ),ξ η . The element type abbreviations designate the 
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 shape of the element, either triangular (T) or quadrilateral (Q), and the number of nodes per 
element, varying between 3 and 9. 
Table 3.1. Bubble functions employed for stabilization 
Element Bubble Function 
T3 ( )1ξη ξ η− −  
Q4 ( )( )2 21 1ξ η− −  
T6 ( )1ξη ξ η− −  
Q9 ( )( )2 2 2 216 1 1ξ η ξ η− −  
 
These bubble functions are fairly standard. A nonstandard bubble function was used for the Q9 
elements in order to satisfy the linear independence property and because it provided improved 
accuracy for the problems investigated compared to the following bubble function: 
 ( ) ( )( )4 41 1eb ξ η= − −ξ  (3.103) 
Unless stated otherwise, local-implicit fine-scale error estimation was performed on patches iω  
defined by (3.81). A submesh was created within each element of the patch, consisting of four 
cells. The cells were generated by bisecting each edge of the parent element and drawing lines 
between these points. An example of submeshes for a triangular and a quadrilateral element are 
shown in Figure 3.5 below. This procedure provides sufficient refinement, enforces conformity 
between elements, and maintains aspect ratios. 
 
Figure 3.5. Submesh of cells within a quadrilateral and triangular element 
3.6.1 Cantilever beam problem 
The first simulation is of a cantilever beam loaded by a parabolic edge shear. Plane strain 
conditions are assumed enforced, which are more stringent to satisfy near the incompressible 
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 limit. The description of the problem is shown in Figure 3.6; the exact solution derived from 
elasticity theory is given in (3.104) – (3.106) [164]. 
 
Figure 3.6. Cantilever beam problem description 
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 (3.104) 
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ν ν
−   = − + + + −  − −  
 (3.105) 
 ( )exactp Py L xν= − −  (3.106) 
 ( )
32
12
C
I =  (3.107) 
The values of parameters selected for the simulation are: 
 72560 1 10 8 12 7.5 10 0.4999P C L I E ν= = = = = × =  (3.108) 
3.6.2 Convergence study: Uniform meshes 
The mesh hierarchy employed for the convergence rate study is shown in Table 3.2. The coarsest 
meshes are shown in Figure 3.7, and refined meshes are obtained via uniform bisection. 
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 Table 3.2. Listing of the number of elements and nodes in the mesh hierarchy 
Mesh 
Name 
Triangular (T3) Quadrilateral (Q4) Triangular (T6) Quadrilateral (Q9) 
Elements Nodes Elements Nodes Elements Nodes Elements Nodes 
Coarse 40 33 20 33 40 105 20 105 
Medium 160 105 80 105 160 369 80 369 
Fine 640 369 320 369 640 1377 320 1377 
Very Fine 2560 1377 1280 1377 2560 5313 1280 5313 
 
  (a)               (b) 
Figure 3.7. Uniform mesh hierarchy: (a) 40 triangular elements; (b) 20 quadrilateral elements. 
Figure 3.8 shows the normalized centerline tip displacement versus the characteristic mesh 
parameter h.  The predicted value of the tip displacement approaches the analytical value as the 
mesh is refined. The crudest approximation of the tip displacement is in error by only 3% for the 
Q4 elements and 35% for the T3 elements, which is much smaller than would be obtained by a 
standard finite element formulation applied near the incompressible limit.  
  
  (a)             (b) 
Figure 3.8. Convergence of normalized tip displacement: (a) linear elements; (b) quadratic 
elements 
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 Remark: This particular problem was also investigated by Masud and Xia [118] using a 
stabilized formulation similar to the one presented herein. The interested reader may consult this 
reference for additional numerical studies and contour plots.  
We now examine the error between numerical simulations and the exact solution. We begin by 
evaluating the L2 norm and H1 seminorm of the standard error h−e = u u  over the entire domain 
as a global measure of accuracy of the numerical solutions. These quantities are evaluated using 
(3.65) and (3.66). Figure 3.9 presents the value of these error norms on a log-log scale for each 
element type computed on successively refined meshes as given in Table 3.2. The magnitudes 
have been normalized with respect to the exact solution fields in the corresponding norms. From 
finite element theory, the asymptotic rate of convergence for a primal field is 1k +  in the L2 
norm, where k  is the degree of the highest complete polynomial represented by the element 
basis functions [3]. The associated rate for the H1 seminorm is k . Therefore, the optimal 
convergence rates for linear and quadratic elements in the L2 norm are 2.0 and 3.0, and the 
associated rates for the H1 seminorm are 1.0 and 2.0, respectively. 
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  (a)             (b) 
 
  (c)             (d) 
Figure 3.9. Convergence rates of normalized standard error: (a) L2 norm of displacement; (b) H1 
seminorm of displacement; (c) L2 norm of pressure; (d) H1 seminorm of pressure 
For all element types, the displacement field converged at nearly the optimal rate in both the 
standard error measures. The stability of the pressure field is often more of a concern for mixed 
methods for linear elasticity. As can be seen in Figure 3.9 (c) and (d), the pressure fields do 
converge suboptimally for many of the element types. However, the trends are very smooth, and 
contour plots of the fields revealed that they do not exhibit spurious oscillations.  
3.6.3 Error estimation: Uniform meshes 
Figure 10 presents convergence plots of the norms of the explicit error Ee  and the implicit error 
Ie  containing local and global contributions. Both error estimation methods show convergence 
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 at optimal rates in the norms considered. In both the cases the inclusion of an estimate of the 
pollution error sharpens the predicted values of the L2 norm and the H1 seminorm. 
 
  (a)             (b) 
 
  (c)             (d) 
Figure 3.10. Convergence rates of normalized error estimates: (a) L2 norm of explicit Ee ; (b) H
1 
seminorm of explicit Ee ; (c) L2 norm of implicit Ie ; (d) H
1 seminorm of implicit Ie  
The evaluation of the global error described in Section 3.5.4 also provides an estimate of the 
error in the pressure field. These results for the norms of ,G pe
  and ,G pe  are shown in Figure 3.11. 
Overall, these curves run parallel to the standard error curves of the pressure field for each 
element. However, the H1 seminorm for the T3 elements did not converge, which can be 
attributed to the polynomial simplicity of these elements. Both methods typically produced upper 
bounds on the pressure field error norms, although the implicit method was noticeably sharper. 
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  (a)             (b) 
 
  (c)             (d) 
Figure 3.11. Convergence rates of normalized error estimates: (a) L2 norm of explicit ,G pe
 ; (b) H1 
seminorm of explicit ,G pe
 ; (c) L2 norm of implicit ,G pe ; (d) H
1 seminorm of implicit ,G pe  
Table 3.3 presents the values of the norms of the standard error and the error estimates for the Q4 
element in a tabular form. These values show that the implicit error estimate provides closer 
predictions of the L2 norm than the explicit method, while the explicit estimate of the H1 
seminorm converges toward the implicit estimate upon mesh refinement. These results are 
shown graphically in Figure 3.12 wherein the implicit error estimate captures 70% of the 
standard L2 error norm and 95% of the H1 seminorm.  
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 Table 3.3. List of normalized error norms for Q4 elements 
L2 norms of error measures 
Number of 
Elements 
Standard 
Error 
Standard 
Error 
Explicit 
Estimate 
Implicit 
Estimate 
Implicit 
Estimate 
h−u u  hp p−  Ee  Ie  ,G pe  
20 2.519 E-2 2.166 E-2 1.462 E-1 1.795 E-2 2.266 E-2 
80 7.759 E-3 1.735 E-2 4.549 E-2 5.711 E-3 1.825 E-2 
320 2.233 E-3 7.271 E-3 1.297 E-2 1.630 E-3 8.106 E-3 
1280 6.332 E-4 2.707 E-3 3.633 E-3 4.586 E-4 2.995 E-3 
H1 norms of error measures 
Number of 
Elements 
Standard 
Error 
Standard 
Error 
Explicit 
Estimate 
Implicit 
Estimate 
Implicit 
Estimate 
h−u u
 
hp p−
 
Ee  Ie  ,G pe  
20 5.483 E-2 3.607 E-2 1.581 E-1 4.919 E-2 4.044 E-2 
80 2.450 E-2 5.641 E-2 4.954 E-2 2.322 E-2 5.993 E-2 
320 1.170 E-2 4.875 E-2 1.621 E-2 1.127 E-2 5.730 E-2 
1280 5.764 E-3 3.562 E-2 6.177 E-3 5.566 E-3 4.224 E-2 
 
In addition to considering the performance of the error estimators in a normed sense, we can also 
investigate their performance at capturing the error locally throughout the domain. Figure 3.13 
(a) – (c) depict a projection of the standard error in each solution field onto the medium Q4 
mesh. We compare these results to the implicit error  and  in Figure 3.13 (d) – (f). It can 
be seen that the proposed error estimators capture both the coarse-scale trends as well as the finer 
features of the standard error. 
 
 
Ie ,G pe
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  (a)             (b) 
 
  (c)             (d) 
Figure 3.12. Comparison of standard and estimated error for Q4 elements: (a) L2 norms of error 
in u ; (b) H1 seminorm of error in u ; (c) L2 norm of error in p ; (d) H1 seminorm of error in p  
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  (a)             (d) 
 
  (b)             (e) 
 
 
  (c)             (f) 
Figure 3.13. Medium Q4 mesh contours: (a) standard displacement error xe ; (b) standard 
displacement error ye ; (c) standard pressure error pe ; (d) displacement estimate ,I xe ; (e) 
displacement estimate ,I ye ; (f) pressure estimate ,G pe  
Similar contour plots are shown for the explicit estimator in Figure 3.14. As can be seen, the 
figures capture the error distribution for the three fields fairly well. However, the magnitude of 
the fields has been uniformly over-predicted. 
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  (a)             (b) 
 
    (c) 
Figure 3.14. Medium Q4 mesh contours: (a) displacement estimate ,E xe ; (b) displacement 
estimate ,E ye ; (c) pressure estimate ,G pe
 ; 
Remark: These results indicate that Ie  can serve as a quantifier of the confidence in the 
solution field accuracy throughout all zones of the domain. 
3.6.4 Gradient norms and local-explicit error indicator 
To investigate the ability of the local-explicit error indicator to predict the finer features of the 
error field, we examine the distribution of the gradient norm from the local-explicit method and 
compare it with the implicit method. The H1 seminorm of error in each element is plotted in 
Figure 3.15 (a), and the corresponding values for the local-explicit Le
  and implicit Ie  are shown 
in Figure 3.15 (b) and (c), respectively; these values have not been normalized. While Le
  is only 
one component of the implicit error estimate Ie , it predicts the overall magnitude and 
distribution of the H1 seminorm of error quite well. The combination of the three components of 
Ie  produces a distribution exactly matching the standard error distribution. Returning to the 
forms of local-explicit error Le
  and local-implicit error Le  given in (3.70) and (3.91), 
respectively, we see that in both cases the fine scales are zero at the coarse nodes; thus, these 
approximations of ′u  capture the fine part of the coarse-scale residuals in the region between 
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 coarse nodes, both in ′Ω   and on ′Γ . This approximation does imply that the fine scales should 
accurately capture the error in the H1 seminorm, since the residuals of the governing equations 
involve derivatives of u . In fact, comparing Figure 3.15 (a) to Figure 3.15 (b) shows that this is 
indeed the case. The H1 seminorm can be considered more important for local mesh refinement 
because it measures the error related to stresses and strains. Therefore, while the gross error is 
higher at the beam tip, improved accuracy throughout could be achieved by refining nearby the 
fixed end, where reproducing the actual stiffness of the structure is crucial to obtain accurate 
stresses. 
 
    (a) 
 
  (b)             (c) 
Figure 3.15. Contour plot of H1 seminorm of error measures: (a) standard error e ; (b) local-
explicit error Le
 ; (c) implicit error Ie  
We also highlight the performance of the local-explicit component Le
  across element types. The 
value of the H1 seminorm predicted by Le
  is compared to the standard H1 seminorm of error in 
Figure 3.16 (a) and (b) for the linear and quadratic elements, respectively. Except for the linear 
triangles, the estimates capture most of the gradient error, predicting between 50% and 90% of 
the H1 seminorm. This accuracy reflects the fact that the stabilization tensor τ  plays the role of 
the unknown constant in traditional residual-based error indicators. 
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  (a)             (b) 
Figure 3.16. H1 seminorm of the local-explicit error indicator and of the standard error: (a) T3 
and Q4 elements; (b) T6 and Q9 elements 
Remark: These results highlight that the local-explicit error evaluated via the explicit fine 
scales can serve as a valid error indicator in its own right for driving adaptive mesh refinement. 
Particularly, Le
  is much cheaper to compute than Ee  or Ie . 
3.6.5 Effectivity index 
The quality of the error estimators can also be evaluated through the use of the effectivity index 
discussed in Section 3.5. In Figure 3.17 (a), we graph the value of effI  for the explicit error 
estimator for each element type, as computed by (3.69). Most elements possess a uniform 
effectivity across the mesh level; the Q4 element exhibits a marked convergence of the value 
toward unity. However, almost all of the values of the index indicate that the estimates are on the 
same order of magnitude as the standard error. A contour of the local effectivity index in each 
element computed using (3.69) is shown in Figure 3.17 (b) for the medium Q4 mesh. 
Interestingly, eeffI  is closest to unity in the elements nearby the fixity, where it has been seen that 
the error in stresses and strains is higher.  
Remark: The explicit error estimate appears to be more accurate in zones where the gradient 
norm is higher. The tendency for the sharpness of an error estimate to deteriorate in regions 
where the actual error is reduced was also observed by [54]. 
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  (a)             (b) 
Figure 3.17. Effectivity index for explicit error estimator: (a) effI  for each element type; (b) local 
e
effI  for medium Q4 mesh 
Analogous plots for the effectivity index are shown in Figure 3.18 for the implicit error estimate. 
As expected, the implicit estimate provides a more complete measure than the explicit estimate, 
since the curves of Ie  for each element type are close to unity. This performance across element 
types indicates the robustness of the implicit estimate. Also, the local eeffI  for the Q4 mesh is 
almost uniform and does not vary as significantly as the explicit estimate. Therefore, one can 
conclude that the sharpness of the error estimate throughout the domain is maintained better by the 
implicit method than by the explicit method, and that the inclusion of the enhanced fine scales 
coupled with the global error component brings the effectivity closer to unity. 
  
  (a)             (b) 
Figure 3.18. Effectivity index for implicit error estimator: (a) effI  for each element type; (b) local 
e
effI  for medium Q4 mesh 
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 3.6.6 Implicit error sensitivity study: Patch size and submesh resolution 
The performance of the implicit error estimator given by the localized fine-scale equation is a 
function of two parameters: the size of the patches used in solving the decoupled equations of 
(3.91) and the resolution of the submesh provided by h-refinement or p-refinement. In this 
section, we investigate the sensitivity of the implicit error estimator with respect to these 
parameters. 
We conducted a study on the sequence of uniform Q4 meshes to explore the effect of patch size 
on the implicit error estimate. The resulting L2 norm and H1 seminorm obtained from these 
simulations on the medium Q4 mesh are shown in Table 3.4, where the values of the standard 
error have been reproduced at the bottom for reference. The main conclusion is that a patch size 
of one, including only elements directly adjacent to a node, does not provide a sharp estimate for 
either of the error norms. However, a patch size of 2 is sufficient for approximating the value of 
the estimate obtained by solving the fine-scale equation without localization. Also, the gain from 
increasing the patch size beyond 2 is not very significant. Therefore, a level 2 mesh star provides 
the optimal balance between computational efficiency and accuracy. 
Table 3.4. Error norms obtained for different patch sizes, medium Q4 mesh 
Patch 
Size 
Local-Implicit Le  Implicit Ie  Global ,G pe  
( )2 LL e  ( )1 LH e  ( )2 IL e  ( )1 IH e  ( )2 ,G pL e  ( )1 ,G pH e  
1 3.282 E-4 6.478 E-3 3.665 E-3 2.167 E-2 1.461 E-2 4.846 E-2 
2 5.094 E-4 8.447 E-3 5.711 E-3 2.322 E-2 1.825 E-2 5.993 E-2 
3 5.333 E-4 8.746 E-3 5.952 E-3 2.346 E-2 1.863 E-2 6.114 E-2 
4 5.356 E-4 8.775 E-3 5.978 E-3 2.349 E-2 1.866 E-2 6.125 E-2 
Domain 5.357 E-4 8.776 E-3 5.978 E-3 2.349 E-2 1.867 E-2 6.126 E-2 
Standard - - 7.759 E-3 2.450 E-2 1.735 E-2 5.641 E-2 
 
A second study was conducted whereby the refinement of the submesh within each element was 
increased from 4 cells, while the patch size was returned to the default of 2. The resulting L2 
norm and H1 seminorm of the error estimatses are shown in Table 3.5. While the accuracy of the 
estimates increased with refinement, most notably in the H1 seminorm, the execution time (not 
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 reported) also increased substantially. Therefore, we conclude that the additional refinement of 
the fine-scale trial space does not add sufficient value.  
Table 3.5. Error norms computed with finer submesh, medium Q4 mesh 
Cells per 
Element 
Local-Implicit Le  Implicit Ie  Global ,G pe  
( )2 LL e  ( )1 LH e  ( )2 IL e  ( )2 LL e  ( )1 LH e  ( )2 IL e  
4 5.094 E-4 8.447 E-3 5.711 E-3 2.322 E-2 1.825 E-2 5.993 E-2 
16 6.948 E-4 9.391 E-3 6.825 E-3 2.383 E-2 2.311 E-2 7.611 E-2 
64 7.184 E-4 9.516 E-3 7.138 E-3 2.398 E-2 2.441 E-2 8.052 E-2 
Standard - - 7.759 E-3 2.450 E-2 1.735 E-2 5.641 E-2 
 
3.6.7 Convergence study: Distorted meshes 
The convergence of the stabilized method was also investigated on meshes with significant 
element distortion. Such distortion may occur in practice when automatic mesh generators are 
used to mesh complicated features in the geometry or at the junction between branching regions 
of the domain. We attempt to simulate these conditions by creating meshes containing elements 
of various sizes and shapes in close proximity. This study serves as an indication of the 
robustness of the method. Table 3.6 contains data concerning the meshes used in the study; 
Figure 3.19 depicts two successive meshes for the triangular and quadrilateral elements. 
Table 3.6. Listing of the number of elements and nodes in the mesh hierarchy 
Mesh 
Name 
Triangular (T3) Quadrilateral (Q4) Triangular (T6) Quadrilateral (Q9) 
Elements Nodes Elements Nodes Elements Nodes Elements Nodes 
Coarse 80 53 118 146 80 185 118 527 
Medium 320 185 472 527 320 689 472 1997 
Fine 1280 689 1888 1997 1280 2657 1888 7769 
Very Fine 5120 2657 7552 7769 5120 10433 7552 30641 
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  (a)               (b) 
 
  (c)               (d) 
Figure 3.19. Distorted mesh hierarchy: (a) 80 triangular element mesh; (b) 1280 triangular 
element mesh; (c) 118 quadrilateral element mesh; and (d) 1888 quadrilateral element mesh 
Results of the numerical simulation performed on the medium Q4 mesh are presented in Figure 
3.20 (a) – (c). While the displacement contours retain the symmetry of the exact solution, the 
pressure field became slightly unsymmetrical as a result of the severe distortion. However, the 
major trends of the solution are still captured. 
 
  (a)               (b) 
 
    (c) 
Figure 3.20. Medium Q4 mesh solution contours: (a) displacement xu ; (b) displacement yu ; 
pressure p  
The convergence of the standard error norms is shown in Figure 3.21. The convergence rates of 
the displacement field are nearly optimal for all element types in both norms; however, the 
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 magnitude of the error in the solutions has increased slightly from the solutions obtained on 
uniform meshes, which can be observed from the shift in the absolute values of the curves in 
Figure 3.21 compared to those in Figure 3.9. The pressure field experienced deteriorated rates 
compared to the uniform mesh study. In all cases, the rate for the L2 norm was one order below 
the optimum. For the H1 seminorm, the rates for the T6 and Q9 elements were one order below 
the optimum, the Q4 elements failed to converge, and the T3 elements exhibited a relative error 
greater than 1.0. This behavior can be attributed to the effect of mesh distortion on the quality of 
the numerical approximation. Additionally, the norms for the first Q4 mesh appear out of sync 
with the subsequent simulations do to the lack of resolution on the coarsest mesh.  
 
  (a)             (b) 
 
  (c)             (d) 
Figure 3.21. Convergence rates of normalized standard error: (a) L2 norm of displacement; (b) H1 
seminorm of displacement; (c) L2 norm of pressure; (d) H1 seminorm of pressure 
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 3.6.8 Error estimation: Distorted meshes 
This section presents convergence plots of the domain norms of the error estimates obtained 
from the explicit and implicit methods. As can be seen in Figure 3.22, both the explicit and 
implicit L2 error norms converge at the optimal rates of 2.0 for linear elements and 3.0 for 
quadratic elements. Similarly, the H1 seminorm converges near the optimal rate for each of the 
element types. By comparing the error estimates with the standard error in Figure 3.21 (a) and 
(b), we observe that the convergence rates of the error estimates parallel those of the standard 
error. Additionally, the estimated H1 seminorm in Figure 3.22 (b) and (d) match closely with the 
curves in Figure 3.21. These trends were preserved under significant distortion of the mesh. 
 
  (a)             (b) 
 
  (c)             (d) 
Figure 3.22. Convergence rates of normalized error estimates: (a) L2 norm of explicit Ee ; (b) H
1 
seminorm of explicit Ee ; (c) L2 norm of implicit Ie ; (d) H
1 seminorm of implicit Ie  
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 We plot the predicted pressure error from both the explicit and implicit methods in Figure 3.23. 
While the estimates for the linear elements are not very accurate, the norms for the quadratic 
elements do converge similarly to the standard error norms in Figure 3.21 (c) and (d). 
  
  (a)             (b) 
 
  (c)             (d) 
Figure 3.23. Convergence rates of normalized error estimates: (a) L2 norm of explicit ,G pe
 ; (b) H1 
seminorm of explicit ,G pe
 ; (c) L2 norm of implicit ,G pe ; (d) H
1 seminorm of implicit ,G pe  
Finally, the estimates from the local-explicit component alone are shown for completeness. 
Figure 3.24 presents the value of the H1 seminorm from Le
  compared to the standard error for 
linear and quadratic elements. In these figures triangular and quadrilateral symbols in the key 
represent the corresponding element types. Even under significant mesh distortion, the local-
explicit error indicator still predicts the magnitude of the H1 seminorm fairly well. 
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  (a)             (b) 
Figure 3.24. H1 seminorm of local-explicit error indicator and standard error: (a) T3 and Q4 
elements; (b) T6 and Q9 elements 
3.6.9 L-shaped domain problem description 
The second test case is an L-shaped domain loaded in a manner to produce the deformation 
corresponding to Mode 1 fracture. This problem exhibits a singularity in the stress and pressure 
fields at the reentrant corner, and therefore serves as a mathematically hard problem for the 
convergence rate study and for evaluation of the error estimators. Plane strain conditions are 
assumed, tractions derived from the exact solution are applied on all edges of the domain, and 
the mesh is constrained to exclude rigid body modes. The description of the problem is shown in 
Figure 3.25; the exact solution derived from elasticity theory is given in (3.109) – (3.112) [164]. 
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Figure 3.25. L-shaped domain problem description 
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The values of parameters selected for the simulation are as follows: 
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2 1
EE G kν ν
ν
= × = = = −
+
 (3.113) 
3.6.10 Convergence study: Uniform meshes 
This section presents the convergence study on uniformly refined meshes for the current problem 
with reduced regularity. The mesh hierarchy is shown in Table 3.7; examples of two successive 
meshes obtained by bisection for triangular and quadrilateral elements are shown in Figure 3.26. 
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 Table 3.7. Listing of the number of elements and nodes in the mesh hierarchy 
Mesh 
Name 
Triangular (T3) Quadrilateral (Q4) Triangular (T6) Quadrilateral (Q9) 
Elements Nodes Elements Nodes Elements Nodes Elements Nodes 
Coarse 24 21 12 21 24 65 12 65 
Medium 96 65 48 65 96 225 48 225 
Fine 384 225 192 225 384 833 192 833 
Very Fine 1536 833 768 833 1536 3201 768 3201 
 
(a)       (b) 
Figure 3.26. Uniform mesh hierarchy: (a) 24 triangular elements; (b) 12 quadrilateral elements. 
The resulting values of the normalized horizontal deflection at the lower corner of the domain 
are plotted in Figure 3.27. As can be seen, the predicted value of the tip displacement approaches 
the analytical value as the mesh is refined. However, the absolute error is higher and the 
convergence rate appears to be slower than for the cantilever beam, which reflects the reduced 
regularity of the exact solution. 
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  (a)             (b) 
Figure 3.27. Convergence of normalized tip displacement: (a) linear elements; (b) quadratic 
elements 
The convergence rates for the normalized standard error in the displacement and pressure fields 
measured in the L2 norm and H1 seminorm are presented in Figure 3.28. An observation is that 
all the elements experience a reduced rate of convergence in both norms. From finite element 
theory, the convergence rate for this type of problem is governed by the regularity of the solution 
[2]. Specifically, the rate for the H1 seminorm should match the value of 0.545λ =  in (3.112), 
which is in fact the case for all element types. For a globally refined mesh, this is the best that 
can be expected. However, it is expected that the quadratic elements should still out-perform the 
linear elements through reduction in the absolute error. Because the pressure field is singular, the 
H1 seminorm is not well defined for the exact solution, so convergence is not reported in this 
norm. 
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  (a)             (b) 
 
         (c)              
Figure 3.28. Convergence rates of normalized standard error: (a) L2 norm of displacement; (b) H1 
seminorm of displacement; (c) L2 norm of pressure  
3.6.11 Error estimation: Uniform meshes 
Analogous to the cantilever beam study, we compute the explicit and implicit error estimators 
and evaluate the resulting domain norms, which are presented in Figure 3.29. As before, both 
error estimators converge at the same rate as the standard error. However, the explicit estimate 
Ee  produced lower bounds for the error in all cases except the T6 element. In most cases, the 
implicit estimator out-performed the explicit estimator by producing sharper estimates. Overall, 
the estimates are relatively less sharp compared to the estimates obtained for the cantilever beam 
problem. This reduction in accuracy is attributed to the limited regularity of the exact solution. In 
spite of these shortcomings, the error estimates still provide a reasonable indication of the overall 
accuracy of the numerical solutions. 
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  (a)             (b) 
 
  (c)             (d) 
Figure 3.29. Convergence rates of normalized error estimates: (a) L2 norm of explicit Ee ; (b) H
1 
seminorm of explicit Ee ; (c) L2 norm of implicit Ie ; and (d) H
1 seminorm of implicit Ie  
The estimates for the pressure field from both the explicit and implicit methods are shown in 
Figure 3.30. These rates compare favorably with the standard L2 norm of the pressure field as 
shown in Figure 3.28 (c). A direct comparison between the estimated and standard error is shown 
for the Q4 element meshes in Figure 3.31. This figure highlights the earlier observations about 
the sharpness of the error estimates and the overall quality of the error estimates. 
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  (a)             (b) 
Figure 3.30. Convergence rates of normalized error estimates: (a) L2 norm of explicit ,G pe
 ; (b) L2 
norm of implicit ,G pe  
  
  (a)             (b) 
 
      (c) 
Figure 3.31. Comparison of standard and estimated error for Q4 elements: (a) L2 norms of error 
in u ; (b) H1 seminorm of error in u ; (c) L2 norm of error in p  
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 We also examine the qualitative distribution of error across the domain via contour plots of the 
various components of the error fields. Figure 3.32 (a) – (c) presents a projection of the 
components of the standard error onto the fine Q4 mesh. We compare these results to those 
predicted by the implicit estimate Ie , shown in Figure 3.32 (d) – (f). The contour plots for the 
explicit estimator also agree very well with those of the implicit estimator both in magnitude and 
distribution and are therefore not reproduced. 
Focusing on Figure 3.32 (a) and (b), one can observe significant fine-scale features in the error 
surrounding the reentrant corner, which is expected. However, these errors also affect the 
displacement field far from the corner, causing the numerical solution to under-predict 
displacements at the top and bottom tips. The implicit error estimates shown in Figure 3.32 (d) 
and (e) provide a distribution of the error that matches very well with the distributions shown in 
Figure 3.32 (a) and (b). Although the magnitudes are somewhat under-predicted, the spatial 
distribution is found to be fairly accurate. Finally, the pressure field error shown in Figure 3.32 
(c) indicates that the errors are localized around the singularity. While the estimated errors in 
Figure 3.32 (f) predict this effect, they also contain some oscillations that spread from the tip. 
These can be attributed to the reduced regularity of the problem, and also because the pressure 
estimate is only obtained on the resolution of the coarse mesh without a fine-scale component. 
Such a fine-scale component can potentially help control these oscillations. 
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  (a)             (d) 
 
  (b)             (e) 
 
  (c)             (f) 
Figure 3.32. Fine Q4 mesh contours: (a) standard displacement error xe ; (b) standard 
displacement error ye ; (c) standard pressure error pe ; (d) displacement estimate ,I xe ; (e) 
displacement estimate ,I ye ; (f) pressure estimate ,G pe  
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 3.6.12 Gradient norms and local-explicit error indicator 
The distribution of the gradient error was also investigated for the current problem, which is 
shown in Figure 3.33 compared to the distributions from the local-explicit and implicit methods. 
As expected, the gradient error is concentrated around the reentrant corner, where the discrete 
approximation fails to resolve the singularity. Clearly, local refinement at this location would be 
necessary to resolve features not captured by a uniform grid, and both error estimates pinpoint 
this region for refinement. In particular, the magnitude predicted by the local-explicit indicator 
and the implicit estimator agree reasonably well with the actual value. 
 
    (a) 
 
  (b)             (c) 
Figure 3.33. Contour plot of H1 seminorm of error measures: (a) standard error e ; (b) explicit 
error Le
 ; (c) implicit error Ie  
Computed values for the H1 seminorm of Le
  for each element type are shown in Figure 3.34. 
From these graphs, the effectivity for each element type can be calculated as 0.2 and 0.5 for the 
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 linear elements and 0.75 for the quadratic elements. Again, this performance reinforces the 
validity of the local-explicit method for indicating the gradient error. 
 
  (a)             (b) 
Figure 3.34. H1 seminorm of local-explicit error indicator and standard error: (a) T3 and Q4 
elements; (b) T6 and Q9 elements 
3.6.13 Effectivity index 
The performance of the error estimators is now quantified using the effectivity index. First, the 
values of effI  obtained for each element type using the explicit method are shown in Figure 3.35 
(a). These results appear more uniform than the values presented in Figure 3.17 (a) for the 
cantilever beam problem, which indicates that the error estimates produced a similar level of 
accuracy with respect to mesh refinement. Next, a contour plot of eeffI  evaluated locally in each 
element of the fine Q4 mesh is shown in Figure 3.35 (b). The local effectivity index provided by 
the explicit estimate varies between 0.3 and 0.6 throughout much of the domain. The effectivity 
does appear to be higher in elements with larger fine-scale errors.  
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  (a)             (b) 
Figure 3.35. Effectivity index for explicit error indicator: (a) effI  for each element type; (b) local 
e
effI  for fine Q4 mesh 
Results for effI  of the implicit error estimate Ie  are shown in Figure 3.36. Again, we observe 
that the total error estimates are more effective than the explicit component alone, predicting 
75% of the H1 seminorm for both of the linear element types. The effectivity index of the 
implicit method is more spatially uniform compared to the explicit method. The distribution of 
e
effI  shown in Figure 3.35 (b) and Figure 3.36 (b) again implies that the sharpness of the error 
estimate throughout the domain is maintained better by the implicit method than by the explicit 
method. 
 
  (a)             (b) 
Figure 3.36. Effectivity index for implicit error estimator: (a) effI  for each element type; (b) local 
e
effI  for fine Q4 mesh 
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 3.7 Conclusions 
We have presented residual-based a posteriori error estimation methods for mixed form of 
incompressible elasticity. The proposed methods find roots in the VMS framework that has 
served as the basis for the development of stabilized methods in fluid and solid mechanics. In 
this Chapter attention is paid to the mixed field problem, specifically in the presence of 
constraint conditions typically encountered in incompressible elasticity under plane strain 
conditions. First a stabilized form is developed that is shown to be stable and convergent for 
arbitrary combinations of interpolation functions. It is then shown that VMS-based stabilized 
methods are equipped with natural error estimators. Two error estimators are investigated that 
are categorized as the explicit and the implicit error estimators. The explicit estimator is based on 
an explicit local post-processing of the fine-scale representation of error on element interiors, and 
it is supplemented by a global problem that estimates the pollution error. The implicit estimator 
provides the most robust option by accounting for the interior, boundary, and pollution errors, 
each of which has been derived in a consistent fashion. Our numerical tests have shown that the 
implicit method produces sharp estimates in all measures of the error both locally and globally. 
From a computational viewpoint the local-explicit, the explicit and the implicit methods are 
nested in an algorithmic hierarchy, the local-explicit component is utilized in all three, and both 
explicit and implicit methods utilize a global solution phase. Thus, a single implementation can 
account for all the options by simply turning various features on or off. From a computational 
perspective local-explicit error is obtained via element-wise function evaluation, local-implicit 
error is evaluated over small patches of elements, while global pollution error is calculated via a 
back solve with the assembled and factorized stiffness matrix, thereby resulting in very cost 
effective error estimates. Effectivity indices for the various element types for regular and 
distorted meshes show the utility of the proposed methods for smooth problems as well as 
problems with reduced regularity. 
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 Chapter 4 
A Unified Formulation for Interface Coupling and 
Frictional Contact Modeling with Embedded Error 
Estimation* 
4.1 Introduction 
Interfaces are prevalent throughout solid mechanics. Examples include material interfaces, grain 
boundaries, mechanical joints, metal/mold forming, lubricated systems, and biological interfaces. 
Often the accurate computational modeling of systems involving such components hinges on a 
proper numerical treatment of these interfaces. Also, some discrete methods, such as the finite 
element method, can introduce interfaces in the computational model that are not physically 
inherent in the actual system. Such artificial interfaces typically arise due to nonconforming 
meshes or other types of transitioning such as hp methods. Even though a wealth of literature 
exists on numerical methods for these topics, active research is still being undertaken in many of 
these fields. In this work, we present a unifying approach to address two classes of the 
aforementioned interface problems in the context of mixed formulations for small strain 
elasticity: domain decomposition problems and frictional contact problems. 
The focus of domain decomposition methods is to connect various portions of a complex domain 
meshed independently using possible disparate grid size, element type, or polynomial order. In 
this sense, the interfaces between the resulting subdomains have no bearing on the physical 
system being modeled. Classical approaches to solve the problem of coupling subdomains 
include iterative procedures such as the Schwarz alternating method [100] and direct procedures 
employing Lagrange multipliers [97]. More recently, other alternatives have been proposed that 
* This Chapter is has been adapted from “A. Masud, T.J. Truster, L.A. Bergman, A unified formulation for interface 
coupling and frictional contact modeling with embedded error estimation. International Journal for Numerical 
Methods in Engineering, vol. 92, 141-177, 2012”. The copyright owner has provided written permission to reprint 
the work. 
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 incorporate the so-called Nitsche’s method for weak enforcement of the solution field continuity 
[128]. In particular, coupling of the subdomains is provided using the primal variable fields 
without the introduction of multipliers. The first application of this method to joining non-
matching grids was presented by Becker et al. for solving scalar elliptic problems [20]. 
Extensions of this technique first to compressible elasticity and then to incompressible elasticity 
are given in [68,19], where, in particular, the interface is permitted to lie inside the finite 
elements. Prior to these developments, Nitsche’s method had been used extensively under the 
guise of the interior penalty method within the context of discontinuous Galerkin (DG) methods, 
of which one of the earliest applications was the work by Arnold [5]. Subsequent extension to 
discontinuous Galerkin approximations for mixed elasticity was made by Hansbo and Larson 
[70]. Other important developments of discontinuous Galerkin approaches for linear and 
nonlinear solid mechanics were performed by Lew et al. [98,163]. A unifying analysis of the DG 
method applied to elliptic problems is contained in [6]. 
A second class of important interface problems in solid mechanics involves contact problems 
with friction. Classical methods for enforcing contact constraints typically involved node-on-
node or node-to-surface implementations of the penalty methods, Lagrange multipliers, or 
augmented Lagrangian method; see [152] and references therein. Other formulations employ 
these methods using a contact segment approach to provide a continuous rather than discrete 
enforcement mechanism [155] Another contemporary method for solving contact problems is the 
mortar method, which involves the projection of the displacement field from the contacting 
bodies onto an intermediate surface on which the contact constraints are enforced [22,120,140]. 
More recently, the Nitsche method has been extended to treat frictionless contact problems using 
a pure displacement formulation for small deformation elasticity by Wriggers and Zavarise 
[176]. Another example of a formulation employing discontinuous Galerkin ideas to solve the 
frictionless contact problem in the large deformation context is given in [65]. 
In the present work, we present a unified treatment of the interface problems discussed above by 
merging the discontinuous Galerkin techniques from the Nitsche method with the stabilized 
continuous Galerkin framework afforded by the Variational Multiscale method [81,115]. The 
discontinuous Galerkin strategy from [128] provides a mechanism to seamlessly treat the various 
conditions arising from either artificial interfaces with non-matching meshes or physical 
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 interfaces with friction without the necessity of introducing additional Lagrange multiplier fields 
and without compromising consistency or stability. The Variational Multiscale method from 
[115] enables an extension of the interface formulation to accommodate the mixed form of 
elasticity while enhancing its stability to eliminate the usual restrictions on interpolation 
combinations associated with the Babuška–Brezzi condition [31]. The resulting formulation is a 
robust and accurate platform that permits the coupling of meshes containing different element 
types irrespective of mesh conformity along the interfaces and is applicable to compressible as 
well as incompressible materials. Additionally, the method comes equipped with an intrinsic 
error estimation module that does not require an exact solution to quantify error and establish 
convergence of the method. While the proposed interface coupling aspects of the method could 
be seen as simply an extension of the work in [20,176], emphasis is given throughout the 
exposition below on a unified derivation of the framework starting from the standard continuous 
Galerkin approach, and multiple options for simplified versions are presented during this 
exposition. 
Herein, we develop the method along the lines of the traditional DG approach in which the 
fluxes are postulated as the simple average and the penalty parameter is estimated. This approach 
is sufficient for the problems studied in Section 4.6. The method from Chapter 2 would be 
expected to produce similar results, but it is not employed in order to simplify the resulting 
algorithms because the calculations involving the bubble functions are avoided. To substantiate 
this claim, we conduct a numerical study to compare the method from Chapter 2 with the 
simplified approach adopted herein. 
The remainder of this Chapter is structured as follows: we begin in Section 4.2 by reviewing the 
standard continuous Galerkin method for linear elasticity with an emphasis on the discrete Euler-
Lagrange equations. The treatment of artificial interfaces via the discontinuous Galerkin concept 
is described in Section 4.3 followed by the application of the Variational Multiscale method in 
Section 4.4. The straightforward extension to physical interface problems involving friction is 
the focus of Section 4.5. A series of numerical results for interface problems involving problems 
in two and three dimensions are given in Section 4.6. Conclusions are drawn in Section 4.7. 
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 4.2 Governing Equations 
4.2.1 Strong form 
Consider an open bounded domain sdnΩ⊂  , where sd 2n ≥  is the number of spatial dimensions. 
The boundary Γ  of the domain is piece-wise smooth and consists of a section gΓ  on which 
Dirichlet boundary conditions are applied and a section hΓ  where Neumann conditions are 
applied. These subsets satisfy ,g h g hΓ ∪Γ = Γ Γ ∩Γ =∅ . The governing equations of linear 
elasticity are: 
 in ∇⋅ + = Ω0σ b  (4.1) 
 on g= Γu g  (4.2) 
 on h= Γσn h  (4.3) 
where sd: nΩ→u   represents the displacement field, g  is the prescribed displacement, h  is the 
prescribed traction, b  is the body force, n  is the unit outward normal to Γ , and ( )= uσ σ  is the 
Cauchy stress tensor. Furthermore, the following notation is used throughout this exposition: 
( )∇ •  represents the gradient operator, ( )∇ ⋅ • is the divergence, and ( )T• is the transpose. We 
do not specify a constitutive law at this point in order to demonstrate the generality of the 
method. 
4.2.2 Weak form 
The appropriate trial and weighting function spaces for the displacement field are:  
 ( )( ){ }sd1 ,  on n gH= ∈ Ω = Γ u u u g  (4.4) 
 ( )( ){ }sd1 ,  on n gH= ∈ Ω = Γ0 w w w  (4.5) 
where ( )1H Ω  is a standard Sobolev space. The standard weak form can be expressed as: Find 
∈u  such that for all ∈w : 
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  ( ): d d d
hΩ Ω Γ
∇ Ω = ⋅ Ω+ ⋅ Γ∫ ∫ ∫uw σ w b w h  (4.6) 
4.2.3 Discrete form 
Let   be a partition of Ω  into a set of non-overlapping open regions eΩ  each with boundary 
eΓ , 1,..., umele n= , and umeln  is the number of elements in the mesh. Define ′Ω  and ′Γ  as the 
union of element interiors and element boundaries, respectively:  
 
1
umeln
e
e=
′Ω = Ω

 (4.7) 
 
1
umeln
e
e=
′Γ = Γ

 (4.8) 
We also define int \′Γ = Γ Γ  as the union of element boundaries lying inside domain Ω . At this 
stage, we require that the mesh be conforming, meaning each element face eγ ⊂ Γ  coincides 
perfectly either with another single element face or with a portion of Γ . Finally, we require that 
the partition covers domain Ω : 
 ( )closure ′Ω = Ω  (4.9) 
With these definitions, we specify the following finite element spaces:  
 ( )( ) ( ){ }sd0 ,  for 1,...,enh h h h k e umelC e nΩ= ∈ Ω ∩ ∈ Ω =u u u    (4.10) 
 ( )( ) ( ){ }sd0 ,  for 1,...,enh h h h k e umelC e nΩ= ∈ Ω ∩ ∈ Ω =w w w    (4.11) 
where ( )k eΩ  consists of the complete polynomials of order k  that span eΩ . Thus, the discrete 
analog of (4.6) becomes: Find h h∈u  such that for all h h∈w : 
 : d d d
h
h h h h
′ ′Ω Ω Γ
∇ Ω = ⋅ Ω+ ⋅ Γ∫ ∫ ∫w σ w b w h  (4.12) 
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 where ( )hh = uσ σ . Notice that, because the discrete trial and weighting fields are only 0C  
continuous across element boundaries, the discrete weak form is only evaluated over element 
interiors ′Ω . 
4.2.4 Finite element strong form 
To derive the Euler-Lagrange equations corresponding to the discrete weak form (4.12), we 
apply integration by parts followed by the divergence theorem to the stress term in each element 
individually: 
 ( ): d d d for each 1,...,e e eh h h h h h umele nΩ Ω Γ∇ Ω = − ⋅ ∇ ⋅ Ω+ ⋅ Γ =∫ ∫ ∫w σ w σ w σ n  (4.13) 
Substituting (4.13) into (4.12) and rearranging gives:  
 ( ) d d d 0e
h
h h h h h
e
′Ω Γ Γ
⋅ ∇ ⋅ + Ω+ ⋅ Γ − ⋅ Γ =∑∫ ∫ ∫w σ b w h w σ n  (4.14) 
Using the conformity of the mesh, the boundary integrals in (4.14) can be grouped pairwise 
according to the elements sharing a particular face. An arbitrary pair of elements ω+  and ω−  are 
shown in Figure 3.2. For a continuous weighting function w , the associated pair of boundary 
integrals over the shared edge γ  can be expressed as follows: 
 ( )  d d d dγ γ γ γ
+ + + − − − + + − −⋅ Γ + ⋅ Γ = ⋅ + Γ = ⋅ Γ∫ ∫ ∫ ∫w σ n w σ n w σ n σ n w σ  (4.15) 
where + −= = −n n n  is the outward unit normal to the element boundary, and the ± superscript 
designates the element from which the indicated quantity is derived, as shown in Figure 3.2. The 
jump operator 
 
  •  is defined for a scalar field a , vector b , and tensor C  as follows: 
 
     
, ,a a a+ + − − + + − − + + − −= + = ⋅ + ⋅ = +n n b b n b n C C n C n  (4.16) 
Notice that the jump of scalar and tensor fields is vector-valued while the jump of a vector field 
is scalar-valued. Additionally, a tensor-valued jump is defined for a vector field b  by: 
   + + − −= ⊗ + ⊗b b n b n  (4.17) 
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 where ⊗  denotes the standard tensor-product between two vectors. Observe that (4.16) and 
(4.17) are invariant under a reassignment of the ± designations and therefore represent uniquely 
defined quantities. 
 
Figure 4.1. Depiction of two elements with shared boundary γ  
Returning to (4.14), we can regroup the element boundary terms into domain interior and 
exterior integrals using int
1
umeln
e
g h
e=
′Γ = Γ = Γ ∪Γ ∪Γ

. The integrals on the Dirichlet boundary 
vanish due to the strong enforcement in (4.10) and by noting that  on h g= Γ0w  according to 
(4.11), and the element interface terms can be combined using (4.15). Making these 
rearrangements results in the weighted-residual form for the problem: 
 ( ) ( )
int
d d d 0
h
h h h h h h
′Ω Γ Γ
⋅ ∇ ⋅ + Ω+ ⋅ − Γ − ⋅ Γ =∫ ∫ ∫w σ b w h σ n w σ     (4.18) 
By applying the fundamental theorem of the calculus of variations, we arrive at the associated 
Euler-Lagrange equations: 
 in h ′∇ ⋅ + = Ω0σ b  (4.19) 
 on h g= Γu g  (4.20) 
 on h h= Γσ n h  (4.21) 
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  inton 
h = Γ0σ 
 
 
 (4.22) 
Thus, the standard finite element method applied to the Galerkin form is actually solving the 
governing equation on element interiors and satisfying traction continuity weakly on element 
boundaries. Implicit in these steps, as well as the continuous Galerkin method in general, is that 
both hu  and hw  are continuous across all element interfaces. For instance, if hw  were not 
continuous, then the rearrangement from (4.14) to (4.18) would not be valid because hw  would 
not have a unique value on intΓ , and thus the jump term would not be well-defined. 
4.3 Interface Formulation 
4.3.1 Governing equations 
Using the Euler-Lagrange equations as a guide, we now turn to the derivation of a consistent 
formulation for interfacial coupling. We return to the single continuum domain and impose an 
interface of interest iΓ  intersecting the domain, as shown in Figure 4.2. On this surface, we 
anticipate introducing mesh nonconformity and subsequently contact conditions. Let +Ω  and −Ω  
denote the open regions of the domain on either side of the interface iΓ  satisfying 
+ −Ω = Ω ∪Ω , 
designate their respective boundaries as +Γ  and −Γ , and also define + −Ω = Ω ∪Ω

. The 
governing equations for elasticity including this interface are as follows: 
 in ∇⋅ + = Ω0σ b

 (4.23) 
 on g= Γu g  (4.24) 
 on h= Γσn h  (4.25) 
   on i= Γ0u  (4.26) 
   on i= Γ0σ  (4.27) 
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Figure 4.2. Single domain with imposed interface 
4.3.2 Traction equilibrium 
As mentioned at the end of Section 4.2.4, if we wish to relax condition (4.26) to be satisfied 
weakly and give up the continuity of w  across iΓ , then the regrouping utilized in converting 
(4.18) to (4.14) is no longer valid, which implies that traction equilibrium (4.27) is not satisfied. 
Thus, we require a mechanism to enforce (4.27) weakly. To this end, we introduce the average 
operator acting on arbitrary fields ,  ,  and a b C : 
 { } ( ) { } ( ) { } ( )2, 2, 2a a a+ − + − + −= + = + = +b b b C C C  (4.28) 
With this notation, we define the average weighting function { }w  along the interface iΓ  and 
pose a weighted-residual form of (4.23) – (4.27): 
 ( )[ ] ( )[ ] { } ( ) d d d 0
h iΩ Γ Γ
⋅ ∇ ⋅ + Ω+ ⋅ − Γ − ⋅ Γ =∫ ∫ ∫u u uw σ b w h σ n w σ  (4.29) 
The form of this term is motivated by the Nitsche method and subsequent DG methods 
employing the interior penalty strategy [128,5]. 
Remark: We wish to emphasize the consistency of this term. When the weighting field is 
continuous, as in the standard Galerkin method, then + −=w w  and the original weak form (4.6) 
can be recovered. When the stress field is continuous, as for the exact solution ( ),u σ , then the 
jump in stresses vanishes identically, and we again arrive at the original form (4.6). 
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 We apply integration by parts in +Ω  and −Ω  to the first term of (4.29) to obtain: 
 
( )
( )[ ] { } ( ) 
: d d d d
d d 0
h i
+ −
+ + + − − −
Ω Ω Γ Γ
Γ Γ
− ∇ Ω+ ⋅ Ω+ ⋅ Γ + ⋅ Γ
+ ⋅ − Γ − ⋅ Γ =
∫ ∫ ∫ ∫
∫ ∫
u
u u
w σ w b w σ n w σ n
w h σ n w σ
 
 (4.30) 
Applying the boundary conditions on the domain causes the integrals on ,+ −Γ ∩Γ Γ ∩Γ  to 
vanish. We also have the following identity on iΓ , easily derived from the definitions (4.16), 
(4.17), and (4.28): 
   { }     { }:+ + + − − −⋅ + ⋅ = = ⋅ +w σ n w σ n σw w σ w σ  (4.31) 
Substituting (4.31) into (4.30) and making the cancellations due to the boundary conditions 
results in a compact variational equation for the problem containing an interface: 
 ( )   ( ){ }: d : d d d
i hΩ Γ Ω Γ
∇ Ω− Γ = ⋅ Ω+ ⋅ Γ∫ ∫ ∫ ∫u uw σ w σ w b w h   (4.32) 
where ( ){ }uσ  is the average interface stress and  w  is the tensorial jump in the weighting 
function along iΓ , herein referred to as the variational gap. This variational form provides 
consistent weak enforcement of the traction equilibrium condition (4.27) across the interface. 
This equation holds independent of any linear elastic constitutive law governing the material 
domain. In Section 4.4, we elevate this formulation to the case of mixed isotropic elasticity. 
Remark: The variational form (4.32) is non-symmetric due to the additional interface term. A 
remedy to this condition that restores symmetry is discussed in the following section. 
4.3.3 Displacement continuity 
We now discuss mechanisms to enforce the interface displacement constraint (4.26). Recently, 
two techniques have been proposed in the literature for the enforcement of displacement 
continuity along the interface in the presence of discontinuous Galerkin stabilization, namely, 
enrichment with direct enforcement and enrichment with Lagrange multipliers (see Appendix 
A.1). While these techniques are permissible in conjunction with the stabilized form (4.32), in 
this work we propose a total discontinuous Galerkin treatment and compare its performance with 
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 these two alternative approaches. This technique focuses on satisfying both (4.26) and (4.27) in a 
weak sense, more in line with the approaches taken in [20,68]. To select the appropriate 
mechanism to enforce condition (4.26), we remark that expression (4.32) is not symmetric in u  
and w  due to the interface jump term. Restoring symmetry prompts the addition of the following 
term to satisfy displacement continuity: 
 ( ){ }  : d
iΓ
− Γ∫ wσ u  (4.33) 
Notice that this term involves the inner product of the displacement jump with the variational 
interface traction, similar to traditional contact algorithms like the penalty method or classical 
Lagrange multipliers [172]. With this addition, the resulting formulation is: 
 
( )
 
( ){ } ( ){ }
 
: d : d : d
d d
i i
h
Ω Γ Γ
Ω Γ
∇ Ω− Γ − Γ
= ⋅ Ω+ ⋅ Γ
∫ ∫ ∫
∫ ∫
u u ww σ w σ σ u
w b w h


 (4.34) 
This method has multiple advantages: the weak form is symmetric, no enrichment is required as 
in methods necessitating matching nodes [66], and extra unknowns are not introduced as in the 
Lagrange multiplier method [97,65]. The technique also draws upon the rich history of 
discontinuous Galerkin methods while avoiding the higher computational cost of employing 
discontinuous treatment of all elements that assigns each element its own degrees of freedom. 
However, the major drawback of the method is that the interface terms are negative definite 
which tends to reduce the stability of the weak form as noted by [20,176]. To ensure stability, 
which implies the positive definiteness of the discrete stiffness matrix, most discontinuous 
Galerkin methods introduce a penalty term of the form 
   
: d
iΓ
Γ∫  w u . This term does not upset 
the consistency of the method, since for the exact solution 
 
= 0u  and equation (4.34) reverts 
back to (4.32); the proper value for the user-defined parameter   can be mesh-dependent or 
obtained via numerical experimentation. A specific form of the required penalty term in the 
context of mixed elasticity will be described in Section 4.4.7. The results from the numerical 
studies conducted in Section 4.6 indicate that, for a value of   in an optimal range, the finite 
element solution is insensitive to the parameter value independent of the element type, mesh 
resolution, domain geometry, material properties, etc. 
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 4.4 Variational Multiscale Method 
In this section we extend the method to mixed elasticity and present a mixed formulation for 
solving linear isotropic elasticity problems with interfaces. Mixed methods are attractive because 
they are typically robust with respect to compressible or incompressible materials and because 
the flexibility afforded by two fields typically provides better numerical solutions than single-
field formulations for problems with significant volumetric effects. Herein, we adopt the 
formulation presented in [118,115,119] which employs Variational Multiscale (VMS) concepts. 
Such formulations enhanced by the VMS method have been shown to account for fine-scale 
features that are otherwise lost in standard Galerkin-based numerical approximations [81]. 
Following the approach used in [115], a stabilized form can be derived wherein coarse-scale 
quantities are computed while fine-scale fields are modeled. Additionally, this method provides a 
built-in error indicator through a post-process evaluation of the embedded fine-scale field. 
In what follows, we will highlight the application of the VMS method to the mixed elasticity 
equations and describe the resulting stabilized form and associated error indicator.  
4.4.1 Strong form and weak form 
In this section, we first derive the method for problems on a single domain and later show how 
the method can be extended trivially to accommodate embedded interfaces. Accordingly, we 
return to the initial governing equations (4.1) – (4.3) and impose the following mixed 
constitutive law and associated kinematic and compatibility equations: 
 ( ) ( ), 2p p µ= = +u uσ σ I ε  (4.35) 
 p λ∇⋅ =u  (4.36) 
 ( ) ( )( )12 T= = ∇ + ∇uε ε u u  (4.37) 
where :p Ω→  represents the pressure field, ε  is the linearized strain tensor, λ  and µ  are 
the Lame parameters, and I  is the second-order identity tensor. Substituting (4.35) into (4.1) – 
(4.3) produces the governing equations for mixed isotropic elasticity: 
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  ( )[ ]2 in p µ∇ ∇⋅ + = Ω0u+ ε b  (4.38) 
 in p λ∇⋅ = Ωu  (4.39) 
 on g= Γu g  (4.40) 
 ( )[ ]2 on hp µ = ΓuI + ε n h  (4.41) 
We introduce the functional space for the pressure field: 
 ( ){ }2p p L= ∈ Ω  (4.42) 
where ( )2L Ω  is the space of square-integrable functions. The standard weak form corresponding 
to (4.38)  – (4.41) is: Find , p∈ ∈ u  such that for all ,q∈ ∈ w : 
Weak Form   
 ( ) ( )[ ]: 2 d d d
h
p µ
Ω Ω Γ
Ω = ⋅ Ω+ ⋅ Γ∫ ∫ ∫w uε I + ε w b w h  (4.43) 
 ( ) d 0q p λ
Ω
∇ ⋅ − Ω =∫ u  (4.44) 
where we have used the symmetry of the stress tensor to simplify ( ),: p∇ uw σ  to ( ) ( ),: pw uε σ . 
Remark: This weak form can be classified as a classical saddle-point problem, for which the 
Babuška–Brezzi (BB) inf-sup condition is applicable [31]. Although the continuum version of the 
above weak form satisfies this condition, certain displacement-pressure discretizations fail this 
criterion and lead to issues with uniqueness and stability of the pressure field. The method 
outlined below remedies this pathology and admits arbitrary discretization pairs. 
4.4.2 Multiscale decomposition 
Consider a multiscale overlapping decomposition of the displacement field and weighting 
functions into coarse and fine scales: 
  
coarse scale fine scale
′= +u u u  (4.45) 
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   
coarse scale fine scale
′= +w w w  (4.46) 
We identify the coarse scales with the part of the solution representable on a given finite element 
mesh and assign to the fine scales the role of capturing the remaining features of the solution 
otherwise lost to numerical error; an example is given in Figure 3.1. Additionally, we make the 
simplifying assumption that the fine scales vanish on element boundaries: 
   on ,              on ′ ′ ′ ′= Γ = Γ0 0u w  (4.47) 
This assumption is employed to localize the calculations involving the fine scales and minimize 
the additional computational cost of the method. Simple functional forms of the fine scales have 
been shown to suffice for the derivation of stabilized formulations for many problems 
[81,115,118]. Other techniques such as error estimation can benefit from relaxing the 
assumptions on the fine scales [115]. 
 
Figure 4.3. Multiscale decomposition of the total solution into coarse and fine scales 
Incorporating these properties for the various scales, we state appropriate spaces for and ′u u  
along with w  and ′w : 
 h=   (4.48) 
 { }\ ,  on ′ ′ ′ ′ ′= ∈ = Γ0  u u u  (4.49) 
 h=   (4.50) 
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  ′ ′=  (4.51) 
Observe that these spaces satisfy  and ′ ′= ⊕ = ⊕    , and thus the decompositions (4.45) 
and (4.46) are unique. 
Remark: In a general setting, an analogous multiscale separation could be applied to the 
pressure field. However, for simplicity, we neglect the fine-scale component of the pressure field 
for this discussion.  
4.4.3 Multiscale variational problem 
By substituting the scale decompositions (4.45) and (4.46) into the weak form (4.43) and (4.44) 
and using linearity with respect to the weighting functions, we separate the weak form into two 
problems for the coarse and fine scales: 
Coarse-Scale Problem   
 ( ) ( )[ ]: 2 d d d
h
p µ
′ ′Ω Ω Γ
′+ Ω = ⋅ Ω+ ⋅ Γ∫ ∫ ∫w u+uε I ε w b w h  (4.52) 
 ( )( ) d 0q p λ
′Ω
′∇ ⋅ + − Ω =∫ u u  (4.53) 
Fine-Scale Problem   
 ( ) ( )[ ]: 2 d dp µ
′ ′Ω Ω
′ ′ ′+ Ω = ⋅ Ω∫ ∫w u+uε I ε w b  (4.54) 
Our goal is now to remove the explicit appearance of ′u  in   while accounting for its effects.  
To do so, we will make simplifying assumptions that enable us to solve (4.54) and extract an 
expression for the fine scales that can be substituted into (4.52) and (4.53).  
4.4.4 Solution of fine-scale problem 
To begin simplifying (4.54), we first observe that the integrals are only posed over element 
interiors ′Ω , so that   can be solved in an element-by-element fashion. Using the linearity of 
the strain tensor, we move the coarse-scale quantities to the right-hand side and obtain for each 
1,..., umele n= : 
 ( ) ( )[ ] ( )[ ]: 2 d : 2 d de e epµ µΩ Ω Ω′ ′ ′ ′Ω = − ∇ + Ω+ ⋅ Ω∫ ∫ ∫w u uε ε w I ε w b  (4.55) 
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 Next we apply integration by parts to the coarse-scale term, which does not produce any 
boundary terms because ′w  vanishes over ′Γ  according to (4.47). The result of this operation is: 
 ( ) ( ):2 d de eµ ′ΩΩ Ω′ ′ ′Ω = ⋅ Ω∫ ∫w uε ε w r  (4.56) 
and we conclude that the residual of the Euler-Lagrange equations ′Ωr  drives the fine scales on 
each element: 
 ( )[ ]2p µ′Ω = ∇ ∇⋅ +ur + ε b  (4.57) 
We now solve (4.56) independently within each element of the mesh by employing a 
representation of the fine scales via bubble functions: 
 ( ) ( )    on e ee e ei ib u b βΩ Ω′ ′= → = Ωu ξ β ξ  (4.58) 
 ( ) ( )    on e ee e ei ib w b γΩ Ω′ ′= → = Ωw ξ γ ξ  (4.59) 
where ( )eb ξ  denotes the bubble shape function over element domain eΩ , sd1,...,i n= , and β  
and γ  represent the scaling coefficients for the fine-scale trial solutions and weighting functions, 
respectively. 
Remark: The choice of elemental bubble functions influences the performance of the stabilized 
formulation [115]. These functions can be designed to improve the numerical accuracy of 
solutions by accounting for specific features of the governing equations [113]. In the present 
context, we have found that the simple polynomial functions described in Section 4.6 provide 
reasonable performance.  
Using these forms in (4.56), an explicit formula for the fine scales ′u  can be derived. The details 
of this derivation can be found in [115]; the resulting form is as follows: 
 e ′ΩΩ′ =u τr  (4.60) 
where τ  is a second-order stabilization tensor that is a function of the mechanical material 
parameters and the bubble function eb  as follows: 
152 
  ( ) ( )
1
d d d
e e e
e e e e e eb b b b b bµ µ
−
Ω Ω Ω
 = Ω ∇ ⋅∇ Ω + ∇ ⊗∇ Ω
 ∫ ∫ ∫τ I  (4.61) 
4.4.5 Solution to coarse-scale problem 
We reconsider the terms involving ′u  in (4.52) and (4.53) and apply integration by parts 
wherever necessary to remove derivatives, which then permits the direct substitution of (4.60) 
for ′u . Since all the remaining terms involve only coarse-scale quantities, the superimposed bars 
will be removed for simplicity. Sparing the details, the coarse-scale problem   can be written in 
the following symmetric form: 
Modified Coarse-Scale Problem   
 ( ) ( )[ ] ( )[ ]: 2 d 2 d d d
h
p µ µ ′Ω′ ′ ′Ω Ω Ω Γ+ Ω− ∇⋅ ⋅ Ω = ⋅ Ω+ ⋅ Γ∫ ∫ ∫ ∫w u wε I ε ε τr w b w h  (4.62) 
 ( ) d d 0q p qλ ′Ω′ ′Ω Ω∇ ⋅ − Ω− ∇ ⋅ Ω =∫ ∫u τr  (4.63) 
The additional terms appearing in   compared with the original weak form   are a 
consequence of the assumption of fine scales in the problem. By accounting for the subgrid 
scales otherwise filtered out by the finite element mesh, these terms enhance the accuracy and 
stability of the formulation. These properties permit equal-order interpolation of the 
displacement and pressure fields to be employed by the method. Thus, we specify the discrete 
pressure functional space as follows: 
 ( ) ( ){ }0 ,  for 1,...,eh h h h m e umelp p C p e nΩ= ∈ Ω ∩ ∈ Ω =    (4.64) 
where m  may be specified equal to the polynomial degree k  used for the displacement field. 
Remark: We observe that, in the case of the exact solution, the residual ′Ωr  vanishes identically, 
and the modified form   simplifies to the original weak form  . Therefore, the proposed 
method is consistent. 
4.4.6 Error estimation  
Before returning to the interface problem, we highlight a procedure for error estimation that 
emanates from the Variational Multiscale method. Recall from the decomposition of scales 
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 (4.45) that the fine-scale displacement ′u  accounts for the part of the exact solution missing from 
the coarse scale u , where h≈u u  represents the finite element solution on a given discretization. 
Rearranging expression (4.45) produces the standard error equation with the fine scales 
substituting for the discretization error:  
 ′= = −e u u u  (4.65) 
While true equality only holds for the exact system ( ), , p′u u  satisfying the governing equations, 
this expression still suggests that a valid approximation of ′u  can estimate the discretization 
error. A prime candidate for representing ′u  is the analytical form given in (4.60). Evaluating 
this expression using the finite element solution hu  and hp  as a post-processing step provides an 
element-wise error indicator termed the local-explicit error: 
 ( )[ ]2 hhL p µ = ∇ +∇⋅ + ue τ ε b
  (4.66) 
The magnitude of the error throughout the domain can be expressed by quantifying the fine-scale 
error in two appropriate norms, the L2 norm and the H1 seminorm. These norms are defined for 
scalar, vector, or tensor field v  over region ω  as:  
 
( )
1
2
2
d
L
v v v
ω ω
 = ∗ Ω ∫  (4.67) 
 
( )
1
2
1 dHv v vω ω
 = ∇ ∗∇ Ω ∫  (4.68) 
where ∗  is the appropriate inner product operation for scalar, vector, or tensor quantities. We 
then define the local-explicit error indicators as the elemental gradient error associated with the 
fine-scale approximation: 
 ( )1
2
e
e
L H
η
Ω
= e   (4.69) 
where: 
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( )
( ) ( )
1
d d d
e e e
L
e e e e e eb b b b b bµ µ
′Ω
−
′ΩΩ Ω Ω
∇ = ∇
 = ∇ Ω ∇ ⋅∇ Ω + ∇ ⊗∇ Ω
 ∫ ∫ ∫
e τ r
I r

 (4.70) 
An aggregate error measure is obtained by summing these quantities over the entire domain: 
 
1
2
1
umeln
e
e
η ηΩ
=
 
=  
 
∑   (4.71) 
Remark: The performance of this local error approximation has been assessed in [115]. While 
the method only requires a simple post-processing step for evaluation, its accuracy is dependent 
upon the assumptions made on the fine scales to arrive at (4.60). The numerical studies in 
Section 4.4.6 support the quality of this error estimator for problems containing interfaces. 
4.4.7 Fully discontinuous interface formulation  
The derivation of the Variational Multiscale formulation as presented in the preceding section 
was performed on a single continuous domain. In this section, we extend the formulation to 
domains with embedded interfaces. An important observation is that the fine-scale fields are 
assumed to vanish on element boundaries. Therefore, they have zero contribution to boundary 
integral expressions. Accordingly, all of the derivations in Section 4.3 are valid even in the 
presence of fine-scale fields of the form given by (4.47). Thus, we are free to apply the VMS 
stabilized form in each region of a domain partitioned by interfaces. Combining (4.32) with 
(4.62) and (4.63) and including the constitutive equation for stress (4.35) as well as the residual 
expression (4.57), we obtain the multiscale stabilized weak form enforcing traction equilibrium 
across such embedded interfaces: 
 
( ) ( )[ ] ( )[ ] ( )[ ]
 
( ){ } ( )[ ]
: 2 d 2 2 d
: 2 d d d 2 d
i h
p p
p
µ µ µ
µ µ
′ ′Ω Ω
′ ′Γ Ω Γ Ω
Ω− ∇⋅ ⋅ ∇ ∇ ⋅ Ω
− Γ = ⋅ Ω+ ⋅ Γ + ∇ ⋅ ⋅ Ω
∫ ∫
∫ ∫ ∫ ∫
w u w u
u w
ε I + ε ε τ + ε
w I + ε w b w h ε τb
 
 
 (4.72) 
 ( ) ( )[ ]d 2 d dq p q p qλ µ
′ ′ ′Ω Ω Ω
∇ ⋅ − Ω− ∇ ⋅ ∇ ∇⋅ Ω = ∇ ⋅ Ω∫ ∫ ∫uu τ + ε τb    (4.73) 
where ′Ω

 is the union of element interiors over Ω

. The terms containing τ  are the stabilization 
terms, and the last term on the left-hand side of (4.72) is the interface jump term. The system 
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 (4.72) and (4.73) constitute a robust platform for solving elasticity problems containing 
interfaces. 
Remark: The accurate numerical evaluation of the interface terms in (4.72) is critical to ensure 
proper enforcement of the discontinuous Galerkin conditions so that numerical oscillations and 
other artifacts do not arise. In this work, we partition the interface  iΓ  into a series of segments 
jγ , 1,..., segj n= , and Gauss quadrature is performed over each segment to exactly evaluate the 
integrand of the interface term. This procedure is described in more detail in Appendix A.2. 
Next, to accommodate a fully discontinuous treatment of the interface and weakly enforce the 
continuity of displacements, we derive the final stabilized form analogous to (4.34). First, the 
weighting functions w  and q  are inserted into the constitutive equation (4.35), and the result is 
substituted into the displacement jump term (4.33). Second, penalty terms are incorporated to 
ensure the stability of the formulation as alluded to in Section 4.3.3. Including these two 
contributions in (4.72) and (4.73), we rearrange the resulting expression to clearly exhibit its 
symmetry: 
 
( ) ( ) [ ] [ ]
( )[ ] ( )[ ]
 
( ){ } ( ){ }
 
{ }
    { }   
( )[ ]
1
2 : d
2 2 d
: 2 2 : d
: d d
d d 2 d
i
seg
j j
h
j
j
n
j
p q qp
q p
p q
q p
h
h
q
γ γ
µ λ
µ µ
µ µ
µ
µ
µ
′Ω
′Ω
Γ
=
′ ′Ω Γ Ω
+ ∇ ⋅ + ∇ ⋅ − Ω
− ∇ + ∇⋅ ⋅ ∇ ∇ ⋅ Ω
− + + Γ
+ Γ − ⋅ Γ
= ⋅ Ω
 
 
  
+ ⋅ Γ + ∇ + ∇⋅ ⋅ Ω
∫
∫
∫
∑ ∫ ∫
∫ ∫ ∫

w u
w u
u w
w
ε ε w u
ε τ + ε
w I + ε I ε u
w u
w b w h ε τb


 
 
(4.74) 
The penalty terms contain a measure of the element length scale jh  associated with each 
segment. This parameter contains information regarding the size of the contacting elements and 
is defined as follows: 
 
( )
( )
( )
( )
1
meas meas
2
meas meas
j j
j
j j
h
γ γ
ω ω
−
+ −
+ −
 
 = +
 
 
 (4.75) 
156 
 where jω
+  (respectively, jω
− )  is the element from domain +Ω  ( −Ω ) bordering segment jγ , and 
jγ
+  ( jγ
− ) is the entire element face of which a portion overlays jγ  (see Appendix A.2). The form 
of the penalty terms in (4.74) are similar to those used in other discontinuous Galerkin methods 
[70,85]. Numerical results from Section 4.6 confirm the proper form of these terms and also 
indicate that the formulation is stable, convergent, and efficient for values of   in a suitable 
range. Also, the pressure penalty term has been found to improve the accuracy of approximations 
of exact solutions containing a continuous pressure field. For problems in which p  is expected 
to be discontinuous, i.e. along interfaces where only 
 
0=u  is enforced, the second penalty term 
can be dropped. 
4.5 Contact Formulation 
We now discuss the extension of the preceding formulation to problems containing physical 
interfaces, namely contact problems. This extension is relatively straightforward due to the 
mechanisms provided in Sections 4.2 – 4.4. Emphasis will be placed on the two-body contact 
problem, first assuming smooth interactions and subsequently incorporating friction. 
4.5.1 Contact algorithm 
In what follows, we consider small deformation contact mechanics whereby the displacements 
do not cause significant change to the geometry of the bodies under consideration [172]. Let +Ω  
and −Ω  be two separate domains that have portions of their boundaries, designated c
+Γ  and c
−Γ , 
along which contact can potentially occur. The remaining parts of the boundaries are separated 
into Dirichlet and Neumann regions such that g h c
+ + + +Γ = Γ ∪Γ ∪Γ , g h c
+ + +Γ ∩Γ ∩Γ =∅ ; 
g h c
− − − −Γ = Γ ∪Γ ∪Γ , g h c
− − −Γ ∩Γ ∩Γ =∅ . Finally, we define iΓ  as the portion of c
+Γ  and c
−Γ  along 
which the bodies are actually in mutual contact at any time during the problem simulation. 
Next, the interactions between c
+Γ  and c
−Γ  are segregated into normal and tangential 
components. We define the normal gap function by: 
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    ( )Ng −
− + + = − = − ⋅ xx x x n  (4.76) 
where = +x X u  is the deformed position of point X , +=n n  is the unit outward normal to the 
deformed configuration of domain +Ω , and the definition of the jump operator from (4.16) has 
been extended to the contact case, where + −≠ −n n  in general along the surfaces c
+Γ  and c
−Γ . 
Here, ( )−+ xx  is the closest-point projection of the point −x  onto the surface c
+Γ ; details of this 
projection are provided in Appendix A.3. The contact pressure on each surface is computed as: 
 ,N Nt t
+ + + + − − − −= ⋅ = ⋅n σ n n σ n  (4.77) 
Along the zone of contact iΓ , we have that 
+ −= −n n , and therefore equilibrium requires 
N N Nt t t
+ −= ≡ . With these definitions, the classical Kuhn-Tucker conditions that preclude adhesion 
or penetration along the interface are given as: 
 0, 0, 0N N N Ng t g t≥ ≤ =  (4.78) 
Assuming that the zone of contact iΓ  is known, these conditions simplify to:  
 0, 0 on N N N N ig t t t
+ −= = = ≤ Γ  (4.79) 
Analogously, we define the tangential gap and shearing traction as: 
     ( )T −
+ + + + − +     = − − = − ⊗ −     xg x n x n I n n x x  (4.80) 
 ( ) ( ),T T+ + + + + − − − − −   = − ⊗ = − ⊗   t I n n σ n t I n n σ n  (4.81) 
For the case of frictionless contact, the shearing tractions vanish. Therefore, the strong form for 
the smooth contact problem can be posed as the conjunction of (4.79) with the following 
relations, where the superscript α = + −  denotes the restriction of a quantity to the respective 
domain: 
 in α α α∇ ⋅ + = Ω0σ b  (4.82) 
 on g
α α α= Γu g  (4.83) 
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  on h
α α α α= Γσ n h  (4.84) 
 ( ) on N ctα α α α α⋅ = Γn σ n  (4.85) 
 on T c
α α= Γ0t  (4.86) 
Next, we write the corresponding weighted-residual form by summing the contributions from 
both domains given by (4.82) – (4.86): 
 
( ) ( )
( ) ( ) ( )
d d
0
d d
h
c c
N Tt
α α
α α
α α α α α α α
α α α α α α α α α α
α
Ω Γ
=+ −
Γ Γ
 ⋅ ∇ ⋅ + Ω+ ⋅ − Γ
  =    + ⋅ ⋅ − ⋅ Γ − − ⊗ ⋅ Γ     
∫ ∫
∑
∫ ∫
w σ b w h σ n
w n n σ n I n n w t
 (4.87) 
By applying integration by parts, using traction equilibrium from (4.79), and observing from 
(4.78) that Nt
α  vanishes outside iΓ , we obtain the following weak form: 
 ( ): d d d d
i h
N Ng tδΩ Γ Ω ΓΩ+ Γ = ⋅ Ω+ ⋅ Γ∫ ∫ ∫ ∫wε σ w b w h   (4.88) 
where we have used the previous convention that + −Ω = Ω ∪Ω

 and h h h
+ −Γ = Γ ∪Γ , and we define 
the variational gap functions Ngδ  and Tδ g  as: 
 
     
,N Tgδ δ
+ + = − = − − w g w n w n  (4.89) 
Expression (4.88) is the classical weak form from contact mechanics. The derivation assumes 
that the space of functions for u  is constrained such that (4.79) is satisfied a priori as well as an 
analogous restriction on w . Traditional methods that solve (4.88) on unconstrained spaces 
include the penalty method and the Lagrange multiplier method. 
Now, returning to the interface formulation derived in Section 4.3, we notice a striking similarity 
between (4.88) and (4.32). In fact, both expressions include an interface term containing the 
product of the variational gap with a measure of the interface traction. Therefore, we propose a 
contact formulation to solve (4.88) using the average interface traction as the definition of the 
contact pressure, analogous to the method given in [176], as opposed to the penalty or Lagrange 
multiplier definitions. To this end, we decompose the average traction into normal and tangential 
components: 
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  ( ){ }( ) ( ){ },N Tσ + + + + + = ⋅ = − ⊗ u un σ n σ I n n σ n  (4.90) 
Also, we observe that the fully discontinuous Galerkin technique provides a natural mechanism 
to enforce the penetration condition, which is simply a restatement of the continuity condition. 
Thus, the proposed contact formulation takes the following form: 
 ( ): d d d d d
i i h
N N N Ng gδ σ δσΩ Γ Γ Ω ΓΩ + Γ + Γ = ⋅ Ω+ ⋅ Γ∫ ∫ ∫ ∫ ∫wε σ w b w h   (4.91) 
where Nδσ  is defined according to (4.90) replacing u  with w . 
This pure-displacement form can be elevated to an analogous mixed form using the same 
techniques as presented in Section 4.4. Incorporating the mixed constitutive relation, the fine-
scale stabilization terms, and the penalty term as given in (4.74), we obtain the stabilized mixed 
form for frictionless contact problems: 
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(4.92) 
Details on the implementation of these contact terms are described in Appendix A.3. 
4.5.2 Frictional contact 
The extension of the preceding formulation to problems involving friction is straightforward by 
incorporating terms accommodating tangential interactions at the interface. We select the 
regularized Coulomb model given in [152] as a representative constitutive relation to employ 
along the interface. This model is directly substituted in place of the Cauchy stress terms in the 
tangential component of the decomposition (4.90) which provides a unique definition for the 
tangential traction along the interface. Thus, only a single term must be added to (4.92) in order 
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 to account for the shearing traction Tt  associated with the model; the resulting weak form for 
contact is: 
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(4.93) 
Due to the history-dependent nature of friction, the contact equations are integrated in time using 
a backward-Euler integration scheme to obtain the complete response of the domain in a quasi-
static fashion. Considering an arbitrary load step n , the tangential tractions along the interface 
are computed using the following incremental expressions according to [152]:  
 
( )
,trial( ) ( )
,trial ( )
,trial
n
Tn n
T T n
T
ζ= −∆
t
t t
t
 (4.94) 
 ( )( ) ( 1 ( ) ( 1)),trialn nT n nT T TT − −= + − g gt t  (4.95) 
 
( )
trial
( )
( )trial
trial
0 if  0
if  0
T
n
n
nζ
 Φ ≤
∆ = Φ
Φ >
 
 (4.96) 
 ( ) ( ) ( )trial ,trial
n n n
T f NtµΦ = −t  (4.97) 
where the superscripts denote updated quantities at step n  or stored quantities from the previous 
converged state at step 1n − , and where T  is a parameter representing the elastic stiffness of the 
interface. While the original Coulomb model specifies no relative motion in the stick zone, i.e. 
0T =g , experiments have shown partial slip for joints in the stick region, indicating that 
regularized laws may be a closer approximation of physical reality. This particular regularized 
relationship has an analogy with numerical algorithms employed for the modeling of elastic-
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 plastic material behavior. The value of parameter T  that accounts for micro-slip can be 
determined by correlating numerical solutions to experimental data. 
4.6 Numerical Results 
Having presented the theoretical foundation of the interface formulation, we now investigate its 
performance by solving a series of problems containing artificial and contact interfaces. 
Numerical simulations are focused on planar problems of elasticity, although a single study is 
performed on a three dimensional domain. In all cases, equal-order interpolations of the 
displacement and pressure fields are employed for the various element types considered. The 
family of two dimensional elements is illustrated in Figure 4.4; straightforward generalizations 
of the quadrilaterals produce the 8 node and 27 node three dimensional brick elements 
considered herein. Finally, all element domain integrals are calculated using full numerical 
quadrature; a one dimensional 4-point Gauss rule was employed for all element boundary 
integrals. 
 
Figure 4.4. Family of continuous two dimensional equal-order Lagrangian elements 
The proposed multiscale formulation requires a specification of element bubble functions to 
represent the fine scales; the selected bubble functions in Table 4.1 are expressed in terms of 
element natural coordinates ( ), ,ξ η ζ . In the abbreviations, the element shape is designated by T 
for triangle, Q for quadrilateral, and B for brick, followed by the number of nodes on the 
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 element. While most of the bubble functions are standard, simple polynomials, a hybrid of the 
standard 4th-order bubble and the bubble proposed in [115] was used for the Q9 elements 
because it provided improved accuracy for the problems investigated. 
Table 4.1. Bubble functions employed for stabilization 
Element Bubble Function 
T3 ( )1ξη ξ η− −  
Q4 ( )( )2 21 1ξ η− −  
T6 ( )1ξη ξ η− −  
Q9 ( )( ) ( )( )2 2 2 2 4 416 1 1 1 1ξ η ξ η ξ η− − + − −  
B8 ( )( )( )2 2 21 1 1ξ η ζ− − −  
B27 ( )( )( )4 4 41 1 1ξ η ζ− − −  
 
4.6.1 Two dimensional patch test 
The first problem considered is a classical patch test. This problem verifies that the formulation 
can reproduce a simple solution exactly [155,65]. The domain is shown in Figure 4.5, which 
consists of two blocks stacked atop each other and loaded by a uniform pressure on the top 
surfaces. The computational domain is composed of four different element types and 19 nodes 
represented by the black dots. The body is treated as a single continuous domain, and interfaces 
are imposed along the nonconforming surfaces delineated by the thick lines. 
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 Figure 4.5. Patch test involving four element types 
The problem was solved using the fully discontinuous Galerkin method and was compared with 
two alternative techniques for displacement continuity enforcement: direct enforcement and 
Lagrange multipliers (see Appendix A.1). Each of the resulting interface methods reproduced the 
exact solution up to the level of numerical precision. Sample solution fields and the deformed 
configuration are illustrated in Figure 4.6. For the second alternative technique, simulations 
employing the multipliers on either the top or the bottom surface were both capable of passing 
the patch test. 
  
(a)               (b) 
 
(c)               (d) 
 
Figure 4.6. Results of patch test: (a) xu  displacement contour; (b) yu  displacement contour;         
(c) p  pressure contour; (d) deformed configuration 
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 4.6.2 Simply-supported beam problem description 
The next problem is a simply-supported beam loaded by its self-weight. This problem was 
selected in order to verify the consistency of the stabilized formulation in the presence of a non-
zero body force. Plane strain conditions are assumed, and tractions derived from the exact 
solution are applied to the left and right edges of the beam. The description of the problem is 
shown in Figure 4.7; the exact solution derived from elasticity theory is given in (4.98) – (4.101) 
[101]. 
 
Figure 4.7. Simply-supported beam problem description 
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 (4.98) 
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 ( )
2 2
exact 2 2
15 3
gC y C yp x L
I
ρ ν  
= − − + − 
 
 (4.100) 
 ( )
32
12
C
I =  (4.101) 
This test case is used for a series of simulations on different nonconforming meshes. These 
artificial interfaces are purposely inserted into the computational domain in lieu of problems with 
complicated geometries for which interfaces could arise at junctures between components 
165 
 meshed independently. Unless stated otherwise, the following values for the parameters are 
prescribed; in particular, the material is treated as nearly incompressible: 
 71000 9.81 1 5 7.5 10 0.4999g C L Eρ ν= = = = = × =  (4.102) 
4.6.2.1 Comparison of interface implementations 
The first numerical study is conducted on a mesh of 22 linear quadrilateral elements shown in 
Figure 4.8. We compare the performance of the proposed fully discontinuous Galerkin treatment 
with results obtained using two other techniques for displacement continuity enforcement (see 
Appendix A.1). For the calculations, a value of 10 was used for the penalty parameter   in the 
weak form (4.74). The accuracy of the displacement field was consistent across the three 
solutions as measured by any appropriate error norm. The pressure field corresponding to each 
method is shown in Figure 4.9. The results from the discontinuous Galerkin technique show little 
fluctuation in the p  field. In contrast, we observe that visible discontinuities appear along the 
interfaces in the fields computed by the direct enforcement and Lagrange multiplier methods. For 
similar tests conducted using other element types, we observed similar trends between the three 
techniques. Therefore, we recommend the use of the fully discontinuous Galerkin 
implementation proposed in this work. For all subsequent calculations, the value 10=  will be 
used unless noted otherwise. 
 
Figure 4.8. Nonconforming mesh for comparison of interface implementations 
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(a)               (b) 
 
    (c) 
Figure 4.9. Pressure field contour plots from each implementation: (a) fully discontinuous 
Galerkin; (b) direct enforcement; (c) Lagrange multipliers  
4.6.2.2 Convergence study: Single element type 
Using the fully discontinuous Galerkin implementation, we now conduct a convergence rate 
study using uniform meshes of a single element type throughout the domain. Table 4.2 provides 
a listing of the mesh data used for the study. Figure 4.10 depicts the coarsest meshes, and 
uniform bisection of elements is used to obtain finer meshes. 
Table 4.2. Listing of the number of elements and nodes in the mesh hierarchy 
Mesh 
Name 
Triangular (T3) Quadrilateral (Q4) Triangular (T6) Quadrilateral (Q9) 
Elements Nodes Elements Nodes Elements Nodes Elements Nodes 
Coarse 44 42 22 42 44 125 22 125 
Medium 176 125 88 125 176 423 88 176 
Fine 704 423 352 423 704 1547 352 1547 
Very Fine 2816 1547 1408 1547 2816 5907 1408 5907 
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  (a)               (b) 
Figure 4.10. Uniform mesh hierarchy: (a) 44 triangular element mesh; (b) 22 quadrilateral 
element mesh 
A plot of the normalized deflection computed at the point ( ) ( ), 0,x y C= −  versus the 
characteristic mesh parameter h  is given in Figure 3.8. In all cases, the numerical values 
approach the exact value upon refinement. The accuracy from these simulations is comparable 
with results obtained on conforming meshes. This performance is exemplary given the presence 
of nonconforming interfaces and nearly incompressible material properties. 
  
  (a)             (b) 
Figure 4.11. Convergence of normalized bottom center-point displacement: (a) linear elements; 
(b) quadratic elements 
Next, the error between the computed and exact solution is evaluated using appropriate norms. 
Herein, we consider the L2 norm and H1 seminorm of displacement error h= −e u u  and pressure 
error he p p= − , calculated using expressions (4.67) and (4.68) given in Section 4.4.6. Unless 
stated otherwise, all norms will be normalized with respect to the corresponding quantity from 
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 the exact solution. The values of these error norms for each element type computed on 
successively refined meshes are plotted in Figure 4.12 on a log-log scale. 
 
  (a)             (b) 
 
  (c)             (d) 
Figure 4.12. Convergence rates of normalized standard error: (a) L2 norm of displacement; (b) H1 
seminorm of displacement; (c) L2 norm of pressure; (d) H1 seminorm of pressure 
The a-priori asymptotic estimates from finite element theory predict that the convergence rates 
are 1k +  for the displacement error and 1m +  for the pressure error in the L2 norm and k  and m  
for the H1 seminorm, where k  and m  are the polynomial degrees used in the finite element 
spaces h  and h , respectively [31]. We observe that each element type attains the optimal rate 
for the displacement field: the linear elements converge at rates near 2.0 and 1.0 for the L2 norm 
and H1 seminorm, and the quadratic elements converge at rates near 3.0 and 2.0. By comparison, 
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 the pressure error convergence is suboptimal in both norms for all elements. However, the trends 
are smooth, and additionally the H1 rate is uniformly one order below the L2 rate for each 
element type, which agrees with the theory. Thus, we conclude that the method provides stable 
and convergent results. In particular, the smooth and steady convergence of ( )1He Ω  indicates that 
spurious pressure oscillations are controlled both in the domain interior and along the artificial 
interfaces. 
4.6.2.3 Error estimation: Single element type 
As mentioned in Section 4.4.6, this multiscale formulation comes equipped with a local error 
estimator Le
 , given by (4.66). Similar to the analysis conducted in [115], we investigate the 
ability of this estimate to replicate features of the actual error in the finite element solution. 
Specifically, we consider whether the introduction of nonconforming interfaces affects the sharp 
predictive properties of the estimators reported therein. First, we examine the spatial distribution 
of the gradient error predicted by the local-explicit estimate and compare with the actual error 
distribution. An example is given in Figure 4.13, where the local-explicit error on the medium 
Q4 mesh is compared to the standard error as measured by the H1 seminorm in each element. 
Clearly, the estimates shown in part (b) match fairly well both in magnitude and relative 
distribution to the plot of the actual error in part (a). In particular, the local-explicit error Le
  
predicts increasing error toward the center of the beam in the coarser zones while the finer zone 
has overall reduced error. 
 
  (a)             (b) 
Figure 4.13. Contour plot of H1 seminorm of error measures: (a) standard error e ;                        
(b) local-explicit error Le

 
170 
 The local-explicit error can also be evaluated as an aggregate value over the entire domain 
similar to the standard error. In Figure 3.16, we present the convergence of the Le
  for each 
element type compared to the corresponding standard error e  in the H1 seminorm. Except for the 
T3 elements, we note that the estimate curves lie very close to the corresponding standard error 
curves, and in all cases the convergence rates are nearly identical. The effectivity indices for the 
Q4, T6, and Q9 meshes are found to lie in the range 0.65 – 1.0, which means that over 65% of 
the actual error is captured by the built-in error estimates. Thus, we conclude that the proposed 
estimates can provide a sharp prediction of the actual gradient error even with interfaces present 
in the domain; such predictive capability is useful for problems for which an exact solution is not 
known. 
 
  (a)             (b) 
Figure 4.14. H1 seminorm of local-explicit error indicator and standard error: (a) T3 and Q4 
elements; (b) T6 and Q9 elements 
Remark: The estimates presented here involve only the local component of the error estimates 
proposed in [115]. The explicit error estimator described therein provides a global component 
that can be evaluated at a reasonable computation cost. 
4.6.2.4 Convergence study: Mixed element types 
For the simply-supported beam problem, we now investigate the convergence rates obtained 
from meshes of multiple element types. This study tests the suitability of the method to couple 
meshes composed of dissimilar element types. A tabulation of the mesh hierarchy is provided in 
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 Table 4.3, and sample meshes are illustrated in Figure 4.15. For the meshes of mixed polynomial 
order shown in parts (a) and (b), the quadratic elements are near the supports while the linear 
elements are grouped in the center, with a ratio of 4 linear elements to each quadratic element. 
Table 4.3. Listing of the number of elements and nodes in the mesh hierarchy 
Mesh 
Name 
Triangular (T3-T6) Quadrilat. (Q4-Q9) Linear (T3-D4) Quadratic (T6-Q9) 
Elements Nodes Elements Nodes Elements Nodes Elements Nodes 
Coarse 40 55 20 55 28 42 28 125 
Medium 160 171 80 171 112 125 112 176 
Fine 640 595 320 595 448 423 448 1547 
Very Fine 2560 2211 1280 2211 1792 1547 1792 5907 
 
  (a)               (b) 
 
    (c)  
Figure 4.15. Uniform mesh hierarchy: (a) 40 element mesh, mixed order triangular; (b) 20 
element mesh, mixed order quadrilateral; (c) 28 element mesh, mixed type 
The error norms obtained from the meshes in Table 4.3 are plotted in Figure 4.16. As expected 
from finite element theory, the convergence rates of various combinations are limited by the 
lower-order linear elements. Thus, only the T6-Q9 meshes exhibit convergence rates of 3.0 and 
2.0 for the displacement error norms while all other meshes converge at the rates of 2.0 and 1.0 
in the L2 norm and H1 seminorm. We also observe in Figure 4.16 (a) and (b) that the quadrilateral 
172 
 meshes outperform the corresponding triangular meshes, a trend often exhibited by finite 
element formulations. Considering Figure 4.16 (c) and (d), the pressure fields experience 
suboptimal convergence for each mesh type. However, the observed rates are comparable with 
those presented in Section 4.6.2.2 for the single element type studies. Also, the curves show 
fairly steady decay in the error with refinement. Thus, the method provides stable and convergent 
results for this problem for meshes containing a mixture of element types. 
 
  (a)             (b) 
 
  (c)             (d) 
Figure 4.16. Convergence rates of normalized standard error: (a) L2 norm of displacement; (b) H1 
seminorm of displacement; (c) L2 norm of pressure; (d) H1 seminorm of pressure 
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 Remark: The mixed meshes shown in Figure 4.15 (a) and (b) would pose a great challenge to 
the enrichment methods due to the element ratio of 4:1 across the interface. This discrepancy 
would require significant enrichment of the coarser side, an operation that may be unfavorable 
for large industrial-strength meshes. 
4.6.2.5 Error estimation: Mixed element types 
In this section, we evaluate the error estimates associated with the meshes used for the preceding 
convergence study. Of particular interest is how well the relative accuracy of different element 
types is captured by the local-explicit error Le
 . An example is given for the fine mesh of the Q4-
Q9 type in Figure 4.17, where the estimated gradient error is compared to the actual error. There 
are many important features exhibited by these plots. First, the relative distribution of error 
predicted in Figure 4.17 (b) matches the standard error distribution in Figure 4.17 (a) quite well: 
the trends of variable error in the Q9 zone are resolved, and the slight variability across the Q4 
zone is also captured. Second, the error estimates for the two elements appear to have the same 
effectivity, namely that the estimates show similar accuracy in all zones of the domain. Uniform 
effectivity is important for adaptive mesh refinement to ensure that the refinement is not biased 
toward an element type exhibiting artificially inflated error. 
 
  (a)             (b) 
Figure 4.17. Contour plot of H1 seminorm of error measures: (a) standard error e ;                        
(b) local-explicit error Le
  
Next, we compare the aggregate error estimate values to the corresponding standard error for 
each mesh type through the plots shown in Figure 4.18. In all cases, the local-explicit error 
estimates converge at the same rate as the standard error norms. We observe that the estimates 
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 obtained for meshes containing linear triangles tend to be less accurate in predicting the standard 
error than the other mesh types; this trend was also observed in Section 4.6.2.3. 
 
  (a)             (b) 
Figure 4.18. H1 seminorm of local-explicit error indicator and standard error: (a) mixed order 
elements; (b) mixed type elements 
4.6.2.6 Parameter sensitivity studies 
In this section, we investigate whether the performance of the method is tied to particular values 
of the material parameters ,  E ν  or the penalty parameter  . The first study tests how the value 
of Poisson’s ratio ν  affects the quality of the numerical solutions, and the second study 
determines the values of   for which the method produces stable results. The quality will be 
assessed through the H1 seminorm of pressure error since this norm provides a lower bound on 
the method’s performance as seen in Sections 4.6.2.2 and 4.6.2.4. 
Returning to the uniform meshes listed in Table 4.2, sequences of numerical solutions were 
obtained using different values of ν  for the beam material on the refined meshes for each 
element type. For given element type and value of ν , the error in the H1 seminorm of the 
pressure field was recorded for each mesh in the hierarchy, and the slopes of the lines formed by 
these data points were tabulated. These slopes represent the convergence rate of the error, and 
they are plotted for each element type against the corresponding Poisson’s ratio in Figure 4.19. 
The endpoint values of the curves were computed using 0.0001ν =  and 0.4999999ν = . This 
figure clearly shows that the formulation produces results that are uniformly convergent 
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 independently of Poisson’s ratio ν . Thus, the mixed interface formulation is capable of 
simulating both compressible and incompressible media. 
 
Figure 4.19. Convergence rates of pressure error in H1 seminorm as a function of Poisson’s ratio 
Remark: As is well-documented, traditional displacement-only formulations exhibit degraded 
convergence as 0.5ν →  [118]. This deficiency is remedied by the Variational Multiscale mixed 
formulation employed in the proposed method. 
Next, we reset the value of ν  to 0.4999  and consider the meshes from Table 4.2 for each 
element type that contain 125 nodes. On these meshes, the numerical solutions are computed for 
various values of the penalty parameter: 1,  10,  100,  and 1,000= . The resulting values for the 
H1 seminorm of pressure error are plotted in Figure 4.20. Relatively higher values of ( )1He Ω  for a 
given element type indicate that spurious pressure oscillations are appearing in the computed 
solutions. For the quadratic elements, we observe that the pressure field is unstable for the value 
of 1= . However, for 5≥ , the solutions obtained were uniformly stable and very similar in 
accuracy. By comparison, the linear elements are stable at 1=  and exhibit degradation in 
accuracy as the parameter is increased beyond 100= , as shown in Figure 4.20. Clearly, all 
element types provide highly stable results for a value of the parameter in the optimal range of 
5 100≤ ≤ . Therefore, we conclude the formulation is insensitive to perturbations of the penalty 
parameter in this range. 
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Figure 4.20. Normalized H1 seminorm of pressure error obtained on 125 node mesh as a function 
of penalty parameter   
Remark: For all the simulations we have conducted, the value 10=  produced results with the 
least error in the pressure field compared to other values. This remark holds true across 
differing domain geometries and material properties as well as for meshes containing mixed 
element types and significant distortion. 
4.6.2.7 Comparison with stabilized DG formulation 
In this section, we briefly highlight results for the simply-supported beam problem obtained 
using the methodology presented in Chapter 2. Following the procedure of Section 4.2.4, 
expressions for the weighted numerical flux and the stabilization parameter multiplying the 
displacement jump have been derived and implemented alongside the standard DG approach 
presented in this chapter. A convergence rate study was carried out for all four element types, 
and a convergence plot of the L2 of pressure error is provided in Figure 4.21. We observe that 
these results are in very close agreement with those in Figure 4.12 (c); similar behavior was 
exhibited by the other error measures as well. Thus, we conclude that the standard average 
numerical flux and associated penalty term provide sufficient performance when the interface is 
mildly nonconforming, and the sophisticated approach from Chapter 2 is not necessary for the 
present case. As additional support, we compare the normal component of the interface traction 
computed from both methods for the medium Q4 mesh in Figure 4.22. As in Chapter 2, the total 
flux refers to the combination of the average stress term and the penalty term while the stress 
flux only contains the former. Clearly, the curves are almost identical. We remark that the 
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 penalty parameters for the medium Q4 mesh obtained from both methods are within a factor of 2 
of each other, which leads further credibility to the automatic procedure discussed in Chapter 2 
based upon the parametric study in Section 4.6.2.6. 
 
Figure 4.21. Convergence rate of normalized L2 pressure standard error from the stabilized DG 
method of Chapter 2 
 
  (a)             (b) 
Figure 4.22. Normal component of interface tractions: (a) standard DG method; (b) stabilized 
interface method 
4.6.2.8 Stress field post-processing 
In this section, we highlight the quality of the stress field approximations obtained from the 
proposed interface formulation. Often, stress magnitudes are an important criterion for design, 
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 for instance in the case of yield limit state analysis. Below, we illustrate that the introduction of 
artificial interfaces does not hinder the accuracy of post-processed stress fields. 
Consider the sequence of linear quadrilateral meshes listed in Table 4.2. From the finite element 
solution ( ),h hpu , we evaluate the shear stress xyσ  by tracing along the centerline of the beam 
between the two supports. A plot of the un-smoothed field obtained from three refined numerical 
solutions is shown in Figure 4.23 compared with the exact stress curve. The jagged behavior 
exhibited by the finite element approximations is typical for Lagrangian elements with oC  basis 
functions. However, we observe that the value at the midpoint of each element captures the trend 
of the exact stress very well, and the non-smooth curves converge to the exact curve upon mesh 
refinement. On the coarsest mesh, relatively high accuracy is observed in these median values, 
even in elements adjacent to the interface. 
 
Figure 4.23. Trace of finite element stress xyσ  along beam centerline 
Next, we employ an L2-projection technique to obtain smooth stress contours. The smoothed 
stress component σ  is found by solving the following equation: 
     ( ),d d d
h h
i
pw w wσ σ σ
′ ′ΓΩ Ω
Ω+ ⋅ Γ = Ω∫ ∫ ∫ u
 
   (4.103) 
where ( ),h hpσ u  is the unprocessed finite element stress field. The interface term penalizes the 
jump in the smoothed stress field, which is expected to be small since the finite element solution 
is derived from a stabilized method enforcing traction equilibrium weakly. The contour plot of 
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 the smoothed shear stress is presented in Figure 4.24. Clearly, the coarsest mesh is capable of 
producing a reasonable approximation of the stress field. Finally, a plot of the smoothed shear 
stress obtained from each mesh as traced along the centerline is given in Figure 4.25. Compared 
to Figure 4.23, we observe that the smoothed fields provide an accurate approximation of the 
exact stress field. 
 
Figure 4.24. Contour plot of smoothed stress xyσ  on coarse mesh 
 
Figure 4.25. Trace of smoothed stress xyσ  along beam centerline 
Remark: Similar results can be obtained for other stress components and for meshes containing 
mixtures of element types. 
4.6.3 Three dimensional patch test 
As a final example of problems containing artificial interfaces, we consider a three dimensional 
generalization of the patch test solved in Section 4.6.1. This case highlights the performance of 
the method when extended to solve three dimensional elasticity problems. The geometric 
description of the problem is depicted in Figure 4.26 (a) and (b), where a 4×4×2 block is attached 
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 at a skew given by a 3-4-5 right triangle to the top of an 8×8×2 block. The material properties of 
the blocks are 100,  0.4999,E ν= =  and a constant pressure 10q =  is applied on all top surfaces. 
 
  (a)             (b) 
Figure 4.26. Patch test description: (a) isometric-view of two-block domain; (b) top-view 
illustrating dimensions of quadratic top block and linear bottom block 
The problem is solved using four 27 node quadratic bricks as the top block and sixteen 8 node 
linear bricks as the bottom block; boundary conditions are applied to prevent rigid body motions. 
The fully discontinuous Galerkin method is employed because enrichment of the surfaces is not 
required. The solution contour plots are given in Figure 4.27. Clearly, the formulation is capable 
of reproducing the exact solution of constant pressure throughout the domain. 
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  (a)             (b) 
 
  (c)             (d) 
Figure 4.27. Contour plots from patch test: (a) xu  displacement contour; (b) yu  displacement 
contour; (c) zu  displacement contour; (d) p  pressure contour 
Remark: To evaluate the interface terms in (4.74), numerical integration must be performed 
over intersections of element faces. To properly calculate these integrals, we employed a 
technique commonly used in mortar methods [140], whereby the element surfaces are partitioned 
into non-overlapping triangles that cover the interface, and numerical integration is performed 
over the triangles. 
4.6.4 Hertzian contact 
As a candidate for investigating the performance of the proposed method in the presence of 
physical interfaces, we consider a plane strain Hertzian contact problem of two cylinders 
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 involving sliding friction. The problem description is shown in Figure 4.28, which has been 
prescribed to match the problem given in [120]. The two cylinders with identical material 
properties are first pressed together and subsequently sheared by applied displacements to the top 
cylinder; this loading history is depicted in Figure 4.29. The applied displacements of 
max 0.46d =  and max 0.1δ =  were selected such that the resultant forces acting on the cylinders 
agreed with the values specified in [120]. 
 
Figure 4.28. Hertz contact problem description 
 
Figure 4.29. History of applied displacement for contact problem 
Continuing the theme of mixing element types in the domain, the top cylinder is discretized 
using 736 quadratic elements while the bottom cylinder is meshed using 4,600 linear elements, 
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 as shown in Figure 4.30 (a) and (b). Notice that the contacting interface is also nonconforming. 
For the numerical simulations below, the bottom surface was selected as the integration surface. 
The value of 10=  was prescribed for the normal direction penalty term, and an elastic 
tangential stiffness of 510T =  was selected for the Coulomb model along with the friction 
coefficient 0.2fµ = . 
 
  (a)               (b) 
Figure 4.30. Discretization for Hertz contact problem: (a) entire domain; (b) view of contact zone 
4.6.4.1 Frictionless contact simulation 
The frictionless contact behavior occurring during the interval [ ]0,1=  was simulated using 10 
equal time steps ( 0.1t∆ = ). During the first nine steps, integration was performed using only the 
initial integration points along the bottom discretized surface. For the last step, when the contact 
surface had been nearly resolved, the segment projection approach from Section 4.5.2 was 
adopted to ensure accurate numerical integration of the interface terms. The contact pressure 
( ){ }( )Nσ = ⋅ un σ n  evaluated at the integration points from the final state is plotted in Figure 
4.31; for clarity, only the values from the two inner-most integration points from the four-point 
Gauss rule are plotted in the figure. The results obtained from our formulation agree very well 
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 with the nodal values from [120] and the Hertzian solution [122], depicted in the figure by the 
circles and solid line, respectively. 
 
Figure 4.31. Contact pressure obtained at integration points compared to reference values 
4.6.4.2 Frictional contact simulation 
The shearing of the cylinder is simulated during the interval [ ]1,2=  starting from the 
converged configuration in the previous section; the time step was again set to 0.1, and the 
segmented integration scheme was retained from the initial frictionless contact state. The final 
values of the contact tractions Nσ  and Tσ  are shown in Figure 4.32 as computed at the 
integration points. We observe that a perturbation of the shearing traction occurs at the transition 
between the stick and slip zones. This behavior is a result of the transition point occurring in the 
middle of a segment, leading to inaccurate numerical integration of the contact terms. Outside 
this small zone, however, the computed results match with the curves presented in the references. 
Remark: On a finer discretization, the oscillation at the stick-slip transition would be further 
localized. Additionally, using adaptive integration to handle the non-smooth integrand is another 
option to remove the perturbation. However, this would complicate the storage of the state 
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 variables and is not practical in higher dimensions. Finally, this behavior could also be avoided 
by determining the stick or slip condition on a segment-by-segment basis rather than at each 
integration point. 
 
Figure 4.32. Contact tractions obtained at integration points compared to reference values 
4.7 Conclusions 
We have presented a new interface formulation that embeds concepts from discontinuous 
Galerkin and Variational Multiscale methods into the standard continuous Galerkin method and 
produces a unifying framework for various classes of interface problems in solid mechanics. The 
key idea is to use discontinuous Galerkin concepts locally at the interface to derive flux terms 
that couple the displacement and force fields from the two sides of the interface in a weak sense. 
The resulting integral terms provide a natural mechanism to embed models for frictional 
response in a variationally consistent fashion. The proposed method does not require additional 
Lagrange multiplier fields or enrichment of shape functions, thereby reducing the computational 
overhead and also avoiding the numerical bias associated with master-slave constructs. Instead, 
the equilibrium of the interface is directly governed by the physics on the two sides of the 
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 interface. The method has been applied to domain coupling problems and nonconforming contact 
problems. A bottleneck in traditional finite element methods is the nonconforming meshes that 
arise in substructure modeling when parts of a structure are meshed independently and connected 
together. The major issue caused by the mismatch of element faces and types along these 
junctures is remedied in the present method by weak enforcement of continuity and equilibrium. 
Since the flux terms can be traced back to the governing solid mechanics equations, nothing ad 
hoc is injected into the formulation, ensuring that all element types perform in a variationally 
consistent manner.  
Although the flux terms provide a natural and unbiased way to couple the surfaces, these terms 
are in fact negative definite and can result in reduced stability of the formulation. This issue is 
addressed via the Variational Multiscale ideas where variational projection of fine scales onto the 
course-scale space results in a formulation with enhanced stability properties. This increased 
stability helps accommodate arbitrary element interpolation combinations and also helps improve 
coarse mesh accuracy for problems involving incompressibility constraints. These features of the 
proposed method allow a seamless treatment of discrete interfaces of non-matching meshes with 
different element types and polynomial orders. Additionally, the formulation contains a built-in 
error estimation module developed by exploiting the presence of numerical fine scales. 
Investigations of the embedded error estimators have verified their ability to accurately predict 
the magnitude and distribution of the actual error in various measures. These estimates provide 
valuable information about the accuracy of numerical results for problems in which the exact 
solution is not known a-priori, and they also help to isolate numerical error from modeling error 
when comparing against experiments. These features make the proposed interface formulation 
attractive for solving contact problems. Several numerical studies with benchmark problems in 
two and three spatial dimensions show the superior convergence and accuracy properties of the 
method.  
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 Chapter 5 
Stabilized Interface Methods for Mechanical Joints: 
Physics-Based Models and Variationally Consistent 
Embedding* 
5.1 Introduction 
Mechanical joints are an integral component of modern structures and contribute substantially to 
their serviceability and longevity.  Joints transfer forces and moments between connected 
substructures while introducing localized compliance and dissipation into the overall system. 
Although ubiquitous in engineering applications, certain aspects of mechanical joint behavior are 
still not well understood. Examples include the nature of the slipping processes occurring along 
contacting structural interfaces, the local impacts of mating surfaces remote from the connecting 
elements (i.e., bolts), and the sensitivity of system response to surface roughness, lubricants, and 
contaminants. These difficulties increase the uncertainty involved in predicting structural 
response, resulting in considerable variability even for structures containing nominally identical 
geometric and material properties. 
A fundamental issue hampering the effective simulation of structures containing joints is the 
prevalence of multiple length scales in the problem. While structural modes of vibration often 
span lengths on the order of meters, accurate computations often require discretization lengths on 
the order of centimeters. Additionally, zones of contact may span areas of a few square 
millimeters, and slip zones can occur along only a fraction of the interface. Finally, surface 
asperities are of the order of micrometers, and the actual mechanisms producing friction occur at 
atomistic scales, on the order of nanometers. Directly resolving these disparate scales in the  
* This Chapter is has been adapted from “T.J. Truster, M. Eriten, A.A. Polycarpou, L.A. Bergman, A. Masud, 
Stabilized interface methods for mechanical joints: Physics-based models and variationally consistent embedding. 
International Journal for Solids and Structures, DOI: 10.1016/j.ijsolstr.2013.02.020”. The copyright owner has 
provided written permission to reprint the work. 
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 context of structural analyses would require mesh densities and minuscule time steps that 
challenge the capacity of current hardware. Thus, the prevalent idea of relying on “larger 
meshes” or “meshes with increased density” to resolve complex interfacial phenomena has met 
with limited success in the computational modeling of jointed structures. While the desired 
outcome from computational technology is predictive science and engineering, current platforms 
focusing upon “gluing” together various computational facets are failing to live up to 
expectations. As examples of computational approaches incorporating models for friction that 
were proposed over the years and have met with varied levels of success, we cite 
[131,173,92,15,72] 
Classical procedures for modeling joints are dominated by traditional computational contact 
mechanics approaches employing node-to-surface implementation of contact constraints. The 
limitations of such approaches for modeling contact between deformable bodies are well known; 
see for example discussions in [133,135]. Since contact tractions are invariably computed via 
post-processing from nodal forces, such node-to-surface treatments are often incapable of 
accurately transferring stresses across contact interfaces. This deficiency can lead to pressure 
oscillations at the interface, which manifests the instability present in the discrete problem and 
can result in reduced order accuracy for the contact and frictional simulations. Much of the 
current research for improving contact algorithms has centered on the so-called mortar methods, 
for which we cite [120,140]. 
In this work, we propose a variational formulation that emanates from a merger of continuous 
Galerkin (CG) and discontinuous Galerkin (DG) methods, where the interface is treated as a 
strong discontinuity similar to the work in [116]. By employing discontinuous functions across 
the interface, the physical fields are permitted to vary continuously or discontinuously across the 
jointed surface, which automatically allows for relative slip as dictated by the physics of the 
system. Continuity of the fields across the interface is weakly enforced via flux terms that arise 
naturally from the integration by parts of the governing continuum equations. A significant and 
novel feature of the proposed method is that DG relaxation of the continuity requirement 
provides a variationally consistent mechanism to incorporate friction models via embedding into 
these interface flux terms. In this particular work, we incorporate the model proposed in [58,59] 
as a constitutive relation for friction at the jointed interfaces. Secondly, the CG portion of the 
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 formulation is enhanced through the Variational Multiscale (VMS) method [81], which enables 
the method to seamlessly accommodate both compressible and incompressible materials as well 
as a wide range of element types. The method is also equipped with a built-in error estimator that 
provides instant feedback on the numerical accuracy of computed solutions. The combination of 
these methods produces a robust framework for simulating structural systems containing 
mechanical joints. This framework is investigated within the context of numerical tests for two 
and three dimensional models of bolted lap joints, and the computed results are seen to be 
consistent between conforming and nonconforming meshes. 
In the remainder of the Chapter, we first summarize the stabilized interface formulation in 
Section 5.2 and discuss its relation to traditional contact algorithms. Section 5.3 provides an 
overview of the physics-based friction model. The incorporation of the model into the interface 
formulation and the associated nonlinear solution procedure is described in Section 5.4. In 
Section 5.5, the performance of the friction model is compared to results obtained using classical 
Coulomb friction within the formulation for two and three dimensional numerical tests. 
Concluding remarks concerning the method are given in Section 5.6. 
5.2 Underlying Variational Framework 
5.2.1 Interfacial coupling and stabilization strategies 
We primarily focus on fretting contact for which the location of the contact interface is known a-
priori. Accordingly, we consider the problem from the perspective of a single body with a 
predefined interface. This exposition summarizes the relevant developments of [116]. Let 
sdnΩ⊂   be an open bounded domain with a piece-wise smooth boundary Γ , where sd 2n ≥  is 
the number of spatial dimensions. The boundary Γ  is divided into two subsets gΓ  and hΓ  on 
which Dirichlet and Neumann conditions are applied, respectively, and these subsets satisfy 
g hΓ ∪Γ = Γ , g hΓ ∩Γ =∅ . With these definitions, the governing equations of linear elasticity 
are: 
 in ∇⋅ + = Ω0σ b  (5.1) 
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  on g= Γu g  (5.2) 
 on h= Γσn h  (5.3) 
where sd: nΩ→u   represents the displacement field, σ  is the Cauchy stress tensor, b  is the 
body force vector, g  is the prescribed displacement, h  is the prescribed traction, and n  is the 
unit outward normal to Γ . All through the Chapter, the following conventions are used for 
vector and tensor operators: ( )∇ ⋅  represents the gradient, ( )∇ ⋅ ⋅  is the divergence, and ( )T⋅  is 
the transpose of the indicated quantity. 
Multiplying by the weighting function w  and integrating over the domain, we arrive at the 
weighted-residual form, where internal stresses balance the externally applied loads: 
 [ ] [ ]d d 0
hΩ Γ
⋅ ∇ ⋅ + Ω+ ⋅ − Γ =∫ ∫w σ b w h σn  (5.4) 
This form is then applied to a discretization of the domain Ω  consisting of disjoint open 
subdomains indicated by eΩ  and element boundaries by eΓ , { }1,  ,  umele n= ⋅⋅⋅ , arranged such 
that 1umel
n e
e=Ω = Ω . Applying integration by parts followed by the divergence theorem to the stress 
term gives rise to a sum of terms on element interiors and element boundaries: 
 [ ]: d d d 0e e
h
h h h h
e e e
Ω Γ Γ
 −∇ + ⋅ Ω+ ⋅ Γ + ⋅ − Γ = ∑ ∑ ∑∫ ∫ ∫w σ w b w σn w h σn  (5.5) 
Along the inter-element boundaries on the interior of the domain, the second integral term 
involves contributions from elements sharing a common surface. For a conforming mesh, these 
element boundary integrals cancel pairwise because the continuous discrete variational 
displacement field hw  enforces traction equilibrium between elements in a weak sense. 
Now, we introduce an interface separating the domain into two regions, designated + and - as in 
Figure 5.1. If the element edges on both sides of the interface do not match up, the mesh is 
nonconforming, and displacement continuity along with traction equilibrium are no longer 
guaranteed. Thus, the boundary integrals in (5.5) do not necessarily vanish and give rise to          
un-equilibrated flux terms: 
191 
  
un-equilibrated flux
: d d
d d 0
e e
h
e e
i i
h h h
e e
e e
+ −
+ −
Ω Γ
+ + + − − −
Γ Γ
 −∇ + ⋅ Ω+ ⋅ Γ 
+ ⋅ Γ + ⋅ Γ =
∑ ∑∫ ∫
∑ ∑∫ ∫
w σ w b w h
w σ n w σ n

 (5.6) 
 
Figure 5.1. Single domain with imposed interface 
Consequently, two constraints need to be enforced at the interface: (i) continuity of 
displacements, and (ii) equilibrium of tractions. To satisfy these constraints, we incorporate 
interface stabilization terms emanating from the discontinuous Galerkin method as proposed in 
[116]. The key idea is to introduce two numerical flux terms that weight the violation of these 
conditions. The first term is the average weighting function times the jump in traction, and the 
second is the average variational flux times the jump in displacement. Adding these two terms 
into the weak form (5.6) produces a symmetric form enforcing continuity and equilibrium along 
the interface systematically without the introduction of auxiliary Lagrange multipliers: 
   ( ){ } ( ){ }  : d : d : d d d
i i hΩ Γ Γ Ω Γ
∇ Ω− Γ − Γ = ⋅ Ω+ ⋅ Γ∫ ∫ ∫ ∫ ∫u ww σ w σ σ u w b w h  (5.7) 
where the jump and average operators are defined along the interface for a scalar field a , vector 
b , or tensor C  as follows: 
 
   
   
,
,
a a a+ + − − + + − −
+ + − − + + − −
= + = +
= ⋅ + ⋅ = ⊗ + ⊗
n n C C n C n
b b n b n b b n b n
 (5.8) 
 { } ( ) { } ( ) { } ( )2, 2, 2a a a+ − + − + −= + = + = +b b b C C C  (5.9) 
192 
 Remark: In order to ensure numerical stability, a third term of the form 
   
: d
e
ie
Γ
Γ∑∫  w u  is 
required, which ensures the positive-definiteness of the discrete stiffness matrix. The exact form 
of this term is presented below. 
Next, we elevate this pure-displacement interface formulation to a mixed form with enhanced 
stability accommodating both compressible and incompressible materials through the 
incorporation of the Variational Multiscale method [81], as presented in [118,115]. The key idea 
in this approach is to postulate a unique additive decomposition of the solution fields into coarse 
and fine scales, where the coarse-scale field represents the standard finite element solution while 
the fine-scale field models features that are beyond the resolution capacity of a given mesh or 
discretization:  
  
coarse scale fine scale
′= +u u u  (5.10) 
  
coarse scale fine scale
′= +w w w  (5.11) 
Accounting for these fine-scale features in the computed coarse scales enhances the stability of 
the variational form, which ultimately allows for the use of equal-order polynomial 
interpolations for the displacement and pressure fields. The mixed constitutive law for linear 
elasticity along with the compatibility and kinematic equations are given as: 
 ( ) ( ), 2p p µ= = +u uσ σ I ε  (5.12) 
 p λ∇⋅ =u  (5.13) 
 ( ) ( )( )12 T= = ∇ + ∇uε ε u u  (5.14) 
where :p Ω→  denotes the pressure field, ε  is the linear strain tensor, λ  and µ  are the 
Lamé parameters, and I  is the second-order identity tensor. Substituting these relations into the 
interface weak form (5.7) produces a mixed formulation. The Variational Multiscale approach 
begins by incorporating the decomposition of the displacement field (5.10) and (5.11) into the 
mixed form. Next, modeling assumptions are applied whereby the fine scales are approximated 
by bubble functions eb , which permits localization of the equations for the fine-scale terms to 
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 element interiors and also ensures that the fine scales do not affect the interface stabilization 
terms defined on element boundaries as presented above. Once a specific choice is made for the 
bubble functions, an expression can be derived for ′u  on each element as a function of the 
coarse-scale residual; the details of this derivation can be found in [115]. The resulting equation 
for the fine scales is: 
 ( )[ ]2e p µΩ′ = ∇ + ∇⋅ +uu τ ε b  (5.15) 
where τ  is a second-order stabilization tensor with the following form: 
 ( ) ( )
1
d d d
e e e
e e e e e eb b b b b bµ µ
−
Ω Ω Ω
 = Ω ∇ ⋅∇ Ω + ∇ ⊗∇ Ω
 ∫ ∫ ∫τ I  (5.16) 
Finally, these expressions for the fine scales can be substituted into the mixed form to account 
for their effects on the coarse-scale fields while removing their explicit appearance. Combining 
the domain-based and interface stabilization terms, the final form of the stabilized mixed weak 
form accommodating embedded interfaces is given by:  
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(5.17) 
where the domain integrals are evaluated on the union of element interiors 1umel
n e
e=′Ω = Ω . The last 
term on the left-hand side is the penalty term ensuring numerical stability of the formulation, 
where the definition of the element length scale h  is defined based on the size of the local 
contacting elements, given for any pair of elements as: 
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( )
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meas meas
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j j
j
j j
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γ γ
ω ω
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+ −
+ −
 
 = +
 
 
 (5.18) 
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 where jω
+  and jω
−  are elements from regions +Ω  and −Ω  bordering iΓ , and jγ
+  and jγ
−  are the 
entire element faces lying on the interface. Specifying a value of the penalty parameter 
[ ]5,100∈  has been found to provide stable and accurate numerical results for all combinations 
of element types [116].  
Remark: For a nonconforming mesh in the discrete setting, the proper evaluation of the 
interface term requires the partitioning of the interface into integration segments defined over 
shared portions of element edges. Along each segment, numerical integration is performed to 
evaluate contributions from two particular elements on the +Γ  and −Γ  faces. For 
implementational details see [116]. 
Remark: The formulations given in (5.7) and (5.17) are capable of representing linear models 
for interface behavior through substitution in place of the Cauchy stress tensor in the boundary 
integrals. For inclusion of nonlinear interface behavior, the reader is referred to Section 5.4. 
The discussion there is applicable both to a pure displacement-based method of (5.7) or the 
mixed field treatment of (5.17). 
5.2.2 Extension to contact problems 
Now we want to illustrate the relationship of our formulation (5.17) to traditional contact 
algorithms. The governing equations from two body contact problems involve constraint 
equations for surface normal interactions, called the Kuhn-Tucker conditions, that describe the 
relationship between the penetration or gap Ng  and the contact pressure Nt  [172]. Coupling in 
the tangential direction is expressed through conjugate fields termed the tangential gap Tg  and 
the shearing traction Tt . The gap functions are defined as follows: 
    ,N T Ng g
+ + = − + = − + − X u g X u n n  (5.19) 
The Kuhn-Tucker contact conditions are incorporated into the standard weak form via the 
contact integral: 
 : d + d d d
i h
N N T Tg tδ δΩ Γ Ω Γ∇ Ω+ ⋅ Γ = ⋅ Ω+ ⋅ Γ∫ ∫ ∫ ∫w σ g t w b w h  (5.20) 
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 where Ngδ  and Tδ g  are the variational gaps in the normal and tangential directions, respectively 
[172]. Observing the form of the first interface stabilization term in (5.17), we note the similarity 
with the traditional contact terms. In particular, both expressions involve the multiplication of the 
variational gap 
 
w  by some measure of the interface traction. This suggests using the 
discontinuous Galerkin terms to enforce the contact conditions of the displacement field, either 
non-penetration in the normal direction or stick-slip conditions in the tangential direction. In 
order to rewrite (5.17) in a form analogous to (5.20), we decompose the stabilization term into 
normal and tangential components: 
 
 
( ){ } ( ){ }( ) ( ) ( ){ }: N T
N N T T
g
g
δ δ
δ σ δ
+ + + + +   − = ⋅ + ⋅ − ⊗   
= + ⋅
u u uw σ n σ n g I n n σ n
g σ
 (5.21) 
Herein, we directly substitute the average pressure Nσ  in place of the contact pressure Nt . 
Regarding the tangential interactions, we embed constitutive friction laws for the shearing 
traction Tt  in place of the numerical flux Tσ , which are discussed in the modeling sections that 
follow. 
Substituting the component relation (5.21) into the interface formulation (5.17), we obtain the 
final weak form for contact problems involving friction: 
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(5.22) 
In the following sections, we first describe a constitutive model for friction that improves upon 
the classical Coulomb law, and then we discuss the incorporation of the interface model into 
formulation (5.22). 
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 Remark: The combination of the stabilization terms and the incorporation of the interface 
constitutive equations directly into an integral expression provide a variationally consistent 
method for modeling interfacial phenomena. 
Remark: Because the stabilization terms involve stresses from both sides of the interface, they 
help remove the bias introduced by traditional master-slave constructs employing Lagrange 
multipliers. 
5.2.3 Embedded error estimation 
Before proceeding to the friction model, we reconsider the multiscale decomposition of the 
displacement field: ′= +u u u . Rearranging for ′u , we observe that the fine-scale field 
represents the relative error between the exact solution and the coarse-scale field: ′ = −u u u . 
Therefore, a second role for the fine scales emerges: ′u  can serve as an indicator for how well 
the finite element solution, h ≅u u , approximates the exact solution  to the governing equations, 
u . This error is commonly referred to as the discretization error: 
 h= −e u u  (5.23) 
Thus, a good approximation of ′u  can serve as a reasonable indicator of the discretization error. 
The expression for ′u  using bubble functions given by (5.15) represents one such approximation. 
Once the finite element solution has been obtained by solving (5.22), that expression can be 
explicitly evaluated to obtain a measure of the error: 
 ( )2 hhp µ = ∇ + ∇⋅ + ue τ ε b
  (5.24) 
The quality of the solution can then be evaluated by taking a norm of the fine-scale field: 
 ( ) ( )12  d , :  dL Hω ωω ω= ⋅ Ω = ∇ ∇ Ω∫ ∫e e e e e e
       (5.25) 
where ω  can be either an element eΩ  for local evaluation or ′Ω  for global evaluation. The 
performance of this error indicator has been assessed for single domain problems in [115] and 
nonconforming meshes and contact problems in [116]. 
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 Remark: Error estimation is important both for quantifying the accuracy of a numerical 
solution and for isolating discretization error from modeling error. Modeling error reflects the 
inaccuracies in material parameters or boundary conditions as well as the discrepancy between 
the governing equations and the physics of the actual system. In particular, once the 
discretization error is made arbitrarily small, any residual discrepancies between the numerical 
solution and experimental results can be attributed to the modeling error. Incorporating such 
error estimators allows finite element simulations to serve as a tool to assist in the validation of 
new models, such as the one subsequently proposed. 
5.3 Contact Modeling 
Nominally flat contacts are found in many applications such as shrink fits, bolted joints, turbine 
blades and brakes. Modeling fretting of a smooth flat-on-flat contact is a mathematically hard 
problem due to singularities at the contact edges [78]. In addition, it is nearly impossible to 
machine a perfectly (or infinitely) smooth engineering surface (except for mica surfaces).  
Surface geometry involves micro irregularities, called asperities, which essentially look like 
peaks and valleys on the surface. When two nominally flat rough surfaces are brought into 
contact, discontinuous contact occurs at asperity tips, which constitute only a small percentage of 
the nominal contact area. A sound discretization of a nominally flat rough surface needs to 
capture fine details of each of these asperities. Specifically for fretting contact, slip and stick 
contact patches at each asperity tip should be discretized by numerous elements. Noting that each 
of these contact patches corresponds to a couple of orders of magnitude smaller than asperity 
size, it is clear that reliable discretization becomes computationally intractable, especially for 
large scale structural dynamics problems containing multiple joints. Therefore, reduced order 
models are needed for joint interfaces.  
The most common contact/friction model used in practical finite element analyses is the well-
known Coulomb (or constant) friction coefficient model. Once the normal contact is established 
and enforced, the Coulomb friction model couples the normal and tangential tractions with a 
proportionality constant called the friction coefficient. The friction coefficient, however, depends 
on contacting materials and surface-related factors and cannot be predicted before the actual 
fretting experiments. An alternative approach is to build-up fretting contact models for nominally 
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 flat rough surfaces from asperity-scale mechanics. Four commonly used methods are: (i) 
analytical solutions by assuming regular roughness profiles such as contact of surfaces filled 
with periodic undulations [86]; (ii) numerical solutions or Finite Element Analysis (FEA) with a 
limited number of asperities [46,51]; (iii) numerical solutions for the contact of rough surfaces 
characterized by scale-independent fractal parameters [105]; (iv) and numerical and analytical 
solutions obtained by statistical summation of individual asperity contacts [63,27,137,89,60]. 
The last method provides an efficient way to incorporate surface roughness parameters such as 
standard deviation of asperity heights, mean radius of asperity tips and areal density of asperities 
into the contact load and deformation calculations. We utilize the simple Coulomb friction model 
at asperity-scale and statistical summation to obtain overall contact response in this study. A 
summary of this approach follows next; for details, see [58,59].  
5.3.1 Normal contact of nominally flat rough surfaces 
Fretting contact occurs when two bodies in contact are preloaded by a normal load and slid 
against each other in the tangential direction. Constant normal preload followed by cyclic 
tangential loading is a simple subset of fretting contact loading conditions. Evaluating a 
combined roughness for the contacting rough surfaces and representing the contact as rigid flat-
on-rough contact further simplifies the theoretical treatment of the problem, as depicted in Figure 
5.2.  
As mentioned above, when two nominally flat rough surfaces are brought into contact, the 
contact occurs at the asperity tips, and a gap d  forms between the reference planes defined by 
the mean of the asperities and the rigid flat. Hence, only the asperities with heights greater than 
that gap (i.e. its interference is positive, 0i iz dω = − > ) carry the entire load. If one expresses 
the height distribution of the asperities by a probability density function, ( )zφ , the percentage of 
the asperities making contact and the total load they carry can be found statistically. This 
approach – GW Model – was first introduced in [63] as the statistical summation approach. In 
this approach, the rough surface is assumed to be isotropic over a nominally flat area 0A , which 
consists of spherical asperities with uniform areal density η  and radius R . In addition, asperities 
are assumed to be distributed far apart over the contact surface, with no interaction between 
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 them. In the presence of these assumptions, individual asperity-scale contacts can be modeled 
after Hertzian contact [76] as follows: 
 ( ) ( )
33 22*
asp ,
4
3
z dP RE z dσ= −  (5.26) 
where 1* 2 21 1 2 2(1 ) / (1 ) /E E Eν ν
−
 = − + −   is the combined Young’s modulus, σ  is the standard 
deviation of asperity height distribution, z  is the height of asperities normalized with respect to 
σ , and d  is the normalized gap as described above.  
 
Figure 5.2. Schematic representation of an equivalent rough surface and a rigid flat contact and, 
probability density function for the asperity heights. 
Among various asperity height distributions observed on engineering surfaces, the normal 
distribution is the most common for surfaces manufactured by abrasive and/or generic 
cumulative removal processes. Although running-in surfaces (produced by honing, lapping and 
superfinishing) usually exhibit asymmetrical surface height distributions (such as skewed and 
bimodal), asperity heights continue to exhibit distributions quite close to normal [87,49,158,179]. 
Noting that simple distributions yield straightforward analytical expressions, we can approximate 
the normal distribution as a triangular distribution with identical standard deviation as follows: 
 ( )
6 0
0 6
1
1 6
6 1
6
z
z
z
z
z
φ
− ≤ <
≤ ≤
 += 
 −

 (5.27) 
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 Assuming that the gap between the mean of asperity heights and the rigid flat remains positive, 
i.e., 0d > , the statistical summation procedure yields the following expression for normal 
contact load:   
 
( ) ( )
( )
7
23
2
6
flat 0 asp
*
0
, ( )
8 6
315
d
d z d zP A P dz
A RE d
η φ
η σ
=
= −
∫
 (5.28) 
5.3.2 Tangential contact of nominally flat rough surfaces  
The response of a flat-on-flat contact to tangential loading can have two different regimes: (i) 
partial slip, when part of the contact interface slides and the remaining part sticks; (ii) gross 
sliding, when the entire contact slides. In the latter case, all of the asperities exhibit gross sliding 
behavior, and the total tangential force can be calculated with the statistical summation approach 
as in normal loading:   
 ( ) ( )maxflat 0 asp , ( )fdd z d zQ A P dzη µ φ
∞
= ∫  (5.29) 
Note that if a local Coulomb friction law holds at the asperity-scale, the coefficient of friction in 
the integrand of (5.29) is constant, and the contact model at the macroscale becomes identical to 
the Coulomb friction model: 
 ( ) ( ) ( )maxflat 0 asp flat, ( )f dd z d z dQ A P dz Pµ η φ µ
∞
= =∫  (5.30) 
When the tangential load is insufficient to cause gross sliding, the response of each asperity is 
coupled to the normal loading.  Shorter asperities carry less normal load and, hence, slide more 
easily than taller asperities.  Also, the loading history affects the tangential response of each 
asperity; i.e., individual asperity responses to loading, unloading and reloading differ due to 
history-dependence of tangential loading. Figure 5.3 shows the probability density function of 
asperity heights divided into regions of different tangential responses. The rigid flat is pushed 
until its distance to the mean of heights is d , and thus only asperities with heights greater than d 
are in contact.   
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  (a)                    (b) 
Figure 5.3. Asperity behavior in tangential: (a) loading, (b) unloading. 
As shown in Figure 5.3, contacting asperities can be separated into two groups while loading and 
three groups while unloading according to the asperities’ response to loading-unloading as 
described in [27,60].  Under initial loading, while taller asperities stick and contribute to the 
tangential stiffness of the contact, shorter asperities slip and cause frictional energy dissipation. 
A subsequent unloading of the contact results in three different asperity behaviors.  The 
asperities which stick through initial loading remain stuck while unloading, since the contact 
force on these asperities prevents any slippage.  In contrast, while unloading, the asperities which 
slip while loading can either slip or stick, depending on their heights. This is mainly due to a 
decrease in tangential force upon unloading. Since the preload on these asperities is assumed to 
be constant throughout tangential loading/unloading, the limiting tangential force is constant. 
Therefore, a decrease in tangential force results in some of the asperities carrying tangential load 
less than the limiting force, and, thus, they start sticking while unloading. As expected, the 
shorter asperities among these previously slipping asperities continue slipping, whereas the taller 
asperities stick. It is customary to model sticking asperities as partial slip contact with a gross 
sliding limit of f Pµ . The tangential force in partial slip contact of elastic spheres under loading 
by tangential displacement δ  was introduced first by Cattaneo [38] and later independently by 
Mindlin [122] as follows: 
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 Partial Slip (loading): 
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where * *0 4 fz d G Eδ µ= +  is the limiting height and ( ) ( )
1*
1 1 2 22 / 2 /G G Gν ν
−
= − + −    is the 
combined shear modulus.  The statistical summation utilizing the triangular distribution of 
asperity heights gives the tangential force for flat on flat contact as:  
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 (5.32) 
While unloading, three different responses for the individual asperities can be modeled as:  
Partial Slip (unloading): 
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 (5.33) 
    
Here, maxδ  is the maximum tangential displacement (tangential displacement at maximum 
tangential force) and limiting heights ( )( )* *1 max2 fz d G Eµ δ δ= + − , * *2 max4 fz d G Eδ µ= + .  
Statistical summation gives the tangential force for nominally flat surfaces under tangential 
unloading as:  
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 (5.34) 
Assuming that the same events occur in the reverse direction while unloading, the response can 
be found simply by reversing the direction of both force and displacement in (5.34). 
Partial Slip (reloading): 
 ( ) ( )max maxreload unloadflat flat, , , ,d dQ Qδ δ δ δ−= −  (5.35) 
5.3.3 Discussion of physics-based modeling 
The contact model proposed in this work employs Mindlin’s formulation for fretting behavior of 
sphere-on-flat contact [123] for the response of each individual asperity and the sum of these 
responses using the statistical framework proposed by Greenwood and Williamson to obtain the 
fretting response for elastic/plastic contact of nominally flat rough surfaces [63]. This modeling 
approach was utilized by other researchers [27,24,43,60]. Note that this approach needs a 
predetermined constant coefficient of friction at the asperity scale. Eriten et al. [58] proposed a 
physics-based friction and elastic-plastic fretting model for asperity level contact. Eriten et al. 
[59] studied fretting of flat-on-flat contacts by coupling this model with statistical summation. 
This physics-based modeling approach allows the study of the influence of surface roughness 
(statistical representation of roughness), material properties, and contact geometry on fretting. 
Future work will utilize these physics-based models. 
5.4 Variational Embedding of the Interface Models 
We now discuss the incorporation of two specific interface models into the interface formulation 
derived in Section 5.2: (i) direct application of the classical Coulomb law and (ii) the physics-
based model presented in Section 5.3. This formulation provides a variational setting for 
imposing the physical constraints in an unbiased fashion, as opposed to the classical master-slave 
algorithms encountered in practice. Herein, the interface models are substituted in place of the 
Cauchy stress tensor in the tangential interface term of (5.22), providing a mechanism that 
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 enforces the constitutive relationship in an integral sense. This approach results in a variational 
form with improved consistency compared to treatments using discrete springs or node-on-node 
contact. 
Both interface models under consideration are nonlinear and history-dependent. Therefore, 
expression (5.22) must be integrated in time to obtain the response of the domain during the 
loading history. For slowly-varying loads, inertial effects can be neglected, and a quasi-static 
numerical implementation can be adopted. Thus, we consider the problem where load is applied 
incrementally in a series of steps step1, 2,...n n= . A backward Euler integration scheme is applied 
to solve (5.22) for the equilibrium state corresponding to each load level. Considering an 
arbitrary load step n  for which the preceding equilibrium state is known, equation (5.22) takes 
the following form: 
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(5.36) 
where the unknown quantities are designated by a superscript n . Once (5.36) is solved, these 
unknowns can be used to update the historical information of the system, or state variables. 
Then, the load can be incremented and the system solved again for the state at step 1n + . In this 
manner, the entire history of structural response can be determined throughout the duration of the 
loading. In the following sections, we will describe the representations for the interface traction 
derived from the two friction models. 
Remark: Due to the nonlinearity of the friction models and the initially undetermined zones of 
stick and slip, the tangential interface term T Tδ ⋅g t  causes the system of equations (5.36) to 
become nonlinear. In the discrete setting, we employ the Newton-Raphson algorithm to solve this 
system of equations in an iterative fashion. Thus, to proceed from step 1n −  to step n , the 
linearized form of (5.36) must be solved over a series of iterations 1,2,...i =  until the unknown 
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 quantities converge to within a specified tolerance. These values are then recorded as the 
converged equilibrium state. 
Remark: In the numerical simulations in Section 5.5, we take the definition of the contact 
pressure to be { }( )( ) ( ) ( )n n nN N Nt ghσ µ= +   which was found to be a more robust measure for 
making contact/gap determinations than the average numerical pressure Nσ  alone. 
5.4.1 Classical Coulomb friction 
For the case of Coulomb friction, we adopt the penalty regularization presented in [152]. The 
rate form of this model is specified by the following Kuhn-Tucker conditions: 
 0T f NtµΦ = − ≤t  (5.37) 
 
1
T T
T T
ζ ∂− Φ =
∂ 
u t
t

  (5.38) 
 0ζ ≥  (5.39) 
 0ζΦ =  (5.40) 
where the contact pressure Nt  is computed as in Section 5.2.2. 
Remark: While the original Coulomb model specifies no relative motion in the stick zone, 
experiments have shown partial slip for joints in the stick region, indicating that regularized 
laws may be a closer approximation of physical reality [173]. This particular regularized 
relationship has an analogy with elastic-plastic material behavior. The parameter T  therefore is 
a reflection of the tangential stiffness of the interface. However, its value is left unspecified by 
the theory and must be estimated by fitting numerical solutions to experimental data. 
The above equations can be cast into an incremental form by employing a return mapping 
strategy whereby a trial “stick” state is computed and subsequently projected onto the actual 
state. Starting from the last converged state 1n − , the advancement of the interface quantities are 
given by the following expressions: 
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  ( )( ) ( 1 ( ) ( 1)),trialn nT n nT T TT − −= + − g gt t  (5.41) 
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Via substitution, we arrive at separate expressions for the traction under stick or slip condition:  
 ( )( ) ( 1) ( ) ( 1) ( ) ( )   (stick)n n n n n nT T T T T T f Ntµ− −= + − ≤t t g g t  (5.45) 
 ( )( ) ( ) ( ) ( 1) ( ) ( 1) ( ) ( )   (slip)n n n n n n n nT f N T T T T T f Nt tµ µ− −= − − >t g g g g t  (5.46) 
From these expressions, we observe that the quantities ( 1)nT
−t  and ( 1)nT
−g  from the previous load 
step serve as the state variables for this model. The relations for ( )nTt  given by (5.45) and (5.46) 
are substituted into (5.36) to give the weak form including Coulomb friction at the interface. This 
nonlinear equation is solved iteratively for the increments  and p∆ ∆u  that update the 
equilibrium configuration to load level n . 
5.4.2 Physics-based friction model 
Compared to the classical Coulomb law, the model presented in Section 5.3 is more amenable to 
a load branch tracing strategy. Therefore, we consider the domain to be subjected to a series of 
loads that cause the interface to experience a sequence of loading and unloading events. Each 
loading branch is designated by a counting parameter 1, 2,...s = . 
Remark: For structures containing multiple interfaces experiencing complicated loading, 
different interfaces may undergo loading and unloading conditions concurrently. Thus, each 
local region of an interface should be treated as having a separate loading branch sequence. 
207 
 We begin by focusing on the initial loading branch for 1s =  which occurs along a portion of the 
interface immediately following first contact during the subsequent load step. This condition 
corresponds to the loading equation (5.32) from Section 5.3.2. Locally, we associate the 
tangential traction ( )nTt  with the quantity 
load
flat oQ A . However, equation (5.32) requires a value for 
the mean normal interference d . Therefore, we must first obtain this quantity from the 
expression for the normal force (5.28). Solving this equation for d , we substitute the normal 
contact pressure ( )nNt  for flat oP A  and obtain the following: 
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Then, we can evaluate (5.32) replacing the tangential displacement δ  with the magnitude of 
( )n
Tg , which results in 
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Finally, when the value of ( )nTg  reaches the critical value ( )* *6 4f E d Gµ − , the maximum 
tangential force ( ) ( )n nT f Ntµ=t  is reached, and any larger deformations are then evaluated by the 
slip condition (5.46) setting ( 1)nT
− = 0g . This procedure for evaluating ( )nTt  is summarized in Table 
5.1. 
Table 5.1. Algorithm for evaluating ( )nTt  from physics-based model 
      1.  Compute { }( )( ) ( ) ( )n n nN N Nt ghσ µ= +   
 
      2.  Compute d  from (5.47)  
      3.  a)  If ( )( ) * *6 4nT f E d Gµ< −g : (stick) 
                    Compute ( )nTt  from (5.48)  
           b)  Otherwise: (slip) 
                    Compute ( )nTt  from (5.46)  
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For subsequent load steps, either (5.48) or (5.46) is used so long as the interface continues to be 
loaded, i.e. ( ) ( 1)n nT T
−≥g g . Once this inequality is violated, the unloading phase begins; thus, the 
value of s  is incremented, and the extreme value of the gap is stored as ( 1)sT
−g . The tangential 
traction is now associated with the quantity unloadflat oQ A  with analogy to (5.33) and (5.34) from 
Section 5.3.2. Thus, the formula for ( )nTt  becomes: 
 ( )( ) ( ) ( ) ( 1) ( ) ( 1)intn n n s n sT f N T T T TK tµ − −= − −t g g g g  (5.49) 
where the factor intK  accounts for the interface stick/slip condition: 
 ( )
( ) ( )
7
2
7 7
2 2
1
1 2
2
* ( ) ( 1)
int *
* ( ) ( 1) * ( 1)
* *
1
2
1 2 1
6
2 4
1 2 1 1
6 6
n s
T T
n s s
T T T
d d
d d d
d d
G
K
E d
G G
E d E d
µ
µ µ
−
− −
≤
≤ <
<





  −  = − −  −  
    −    − − + −    − −    
g g
g g g
 (5.50) 
and the limiting approach values are ( )* * ( ) ( 1)1 6 2 n sf T Td G Eµ −= − −g g  and 
( )* * ( 1)2 6 4 sf Td G Eµ −= − g .  
The region of the interface continues along the unloading branch as long as 
( ) ( 1) ( 1)n n s
T T T
− −≤ ≤g g g  holds. When this is no longer the case, the local character of the loading 
has reversed, and therefore the extreme gap value is overwritten by the last converged state ( 1)nT
−g
. Using the new value of ( 1)sT
−g , equations (5.49) and (5.50) become valid for computing the 
tangential traction, in analogy to (5.35). The interface then satisfies the reloading criteria so long 
as ( 1) ( 1) ( )s n nT T T
− −≤ ≤g g g . When this criteria is no longer met, the interface reverts to the 
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 unloading condition. This procedure of updating ( 1)sT
−g  with respect to the extreme points in the 
loading-unloading cycles continues throughout the remainder of the simulation. 
From this discussion, we observe that the gap values ( 1)nT
−g  and ( 1)sT
−g  are the state variables for 
the physics-based model. Finally, the various expressions for ( )nTt  given above are incorporated 
into equation (5.36) to arrive at the weak form containing the variationally-embedded interface 
friction model. 
Remark: For complex structures containing multiple joints, the condition of load reversal 
locally at each joint may not be immediately evident at the initiation of the solution step n . In 
this case, the first iteration can be made assuming each joint is under increasing load, and the 
incremental gap across each joint can be evaluated. Then each joint should be tested to see if the 
assumed incremental direction matches the sign of the gap function from the previous step. 
Those joints which experience a reversed increment should be updated using the unloading 
formula, and then the entire iteration should be solved again. A similar load reversal happens 
for joints that experience reloading after a partial unloading during a cyclic process. 
Remark: In the discrete setting, the integrals shown in (5.36) are computed numerically by 
evaluating the arguments at specific integration points. Therefore, once the solution is obtained 
at the end of load step 1n −  or load branch 1s − , the values of the necessary displacements and 
tractions along the interface at each integration point are stored for subsequent use in the 
history-dependent formulas during the solution phase of load step n . 
5.4.3 Summary of proposed methods 
To close this section, we present a summary of the methods proposed in this work in Table 5.2. 
The associated variational equations are separated according to whether a single or mixed field 
treatment is employed and whether the method is appropriate for linear or nonlinear interface 
models. 
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 Table 5.2. Algorithms 
Formulation Description 
Equation (5.7)  Pure displacement form of the formulation for 
linear interface models 
Equation (5.17) Mixed form of the formulation for linear 
interface models 
Equation (5.36) Mixed form of the formulation for nonlinear, 
time-dependent interface models 
 
 
Remark: We want to highlight that the ideas employed for the extension of the mixed field 
formulation to the corresponding iterative form (5.36) for nonlinear interface models can also be 
applied to the pure displacement-based formulation presented in Section 5.2.1. In that case, the 
discussion in this section can be directly appended to equation (5.7). 
5.5 Numerical Results 
This section analyzes the performance of the stabilized interface formulation through a series of 
simulations to provide a comparison between the classical Coulomb and physics-based frictional 
models on two dimensional and three dimensional sample problems. Linear triangular and 
quadrilateral elements are employed using equal-order interpolations for the displacement and 
pressure fields in Section 5.5.1 while linear tetrahedral and hexahedral pure-displacement 
elements are employed in Section 5.5.2. The bubble functions selected in [115] are used to 
represent the fine-scale fields in the mixed weak form. The value of the penalty parameter 10=  
was used in all cases. Full numerical quadrature was employed in all the calculations; line 
segment interfacial integrals were evaluated using a three-point Gaussian quadrature scheme 
while surface interfacial integrals were evaluated using either a three-point or four-point rule for 
tetrahedral or hexahedral elements, respectively. 
5.5.1 Two dimensional lap joint 
For the first series of numerical simulations, we selected a sample geometry representing small 
lap joints used in fretting experiments [59]. Figure 5.4 presents a diagram of the joint. The 
overlap at the interface is 16 mm long by 10 mm wide, and the two halves are 5 mm thick. The 
joint is considered fully-fixed at both ends. The material properties of steel are used, and plane 
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 stress conditions are assumed. A preload of 50 MPa is applied to represent the pretensioned 
bolts. Although the pressure distribution from the bolts is actually nonuniform, the pressure is 
assumed constant for simplicity. A tangential displacement of 5 microns is applied to the right 
end, and the coefficient of friction is taken as 0.3 at the interface. A plot of the general deformed 
configuration of the joint under this loading is shown in Figure 5.5, where the displacements 
have been magnified two hundred times for visualization purposes, and the initial condition is 
given by the dashed lines. 
 
Figure 5.4. Lap joint problem description 
 
Figure 5.5. Magnified deformed configuration of lap joint 
In the simulations that follow, we compare the response of the lap joint predicted by the interface 
formulation incorporating the Coulomb model to that of the physics-based constitutive law. We 
also analyze the convergence of the numerical results upon mesh refinement as quantified by the 
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 error indicator described in Section 5.2.3. Three types of meshes were designed to illustrate the 
versatility of the computational framework: conforming and nonconforming meshes of 
quadrilaterals, and a composite nonconforming mesh including triangles and quadrilaterals. The 
mesh hierarchy employed for the convergence rate study is shown in Table 5.3. The coarsest 
meshes are shown in Figure 5.6, and refined meshes are obtained via uniform bisection. 
Table 5.3. Listing of the number of elements and nodes in the mesh hierarchy 
Mesh 
Name 
Conforming Nonconforming Composite 
Elements Nodes Elements Nodes Elements Nodes 
Coarse 32 54 32 70 48 70 
Medium 128 170 128 200 192 200 
Fine 512 594 512 654 960 654 
 
  (a)               (b) 
 
  (c) 
Figure 5.6. Mesh hierarchy: (a) conforming mesh; (b) nonconforming mesh; (c) composite mesh 
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 Remark: The meshes presented above were selected to conduct a convergence analysis and to 
obtain an estimate of the overall behavior of the joint. Local refinement near the ends of the joint 
overlap and near the edges of the pressure loading would likely be necessary to obtain greater 
accuracy in these zones; this observation is confirmed via the error estimates for the numerical 
results presented below. 
5.5.1.1 Coulomb friction at interface 
First, we present results from simulations of the lap joint employing the classical Coulomb 
model. Only results from the conforming mesh will be shown because of the similarity amongst 
the mesh types, which will be discussed in the following section. For the stick condition (5.45), 
we select a value for the stiffness parameter 44.0 10T = ×  N/mm
3. This value was selected 
numerically to make the results from classical Coulomb friction comparable to those for the 
physics-based model in the next section.  
Contour plots of the displacement field are obtained on the medium mesh are shown in Figure 
5.7. These plots are smooth and free of oscillations at the interface. The compression of the joint 
under the applied pressure can be seen in Figure 5.7 (b). Partial slip of about half a micron can be 
deduced from the discontinuous contours along the joint in Figure 5.7 (a).  
 
  (a)             (b) 
Figure 5.7. Medium conforming mesh displacement contours (mm): (a) xu ; (b) yu  
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 A plot of the relative displacement along the interface is given in Figure 5.8. The normal gap Ng  
is identically zero along the joint interface for the conforming mesh, and only very small 
deviations occur on the nonconforming and composite meshes. Almost no penetration is 
observed during any of the simulations, and this is attributed to the stabilization terms in the 
normal direction. The graph of the tangential gap Tg  is segmented to clearly exhibit the stick 
and slip zones along the interface. The relative motion is symmetric about the centerline of the 
joint, in accordance with the loading and boundary conditions. The central zone of the interface 
under stick condition is about 4 mm wide, although the tangential gap is still almost 0.5 μm in 
this zone due to the relatively small value of T . This relative motion more closely approximates 
the partial slip behavior of joints than the rigid response obtained from a larger value of T . 
 
Figure 5.8. Relative displacement along interface 
To analyze the accuracy of these numerical results in solving the governing equations, we 
consult the value of the error indicator obtained on each mesh. A plot of the H1 seminorm in each 
element of the medium mesh is presented in Figure 5.9. In general, the fine-scale errors predict 
regions where the actual error in stresses and strains are relatively higher across the domain. 
Here, the errors appear to be higher at the ends of the joint and at the transition zones of the 
pressure on the top and bottom surfaces, which correlate with expected regions of reduced 
smoothness of the exact solution. These regions would be candidates for localized mesh 
refinement, while elements with low values of e  can be considered to provide accurate 
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 approximations of the solution. In particular, much of the interface has about the same level of 
estimated error as most of the domain. 
 
Figure 5.9. Contour plot of H1 seminorm of error indicator e  ( 32mm ) 
Plots of the error norms obtained from each mesh level are given in Figure 5.10. The values have 
been normalized with respect to the corresponding displacement field norm computed on the 
finest mesh. These curves indicate the convergence of the numerical solution upon mesh 
refinement. The observed convergence rates of the L2 norm and H1 seminorm are slightly below 
the theoretical rates of 2 and 1, respectively; this can be attributed to reduced regularity of the 
solution due to boundary conditions and the joint overlap. 
 
Figure 5.10. Convergence rates of normalized error estimate in L2 norm and H1 seminorm 
Remark: These error estimates are a key feature that distinguishes this stabilized formulation 
from standard frameworks that lack a built-in measure for assessing accuracy of solutions. 
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 Finally, we conducted a quasi-static simulation using a cyclic applied displacement according to 
the method described in Section 5.4, and the resulting hysteresis loop is shown in Figure 5.11. 
This plot tracks the value of the applied displacement δ  on the right end of the domain versus 
the tangential force reaction at the ends of the lap joint as obtained from the medium conforming 
mesh. A shift of about 300 N is observed between the unloading and reloading branches, which 
can be attributed to the relatively large portion of the interface under slip condition at the 
extremes of the loading cycle. The energy dissipated in one cycle is about 3.4 mJ, as calculated 
from the area inside the hysteresis loop. The closure of the loops implies that they are repeatable, 
and we have simulated five cycles without significant changes in the computed results. 
 
Figure 5.11. Hysteresis loop obtained from quasi-static cyclic load-history 
5.5.1.2 Physics-based interface constitutive model 
This section presents numerical results incorporating the physics-based model presented in 
Section 5.3. The values for the Greenwood-Williamson roughness and other surface parameters 
used in the simulations are given in Table 5.4. These surface roughness parameters were 
measured from an actual joint fabricated for fretting experiments [59]. 
Table 5.4. Greenwood-Williamson roughness parameters from steel lap joint 
Roughness 
Parameters 
σ   (µm) η   (µm-2) R   (µm) fµ  
Joint 2.677 2.91x10-4 30.14 0.3 
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 The solutions from each of the three mesh types are compared as obtained from the variationally 
consistent formulation described in Section 5.4. Contour plots of the displacement field 
components for the medium level meshes are given in Figure 5.12 and Figure 5.13. The results 
obtained for the conforming and nonconforming mesh are nearly identical, with all major 
features of the solution captured on both meshes. The composite mesh also provides comparable 
results, with only minor variations observed in the top half of the joint between Figure 5.13 (a) 
and (c). These contour plots also appear qualitatively similar to the results from the classical 
Coulomb friction simulation presented in Figure 5.7. We emphasize that these results were 
obtained from the physics-based model that incorporates measurable surface properties rather 
than arbitrarily specified user parameters. 
Remark: The uniformity of the results across the mesh types presented in Figure 5.12 and 
Figure 5.13 indicates that the proposed formulation produces numerical solutions of consistent 
quality independent of mesh conformity. 
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  (a)             (b) 
 
  (c)       
Figure 5.12. Medium mesh displacement xu  contours (mm): (a) Q4 conforming mesh; (b) Q4 
nonconforming mesh; (c) composite mesh 
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  (a)             (b) 
 
  (c) 
Figure 5.13. Medium mesh displacement yu  contours (mm): (a) Q4 conforming mesh; (b) Q4 
nonconforming mesh; (c) composite mesh 
Next, we present plots of the normal and tangential gap functions along the joint interface in 
Figure 5.14. The magnitude and variation of the tangential displacement are fairly consistent 
across the three mesh types. The graphs of the nonconforming meshes are not exactly symmetric; 
this is a consequence of the discretization because the discrete algebraic system is not exactly 
symmetric. However, the deviations are relatively insignificant compared to the overall trends 
obtained. There are also small oscillations in the normal displacement along the interface; these 
spurious features are controlled by the stabilization terms and have been confirmed to decrease 
with mesh refinement. 
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  (a)             (b) 
 
  (c) 
Figure 5.14. Interface displacement graphs: (a) conforming mesh; (b) nonconforming mesh; (c) 
composite mesh 
The profile of the tangential displacement from the physics-based model agrees fairly well with 
the corresponding one shown in Figure 5.8 for classical Coulomb friction, although some 
differences are apparent. Most noteworthy, the minimum value of Tg  shown in Figure 5.14 (a) 
is above 0.5 μm in the stick zone, and the size of the stick zone is much larger compared to 
Figure 5.8. These differences can be attributed to the nonlinear force-displacement relationship 
(5.48) obtained from the statistical summation approach described in Section 5.3. This 
relationship provides a smoother transition from stick to slip conditions compared to the abrupt 
change utilized in the classical Coulomb model. 
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 An error analysis was also conducted for each mesh type. A plot of the element H1 seminorm of 
e  is shown in Figure 5.15 for the conforming, nonconforming, and composite meshes. The 
values for the conforming mesh shown in Figure 5.15 (a) are almost exactly the same as 
presented in Figure 5.9. Therefore, the comments made previously concerning the errors caused 
by the sharp boundary conditions and the interface slip zones still apply. Comparing Figure 5.15 
(a) to Figure 5.15 (b), the estimated error e  does not appear to have increased along the interface 
even in the presence of the nonconforming mesh. This is a testament to the stability of the 
proposed interface formulation. 
  
  (a)             (b) 
 
  (c) 
Figure 5.15. Contour plot of H1 seminorm of direct error e  ( 32mm ): (a) conforming mesh; (b) 
nonconforming mesh; (c) composite mesh 
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 Finally, we present results from convergence rate studies employing the error indicator e . Line 
plots of the L2 norm and H1 seminorm obtained from the series of meshes listed in Table 5.3 are 
shown in Figure 5.16. These plots indicate that the estimated error for each mesh type is nearly 
the same, and the convergence rates are slightly below the optimal rates of 2 and 1 for the L2 
norm and H1 seminorm, respectively. 
 
  (a)             (b) 
 
  (c) 
 
Figure 5.16. Convergence rates of normalized error estimate in L2 norm and H1 seminorm: (a) 
conforming mesh; (b) nonconforming mesh; (c) composite mesh 
Similar to the case of Coulomb friction, cyclic displacement-controlled loading was applied to 
simulate hysteretic behavior of the lap joint. The force-displacement curve is shown in Figure 
5.17 for the medium conforming mesh. Since the computed response is cyclic, we only report 
one cycle, although five contiguous loops were simulated. Compared to the Coulomb friction 
case, a maximum force differential of 500 N is observed during the cycles, and the total energy 
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 dissipation is about 3.9 mJ per cycle. These differences can be attributed to the smooth transition 
between partial slip and gross slip provided by the physics-based model compared to sharp 
elastic-plastic treatment of the Coulomb model. Again, we remark that a value for the elastic 
constant in the Coulomb model was assumed in order to enforce an agreement between the 
tangential forces computed from both constitutive laws. Alternatively, a different parametric 
value could be assigned to provide agreement in the total energy dissipation.  
 
Figure 5.17. Hysteresis loop obtained from quasi-static cyclic load-history 
5.5.2 Three dimensional double lap joint 
The second series of simulations was conducted on a model of a double-bolted lap joint shown in 
Figure 5.18 (a). The joint consists of two 1 cm thick, 10 cm long steel plates attached by 12 mm 
diameter bolts to lap plates that are 0.5 cm thick and 12 cm long. Each plate is 10 cm wide, and 
the bolts are evenly spaced at 5 cm on center, as can be seen from the plan view in Figure 5.18 
(b). Rather than explicitly meshing the bolds and the holes in the plates, the bolt preload of 35 
kN is applied as a uniform pressure over an area of 20 mm × 20 mm which approximately 
corresponds to the area of the bolt head. The properties of steel given in the previous section, 
namely a Young’s modulus of 20 GPa and a Poisson’s ratio of 0.24, are assigned to the plates, 
and the friction coefficient is taken as 0.3. 
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  (a)             (b) 
Figure 5.18. Double lap joint problem description: (a) side view; (b) plan view 
A cyclic longitudinal displacement with maximum amplitude of 20 mδ µ=  is applied uniformly 
along the edges of the 1 cm thick plates as shown in Figure 5.18 (a). Due to the symmetry of the 
problem domain, only one eighth of the joint is meshed, and appropriate symmetry conditions 
are applied. We consider two discretizations of the domain. The first is a structured conforming 
hexahedral mesh while the second contains tetrahedral elements in the 12 mm lap plates. The 
second mesh serves as an example of nonconforming meshes with different element types that 
can be encountered in practical applications when many connecting parts come into contact. 
Close agreement between the interfacial responses simulated by the two discrete models 
indicates that the interface formulation is insensitive to nonconforming meshes, as was shown for 
the two dimensional problem in Section 5.5.1. In both cases, the meshes were generated from a 
template pattern of cubes with 1.67 mm edges, and the pure-displacement formulation 
corresponding to (5.7) was used for simplicity (see remark at the end of Section 5.4.3). The 
number of nodes in the mesh of the long plate and lap plate is 7,564 and 4,588, respectively. As a 
frame of reference, we assign the following coordinate system with its origin at the full-
symmetry point as shown in Figure 5.18 (a) and (b): the x-axis is aligned with the cyclic load 
longitudinally, the y-axis is aligned with the preload in the thickness direction, and the z-axis is 
aligned with the transverse direction. 
5.5.2.1 Coulomb friction 
The mechanical response of the joint is first modeled using Coulomb friction, where the value of 
the stiffness parameter 44.0 10T = ×  N/mm
3 is retained from the two dimensional simulations.  
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 The applied displacement was increased from zero to the maximum value 20 mδ µ=  in steps of 
2 μm, and then it was cycled through one complete loop with a minimum value of 20 mδ µ= − . 
The total shearing force on the joint is computed by summing the reaction forces at all nodes 
with prescribed cyclic displacement, and the force-displacement history during the cycle 
obtained from both meshes is plotted in Figure 5.19. For this macroscopic quantity, the results 
from the tetrahedral and hexahedral element meshes are indistinguishable. The difference 
between the reaction forces at the maximum elongation at the start and end of the cycle was less 
than 1%, meaning that the hysteresis loops close as is physically expected. The ratio of the 
maximum total shear force across each interface to the total compressive force is about 0.23, or 
about 75% of the maximum capacity of the frictional interface. Finally, the energy dissipation 
per cycle was computed as 35 mJ. 
 
  (a)             (b) 
Figure 5.19. Hysteresis loop obtained from cyclic load-history: (a) conforming mesh; (b) 
nonconforming mesh 
Next, we plot displacement contours on the deformed configuration in Figure 5.20 at the 
maximum load level 20 mδ µ=  to analyze more closely the spatial characteristics of the 
response. The deformations are magnified 200 times for visualization purposes. These contour 
plots are shown for half of the lap joint, where the solution in the other octants was obtained by 
reflecting the computed solution across the symmetry planes. From the distorted mesh lines in 
Figure 5.20 (a), we can observe the significant compression underneath the pretensioned bolts, 
which causes the lap plate to bend and raise the outer edges out of contact with the thicker plate. 
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 As will be mentioned below in the analysis of the contact stresses, only 27% of the interface 
remains in contact. The results from the nonconforming mesh are almost identical to the 
conforming mesh, highlighting a key strength of the numerical method. Only the upward 
deflection of the tips of the lap plate for the tetrahedral mesh is slightly less than observed from 
the hexahedral mesh. In Figure 5.20, the x-component of displacement is noticeably 
discontinuous between the lap plates and the long plate. Also, the zu  displacement contours in 
Figure 5.20 (c) and (d) illustrate the lateral contraction of the plates at the ends and in the center 
of the joint due to the Poisson effect. However, the deformations are more complex in the 
vicinity of the overlapping zone. 
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  (a)             (b) 
 
  (c)             (d) 
Figure 5.20. Displacement contours (mm) on deformed configuration: (a) xu  conforming mesh; 
(b) xu  nonconforming mesh; (c) zu  conforming mesh; (d) zu  nonconforming mesh 
To examine the behavior close to the zone of contact, we construct a cut-away view of the 
portion of the joint in the +x/+y/-z octant of the coordinate system and also remove half of the lap 
plate to expose the contact surface. Such regions are often inaccessible or difficult to measure 
during experiments, and thus computational techniques can serve a vital role in assessing the 
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 localized behavior of mechanical systems. The shear stress component xyσ , which is the 
mechanism through which the applied load is transferred between the plates, is depicted in this 
cut-away view in Figure 5.21; we again observe close agreement between the two mesh types 
even for this relatively coarse approximation with only three elements through the thickness. We 
remark that these contours are obtained through applying the nodal average post-processing 
technique to the element stress fields in each plate separately. From Figure 5.21 (a), the stress 
distribution is clearly non-uniform in the zone of contact. Upon removing the lap plate from 
view, the stress distribution resembles a “U” opening toward the applied displacement. From the 
visible portion of the lap plate, the stress field appears nearly continuous between the lap and 
long plates; also, it decays through the thickness of the lap plate to a small value underneath the 
applied preload. Due to the coarseness of the mesh, the stress is still apparent at the surface. This 
value is expected to decay upon refinement. 
 
  (a)             (b) 
Figure 5.21. Stress xyσ  contour on cut-away near contact surface: (a) conforming mesh; (b) 
nonconforming mesh 
Finally, we present spatial distributions of the tangential traction and gap in the longitudinal 
direction in Figure 5.22. These interface plots are taken from the perspective of an observer 
looking down at the long plate from above. Only the element surfaces within a 3 cm × 3 cm zone 
in the vicinity of active contact are shown, and zero values indicate regions that are not in 
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 contact. Although the results on the tetrahedral mesh exhibit slightly higher discontinuities 
between elements, the overall features and the magnitudes of the fields are quite similar between 
Figure 5.22 (a) and (b). This confirms the excellent performance of the method for 
nonconforming meshes. The tangential traction component agrees closely with the shear stress in 
Figure 5.21 and reaches a maximum near the center of contact. Also, the traction is slightly 
higher on the side of the contact zone closer to the free surface ( )5 cmz =  rather than the side 
closer to the centerline ( )0 cmz = . The tangential gap also exhibits a “U”-shaped pattern, 
although the value is higher along the boundary of the contact zone in agreement with the two 
dimensional results in Figure 5.8. The region in the center with higher shearing traction has a 
small value of the tangential gap and is apparently in the stick regime. 
 
  (a)             (b) 
 
  (c)             (d) 
Figure 5.22. Interface traction and gap: (a) ,T xt  conforming mesh; (b) ,T xt  nonconforming mesh; 
(c) ,T xg  conforming mesh; (d) ,T xg  nonconforming mesh 
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 5.5.2.2 Physics-based friction model 
The hysteresis simulation of the lap joint is now repeated using the physics-based model of 
Section 5.4.2. The same interface material properties listed in Table 5.4 are used for this study. 
Also, results obtained from both the conforming and nonconforming meshes are highlighted. The 
friction model is implemented in the x-direction aligned with the dominant loading, and elastic 
tangential springs with constant 44.0 10= ×  were employed in the transverse (z) direction to 
mimic the Coulomb friction response. The extreme values of the applied displacement were 
again taken as 20 mδ µ= ± , and the time step size was adjusted variably between 2 mµ  and 
10 mµ . 
Displacement contours obtained from both meshes at the maximum load level 20 mδ µ=   are 
presented in Figure 5.23. Again, the solution obtained from the conforming and nonconforming 
meshes are nearly indistinguishable. The longitudinal deformation of the joint is very similar to 
the results from the Coulomb friction simulation in Figure 5.20. Slight variations in the 
characteristics of the transverse displacement near the contact zone can be noted between Figure 
5.20 (c) and Figure 5.23 (c), where the magnitude of the deflections at the tips of the plates 
appears to be somewhat lower. However, the global trends are very much in agreement. Based 
upon the similarity in the results from the two meshes shown in Figure 5.23 as well as the 
observations in the previous section, we are only presenting results for the conforming mesh in 
subsequent figures.  
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  (a)             (b) 
 
  (c)             (d) 
Figure 5.23. Displacement contours (mm) on deformed configuration: (a) xu  conforming mesh; 
(b) xu  nonconforming mesh; (c) zu  conforming mesh; (d) zu  nonconforming mesh 
Next, a shear stress xyσ  contour is shown on the cut-away view of the contact zone in Figure 
5.24. While the physics-based model produces many of the same features evident in the results 
from Coulomb friction in Figure 5.21, a few distinct characteristics can be noted in the contact 
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 zone. First, the shear stress in the region closer to the applied displacement appears to be diffused 
over a larger area, and second the magnitude of the stress in the legs of the “U” appears to be 
reduced. These features are clearer in the contact traction and gap profiles shown in Figure 5.25. 
Comparing the results in Figure 5.25 (a) to Figure 5.22 (a), the traction in the region 32 mmz ≈  
is lower for the physics-based friction compared to Coulomb friction but is comparable in the 
region 17 mmz ≈ . Also, higher stresses are evident in the region 43 mmx ≈ . Thus, the two 
models produce distinguishable results in the vicinity of the contact zone. 
 
Figure 5.24. Stress xyσ  contour on cut-away near contact surface 
 
  (a)             (b) 
Figure 5.25. Interface traction and gap: (a) ,T xt  conforming mesh; (b) ,T xg  conforming mesh 
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 The force-displacement history produced by the cyclic loading is reported in Figure 5.26. Similar 
values for the reaction forces at the extreme load levels are observed compared to those from the 
Coulomb model in Figure 5.19. However, the area of the loop is noticeably smaller, and the 
energy dissipation per cycle is computed as only 15 mJ compared to the value of 35 mJ from 
Section 5.5.2.1. This discrepancy is likely attributable to the difference in the contact traction and 
gap profiles described above and illustrates the effects of interface modeling assumptions on the 
macroscopic response of the mechanical system model. 
 
Figure 5.26. Hysteresis loop obtained from cyclic load-history 
5.6 Conclusions 
We have presented an application of a new method for interfacial modeling that utilizes concepts 
from discontinuous Galerkin (DG) methods employed within the context of a Variational 
Multiscale framework. The DG method [116] leads to interfacial flux terms that weakly enforce 
the continuity of the underlying fields and also provides a mechanism to embed friction models. 
A significant attribute of the method is an unbiased implementation of the interfaces that allows 
the deformation of the two interacting surfaces to conform to their local material and geometric 
features. The major contribution of this work is the embedding of two friction models into the 
DG interface formulation and developing appropriate time integration schemes for tracking the 
interfacial material response. The physics-based model proposed in [59] is analyzed for a two 
dimensional lap joint problem and used to calibrate the elastic stiffness parameter in the classical 
Coulomb model. Both models produce results that are in good agreement across a sequence of 
234 
 numerical tests with conforming and nonconforming meshes. A convergence rate study using the 
built-in error estimation module is also conducted to ensure that the simulation results are 
accurate and convergent, and the distribution of local error indicates that nonconforming meshes 
produce equally accurate results at the interface compared to conforming meshes. Following the 
two dimensional analysis, a hysteresis study of a three dimensional lap joint problem is 
conducted in which non-uniform contact interactions are present. The Coulomb friction model, 
which was previously investigated within the proposed formulation only for two dimensional 
problems, produces physically meaningful results on coarse meshes and exhibits close agreement 
between results on conforming and nonconforming meshes. The physics-based friction model 
produces globally similar results to the Coulomb model but shows slightly different features in 
the contact stress and gap profiles. These numerical tests illustrate that the proposed interface 
formulation is capable of accurately capturing the discrete contact between non-matching meshes 
with different element types and accommodating complex friction models for simulating the 
fretting response of jointed structures. 
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 Chapter 6 
A Discontinuous/Continuous Galerkin Method for 
Modeling of Interphase Damage in Fibrous Composite 
Systems* 
6.1 Introduction 
In recent years, engineered materials called composites have become increasingly prevalent in all 
types of structures. Whether laminated or fiber-reinforced, the common feature of these materials 
is an engineered combination of constituents that yields a product with enhanced strength in 
preferred directions. In the case of fibrous composites, the fibers are aligned in a mold and 
injected with a polymer matrix. The assembly is transferred to an autoclave for heat treatment, 
which upon cooling produces a material that acts in unison. While these materials offer many 
benefits over conventional ones, proper design to ensure safe and efficient use must take into 
account the complex failure mechanisms in composites. In the autoclave, the fibers and matrix 
experience differential cooling and inhomogeneous chemical reactions that lead to residual 
stresses and non-uniform bond strengths. The interphase between the constituents, the melted 
zone across which the material properties transition rapidly, is often the site for crack initiation 
and subsequent debonding. Since composite specimens cannot be easily cut open in experiments 
without upsetting the microstructure, robust numerical techniques are desired that can accurately 
predict this progressive damage. 
Some of the first numerical techniques for modeling the fracture process focused on so-called 
cohesive elements, with the pioneering work by Dugdale [50] and Barenblatt [18]. The basic idea 
of this approach is the use of nonlinear springs either through node-to-node coupling or through  
* This Chapter is has been adapted from “T.J. Truster, A. Masud, A discontinuous/continuous Galerkin method for 
modeling of interphase damage in fibrous composite systems. Computational Mechanics, DOI 10.1007/s00466-012-
0827-2”. The copyright owner has provided written permission to reprint the work. 
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 distributive coupling at integration points between two sets of elements across a discrete 
interface with independent interpolations. Sometimes the interface is treated as having a finite 
thickness, as in [14], or as a mortaring surface in [120]. In a series of papers, Ghosh and 
coworkers have demonstrated the application of the Voronoi Cell Finite Element Method [124] 
employing cohesive zone models to simulate fibrous composite behavior, see e.g. [143,99]. A 
finite deformation method for cohesive elements was presented by Ortiz and Pandolfi in [132]. 
Other notable works include simulations with residual stresses [41] and a study of multi-fiber 
arrays with random perturbations to the periodic fiber locations [175]. The main drawback of 
cohesive elements is that springs with artificial stiffness must be used even prior to crack 
initiation, which can lead to problems such as spurious oscillations in dynamics simulations [44]. 
Inserting interface elements only after a damage criterion is met requires expensive updates to 
mesh connectivity which may not be easily handled in large-scale parallel architectures [36]. A 
summary of fracture simulations in computational mechanics would be remiss without reference 
to the Generalized Finite Element Method and its many variants, of which a notable application 
to composites is given by Hettich et al. [77]. However, the additional overhead required by these 
methods seems better suited to problems with arbitrary crack propagation compared to 
composites where the failure surface is well-defined. Thus, while the ultimate goal of the 
micromechanics simulations of composites is often to determine equivalent continuum damage 
models [99,29], numerical techniques that robustly model the microstructural behavior are 
necessary to ensure the proper characterization of such continuum models. 
In this work, we propose a Discontinuous Galerkin (DG) approach to model the behavior of 
composite interphases. The DG treatment is localized to the bi-material interface, a discrete 
idealization of the physical interphase, while the Continuous Galerkin method is used in the bulk 
domains to minimize added computational cost. The inclusion of springs with finite stiffness at 
the interface is completely avoided by employing consistent numerical flux terms to weakly 
enforce the continuity of the displacement field prior to debonding. The transition to softening 
response is handled seamlessly through the incorporation of an auxiliary field compared with a 
previous hybrid DG method [121] in which the transition is nonsmooth and difficult to simulate 
in three dimensions. The proposed method is motivated by an augmented Lagrangian approach 
used by Lorentz [104] to simulate fracture of laminated composites. However, the need for 
adding multiplier fields is avoided by instead using the average stress from the bulk domains as 
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 the measure of the interface traction. This results in a pure displacement method with a 
constitutive interface treatment similar to traditional elastoplastic finite element algorithms. 
Thus, a novel contribution of this work is the demonstration that DG approaches can in some 
cases be directly substituted into classical augmented Lagrangian frameworks. 
In the following section, we present the Discontinuous Galerkin formulation for bi-material 
interfaces. An example constitutive model for progressive debonding along with its numerical 
integration is given in Section 6.3 followed by consistent linearization of the formulation in 
Section 6.4. Numerical problems are presented in Section 6.5 for simulating the response of a 
fiber-matrix unit cell. Finally, conclusions are drawn in Section 6.6. 
6.2 Discontinuous Galerkin Formulation for Debonding of 
Bi-material Interfaces 
We consider a composite domain 3Ω⊂  , containing a fiber and the surrounding matrix, and the 
bonded interface intΓ . The multi-fiber case is treated by a straightforward generalization of the 
following developments. Following the approach of Lorentz [104], the equilibrium configuration 
of the composite is determined from minimizing the combined potential energy potE  of the 
constituent domains and the interface: 
 ( ) ( )  ( ) ( )pot el int extE E E W= + −u u u u  (6.1) 
where elE  and intE  are respectively the elastic energy of the bulk materials and cohesive energy 
of the interface, defined as follows: 
 ( ) ( )( ) ( ) ( )
int int
el intd ; dE EΩ Γ Γ= Φ Ω = Π Γ∫ ∫u ε u δ δ  (6.2) 
and ( )extW u  represents the work of the external loads from prescribed tractions and/or body 
forces. The elastic strain energy density Φ  for the fiber and matrix is expressed in the standard 
fashion in terms of the infinitesimal strain field ( )ε u . The cohesive energy density Π  is a 
function of the gap 
 
+ −= = −δ u u u  between the fiber displacement +u  and matrix 
displacement −u  that can open as the interface debonds. Figure 6.1 illustrates this residual gap 
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 across an interface. Similar to elastoplasticity, irreversibility of the debonding or separation 
process is treated by incorporating internal variables into the definition of Π . The range of 
behavior that can be modeled by the cohesive potential is quite broad; a specific model is 
discussed in Section 6.3.1. 
 
Figure 6.1. Residual gap δ  across debonding interface 
Due to the non-differentiability of the cohesive potential at the initiation of debonding, the 
decomposition-coordination technique of [61] is adopted in which the interface residual gap δ  is 
treated as an auxiliary field to be determined alongside the displacement field u . In [104], the 
resulting mixed problem is formulated using an augmented Lagrangian approach to enforce the 
constraint 
 
=u δ  within the minimization of (7.1). The formal statement is: find the saddle 
point ( ), ,u δ λ  of the augmented Lagrangian rL : 
 
( ) ( ) ( ) ( )
 ( )
 ( )  ( )
int
int
el int ext, , d
d
2
r E E W
r
Γ
Γ
= + − + ⋅ − Γ
+ − ⋅ − Γ
∫
∫
u δ λ u δ u λ u δ
u δ u δ
L
 (6.3) 
in which λ  is the additional multiplier to enforce the linear constraint and r  is a penalty 
parameter. Note that, similar to contact formulations [152,174,180,120,116], the multiplier field 
has the physical connotation of the traction at the interface. A close analogy exists between the 
classical additive split of the linear strain into elastic and plastic parts e p= −ε ε ε  and the 
expression for the interface gap 
 
= −0 u δ , whereby ε  and 
 
u  are respectively the actual 
strain measures for the bulk domain and the interface, while pε  ( )δ  are the residual strains in the 
bulk (interface). Similar to typical elastoplastic finite element formulations, the variable δ  will 
be tracked locally at the Guass points along the composite interface. 
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 At this point, we depart from the approach of [104] and replace the multipliers by an alternative 
representation of the interface traction motivated by Discontinuous Galerkin (DG) methods 
[5,121,116]. Namely, the average traction ( ){ }σ u n  is used in place of λ , which is defined as 
follows: 
 { } ( ) ( )12
+ + − − = + σn σ u σ u n  (6.4) 
where +σ  and −σ  are the restrictions of the stress tensors from the fiber and matrix, respectively, 
onto the interface intΓ , and 
−=n n  is the unit outward normal to the matrix. Discontinuous 
Galerkin methods have a rich mathematical history and provide a number of advantages in 
addressing the current problem of progressive debonding; see e.g. [6] for a summary of such 
mathematical properties. Using the definition of the average traction (6.4) in (6.3), we obtain the 
following functional: 
 
( ) ( ) ( ) ( ) { }
 ( )
 ( )  ( )
int
int
DG el int ext, d
d
2
E E W
r
Γ
Γ
= + − + ⋅ − Γ
+ − ⋅ − Γ
∫
∫
u δ u δ u σn u δ
u δ u δ
L
 (6.5) 
This substitution returns the variational problem to a single primary field equation in the 
displacement field u , thereby reducing the number of unknowns to compute. This allows 
traditional symmetric positive-definite solvers, which are commonly contained in solid 
mechanics codes, to be employed to solve the discrete problem. Also, the Babuška-Brezzi 
condition [31] is avoided, which restricts the types of numerically stable displacement-multiplier 
interpolation combinations. In particular, we employ linear displacement elements, which are 
computationally efficient and better suited for nonsmooth problems. However, the choice of the 
penalty parameter r  becomes more critical for DG methods in order to ensure stability; this will 
be discussed in Section 6.3.1. 
Taking the first variation with respect to the primary and auxiliary fields, we obtain the weak 
form for the problem: 
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( ) ( )
 ( ) ( ){ }
( ){ }  ( )   ( )
int int
int
ext
: d d
d wr W
Ω Γ Γ
Γ
Ω + − ⋅ Γ
 + + − ⋅ Γ = ∀ ∈ 
∫ ∫
∫ 
σ u ε w u δ σ w n
σ u n u δ w w w
 (6.6) 
 ( ){ }  ( )
int
d 0r γΓ  − − − ⋅ Γ = ∀ ∈ ∫ t σ u n u δ γ γ  (6.7) 
where w  and γ  are the kinematically admissible spaces of weighting functions that satisfy the 
regularity requirements dictated by (6.6) and (6.7), respectively. Equation (6.6) weakly enforces 
bulk equilibrium and the condition 
 
=u δ  while equation (6.7) enforces the constitutive law for 
the interface. Without loss of generality, we consider both the fiber and matrix individually to be 
homogeneous and isotropic such that the stress tensor is given within each domain by: 
 ( ) ( )( ) ( ) ( ) ( )( ) ( ) ( ) ( )( )tr 2α α α α α α α αλ µ = + σ u ε u I ε u  (6.8) 
where ( )αλ  and ( )αµ  are the Láme parameters for each material α = + − ; in what follows we 
suppress the designation of the specific material. Also, the stress and strain tensors have been 
generalized to accept as arguments either the actual displacement u  or the variational 
displacement w . 
The interface traction vector t  in (6.7) is derived from the cohesive potential Π  through a 
gradient-type operation, similar to the definition of the stress σ  as the first derivative of the 
strain energy density Φ  with respect to strain. However, the multi-valued nature of Π  required 
to enforce adhesion, unloading, damage, etc. causes the standard gradient to be undefined. 
Instead, as was done in [104], the traction is taken to lie in the subgradient of Π , denoted by ∂Π
: 
 ∈∂Πt  (6.9) 
This set is described concisely by Lorentz [104] as “the set of slopes less steep than any 
directional derivative of Π  at δ .” The mathematical definition for the set is as follows: 
 ( ){ }3 3; ,∂Π = ∈ ∀ ∈ ⋅ ≤ Πt γ t γ δ γ   (6.10) 
in which the directional derivative ( ),Π δ γ  is defined in the usual way: 
241 
  ( )
( ) ( )
0
, limsup
ξ
ξ
ξ+→
→
Π + −Π
Π =
d δ
d γ d
δ γ  (6.11) 
When the potential Π  is differentiable, the subgradient ∂Π  coincides with the standard gradient. 
This definition will be used in the following section where a specific form of the constitutive law 
is given. 
Remark: Observe that when the residual gap vanishes = 0δ , (6.6) reverts back to the DG 
method presented in [116], taking note of the equivalent definition for the jumps and average 
operators employed therein. 
In order to solve the coupled system (6.6) – (6.7), an algorithmic scheme similar to the operator 
split employed for elastoplastic problems will be utilized. The equilibrium equation (6.6) is 
discretized in the usual manner by finite elements, where the interpolating functions for the fiber 
and matrix are distinct along the interface. Then, the constitutive relation (6.7) is enforced point-
wise at the Guass points along the interface: 
 ( ){ } ( )g g g gr= + − ∈∂Πt σ u n u δ  
 
 (6.12) 
where the subscript “g” denotes the restriction to a specific Gauss point. This relation defines an 
implicit function for the residual gap δ  in terms of the bulk domain quantities: 
 ( ){ }( ),g g g=δ δ u σ u n   
 
 (6.13) 
This implicit function is treated as a constitutive update during the assembly procedure. 
Substituting this expression into (6.6) along with the discretized displacement fields hu  and hw  
yields a nonlinear system of algebraic equations for the unknown displacement: 
 
( ) ( ) ( ) ( ){ }
( ){ } ( ) ( )
int int
int
ext
: d d
d
h h h h
h h h h h h
wr W
Ω Γ Γ
Γ
Ω + − ⋅ Γ
 + + − ⋅ Γ = ∀ ∈ 
∫ ∫
∫ 
σ u ε w u δ σ w n
σ u n u δ w w w
  
 
 
   
   
   
 (6.14) 
The solution procedure for this system involving the Newton-Raphson algorithm is described in 
Section 6.4 following the derivation of the consistent tangent. 
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 Remark: As mentioned, the nature of the cohesive potential Π  can be very general. For 
example, exponential or otherwise nonlinear softening curves such as in [121] can be 
accommodated. Wriggers and coworkers [174] have solved pressure-dependent contact 
problems using constitutive models developed from micromechanical principles. The formulation 
was subsequently extended to thermo-mechanical contact problems involving friction [180]. 
Remark: The derivations above can be generalized to the multi-fiber case by considering 
multiple interfaces and summing up the independent contributions. However, the DG 
formulation as presented is restricted to linear elasticity and small deformation of the bulk 
domains. Complications in the numerical flux terms arising from nonlinear bulk material 
response are currently being investigated and will be presented in a future work. 
6.3 Constitutive Model for Progressive Debonding along Bi-
material Interfaces 
In order to make the discussions of the preceding section precise, as an example we select a 
specific constitutive law to model the progressive debonding of fibrous composites. Herein, a 
generalization of the Talon-Curnier model [104,160] is proposed which allows for unequal limit 
states in shear and tension. 
6.3.1 Generalized Talon-Curnier interface constitutive model 
The proposed constitutive model, while similar to traditional bilinear models used for cohesive 
elements [132,143], also provides a simple example in which the constitutive updates are 
nonlinear. The constitutive law is illustrated in Figure 6.2 for the cases of pure shear and tension 
along with the initiation criterion. Perfect adhesion is enforced below a critical stress cσ  
followed by linear softening up to a critical gap cδ  and finally complete debonding at that 
location. Unloading is assumed to lead to a residual gap rather than elastic unloading to the 
origin, and contact is considered in the normal direction. The constant β  determines the 
proportionality between the tension and shear limit stresses. 
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     (a)                (b) 
 
 
             (c) 
Figure 6.2. Generalized Talon-Curnier model for interface behavior: (a) normal interaction; (b) 
shear interaction; (c) initiation criterion 
These conditions can be described through rigorous mathematical expressions as follows. First, 
we adopt the following notation to separate the normal and tangential components of a vector in 
order to treat the contact condition: 
 ; ;n t n n tv v v+= ⋅ = − = +v n v v n v n v  (6.15) 
in which the MacCauley bracket •  returns the positive part of a scalar argument. Next, an 
equivalent gap variable is defined to measure the combined tension and shear discontinuities: 
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  2 2 2eq n tδ δ β δ= +  (6.16) 
where tδ  is the tangent component of δ  given by t t t tδ = = ⋅δ δ δ . The maximum value of this 
quantity is tracked as an internal variable to incorporate irreversibility into the model: 
 ( ) ( )sup eq
t t
t tκ δ
′<
′=  (6.17) 
With these definitions in hand, the cohesive potential can be expressed in a form analogous to 
the one given in [104]: 
 ( ) ( ) ( )( ), max ,n eqIκ δ ψ δ κ+Π = +δ

 (6.18) 
where ( )nI δ+

 is an indicator function for the penetration constraint: 
 ( )
0 if 0
if 0
n
n
n
I
δ
δ
δ+
≥
= +∞ <

 (6.19) 
The progressive debonding response is characterized by the function ψ  in terms of the 
equivalent gap eqδ : 
 ( ) 2 if 
if 
eq eq
c eq c
c ceq
c eq c
G
G
δ δ
δ δ
δ δψ δ
δ δ
  
− ≤  
=   
 ≥
 (6.20) 
in which cG  is the fracture energy defined as: 
 12c c cG σ δ=  (6.21) 
The next major task is the explicit determination of the subgradient, which will be useful for 
subsequent numerical implementation. Note that in the regions where Π  is differentiable, the 
classical definition of the gradient can be used in place of (6.10): 
 
∂Π
=
∂
t
δ
 (6.22) 
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 However, in the regions of adhesion, unloading, and contact, the general definition (6.10) must 
be used. Applying these formulas to the cohesive law (6.18) results in the characterization of the 
constitutive behavior summarized in Box 6.1. 
Box 6.1. Characterization of subgradient for generalized Talon-Curnier model  
• Perfect adhesion: Point ( ), 0κ= =0δ   
( ) ( )
1
22 23 2; n t ct t β σ
− ∂Π = ∈ + ≤ 
 
δ t  (a) 
• Crumpling: Domain where eqδ κ<   
( ) { }; 0, 0, and 0n n n n nt t tδ δ∂Π = ≤ ≥ =δ n  (b) 
• Unloading: Hyper-cone 0eqδ κ= >   
( ) ( )ˆ ; 0 ; 0, 0, and 0n n n n nt t t
ψ κ
ρ ρ δ δ
κ
′ 
∂Π = + ≤ ≤ ≤ ≥ = 
 
δ n δ  (c) 
• Damage: Domain where eqδ κ>   
( )
( ) ˆ ; 0, 0, and 0eqn n n n n
eq
t t t
ψ δ
δ δ
δ
 ′ ∂Π = + ≤ ≥ = 
  
δ n δ  (d) 
 
Remark: The characterization of the subgradient for the current constitutive model gives rise to 
the various zones in Box 6.1. In particular, the zone of perfect adhesion results from the fact that 
Π  is non-differentiable at = 0δ . Furthermore, the Kuhn-Tucker conditions which appear in the 
last three expressions relate to the contact constraint. Lastly, the interface behavior illustrated in 
Figure 6.2 is recovered when either 0nδ =  or 0tδ = . 
6.3.2 Numerical integration of constitutive law 
The last remaining step is to perform the numerical integration of (6.13) from one load level to 
the next. Similar to elastoplastic constitutive updates, the known values for the displacement gap 
 
u  and the average traction { }σn  are used to compute the new value of δ . As presented in 
[104], the solution of (6.13) corresponds to the minimizer of the following: 
 { }  ( )  ( )  ( ) ( )3min ,2
r κ
∈
 ⋅ − + − ⋅ − +Π  δ
σn u δ u δ u δ δ

 (6.23) 
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 To track the evolution of δ , a backward Euler time discretization scheme is applied to (6.23) 
along with the cohesive potential (6.18) and the internal variable (6.17). At an arbitrary time 
level nt , this process yields the following sequential equations: 
 { } ( ) ( ) ( ) ( )3 1arg min ,2
n n n n n nr κ −
∈
 = ⋅ − + − ⋅ − +Π  δ
δ σ n u δ u δ u δ δ

     
     
     
 (6.24) 
 ( )1max ,n n neqκ κ δ−=  (6.25) 
Note that all of the quantities except δ  are known in (6.24), thus returning the problem to the 
solution of (6.23) at step n  setting 1nκ κ −= : 
 { } ( )1,n n n n nr r κ −+ − ∈∂Πσ n u δ δ 
 
 
 (6.26) 
Necessary conditions for existence and uniqueness of a solution to this equation are discussed by 
Lorentz [104], which focus on a minimum value for the penalty parameter r . In the context of 
the Discontinuous Galerkin method, this parameter also contributes to the stability of the 
formulation, as discussed in [116]. Therefore, we prescribe the following value to r  along the 
fiber-matrix interface: 
 { }( )1max 10 ,1000 cr h Hµ −=  (6.27) 
where h  is the characteristic element size, { }µ  is the average shear modulus, and c c cH σ δ=  is 
the slope of the softening curve. 
Remark: The appearance of 1h−  in the expression for r  may appear to be a concern because 
the parameter grows to infinity in the limit of mesh refinement. However, short of a rigorous 
mathematical analysis, applying scaling arguments and basic limiting principles to the penalty 
terms can alleviate this concern. Finite element theory for DG methods predicts a convergence 
rate of two for linear elements in the L2 norm so that the product  ( )r −u δ  still goes to zero as 
0h → ; see [6] for more details. Also, the constitutive expressions for the interface derived 
below remain well-defined and do not grow unbounded. 
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 The characterization of the subgradient ∂Π  given by Box 6.1 provides a mechanism for 
computing the solution of (6.24) in terms of the current value of the combined traction input t  
defined as: 
 ( ) ( ){ }  r= +t u σ u n u  (6.28) 
First, we note that the gradient of Π  in the softening branch is computed from (6.18) – (6.20) as: 
 ( ) ( )
ˆ
eq
eq eq
eq
δ
ψ δ ψ δ
δ
∂∂Π ′ ′= =
∂ ∂
δ
δ δ
 (6.29) 
 ( ) 1 if 
0 if 
eq
c eq c
ceq
eq c
δ
σ δ δ
δψ δ
δ δ
  
− ≤  ′ =   
 ≥
 (6.30) 
 2ˆ n tδ β+= +δ n δ  (6.31) 
Because δˆ  and δ  are not necessarily aligned, some of the expressions in Box 6.1 are not 
amenable to analytical solutions as given by Lorentz [104], which correspond to the case 1β = . 
Therefore, the determination of δ  may require the solution of a local nonlinear problem, 
analogous to the closest point projection algorithms of elastoplasticity. We summarize the four 
alternative solutions in Box 6.2 based on the current values of the interface quantities and the 
internal variable, where t tt = t . 
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 Box 6.2. Constitutive update algorithm for δ  
• Perfect adhesion zone: If 0κ =  and 
1
22
2
2
t
n c
tt σ
β
 
+ ≤ 
 

  then  
= 0δ  (a) 
• Crumpling zone: If 0κ >  and ( )
1
22 2 2
n tt t rβ κ+ <   then  
r
+=
t
δ

 (b) 
• Unloading zone: If 0κ > , ( )
1
22 2 2
n tr t tκ β≤ +  , and 
( ) ( )
2 2 2
2 22
1n t
t t
r r
β
κ ψ κ κ β ψ κ
+ ≤
′ ′+   +   


 then 
 
Solve ( ) ( ) 22 2 2 2 2 2n tt r t rρ β β ρ κ
−−+ + + =   for ρ  and set 
( ) ( ) 12 1 2n tt r rρ β ρ
−−= + + +δ n t  
(c) 
• Damage zone: If 
( ) ( )
2 2 2
2 22
1 n t
t t
r r
β
κ ψ κ κ β ψ κ
< +
′ ′+   +   


 
then  
Solve ( )1, nr κ −+ − − ∂Π = 0t δ δ  for δ  (d) 
 
As an example, we provide the details of the application of the Newton-Raphson algorithm to 
solve Box 6.2 (d), assuming tensile traction. Linearizing this equation about the current iterated 
value ( ),n iδ  we obtain: 
 ( ) ( ) ( ) ( )( ), , , 1 , 1 1,n i n i n i n in nr κ− − − ∆ = − + ∂Π K δ t δ δ  (6.32) 
where ∂Π  is computed using (6.29), eqδ  is obtained from (6.16), and the tangent matrix is given 
by: 
 ( )
( )
( ) ( ), 1, 1
2
,
2
n in i
n i r r
−− ==
∂ ∂Π ∂ Π
= + = +
∂ ∂
δ δδ δ
K I I
δ δ
 (6.33) 
The second term in (6.33) is obtained from a straightforward derivation starting from (6.29); the 
result is as follows, where the superscripts have been removed for clarity: 
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  ( )
2
2
2
ˆ ˆ
1 eqc c
eq c eq eq eq
δσ σ
β
δ δ δ δ δ
 ∂ Π  = − ⊗ + − ⊗ − ⊗   ∂  
δ δn n I n n
δ
 (6.34) 
Numerical studies have indicated that equation (6.32) normally takes between 3 and 4 iterations 
to solve starting from the initial guess of ( ), 0 1n n−=δ δ . Also, if the converged value violates the 
condition neq cδ δ≤ , i.e. separation has occurred, then the closed form expression for δ  given by 
Box 6.2 (b) is valid. 
Remark: Observe that when = 0δ , expressions (6.29) and (6.34) become undefined. Therefore, 
special care needs to be taken to initialize the local Newton-Raphson algorithm from the initial 
undamaged state. In our implementation, we specify the initial value as ( )0 2 2 2ˆc n tt tδ β
−= +δ t  
with 2ˆ= n tt β
−= +t n t   and 
9 510 ,10− − ∈   . 
6.4 Consistent Linearization 
Due to the nonlinear nature of the interface constitutive model, the solution of (6.14) must be 
obtained in an iterative fashion. Applying consistent linearization to this equation, we arrive at 
the following relation for the incremental displacement h∆u : 
 
( ) ( ) ( ){ } ( ){ }
( ) ( ) ( )
int int
int int
,( 1)
: d d
d d ;
h h h h h h
h h h h h h ir R
Ω Γ Γ
−
Γ Γ
∆ Ω+ ∆ ⋅ + ∆ ⋅ Γ
∂ + ∆ ⋅ Γ − ∆ ⋅ Γ = − ∂ 
∫ ∫
∫ ∫
σ u ε w u σ w n σ u n w
δu w t u t w w u
t
   
   
   
   
 
   
   
 (6.35) 
The right-hand side is the current iterative value of the equilibrium residual, given by (6.14) 
replacing hu  with the current value ( ), 1h i−u . The first three terms in the consistent tangent are the 
standard terms from the DG method. The final term arises from the dependence of the residual 
gap δ  on the displacement field and related quantities, where ( ){ }  ( )r= + −t σ u n u δ . The key 
observation is that the quantity ∂ ∂δ t  is in fact the inverse of ( ),n iK  used in the constitutive 
update of δ , given by (6.33). In particular, this expression is evaluated at the converged value of 
nδ  from the local nonlinear problem. Alternatively, this tensor can be directly evaluated from 
differentiating the closed form expressions of Box 6.2 (a) and (b). The results are summarized in 
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 Appendix B, as well as for the particular case of 1β = . Thus, (6.14) is amenable to consistent 
linearization, which enables quadratic convergence of the overall Newton-Raphson algorithm. 
Remark: The approach adopted above is analogous to the closest-point projection algorithms 
used in elastoplasticity. To avoid the calculation and inversion of the local constitutive tangent 
matrix, which has a size equal to the number of spatial dimensions, techniques similar to cutting-
plane algorithms could also be devised. 
Remark: Particular care must be taken in solving (6.35) when a significant amount of softening 
or complete debonding has taken place. For example, line search can increase the robustness of 
the nonlinear solution technique, and additional constraints may need to be added to preclude 
rigid body modes when one side of the interface completely detaches from the other. 
6.5 Numerical Results 
In this section, the DG formulation is applied to solve numerical problems for domains 
containing interfaces that progressively soften. All results were obtained using trilinear 
hexahedral displacement elements, although the method does not impose any restrictions against 
tetrahedral or higher-order elements. Eight-point Gauss quadrature was employed for all domain 
integrals, and four-point quadrature was used along the interfaces. 
6.5.1 Interface patch test 
We begin by solving a simple interface problem with an exact solution in order to verify the 
consistency of the proposed DG method. The domain consists of two cubes as shown in Figure 
6.3 with identical elastic properties 100 MPaE = , 0.25ν =  connected by an interface with the 
constitutive parameters 100 MPacσ = , 0.2 mmcδ = , and 0.707β = . Boundary conditions are 
applied to constrain the left-most face against rigid-body motion, and tractions are applied to 
create a state of uniform combined tension and shear, ensuring a constant traction field at the 
interface. The domain is discretized first with one element for each cube, and then the simulation 
is conducted again using four elements in each cube as well as applying compression instead of 
tension. 
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Figure 6.3. Patch test problem description 
The tractions are monotonically increased up to the critical level after which the softening 
response under debonding is tracked via the arc-length method. The resulting interface traction-
gap ( )t δ  curves for tension and shear obtained using the two element mesh are depicted in 
Figure 6.4. This response matches exactly the behavior shown in Figure 6.2 of Section 6.3.1 
where the model was first described. The limit stresses are reduced due to the combined 
tension/shear stress state which initiates debonding when 2 2 2n t ct tβ σ
−+ = . 
 
Figure 6.4. Traction-gap response for combined tension and shear 
A contour plot of the shearing stress is overlaid on the deformed configuration at two 
representative load levels in Figure 6.5; the deformations are plotted as-is without amplification. 
In Figure 6.5 (a), the interface has not debonded yet, and the DG method reproduces the solution 
exactly with a zero gap at the interface. Once debonding initiates, the two cubes separate as 
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 depicted in Figure 6.5 (b); however, the interface surfaces remain vertical. Clearly, the proposed 
formulation is capable of reproducing the exact solution for this problem. 
 
  (a)              (b) 
Figure 6.5. Shear stress contours at two load levels: (a) 30 MPaσ =  (loading); (b) 
38.92 MPaσ =  (unloading) 
Next, the axial stress is reversed to a compressive state, and a discretization of 2×2 elements is 
employed. Plots of the deformed shape at two load levels are given in Figure 6.6. We observe 
that the impenetrability condition is enforced exactly by the proposed method. The shear t δ  
response is shown in Figure 6.7; again, the bilinear interface behavior is exhibited. 
 
  (a)              (b) 
Figure 6.6. Shear stress contours at two load levels: (a) 30 MPaσ = −  (loading); (b) 
60.03 MPaσ = −  (unloading) 
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Figure 6.7. Traction-gap response for combined compression and shear 
6.5.2 Fiber-matrix unit cell simulations 
Next, a series of simulations are conducted by applying various boundary conditions onto a 
single fiber-matrix unit cell or representative volume element (RVE). A cross-section of the 
domain is shown in Figure 6.8 (a). The radius of the fiber is 5 mm, the volume fraction is 20%, 
and the representative thickness is taken as 20 mm. The bulk material parameters for the fiber 
and matrix are, respectively: 210 GPafE = , 0.3fν =  and 4.6 GPamE = , 0.4mν = . Finally, the 
interface parameters for the bonded zone are specified as 0.02 GPacσ = , 40 mcδ µ= , and 
0.707β = . These geometric and material properties have been selected to agree almost entirely 
with those used by Raghavan and Ghosh [143] in a study of Voronoi Cell Finite Element Method 
(VCFEM) for simulating debonding of composites. However, the reference employs cohesive 
elements with finite interface stiffness prior to debonding. Thus, we have altered the value of cδ  
to produce a response for the case of transverse tension that matches closely with the results in 
Section 6 of [143]. 
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  (a)              (b) 
Figure 6.8. Fiber-matrix unit cell cross-section: (a) domain schematic; (b) hexahedral element 
mesh 
6.5.2.1 Transverse axial tension 
The first problem in the series consists of transverse tension applied to the composite unit cell. A 
prescribed displacement is monotonically applied in steps of 0.5 mµ  in the horizontal direction 
as shown in Figure 6.8 (a), and periodic or zero boundary conditions are applied to the other 
faces, making this a plane strain problem. However, the domain is discretized using a single 
layer of trilinear brick elements as shown in Figure 6.8 (b). We remark that a rather coarse and 
unstructured mesh was utilized in order to highlight the robustness of the method under 
reasonable distortion. A plot of the macroscopic stress versus strain response for the two in-plane 
axial components is provided in Figure 6.9; a comparison is made between results obtained by 
setting 0.707β =  or 1.0β = , where in the latter case the analytical expressions for the residual 
gap provided in [104] are applicable. The macroscopic quantities are obtained through volume 
averaging via the following relations consistent with [143]: 
 ( )
1 d
measij ij
σ
Ω
Σ = Ω
Ω ∫  (6.36) 
 ( ) ( )  int
1
2
1 1d d
meas measij ij i j j i
e u n u nε
Ω Γ
 = Ω+ + Γ Ω Ω∫ ∫
 
 
 
 (6.37) 
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  (a)              (b) 
Figure 6.9. Macroscopic stress-strain curves for transverse tension: (a) 0.707β = ; (b) 1.0β =  
Our results compare favorably with the reference data from Raghavan and Ghosh, denoted 
VCFEM. As can be seen in Figure 6.9 (a), the interface begins to debond at 0.1% strain, 
initiating in the regions 0 ,  180θ =   . Softening occurs as the residual gap approaches the critical 
value cδ , which is first attained by the zones of the interface in the line of the applied load. 
Subsequently, the response approaches that of the elastic matrix alone containing a void. This 
residual strength is exhibited because a damage model is not considered for the matrix; 
otherwise, including damage or plasticity would lead to a later degradation of the material 
response, see e.g. [99]. The curves shown in Figure 6.9 (b) for the value 0.707β =  are fairly 
similar to those of Figure 6.9 (b) for the value 1.0β = ; however, the largest discrepancies are 
evident in the regions of initial debonding at 0.1% strain and initial separation at 0.4% strain. 
The results from the case with 0.707β =  are seen to more closely match the data presented in 
the reference [143]. 
In Table 7.3, we list the values for the Euclidean norm of the out-of-balance force vector 
obtained from the iterations of the Newton-Raphson algorithm for the load level 30 mδ µ= . At 
this state of partial debonding, the quadratic rate of convergence of the Newton-Raphson 
algorithm is clearly evident. For the states at which the interface is completely bonded or 
completely debonded, the algorithm converges in one step due to the linearity of the resulting 
system of equations. 
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 Table 6.1. Evolution of residual 2l  norm at load level 30 mδ µ=  
Iteration Number Residual Norm 
1 14.7890072  10×  
2 01.3523273  10×  
3 31.0180348  10−×  
4 92.0643955  10−×  
5 10 1.6561862  10−×  
 
A plot of the displacement field gap 
 nu  in the normal direction evaluated at the Gauss points 
along the interface is given in Figure 6.10 for various load levels. Again, the angle θ  is 
measured with respect to the horizontal as depicted in Figure 6.8 (a). The load levels correspond 
to completely bonded, partially debonded, and severely debonded states. Evidently, the curves 
are very smooth considering the coarseness of the mesh. 
 
Figure 6.10. Normal gap around interface at various load levels 
In Figure 6.11, we report axial stress contours at two representative load levels also presented in 
[143]. These plots were obtained using nodal averaging of the stress field computed from the 
finite element displacement field. At the first load level that corresponds to 0.0006xxe = , the 
interface is fully bonded and most of the load travels through the fiber. At the partially debonded 
state in Figure 6.11 (b) that corresponds to 0.0048xxe = , less load is transferred to the fiber and 
is instead carried by the matrix. These results are consistent with those reported in [143]. In 
Figure 6.11 (b) and subsequently, the portion of the interface which is partially debonded, 
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 meaning eq cδ δ< , is colored green while the fully debonded zone is colored red. Because of the 
debonding one can clearly see the unloading in the fiber right across from the loaded matrix. 
 
  (a)              (b) 
Figure 6.11. Axial xxσ  stress contours for two load levels: (a) 0.0006xxe = ; (b) 0.0048xxe =   
6.5.2.2 Transverse shear 
The next problem considers the case of shearing deformations applied to the fiber-matrix unit 
cell. The same dimensions and material properties are used, and periodic boundary conditions 
are prescribed on the faces along with the shearing displacements as depicted in Figure 6.12. The 
load is monotonically applied in steps of 0.6 mµ , and the resulting macroscopic stress-strain 
curve is provided in Figure 6.13. Larger discrepancies are noticeable between the present results 
and those reported in [143]; this may be attributable to the difference between the DG treatment 
and the cohesive elements using springs. However, the trend is still the same, namely a linear 
branch up to a critical load of approximately 10 – 15 MPa followed by reduced stiffness in the 
composite’s response. 
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Figure 6.12. Composite unit cell under shearing deformation 
 
Figure 6.13. Macroscopic stress-strain curves for transverse shear 
Shear stress contours at two representative states are reported in Figure 6.14. The stiffer fiber is 
seen to carry higher stress than the matrix in Figure 6.14 (a), whereas the differential lessens as 
the interface begins to debond. The partial debonding along 45 degrees is evident via the 
unloading of the fiber along this orientation. Consequently, the damage evolution feature of the 
DG method is fully responsive to the geometry and the loading of the physical system. We 
remark that while the stress field appears discontinuous on the crude mesh, the fields converge to 
a common value upon mesh refinement in the vicinity 0, 90, 180, and 270 degrees along the 
interface. A sample result obtained on a finer mesh at the first load level is shown in Figure 6.15. 
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  (a)              (b) 
Figure 6.14. Shear xyσ  stress contours for two load levels: (a) 0.003xye = ; (b) 0.007xye =  
 
Figure 6.15. Shear xyσ  stress contour on refined mesh at 0.003xye =  
6.5.2.3 Three dimensional test problem: Progressive debonding under 
longitudinal tension 
The third problem is a three dimensional test case that presents the case of longitudinal tension 
applied to the unit cell. As illustrated in Figure 6.16 (a), a uniform displacement is applied to the 
matrix and fiber along the longitudinal fiber axis, and periodic boundary conditions are applied 
to the transverse faces of the cube. The same geometric and bulk material parameters carry over 
from those used previously. However, for this case we compare the behavior obtained when the 
interface is perfectly cured or imperfectly cured. While all previous simulations contained herein 
have assumed constant interface properties in the radial and longitudinal directions, presently we 
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 assume variable interface bond strength cσ  through the thickness as shown in Figure 6.16 (b). 
The variation is characterized by a cosine function that yields a 25% reduction in the interface 
critical stress at the center of the 20 mm period: 
 ( ) ( ) ( )0.02 0.875 0.125cos 2 20 GPac z zσ π= +    (6.38) 
 
  (a)              (b) 
Figure 6.16. Composite unit cell under longitudinal tension: (a) problem description; (b) 
interface bond strength 
The strength is assumed constant radially around the fiber in a given cross-section. For our 
numerical simulations, a mesh with a single layer of elements is used for the perfectly cured case 
while a mesh of 20 elements through the thickness is used for the imperfectly cured case, as 
shown in Figure 6.17. In the discrete model, the critical stress at the Gauss points along the 
interface is evaluated directly from (6.38). The prescribed displacement is incremented in steps 
of 0.5 mµ . Line search was employed for the algorithmic solution of the imperfectly cured 
composite. 
261 
  
Figure 6.17. Hexehedral mesh for imperfectly cured composite 
We begin by qualitatively analyzing the response of the composite unit cell under the applied 
load. Due to the mismatch in Poisson’s ratio and Young’s modulus between the matrix and fiber, 
the fiber tends to contract more than the matrix, creating a transverse tensile stress concentrated 
in the fiber and around the interface. The transverse or in-plane principal stress 2σ  is depicted in 
Figure 6.18 (a) at the state of 0.1% applied strain, when the interface is still completely bonded; 
the maximum principal stress 1σ  is equal to the longitudinal stress zzσ . As the deformation 
increases, this stress around the interface reaches the critical value and causes the bond to 
deteriorate and ultimately fail between the fiber and matrix. Once the interface is debonded, the 
fiber experiences only uniaxial tension as shown in Figure 6.18 (b).  
 
  (a)              (b) 
Figure 6.18. Maximum in-plane principal stress 2σ  contours for two load levels: (a) 0.001zze = ; 
(b) 0.008zze =  
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 The stress-strain response for the two interface strength cases is plotted in Figure 6.19 for the 
transverse stress component. Both composites exhibit the same behavior in the initial and 
ultimate regions, where the unit cell appears stiffer when the two materials act in unison and 
softer when the fiber acts separately from the matrix. However, the response of the imperfect 
composite is quite different from the perfect one in the transition zone, exhibiting a smoother 
curve compared to the almost bilinear response of the latter. The reduced critical stress in the 
central cross-sections causes debonding to initiate at a lower strain level. Also, the apparent 
tangent modulus is higher since the outer cross-sections remain higher on the traction-gap curve 
relative to the inner ones. 
 
Figure 6.19. Macroscopic stress-strain curves for longitudinal tension 
We highlight the progressive debonding of the composite through the plots of the numerical 
interface traction shown in Figure 6.20 (a) – (f) for various points on the stress-strain curve. The 
values of the normal interface traction are computed using the combined traction (6.13) which is 
consistent with the formulation and provides the most accurate characterization of the interface 
stress. The perfectly cured case is illustrated in Figure 6.20 (a) – (c) where the stress is uniform 
through the thickness. We remark that these are unprocessed stress contours unlike those shown 
previously for the bulk domain. From the small ranges in the magnitudes on the contour plots, 
the stress is seen to be reasonably constant radially around the interface. At the fully debonded 
state in Figure 6.20 (c), the stress is zero to nearly machine precision. 
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  (a)              (d) 
 
  (b)              (e) 
 
  (c)              (f) 
Figure 6.20. Interface numerical traction n n nt t rδ= −  for two unit cells: (a) perfect, 0.001zze = ; 
(b) perfect, 0.004zze = ; (c) perfect, 0.008zze = ; (d) imperfect, 0.001zze = ; (e) imperfect, 
0.004zze = ; (f) imperfect, 0.008zze =  
264 
 The results for the imperfectly cured case in Figure 6.20 (d) – (f) appear exactly the same as for 
the perfectly cured case except for the intermediate deformed state. In Figure 6.20 (e), the 
interface exhibits higher stresses near the ends of the domain compared to the center where 
debonding has progressed further. From these results, we can conclude that our method is 
capable of treating interfaces with spatially varying properties. In future work, a variable critical 
stress profile could be determined from thermal simulations including residual stresses or by 
developing models for the chemically reactive curing process. 
6.6 Conclusions 
We have presented a Discontinuous Galerkin method for modeling the progressive failure of 
interfacial bonding between constituents of a composite material. In this initial study, cracking 
and separation along the interface is treated as the sole damaging process. The cohesive energy at 
the interface is incorporated into the governing energetic potential through an auxiliary field, the 
so called residual gap, that plays the role of measuring inelastic deformations. The initiation 
criterion and damage evolution are derived from the postulated form of the cohesive energy, for 
which the formulation admits a very general description. The actual jump in the finite element 
displacement field is weakly constrained to match the residual gap along the interface by the 
variational formulation, which is backward compatible to standard DG formulations when the 
residual gap is initially zero. In particular, the current approach treats perfect adhesion below the 
damage state without resorting to springs or cohesive elements with a finite stiffness value to be 
prescribed. The novelty of the method is that numerical fluxes are employed to enforce the 
interface constraints rather than Lagrange multiplier fields, which results in a single field 
equation that is amenable to symmetric positive-definite solvers compared to the augmented 
Lagrange method used in [104]. Linear interpolation is also admissible for the displacement field 
because the Babuška-Brezzi condition is no longer a concern. The current method focuses on 
small deformation kinematics and linear elastic materials. Extension of the DG interface terms to 
accommodate material and geometric nonlinearity of the bulk materials will be presented in a 
future work. 
Numerical studies are performed for a constitutive model that includes contact conditions and 
permits different critical stresses in shear and tension, leading to nonlinearity in the global 
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 equilibrium equation as well as in the local interface constitutive update for which solution 
procedures are carefully documented. Results are shown for various loading configurations on a 
fibrous composite unit cell which compare favorably with published results from other methods. 
The material response exhibits initially higher stiffness when the fiber and matrix act in unison 
and subsequently softer behavior as the interface deteriorates. One simulation compares the 
behavior obtained from assuming uniform and non-uniform bond strength throughout the 
composite. In future work, such spatially varying interface properties could be obtained through 
residual stress calculations or thermo-mechanical simulations. 
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 Chapter 7 
A Framework for Residual-Based Stabilization of  
Incompressible Finite Elasticity: Stabilized 
Formulations and  Methods for Linear Triangles and 
Tetrahedra  
7.1 Introduction 
The computational modeling of nearly incompressible phenomena in solid mechanics remains a 
challenging task. While the treatment of the associated volumetric locking pathology for linear 
kinematics has been fairly well studied, open questions still exist concerning general numerical 
formulations for finite strain elastic and inelastic material response. Classical work in the latter 
area explored the application of mixed methods to treating the incompressibility constraint in the 
nonlinear regime [80,84,136]. Soon, interest turned to the development of so-called enhanced 
assumed strain elements which remove volumetric locking by introducing incompatible modes 
and other enhancement functions within a Hu-Washizu mixed formulation and arriving at a pure 
displacement formulation by static condensation [151]. 
One of the most well-known and successful method based on this technique is the F  method 
originally proposed by Simo et al. [153]. Based on the generalization of ideas from the B  
method [80] from small deformations to finite deformations, this formulation was derived 
through a multiplicative split of the deformation gradient into deviatoric and volumetric parts 
and a careful designing of the volumetric part. Recently, a paper by Elguedj et al. provides 
further details of the method while showing its application to NURBS functional representation 
[52]. More advanced versions of enhanced assumed strain formulations have been proposed over 
the years that exhibit improved performance for both incompressible material behavior as well as 
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 for bending-dominated problems, although hourglassing and other instabilities have been 
concerns for some elements [144,90]. 
Although the aforementioned techniques have met with success for simulating hyperelasticity 
and elastoplasticity, they are almost exclusively only applicable to quadrilateral or brick 
elements and have mostly been investigated only for simple neo-Hookean-type material models. 
While mesh generation for complex geometry is often easily performed, relatively few nonlinear 
simplex elements have been proposed in the literature that successfully overcome volumetric 
locking. Early studies employed macroelements using stable displacement-pressure 
combinations such as the composite element by Yamada and Kikuchi [178]. One of the first 
elements using simple polynomial interpolations was proposed by Klaas et al. [88] who 
employed Variational Multiscale ideas to develop a stabilized formulation for linear 
displacement-pressure elements, where the stabilization parameter is postulated from scaling 
arguments and is specialized for the neo-Hookean model. Taylor [161] developed a tetrahedral 
element using a mixed-enhanced three-field formulation with bubble functions that is applicable 
to general hyperelastic materials. The method requires local Newton iterations to compute the 
additional fields and is not easily extended to inelastic materials. In [40], an alternative approach 
to the enhancement presented in [161] is taken that produces a formulation restricted to 
hypoelastic material response. An extension of the F  method to triangles and tetrahedra is 
presented by de Souza Neto et al. [45] whereby the volumetric component of the deformation 
gradient is averaged over patches of elements. While results were shown for multiple classes of 
elastic and plastic materials, the imposition of non-overlapping patches complicates both the 
mesh generation and the assembly of the global stiffness matrix. Subsequently, the orthogonal 
subgrid approach, also with Variational Multiscale roots, was applied by Agelet de Saracibar et 
al. [1] to derive a stabilized linear element for large deformation 2J  plasticity. Although a 
mechanism for updating the stabilization tensor to account for plasticity is introduced, this tensor 
is still postulated based on scaling arguments and is linked to models with an effective shear 
modulus, similar to [88]. The technique of nodal integration often used for meshfree methods 
was applied to tetrahedral elements for finite deformation by Puso et al. [141,139], which has 
been shown to alleviate both volumetric and shear locking for improving bending-dominated 
response. While results for bending, plasticity, and damage illustrate the potential of the method, 
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 pressure oscillations near the boundary for incompressible materials still remain a concern. 
Recently, an extension of an area bubble enrichment technique to large deformations was 
developed by Caylak and Mahnken [39]. In this work, the stabilization is specialized to a neo-
Hookean material and contains only the material part of the current configuration while 
neglecting the geometric part. While a few additional element formulations are referenced in 
[39], the list of viable simplex elements for large deformations is limited, and many of the 
aforementioned methods are restricted to specific classes of material models. 
In this work, we utilize the Variational Multiscale method to derive a mixed displacement-
pressure formulation for solving problems involving nearly incompressible hyperelastic 
materials undergoing large deformations. The current approach is analogous to the derivations in 
the linear elastic context conducted by Masud and coworkers in [118,115]; herein, emphasis is 
placed on linear triangular and tetrahedral elements. The key idea behind the extension of the 
method is that the decomposition of the displacement field leads to a multiplicative split of the 
deformation gradient, a formalism that has a rich mathematical structure. Starting from the 
variational principle for solid mechanics, a coupled system of coarse-scale and fine-scale weak 
forms is obtained. By linearizing and applying assumptions to the fine-scale problem, an 
analytical expression for the fine scales is consistently derived which illustrates their tight 
coupling to the material constitutive model and how they evolve according to the deformation. 
Upon substitution in the coarse-scale problem, the fine-scale contributions yield a stable 
formulation admitting equal-order displacement-pressure elements. As in the linear case, the 
formulation comes equipped with an error estimation module, a key feature of the method that 
provides insight into the numerical accuracy for this nonlinear class of problems. We also 
discuss how simplifying assumptions on the fine-scale fields lead to a formal equivalence with 
the F  method, meaning that this classical technique can be recast in the present framework and 
given a further theoretical basis. Numerical results for various problems involving isotropic and 
anisotropic materials with significant deformations illustrate the versatility of the method as well 
as the accuracy of the proposed error estimators; these results for linear simplex elements exhibit 
performance comparable to or exceeding that of the competing formulations referenced above. 
In what follows, we derive the stabilized multiscale formulation in the pure displacement context 
and establish an equivalence under simplifying assumptions with the F  method in Section 7.2. 
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 The method is elevated to a mixed field formulation in Section 7.3 followed by an explicit 
derivation of the nonlinear and linearized weak forms. In Section 7.4, the embedded error 
estimation technique of [115] is extended in a straightforward fashion to the present nonlinear 
regime. A series of benchmark problems in two and three dimensions are presented in Section 
7.5. Finally, concluding remarks are given in Section 7.6. 
7.2 Variational Multiscale Framework for Finite Strain 
Elasticity 
7.2.1 Governing equations and the standard weak form 
Consider an open bounded region sdnΩ⊂   with boundary Γ  consisting of material particles 
⊂ ΩX  constituting the reference configuration of the body. Under applied loadings, the body 
deforms according to the motion ( ), tXφ  that maps the body onto the current configuration φΩ , 
in which the spatial coordinate associated with the point X  is denoted by ( ), t≡x Xφ . This 
motion can be expressed in terms of the displacement field u  as ( ), t φ= ⋅ +X 1 X uφ , where φ1  
is the unit tensor between the reference and current configurations [ ]iI i Iφ δ= ⊗1 e E , with ie  and 
IE  as the (Cartesian) base vectors in the current and reference configurations, respectively. The 
deformation gradient F  associated with mapping φ  is defined as: 
 ( ), GRAD GRADt φ
∂
= = = +
∂
xF X x 1 u
X
 (7.1) 
The governing equations for equilibrium written in the reference configuration are given as: 
 DIV in oρ+ = Ω0P B  (7.2) 
 on u= Γφ φ  (7.3) 
 on σ⋅ = ΓP N T  (7.4) 
where B  is the body force per unit mass, oρ  is the referential mass density, φ  is the prescribed 
deformation on the subset uΓ  of the boundary, T  is the prescribed Piola traction on subset σΓ , 
and N  is the unit outward normal to the body on Γ . The subsets of the boundary are assumed to 
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 satisfy u σΓ = Γ Γ , u σ∅ = Γ Γ . The material divergence operator is defined as 
( ) ( )DIV tr GRAD• = •   ; the dot-product is generalized to represent a contraction of a single 
index of two vectors or tensors, e.g. ik kj i jA B  ⋅ = ⊗ A B E E . The first Piola-Kirchhoff stress 
tensor P  is defined in terms of the second Piola-Kirchhoff stress S  by the relation: 
 = ⋅P F S  (7.5) 
Without loss of generality, we focus on the case of hyperelasticity and postulate the existence of 
a strain energy density function W  that governs the material behavior of body Ω  such that the 
stress is derived as: 
 2
W∂
=
∂
S
C
 (7.6) 
where T≡ ⋅C F F  is the right Cauchy-Green deformation tensor. With the above definitions, the 
total potential energy of the elastic body is given by: 
 ( ) ( )( ) d d doW V V AσρΩ Ω ΓΠ = − ⋅ − ⋅∫ ∫ ∫F B Tφ φ φ φ  (7.7) 
Taking the first variation of (7.7) produces the corresponding weak form: Find ∈φ  such that 
for all o ∈η : 
 ( ) ( )D GRAD : d d d 0o o o o oV V Aσφ ρΩ Ω ΓΠ ⋅ = ⋅ − ⋅ − ⋅ =   ∫ ∫ ∫η η F S η B η Tφ  (7.8) 
where   is the space of kinematically admissible deformations and   is the space of admissible 
variations: 
 ( )( ){ }sd: ,det 0, un Γ= Ω→ > = Fφ φ φ φ φ  (7.9) 
 { }sd: , uno o o Γ= Ω→ = 0 η η η  (7.10) 
7.2.2 Multiscale decomposition 
As described in the introduction, our focus is on modeling nearly incompressible materials. The 
framework of mixed formulations provides an effective means to accommodate such material 
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 behavior. However, standard discrete mixed formulations must satisfy the Babuška–Brezzi (BB) 
[31] condition to yield stable combinations of interpolation functions for linear and nonlinear 
problems. One robust technique for developing frameworks with enhanced stability is the 
Variational Multiscale (VMS) method [81]. This method has been applied previously to solve 
problems in linear and nonlinear solid mechanics [88,107,1181,119,177,115]. Here we extend 
the formulation of [115] to finite deformations. For the sake of clarity, we first consider the 
application of the VMS method to the pure displacement formulation. In Section 7.2.5, we show 
its relationship to the classical F  method. The extension to mixed methods is presented in 
Section 7.3.  
To fix ideas, consider a partition of body Ω  in the reference configuration into non-overlapping 
subdomains { }
1
umelne
e=
Ω  that cover the domain: 
1
umeln e
e=
Ω = Ω

 and 
1
umeln e
e=
Ω =∅

, where umeln  is the 
total number of elements. The union of element boundaries eΓ  is denoted 
1
umeln e
e=
′Γ = Γ

. Finally, 
the mapped configuration of element eΩ  is signified by adding a subscript eφΩ , and other 
mapped elemental quantities are designated similarly. 
While the weak form (7.8) was obtained from the strong form assuming globally smooth 
functions, numerical techniques invariably use piecewise smooth functions that reduces the 
continuity of the computable solution to oC . This reduction in continuity has implications for 
numerical methods in that the stability of the continuum weak form is incompletely transferred to 
the associated discrete or matrix problem. Thus, an enhancement that recovers this lost stability 
is desired. The hallmark of the VMS approach is the decomposition of the primary field into 
overlapping coarse- and fine-scale components. The coarse-scale part corresponds to the portion 
of the total solution that is resolvable by a given numerical discretization while the fine-scale 
part is beyond the resolution capacity of piecewise continuous functions on that discretization 
and therefore must be modeled in a variational setting. In the context of finite deformations, this 
concept yields a decomposition of the deformation mapping φ  into a coarse-scale mapping φˆ  
corresponding to the deformations representable by the given discretization and a fine-scale 
mapping ′φ  representing the smooth yet higher order effects, illustrated in Figure 7.1. We denote 
the intermediate configuration obtained from the coarse-scale mapping as ( )ˆ ˆφΩ ≡ Ωφ . These 
272 
 mappings can be expressed in terms of coarse- and fine-scale components of the displacement 
field uˆ  and ′u , respectively, as follows: 
 ( ) ˆˆ ˆ ˆ, t φ= ⋅ + ≡X 1 X u xφ  (7.11) 
 ( )ˆ ˆ, t φ′′ ′= ⋅ +x 1 x uφ  (7.12) 
 ( ) ( ) ˆˆ ˆ ˆ, ,t t φ φ φφ′ ′ ′ ′ ′= = ⋅ ⋅ + + = ⋅ + ⋅ + X X 1 1 X u u 1 X 1 u uφ φ φ  (7.13) 
from which we observe that: 
 ˆφ′ ′= ⋅ +u 1 u u  (7.14) 
where the additional unit tensors are given by ˆ ˆjI j Iφ δ  = ⊗ 1 e E  and ˆij i jφ δ′  = ⊗ 1 e e , and ˆ je  
are the base vectors in the intermediate configuration 
φˆ
Ω . 
 
Figure 7.1. Composition of mappings  
In order to ensure a unique decomposition, restrictions must be placed on the mappings. To this 
end, we associate the coarse-scale mapping with piecewise polynomial functions defined over 
elements { }
1
umelne
e=
Ω , and the fine scale mapping is taken from the remaining unrepresented space: 
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  ( ) ( ){ }0ˆ ˆ ˆ ˆ,  for 1,...,e k e umelC e nΩ= ∈ Ω ∩ ∈ Ω =  φ φ φ  (7.15) 
 { }ˆ′ ′ ′= ∈ φ φ φ  (7.16) 
where and ( )k eΩ  is the set of complete polynomials of order k spanning eΩ . Similar to the 
classical F  method, the multiscale decomposition of mappings leads to a multiplicative split of 
the deformation gradient ( ), tF X . Substituting (7.13) into (7.1), we obtain: 
 ( )  ˆ'
ˆ ˆˆ, GRAD GRAD
ˆ
t φ φ
∂ ∂ ∂    ′ ′= = ⋅ = + ⋅ + ≡ ⋅  ∂ ∂ ∂
x x xF X 1 u 1 u F F
X x X
 (7.17) 
Remark: The analogy of the multiscale decomposition with F  methods will be discussed in 
Section 7.2.5.  
We substitute (7.13) into (7.7) to obtain the multiscale potential energy functional: 
 ( ) ( )( ) ( ) ( )ˆ ˆ ˆ ˆd d doW V V AσρΩ Ω Γ′ ′ ′ ′Π = − ⋅ − ⋅∫ ∫ ∫F B T   φ φ φ φ φ φ φ φ  (7.18) 
To derive the associated multiscale weak form, we determine the stationarity of (7.18) with 
respect to coarse- and fine-scale variations, denoted ˆoη  and o′η  respectively. To this end, we 
record the following variations: 
 ( ) ( )ˆ ˆˆ ˆ ˆˆ ˆ ˆD ; Do o o oφ φφ φ′ ′′ ′ ′ ′ ′ ′⋅ = ≡ ⋅ = ≡η η η η η η   φ φ φ φ φ φ  (7.19) 
 ˆ ˆ ˆD GRADo oφ ′⋅ = ⋅F η F η  (7.20) 
 ( ) ( ) 1ˆ ˆ ˆD GRAD GRAD GRADo o o oφ −′ ′ ′ ′ ′⋅ = ⋅ = ⋅ ⋅ =F η η F η F F η  (7.21) 
In (7.21), we have used the relationship ( ) 1ˆGRADˆ ˆ
−∂ ∂ ∂= ⋅ = ⋅
∂ ∂ ∂
v v X v F
x X x
 for all vector fields v . 
Using these formulas, the multiscale weak form is obtained as the combination of a coarse-scale 
problem and a fine-scale problem as follows: 
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 Coarse-Scale Problem   
 
( ) ( )
( ) ( )
ˆ
ˆˆ ˆ ˆD ; ,
ˆ ˆ ˆGRAD : d d d
o o
o o
R
V V A
σ
φ
φ φρ′ ′Ω Ω Γ
′Π ⋅ ≡  
′= ⋅ ⋅ − ⋅ − ⋅  ∫ ∫ ∫
η η u u
F η F S F η B η T
φ
 (7.22) 
Fine-Scale Problem   
 
( ) ( )
( ) ˆ ˆ
ˆD ; ,
GRAD : d d d
o o
o o
R
V V A
σ
φ
φ φ
ρ
′
Ω Ω Γ
′ ′ ′ ′Π ⋅ ≡  
′ ′ ′= ⋅ − ⋅ − ⋅  ∫ ∫ ∫
η η u u
η F S F η B η T
φ
 (7.23) 
where F  is computed using (7.17). A compact version of the weak form is obtained by summing 
(7.22) and (7.23) and employing the linearity of integration and inner products: 
 
( ) ( )
[ ] ( )
ˆ
ˆ ˆ
ˆD D
ˆGRAD GRAD : d
ˆ ˆd d
o
o o
o
V
V A
σ
φφ
φ φφ φ
ρ
′
Ω
′ ′Ω Γ
′Π ⋅ + Π ⋅ =      
′ ′⋅ + ⋅  
   ′ ′− + ⋅ − + ⋅   
∫
∫ ∫
η η
F η η F S F
η η B η η T
φ φ
 (7.24) 
Remark: For cases in which a variational principle does not exist, e.g. for inelastic materials, 
(7.24) can be taken as the starting point for deriving a stabilized formulation analogous to the 
process discussed below.  
The following sections describe a procedure for solving the nonlinear coupled system (7.22) – 
(7.23). First, the philosophy of the VMS method is invoked to apply modeling assumptions to the 
fine-scale displacement field ′u  which results in an explicit expression in terms of the residual of 
the Euler-Lagrange equations for the coarse scales. Second, this expression is substituted into 
(7.22) to derive a variational formulation involving only the coarse-scale quantities. 
Remark: Variational embedding of ′u  in the coarse-scale formulation amounts to an inverse 
mapping from φΩ  to φˆΩ  thus enabling the computations to be carried out on the coarse-scale 
configuration 
φˆ
Ω .  
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 7.2.3 Modeling of fine scales 
Since the fine-scale problem is nonlinear we need to linearize it in order to derive an analytical 
expression for ′u . Thus, linearizing (7.23) about the current level of ′u  at iteration i , we obtain 
the following: 
 ( ) ( ) ( )( ) ( )( )1ˆGRAD : D D d ; , io oV Rφ φ −′ ′Ω  ′ ′ ′ ′ ′ ′⋅∆ ⋅ + ⋅ ⋅∆ = − ∫ η F u S F F S F u η u u  (7.25) 
in which ′∆u  is the incremental fine-scale displacement. The linearized terms are computed as 
follows (see e.g. [108]):  
 ( ) ( )12D GRAD GRAD
TT
φ δ′  ′ ′ ′ ′⋅∆ ≡ ∆ = ⋅ ∆ + ∆ ⋅ E u E u F u u F  (7.26) 
 ( ) ( ) ( ) ( )D : D :φ φ δ′ ′′ ′ ′⋅∆ = ⋅∆ = ∆S F u F E u E uC C  (7.27) 
where 12
T ≡ ⋅ − XE F F 1  is the Green-Lagrange strain, [ ]IJ I Jδ= ⊗X1 E E , (7.21) has been 
used with o′η  replaced by ′∆u , and C  is the fourth order tensor of material moduli: 
 
2
4 W∂=
∂ ∂C C
C  (7.28) 
The linearized fine-scale problem is solved assuming a zero initial condition for the given step, 
i.e. ( )1i−′ = 0u . This assumption implies that the current deformation gradient is only a function of 
the current coarse-scale mapping: 
 ˆφ′= ⋅F 1 F  (7.29) 
Substituting (7.26) – (7.29) into (7.25) and employing the symmetries of C , we have: 
 
( ) ( )
( ) ( ) ( ) ( )
GRAD : GRAD d
ˆ: : d ; ,
o
o o
V
V Rδ δ
Ω
Ω
′ ′∆ ⋅  
′ ′ ′ ′+ ∆ = −  
∫
∫ 0
η u S F
E η F E u η uC
 (7.30) 
Observe that (7.30) is defined over the entire domain Ω . In view of computational expediency, 
we assume that the fine scales vanish over the boundaries ′Γ  of the subdomains in the reference 
configuration: 
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     on ,              on o′ ′ ′ ′Γ Γ0 0u = η =  (7.31) 
This assumption has the effect of localizing the fine-scale equation to individual elements: 
 
( ) ( ) ( ) ( ) ( )
( )
GRAD : GRAD d : : d
ˆ; , for each 1,...,
e eo o
e o umel
V V
R e n
δ δ
Ω Ω
′ ′ ′ ′∆ ⋅ + ∆      
′ ′= − =
∫ ∫
0
η u S F E η F E u
η u
C
 (7.32) 
where the right-hand side eR′  is the localized form of (7.23): 
 ( ) ( ) ˆˆ ˆ; , GRAD : d de ee o o oR V Vφ ρΩ Ω′ ′ ′= ⋅ − ⋅  ∫ ∫0η u η F S F η B  (7.33) 
and the boundary terms vanish due to (7.31). Integration by parts produces the following 
expression: 
 ( ) ( )( ) ( )ˆ ˆ ˆˆ ˆ ˆ; , DIV d de ee o oR V Vφ φρΩ Ω ′ ′ ′= − ⋅ ⋅ + ≡ − ⋅ ∫ ∫0η u η F S F B η R u  (7.34) 
where ( )ˆ ˆR u  is the residual of the equilibrium equation in terms of the coarse scales (recall that 
F  is given by (7.29)). Next, we represent the fine scales within each element via bubble 
functions: 
 ( ) ( )    on e ee e ei ib u b βΩ Ω′ ′∆ = → ∆ = Ωu ξ β ξ  (7.35) 
 ( ) ( )ˆ ˆ,    on e e
e e e
ii
b b
φ φ
η γ
Ω Ω
′ ′= → = Ωη ξ γ ξ  (7.36) 
Substituting these expressions into (7.32) results in the following equation for ′∆u  in each 
element: 
 ( )[ ] 1 ˆe eb −Ω′ ′∆ = ⋅u ξ Y Z  (7.37) 
where: 
 ( ) ( ) ( )GRAD : GRAD d : : de ee e e eV Vδ δΩ Ω   ′ = ⋅ +   ∫ ∫Y b b S E b E bC  (7.38) 
 ( )ˆ ˆ ˆ de eb VΩ= ∫Z R u  (7.39) 
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 and 
sd
1
n
e e
I
I
b
=
=∑b E . Following the work of [115], we employ the mean value theorem and 
approximate (7.39) by pulling the residual outside of the integral. This provides an expression 
′∆u  analogous to stabilized methods: 
 ( )ˆ ˆ′∆ = ⋅u τ R u  (7.40) 
where: 
 [ ] 1dee e eb b b V
−
Ω
′= = ∫τ τ Y  (7.41) 
Remark: From (7.40), we observe that the fine scales are driven by the residual of the coarse-
scale equilibrium equation. In general, the residual (7.34) contains second derivatives of the 
displacement field uˆ . We postpone giving an explicit formula for (7.34) until the discussion of 
the mixed formulation in Section 7.3.1. 
7.2.4 Variational embedding in the coarse-scale problem 
With the fine-scale solution in hand, we return to the coarse-scale problem (7.22) to derive the 
stabilized multiscale formulation. Since (7.22) is a nonlinear function of ′u , we first linearize it 
with respect to ′u  so that the relationship (7.40) may be substituted: 
 
( ) ( )
( ) ( ) ( )( )
ˆGRAD :D
ˆˆ ˆˆGRAD : GRAD :
o
o
φ φ
φ δ
′ ′
′
′⋅ ⋅ ⋅∆ =
 ′ ′⋅ ∆ ⋅ + ⋅ ∆
 
1 η F S u
1 η u S F E uC
 (7.42) 
where ( )ˆ ˆφ′= ⋅S S 1 F  and ( )ˆ ˆφ′= ⋅1 FC C . Inserting (7.42) into (7.22) gives: 
 ( ) ( ) ( )( ) ( )ˆˆ ˆ ˆˆ ˆ ˆGRAD : GRAD : d ; ,o oV Rφ δ′Ω  ′ ′⋅ ∆ ⋅ + ⋅ ∆ = − ∫ 01 η u S F E u η uC  (7.43) 
where the right-hand side residual can be expressed entirely in terms of the coarse-scale 
quantities from (7.22) as: 
 ( ) ( ) ˆˆ ˆˆ ˆ ˆ ˆ ˆ; , : d d do o oR V V Aσφ φδ ρ′ ′Ω Ω Γ= − ⋅ − ⋅∫ ∫ ∫0η u E η S η B η T  (7.44) 
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 where ( ) ( ) ( )( )12ˆ ˆ ˆGRAD GRAD
TTδ  • = ⋅ • + • ⋅
 
E F F . Applying integration by parts to the left-
hand side of (7.43), we obtain: 
 ( ) ( )( ) ( )ˆˆ ˆ ˆ ˆˆ ˆ ˆDIV GRAD : d ; ,o o oV Rφ δ′Ω    ′− ⋅ ⋅ + ⋅ ⋅∆ = −   ∫ 01 η S F E η u η uC  (7.45) 
Finally, substituting the expression for the fine scales (7.40), we arrive at a formulation 
expressed entirely in terms of coarse-scale quantities: 
 
( ) ( )
( ) ( )( ) ( )
; : d d d
ˆDIV GRAD : d 0
o o o o o
o o
R V V A
V
σ
δ ρ
δ
Ω Ω Γ
Ω
≡ − ⋅ − ⋅
 − ⋅ + ⋅ ⋅ ⋅ = 
∫ ∫ ∫
∫
η u E η S η B η T
η S F E η τ R uC
 (7.46) 
where the hats have been removed for clarity. 
Remark: The multiscale formulation (7.46) is clearly residual-based and therefore consistent. 
When the coarse-scale residual is identically zero, the last term in (7.46) also vanishes, and the 
standard Galerkin form (7.8) is recovered.  
Remark: Although the fine-scale fields do not explicitly appear in (7.46), their effects are 
accounted for implicitly  through the residual-based term.  
Remark: The stabilization tensor τ  defined in (7.41) was consistently derived and is seen to 
depend upon the constitutive model and coarse-scale deformation as well as the element 
geometry through the bubble function. Such a tight coupling enables easy incorporation of 
generalized material models that are not treatable by other formulations in which the form of the 
stabilization tensor is postulated. 
Remark: The derivations above can be pushed forward to obtain an equivalent representation 
in the current configuration. While these steps are omitted here, this procedure is discussed in 
more detail for the case of the mixed formulation in Section 7.3.2. 
7.2.5 Relationship to F  methods 
The F  methods present in the literature [153,45,52] also employ a multiplicative split of the 
deformation gradient but instead utilize a deviatoric-diliatational (isochoric-volumetric) split: 
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  ( ) dil dev, t = ⋅F X F F  (7.47) 
The volumetric gradient is then designed in such a way to yield a locking-free formulation for 
modeling nearly-incompressible materials in the finite deformation regime. Using the notation of 
Elguedj et al. [52]: 
 α=F F  (7.48) 
where the scalar α  is defined via a suitable projection of the determinant of the deformation 
gradient detJ ≡ F : 
 ( )
1
3 1 1
3 3
1
3
,J J J
J
α π= =  (7.49) 
where ( )π •  is a linear projection operator typically taken as the mean value of the argument 
over the element interior. Viewed through the prism of the preceding section, (7.48) may be 
recast as follows: 
 ˆφ φα α′ ′′= ⋅ ⇒ =F 1 F F 1  (7.50) 
In other words, the fine-scale deformation gradient has been designed, which implies that the 
fine-scale displacement has been designed: 
  ( )GRAD 1 φα ′′ = −u 1  (7.51) 
Similarly, a design constraint is placed on the fine-scale weighting function involving a 
projection of the dilatational component: 
 
( )( )
( )
1
3
1
3
ˆtr GRAD1 ˆGRAD tr GRAD
3
o
o o
J
J
π  ′ = − 
 
 
η
η η F  (7.52) 
Observe that if ( )1 13 3J Jπ =  and ( )( ) ( )1 13 3ˆ ˆtr GRAD tr GRADo oJ Jπ =η η , the gradients of the 
fine-scale displacement and weighting function vanish identically. Thus, these quantities satisfy 
the design criteria that the fine scales vanish in cases where the coarse scale is capable of 
280 
 representing the exact solution. Substituting (7.52) into the weighting function slot of the first 
term in the multiscale weak form (7.24) yields the expression for the modified weighting 
function term given in [52]:  
 
( )( )
( )
1
3
1
3
ˆGRAD GRAD
ˆtr GRAD1ˆ ˆGRAD tr GRAD
3
GRAD
o o
o
o o
o
J
Jφ
π
α ′
′ ′⋅ +
 
 = ⋅ + − 
 
 
≡
F η η
η
1 η η F
η
 (7.53) 
Inserting these modified expressions into the multiscale weak form (7.24), we recover the F  
formulation presented by Elguedj et al. [153,52]: 
 ( )GRAD : d d do o o oV V AσρΩ Ω Γ⋅ = ⋅ + ⋅∫ ∫ ∫η F S η B η T  (7.54) 
where ( )≡S S F . In this manner, the classical F  formulation can be interpreted as a multiscale 
formulation where the fine scales are designed rather than derived. Originally, the method was 
designed starting from a mixed field Hu-Washizu formulation and employing element-local 
interpolations of the volumetric strain and stress fields [153]. The derivation above provides 
additional support for the strong performance exhibited by such methods. 
Remark: When viewed in the context of the VMS framework, the classical F  method is seen to 
include only the volumetric portion of the deformation in the model of the fine scales, thereby 
providing only a diagonal fine-scale deformation gradient. The present method yields the full 
spectrum of fine-scale representation and inter-scale coupling effects. 
7.3 Extension to Mixed Formulation 
7.3.1 Mixed multiscale weak form 
For linear triangular or tetrahedral elements, the coarse-scale residual in (7.34) vanishes 
identically for zero body force, so this formulation provides zero enhancement when these 
elements are used. This observation was noted in the case of F  methods as well [45]. However, 
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 in the case of mixed formulations where the stresses are a function of displacement and pressure, 
this term does not vanish identically because the gradient of pressure appears. 
Consider a strain-energy density function of the following form: 
 ( ) ( ) ( )W U J Wλ= +u C  (7.55) 
where λ  is a material parameter such as the bulk modulus or Lamé parameter, ( )U J  is a 
volumetric operator, and ( )W C  governs material response separate from volumetric behavior. 
The second Piola-Kirchhoff stress tensor S  is then obtained from (7.6): 
 ( )2 2J WU Jλ ∂ ∂′= +
∂ ∂
S
C C

 (7.56) 
where ( ) dUU J dJ′ =  and 
11
2
J J −∂ =∂ CC . Next, the Cauchy stress σ  can be computed from 
(7.98): 
 ( ) 12 TWU J Jλ − ∂′= + ⋅ ⋅
∂x
σ 1 F F
C

 (7.57) 
This equation motivates a clear definition of the mixed pressure field p : 
 ( ) in p U Jλ ′= Ω  (7.58) 
Inserting (7.58) into (7.56) produces the mixed second Piola-Kirchhoff stress tensor: 
 ( ), p p= +S F S S

  (7.59) 
where we have taken 1J −=S C

 and 2 W∂=
∂
S
C

  to provide for compact notation. 
Substituting this constitutive relation into the weak form (7.8) and supplementing with the 
compatibility equation (7.58), we arrive at a mixed displacement-pressure formulation: 
 ( )GRAD : d d do o o oV V AσρΩ Ω Γ⋅ = ⋅ + ⋅∫ ∫ ∫η F S η B η T  (7.60) 
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  ( ) d 0pq U J V
λΩ
 ′ − = 
 ∫
 (7.61) 
where the proper functional space for the trial pressure field and associated weighting function 
is: 
 ( ){ }2: ,p p p L= Ω→ ∈ Ω   (7.62) 
The same process of multiscale decomposition presented in Section 7.2.2 can be applied to this 
formulation as well. For simplicity, and without loss of generality, we consider the displacement 
field and not the pressure field to possess fine components. The analogous separation into 
coarse- and fine-scale problems is as follows: 
Coarse-Scale Problem 
 ( ) ( ) ( )ˆˆ ˆ ˆ ˆ ˆGRAD : d d d ; , ,o o u oV V A R pσφ φρ′ ′Ω Ω Γ′ ′⋅ ⋅ − ⋅ − ⋅ ≡  ∫ ∫ ∫F η F S F η B η T η u u  (7.63) 
 ( ) ( )ˆ ˆd ; , ,p
pq U J V R q p
λΩ
 ′ ′− ≡ 
 ∫ u u
 (7.64) 
Fine-Scale Problem 
 ( ) ( )ˆ ˆ ˆGRAD : d d d ; , ,o o u oV V A R pσφ φρΩ Ω Γ′ ′ ′ ′ ′ ′⋅ − ⋅ − ⋅ ≡  ∫ ∫ ∫η F S F η B η T η u u  (7.65) 
where ˆJ J J′=  is used in (7.64) and the mixed stress tensor evaluated according to (7.58) is used 
throughout these derivations. 
Because of the similarity between (7.65) and (7.23), the analysis of the fine-scale problem can 
proceed along similar lines as in Section 7.2.3. Many of the equations remain valid after updating 
each of the quantities involved to include contributions from the pressure field. We begin by 
recording the linearized fine-scale problem analogous to (7.30): 
 
( ) ( )
( ) ( ) ( ) ( )
GRAD : GRAD d
ˆ: : d ; , ,
o
o u o
V
V R pδ δ
Ω
Ω
′ ′∆ ⋅  
′ ′ ′ ′+ ∆ = −  
∫
∫ 0
η u S F
E η F E u η uC
 (7.66) 
where the fourth-order tensor of material moduli is replaced by the mixed version given by: 
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  p= +

C C C  (7.67) 
where: 
 ( ) 1
2
1 14 2J J J −− −
∂
= = ⊗ −
∂ ∂
I
C
C C
C C

C  (7.68) 
 1
1
1 1 1 1IJ 1
IK JL IL JK2IJKL
KL
C C C C C
C−
−
− − − −∂   = − = +   ∂
I
C
 (7.69) 
 
2
4 W∂=
∂ ∂C C

C  (7.70) 
Localizing (7.66) to elements and applying the previous modeling assumptions leads to the 
analytical expression for the fine scales: 
 ( )ˆ ˆ, p′∆ = ⋅u τ R u  (7.71) 
where τ  is computed using (7.41) incorporating the mixed stress and material tensors, and the 
coarse-scale residual is updated to include the pressure field as well: 
 ( ) ( )ˆ ˆ ˆˆ, DIV , op p ρ = ⋅ + R u F S F B  (7.72) 
Next, the coarse-scale problem needs to be linearized as in Section 7.2.4. While (7.63) is 
linearized similarly to (7.22), an additional expression is needed for (7.64), which is given by: 
 
( ) ( ) ( )
( ) ( )
ˆˆ ˆD 2 :
ˆ :U
JU J J U J
J
φ δ
δ
′
∂′ ′ ′ ′′ ′⋅∆ = ∆
∂
′= ∆
u E u
C
S E u

 (7.73) 
where ( )U U J′′≡S S
 
. Substituting this linearization into (7.64) gives: 
 ( ) ( ) ( )ˆ ˆ ˆ: d ; , ,U pq J V R q pδΩ ′∆ = −∫ 0S E u u

 (7.74) 
The fine-scale term can then be integrated by parts to allow direct substitution of (7.71). 
Combining the result with the linearization of (7.63) given by (7.43), we obtain the final 
stabilized weak form of the mixed problem:  
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( ) ( )
( )( ) ( )
; , : d d d
ˆDIV GRAD : , d 0
u o o o o o
o o
R p V V A
p V
σ
δ ρ
δ
Ω Ω Γ
Ω
≡ − ⋅ − ⋅
 − ⋅ + ⋅ ⋅ ⋅ = 
∫ ∫ ∫
∫
η u E η S η B η T
η S F E η τ R uC
 (7.75) 
 ( ) ( ) ( ) ( )ˆ; , d DIV , d 0Up
pR q p q U J V q J p V
λΩ Ω
   ′≡ − − ⋅ ⋅ ⋅ =    ∫ ∫u F S τ R u

 (7.76) 
7.3.2 Consistent linearization 
Since the mixed formulation (7.75) and (7.76) is nonlinear, we need to linearize it in order to use 
nonlinear solution strategies such as the Newton-Raphson method. We perform linearization in 
the reference configuration and then push forward the results to the current configuration. For the 
case of linear simplex elements used in this study, all terms involving second derivatives of the 
displacement field vanish identically when implemented in the standard finite element method. 
Therefore, we ignore these terms in calculations. 
First, expression (7.72) for the coarse-scale residual can be written explicitly using (7.59), the 
Piola identity DIV TJ − = 0F , and DIV 0 ⋅ = F S
  as follows: 
 
( )
1
ˆ , DIV 
DIV 
GRAD DIV 
GRAD
o
o
T
o
o
p p
pJ
p p J
p
ρ
ρ
ρ
ρ
−
−
 = ⋅ + 
 = ⋅ + 
 = ⋅ ⋅ + + 
= ⋅ ⋅ +
R u F S B
F C B
F S F B
F S B



 (7.77) 
Next, the displacement weighting function terms can be expanded as: 
 
[ ]DIV GRAD DIV GRAD
GRAD GRAD
o o
o
p
p
 ⋅ = ⋅ 
= ⋅ ⋅
η S η S
η S


 (7.78) 
 
( )( ) ( )( )
( )( )
DIV : DIV :
: GRAD
o o
o
p
p
δ δ
δ
  ⋅ = ⋅   
= ⋅ ⋅
F E η F E η
F E η


C C
C
 (7.79) 
Finally, the pressure weighting function term is given by: 
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  DIV GRADU Uq q ⋅ = ⋅ ⋅ F S F S
 
 (7.80) 
Combining equations (7.77) – (7.80) and inserting into (7.75) and (7.76), the stabilized 
formulation for linear simplex elements in the reference configuration is expressed as follows: 
 
( ) ( )
( )
( )( ) ( )
; , : d d d
ˆGRAD GRAD , d
ˆ: GRAD , d 0
u o o o o o
o
o
R p V V A
p p V
p p V
σ
δ ρ
δ
Ω Ω Γ
Ω
Ω
≡ − ⋅ − ⋅
 − ⋅ ⋅ ⋅ ⋅ 
 − ⋅ ⋅ ⋅ ⋅ = 
∫ ∫ ∫
∫
∫
η u E η S η B η T
η S τ R u
F E η τ R u


C
 (7.81) 
 ( ) ( ) ( )ˆ; , d GRAD , d 0Up
pR q p q U J V q p V
λΩ Ω
   ′≡ − − ⋅ ⋅ ⋅ ⋅ =    ∫ ∫u F S τ R u

 (7.82) 
In order to solve these nonlinear equations, we linearize them about the current state ( ), pu  to 
produce a system of equations as follows: 
 ( ) ( ) ( ), , ; ,o o u oA B p R p∆ + ∆ = −η u η η u  (7.83) 
 ( ) ( ) ( ), , ; ,pC q D q p R q p∆ + ∆ = −u u  (7.84) 
where the bilinear forms are given by: 
 
( ) ( )
( ) ( ) ( )
{ } ( )
( )( ){ } ( )
( ){ }
( )( )
, D ; ,
GRAD : GRAD : : d
ˆD GRAD GRAD , d
ˆD : GRAD , d
ˆGRAD GRAD D , d
: GRAD
o u o
o o
o
o
o
o
A R p
V
p p V
p p V
p p V
p
φ
φ
φ
φ
δ δ
δ
δ
Ω
Ω
Ω
Ω
∆ ≡ ⋅∆  
= ∆ ⋅ + ∆      
 − ⋅ ⋅ ⋅∆ ⋅ ⋅ 
 − ⋅ ⋅ ⋅∆ ⋅ ⋅ 
  − ⋅ ⋅ ⋅ ⋅ ⋅∆   
 − ⋅ ⋅ ⋅ 
∫
∫
∫
∫
η u η u u
η u S E η E u
η S u τ R u
F E η u τ R u
η S τ R u u
F E η




C
C
C ( ){ }ˆD , dp VφΩ  ⋅ ⋅∆ ∫ τ R u u
 (7.85) 
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( ) ( ) ( )
{ } ( )
( )( ){ } ( )
( ){ }
( )( ) ( ){ }
, D ; , : d
ˆD GRAD GRAD , d
ˆD : GRAD , d
ˆGRAD GRAD D , d
ˆ: GRAD D , d
o p u o o
p o
p o
o p
o p
B p R p p p V
p p p V
p p p V
p p p V
p p p V
δ
δ
δ
Ω
Ω
Ω
Ω
Ω
∆ ≡ ⋅∆ = ∆  
 − ⋅ ⋅ ⋅∆ ⋅ ⋅ 
 − ⋅ ⋅ ⋅∆ ⋅ ⋅ 
  − ⋅ ⋅ ⋅ ⋅ ⋅∆   
   − ⋅ ⋅ ⋅ ⋅ ⋅∆  
∫
∫
∫
∫
∫
η η u E η S
η S τ R u
F E η τ R u
η S τ R u
F E η τ R u





C
C
 (7.86) 
 
( ) ( ) ( )
{ } ( )
( ){ }
, D ; , : d
ˆD GRAD , d
ˆGRAD D , d
U
p
U
U
C q R q p q V
q p V
q p V
φ
φ
φ
δ
Ω
Ω
Ω
 ∆ ≡ ⋅∆ = ∆ 
 − ⋅ ⋅ ⋅∆ ⋅ ⋅ 
  − ⋅ ⋅ ⋅ ⋅ ⋅∆   
∫
∫
∫
u u u S E u
F S u τ R u
F S τ R u u



 (7.87) 
 
( ) ( )
( ){ }
, D ; , d
ˆGRAD D , d 0
p p
U
p
pD q p R q p p q V
q p p V
λΩ
Ω
∆ ∆ ≡ ⋅∆ = − 
  − ⋅ ⋅ ⋅ ⋅ ⋅∆ =   
∫
∫
u
F S τ R u

 (7.88) 
in which the linearization of the standard Galerkin terms has been carried out in the usual way; 
see e.g. Simo et al. [153] for details. The new stabilizing terms require more attention. First, the 
linearization of the coarse-scale residual is computed as: 
 ( ) ( ) ( )( )ˆD , GRAD GRAD : GRADp p pφ δ  ⋅∆ = ∆ ⋅ ⋅ + ⋅ ∆ ⋅ R u u u S F E u


C  (7.89) 
 ( )ˆD , GRADp p p p  ⋅∆ = ⋅ ⋅ ∆ R u F S

 (7.90) 
Next, the linearization of the displacement weighting function terms is given by: 
 
( )( )
( ) ( ) ( )
( )( ) ( ){ }
( )( )
D GRAD GRAD : GRAD
GRAD : GRAD GRAD : GRAD
: : GRAD
: GRAD GRAD GRAD
o o
o o
o
T
o
p p
p p
p
p
φ δ
δ δ
δ δ
 ⋅ ⋅ + ⋅ ⋅ ⋅∆ = 
   ⋅ ∆ ⋅ + ∆ ⋅ ⋅   
 + ⋅ ∆ ⋅ 
 + ⋅ ∆ ⋅ ⋅
 
η S F E η u
η E u u E η
F E u E η
F u η


 


C
C C
D
C
 (7.91) 
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( )( )
( )( )
D GRAD GRAD : GRAD
GRAD GRAD : GRAD
p o o
o o
p p p
p p
δ
δ
 ⋅ ⋅ + ⋅ ⋅ ⋅∆ = 
⋅ ⋅ ∆ + ⋅ ⋅ ∆
η S F E η
η S F E η




C
C
 (7.92) 
where 
3
8 J∂≡
∂ ∂ ∂C C C

D  is the sixth-order tensor of volumetric material moduli for which the 
explicit values are given in Appendix C.1, and the double contraction operator is generalized to 
accept a sixth-order tensor as an argument to produce a fourth-order tensor: 
 [ ] IJKLMN MNIJKL: D E=ED  (7.93) 
Finally, the linearization of the pressure weighting function term is: 
 
( )
( )( )
D GRAD GRAD GRAD
: GRAD
U U
U
q q
q
φ
δ
 ⋅ ⋅ ⋅∆ = ∆ ⋅ ⋅ 
+ ⋅ ∆ ⋅
F S u u S
F E u
 

C
 (7.94) 
where: 
 
( ) ( )
( ) ( ) ( ) ( ) 12 1 1
2
2
U JU J U J
U J J U J J U J J −− −
∂′′′ ′′≡ ⊗ +
∂
′′′ ′′ ′′ = + ⊗ −  IC
S
C
C C
 

C C
 (7.95) 
Substituting (7.89) – (7.95) into (7.85) – (7.88) gives the complete linearized form of the 
stabilized mixed formulation. 
Remark: Observe that ( ),oA ∆η u  and ( ),D q p∆  are symmetric with respect to their arguments, 
as expected for hyperelasticity. However, due to the fact that the basic, unstabilized mixed 
method does not have an associated potential function, ( ) ( ), ,B q C q∆ ≠ ∆u u , and thus the 
resulting stiffness matrix is non-symmetric. This is an artifact of the underlying mixed 
formulation. An investigation is performed in the numerical section of the impact on iterative 
convergence of using a symmetrized tangent matrix. Also, specific choices of ( )U J  admit a 
potential function, and an alternative formulation is described in the following section.  
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 Remark: The linearized terms given by (7.91) – (7.92) are analogous to the “unexpected” terms 
that arise in the context of the classical F  method, as observed in Simo et al. [153] and Elguedj 
et al. [52] due to the dependence of the stress and material moduli on the level of deformation. 
Note that these lead to the appearance of the coarse-scale residual, and therefore the body force, 
within the stiffness matrix. 
Remark: Additional terms would be expected in the system of equations that would arise from 
the linearization of the stabilization tensor τ  because it is a function of the current deformed 
state. However, we ignore these terms to keep the formulation relatively simple, as is done in the 
case of other stabilized methods [35]. The effect of this simplification is discussed in the 
beginning of Section 7.4. 
We now push forward the preceding developments to provide the analogous quantities in the 
current configuration. Details of the transformation are provided for representative terms while 
the remaining results are obtained in a straightforward manner. Since the multiscale formulation 
(7.46) is written entirely as a function of the coarse-scale, we consider only pushing the 
equations forward to the coarse-scale configuration of the body 
φˆ
Ω . Henceforth we refer to the 
spatial coordinates in this configuration as x . 
The following identities for the transformations of quantities between the reference and current 
configurations are employed: 
 GRAD o = ∇ ⋅η η F  (7.96) 
 GRAD Tp p= ⋅∇F  (7.97) 
 TJ = ⋅ ⋅σ F S F  (7.98) 
 ( ) ( ): : T TJ = ⊗ ⊗c F F F FC  (7.99) 
 ( ) ( )ij i j kl k l ik jl i j k lA B A B  ⊗ ⊗ ⊗ ≡ ⊗ ⊗ ⊗ e e e e e e e e  (7.100) 
where ( ) ( )
∂ •
∇ • =
∂x
, o =η η φ  is a vector field, p  is a scalar field, σ  is the Cauchy stress, c  is 
the spatial tensor of material moduli, and the definition of non-standard tensor operator ⊗  is 
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 taken from [146] and references therein. We also make use of the Piola identity as well as the 
Piola transform of a tensor TJ −= ⋅T t F φ : 
 DIV divJ=T t  (7.101) 
where ( ) ( )div tr• = ∇ •   . For future reference, we record the volumetric/deviatoric splits of the 
spatial material tensors: 
 1 1, ,T Tp J− −= + = ⋅ ⋅ = = ⋅ ⋅xσ σ σ σ F C F 1 σ F S F
 

   (7.102) 
 , 2p= + = ⊗ − I xx x 1c c c c 1 1
 
  (7.103) 
 1 ik jl il jk2ijkl δ δ δ δ   = +  I x1  (7.104) 
 
1
iI jJ kK IJKLMN lL mM nNijklmn
J F F F D F F F−  = d
 
 (7.105) 
 ( ) ( ) ( ) ( ) ( ), 2U UU J U J J U J U J′′ ′′′ ′′ ′′= = + ⊗ −   I xx x 1σ σ c 1 1
   (7.106) 
We begin by returning to the expression for the fine scales (7.40) and writing an equivalent 
spatial formula: 
 ( ) [ ] 1ˆ ˆ ˆ ˆdee e eb b b V
−
Ω
′ ′∆ = ⋅ = ⋅ = ⋅∫u τ r u τ r y r  (7.107) 
where the updated inverse stabilization tensor is given by: 
 s s: d : : de e
e e e ev v
Ω Ω
′    = ∇ ∇ ⋅ + ∇ ∇   ∫ ∫y b b σ b c b  (7.108) 
where ( ) ( ) ( )( )s 12
T ∇ • = ∇ • + ∇ •
 
 is the symmetric gradient operator. The coarse-scale residual 
(7.77) is mapped forward to the spatial residual rˆ  as follows: 
 
( )
( ) ( )
ˆ , GRAD
GRAD
ˆ ,
o
T T
p p
p J
J p p
ρ
ρ
ρ
−
= ⋅ ⋅ +
= ⋅ ⋅ ⋅ ⋅ +
= ⋅∇ + ≡
R u F S B
F S F F b
σ b r u



 (7.109) 
where 1 oJρ ρ
−=  is the current density and 1−=b B ϕ  is the push-forward of the body force. 
290 
 As a final example, the push-forward of the second displacement weighting function term (7.79) 
follows from (7.99) as: 
 
( )( )
( ) ( ) ( )( )
( )
1
s
: GRAD
: : : GRAD GRAD
:
o
T T T
o
p
p
J p
δ
− −
⋅ ⋅
 = ⊗ ⊗ ⋅ ⋅ ⋅ 
 = ∇ ⋅∇ 
F E η
F F F F η F F
c η



C
C  (7.110) 
The other additional terms in the weak form are treated in a similar manner; substituting these 
calculations and (7.109) – (7.110) into (7.75) – (7.76) produces the spatial weak form of the 
stabilized mixed formulation: 
 
( )
( ) ( )
s; , : d d d
ˆ, , , , d 0
u
u
r p v v a
p p v
σ
φ φ φ
φ
ρ
Ω Ω Γ
Ω
≡ ∇ − ⋅ − ⋅
− ⋅ ⋅ =
∫ ∫ ∫
∫
η u η σ η b η t
f η σ c τ r u
 (7.111) 
 ( ) ( ) ( ) ( )ˆ; , d , , d 0Up pq pr q p U J v q p vJφ φλΩ Ω
 ′≡ − − ⋅ ⋅ = 
 ∫ ∫u f σ τ r u
  (7.112) 
where 1−=t T ϕ  and the proper functional space for the weighting functions is the tangent space 
to  : 
 ( ){ }sd: , un Γ= Ω → = 0 η η η φ φ  (7.113) 
We have also defined auxiliary vectors to keep the equation for the formulation relatively simple: 
 ( ) ( ) ( )s, , , :u p p p= ∇ ⋅ ⋅∇ + ∇ ⋅∇f ξ σ c ξ σ c ξ  (7.114) 
 ( ),p q q= ⋅∇f σ σ  (7.115) 
Next, we push forward the linearized system of equations (7.83) – (7.84); the details of the 
derivation, which follow along the lines of (7.109) and (7.110), are omitted. The final form of the 
linearized system is as follows: 
 ( ) ( ) ( ), , ; ,ua b p r p∆ + ∆ = −η u η η u  (7.116) 
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  ( ) ( ) ( ), , ; ,pc q d q p r q p∆ + ∆ = −u u  (7.117) 
where the spatial counterparts of the bilinear forms are given by: 
 
( ) ( ) ( )
( ) ( )
( ) ( )
s s, : : : d
ˆ, , , , , , d
, , , , , , d
uu
u u
a v
p p v
p J p v
φ
φ
φ
Ω
Ω
Ω
 ∆ ≡ ∇ ∇ ∆ ⋅ +∇ ∇ ∆    
− ∆ ⋅ ⋅
− ⋅ ⋅ ∆
∫
∫
∫
η u η u σ η c u
f η u σ c d τ r u
f η σ c τ f u σ c


  
 (7.118) 
 
( ) ( ) ( )
( ) ( )
s ˆ, : d , , , , , d
, , , , d
up
u p
b p p v p p p v
p J p v
φ φ
φ
Ω Ω
Ω
∆ ≡ ∇ ∆ − ∆ ⋅ ⋅
− ⋅ ⋅ ∆
∫ ∫
∫
η η σ f η σ c τ r u
f η σ c τ f σ
 
 
 (7.119) 
 
( ) ( ) ( ) ( )
( ) ( )
s ˆ, : d , , , , , d
, , , , d
U U U
up
U
p u
c q q v q p p v
q J p v
φ φ
φ
Ω Ω
Ω
∆ ≡ ∇ ∆ − ∆ ⋅ ⋅
− ⋅ ⋅ ∆
∫ ∫
∫
u σ u f u σ c τ r u
f σ τ f u σ c
 
 
 (7.120) 
 ( ) ( ) ( ), d , , d 0Up pq pd q p v q J p vJφ φλΩ Ω
∆
∆ ≡ − − ⋅ ⋅ ∆ =∫ ∫ f σ τ f σ
   (7.121) 
and the additional stabilizing terms are pushed forward as follows: 
 
( ) ( ) ( )
( )( ) ( )( ){ }
s s
s s
, , , , , : :
: : :
uu
T
p p p
p p
   ∆ = ∇ ⋅ ∇ ∆ ⋅∇ +∇ ∆ ⋅ ∇ ⋅∇   
  + ∇ ∆ ∇ ⋅∇ + ∇ ∆ ⋅∇ ⋅∇   
f η u σ c d η c u u c η
d u η c u η

  


 (7.122) 
 ( ) ( )s, , , , :up q p q q= ∇ ⋅ ⋅∇ + ∇ ⋅∇f ξ σ c ξ σ c ξ  (7.123) 
For the convenience of the reader, we provide interpretations of the bilinear forms (7.118) – 
(7.121) and the residuals (7.111) – (7.112) in matrix notation in Appendix C.2 to assist in the 
finite element implementation of the proposed formulation. 
7.3.3 Symmetric weak form 
As mentioned in Section 7.3.1, the linearized system of equations for the stabilized mixed 
method presented thus far is not symmetric, which further increases the memory and 
computational costs of the method compared to pure displacement formulations that admit 
symmetric equation solvers. However, for certain choices of the volumetric constitutive function 
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 ( )U J , an alternative mixed formulation can be derived from a total potential functional, as 
shown by [159]. Specifically, assume ( )U J  has the following form: 
 ( ) ( )212U J J= Θ  (7.124) 
Typical choices for ( )JΘ  include: 
 ( ) ( ) ( )ln or 1J J J JΘ = Θ = −  (7.125) 
Then a potential energy function can be written for the mixed finite elasticity problem: 
 ( ) ( ), , d d dop W p V V AσρΩ Ω ΓΠ = − ⋅ − ⋅∫ ∫ ∫B Tφ φ φ φ  (7.126) 
where the mixed energy density function is expressed as: 
 ( ) ( ) ( ) 21,
2
W p W p J p
λ
= + Θ −C C  (7.127) 
The variations of (7.126) with respect to the deformation and pressure fields lead to the weak 
statements of equilibrium and compatibility: 
 ( ) ( )D , GRAD : d d d 0o o o o op V V Aσφ ρΩ Ω ΓΠ ⋅ = ⋅ − ⋅ − ⋅ =   ∫ ∫ ∫η η F S η B η Tφ  (7.128) 
 ( ) ( )D , d 0p
pp q q J V
λΩ
 Π ⋅ = Θ − =      ∫φ
 (7.129) 
in which the second Piola-Kirchhoff stress tensor is computed as: 
 ( ) ( ) 12 2W Jp J p J J −∂ ∂= = + Θ = + Θ
∂ ∂
S S S C
C C
   (7.130) 
Notice the similarity between the present weak form (7.128) – (7.129) and the more general form 
given previously (7.60) – (7.61). Observing that the only difference between these pairs of 
expressions is the scalar functions modeling the volumetric material response, we can carry out 
the derivations of a stabilized formulation for this modified weak form analogously to the steps 
recorded in the preceding sections. In particular, we can make the following one-to-one 
identifications of the various volumetric tensor quantities between the two mixed formulations: 
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  ( ) 12 J J −∂Θ↔ = = Θ
∂
S S C
C
 
 (7.131) 
 ( ) ( ) ( ) ( ) 1
2
2 1 14 2J J J J J J −− −
∂ Θ ′′ ′ ′ ↔ = = Θ +Θ ⊗ − Θ ∂ ∂
I
C
C C
C C
 
C C  (7.132) 
 
3
8 ∂ Θ↔ =
∂ ∂ ∂C C C
 
D D  (7.133) 
(see Appendix C.1 for the sixth-order tensor). Also, due to the replacement of ( )U J′  with ( )JΘ  
from (7.61) to (7.129), we can make the following substitutions as well: 
 U ↔S S
 
 (7.134) 
 U ↔
 
C C  (7.135) 
These relations can be verified by returning to equations (7.73) and (7.94) where these tensors 
first appear. 
We summarize the resulting stabilized formulation in the current configuration. The nonlinear 
coupled equations are obtained as follows: 
 
( )
( ) ( )
sym s; , : d d d
ˆ, , , , d 0
u
u
r p v v a
p p v
σ
φ φ φ
φ
ρ
Ω Ω Γ
Ω
≡ ∇ − ⋅ − ⋅
− ⋅ ⋅ =
∫ ∫ ∫
∫
η u η σ η b η t
f η σ c τ r u
 (7.136) 
 ( ) ( ) ( ) ( )sym ˆ; , d , , d 0p p
q pr q p J v q p v
Jφ φλΩ Ω
 ≡ Θ − − ⋅ ⋅ = 
 ∫ ∫u f σ τ r u
  (7.137) 
The corresponding linearized system of equations is given by: 
 ( ) ( ) ( )sym, , ; ,ua c p r p∆ + ∆ = −η u η η u  (7.138) 
 ( ) ( ) ( )sym, , ; ,pc q d q p r q p∆ + ∆ = −u u  (7.139) 
where the bilinear forms are evaluated using expressions (7.118), (7.120), and (7.121), taking 
account of the substitutions (7.131) – (7.135) for the corresponding volumetric tensors. 
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 Remark: As expected, due to the existence of a potential energy functional, the linearized system 
of equations is indeed symmetric. 
7.4 Error Estimation 
Another hallmark feature of the Variational Multiscale method is that it naturally gives rise to an 
error estimation procedure which quantifies numerical solution accuracy. This procedure was 
described in the context of linear elasticity by Masud and coworkers in [115] and other 
techniques are referenced therein; here, we extend these arguments to the finite deformation 
problem. 
The multiscale decomposition (7.14) separates the true solution into the finite element solution 
and a component unresolved on the given discretization, as depicted in Figure 7.2. When the 
exact values of the three terms in this expression are known, then we observe that the fine scales 
actually represent the error in the numerical solution: 
 ˆ′= = −e u u u  (7.140) 
 
Figure 7.2. Multiscale decomposition of the total solution into coarse and fine scales 
However, due to the modeling assumptions employed in the previous sections, the fine scales 
embedded in the stabilized formulation rarely capture all of the unresolved features. 
Additionally, the coupled nature of the coarse-scale and fine-scale problems (7.63) – (7.65) 
implies that the computed finite element solution is a function of these assumptions, i.e. 
( )ˆh ′≅u u u . Nonetheless, if the fine-scale field was somehow known exactly, then the nonlinear 
coarse-scale problem would yield the exact discrete solution by the optimization properties of the 
Galerkin method. This insight motivates the error estimation procedure for nonlinear problems; 
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 namely, improving the approximation of ′u  leads to an improvement in the computed uˆ , and the 
incremental improvements serve as a measure of the numerical error. Thus, the total error can be 
split into two components as follows: 
 G L= +e e e  (7.141) 
where Ge  represents global errors at the characteristic length scale h  of the mesh ( )uˆ  while Le  
represents local errors below the level of the mesh ( )′u . Referring back to Figure 7.2, 
graphically Ge  measures how far off the red (long-dashed) curve uˆ  is from interpolating the 
purple (solid) curve u , and Le  corresponds to inaccuracies in the blue (short-dashed) curve ′u . 
Due to the nonlinearity of the multiscale problem under consideration, the equations for these 
error components are also necessarily nonlinear. To ensure the economy of the error estimation 
method, we seek a linearized approximation that incrementally improves the computed 
multiscale solution. Thus, we focus on the linearized system of coarse-scale equations (7.83) – 
(7.84) and the linearized fine-scale problem (7.66), which enables the direct application of the 
techniques from [115]. 
The following sections highlight the derivation of the error estimates, which involves an 
element-wise functional evaluation and parallel solution of localized linear problems for the local 
error followed by a back-substitution with the factorized stiffness matrix for the global error. 
Remark: We have employed multiple simplifying approximations to arrive at a viable estimation 
procedure; these assumptions could be relaxed in order to improve the quality of the estimates. 
However, our numerical studies have indicated the robustness of the procedure employed herein. 
Further discussion on linearized error approximations can be found in the literature, see for 
example the work of Radovitzky and Ortiz [142]. 
7.4.1 Local error 
The local error Le  is approximated by the sum of two contributions at the level of the fine scales: 
 L L L= +e e e

  (7.142) 
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 The first component Le
 , referred to as the local explicit error, is obtained by evaluating the 
analytical model for the fine scales derived in the stabilization procedure. All quantities in the 
discrete residual are known once the finite element solution is computed; thus, the calculation of 
Le
  only involves a post-processing step of looping over all elements in the mesh: 
 ˆ ˆL = ⋅ = ⋅e τ R τ r
  (7.143) 
where the stabilization tensors and coarse-scale residuals given in the reference configuration by 
(7.41)  and (7.34) and in the current configuration by (7.107) and (7.109), with the updated 
formulae for the mixed stress and material tensors. 
Remark: Due to the linear simplex elements used in this study, the residual Rˆ  in (7.72) only 
contains contributions from the pressure gradient. Also, this error measure is only evaluated on 
element interiors and ignores contributions along element boundaries. Thus, the quality of the 
local error estimate is greatly improved by the second component described below. 
The second component Le  is computed by solving the fine-scale problem (7.66) on a finer 
discretization employing the localization strategy in [115]. For simplicity, all derivations will be 
carried out in the reference configuration and the final result will be pushed forward. 
A Partition of Unity (POU) approach is invoked to solve (7.66) in a decoupled fashion over local 
patches of elements; see Section 5.2 of [115] for details. Let { }i iϕ ∈  be a POU over domain Ω  
where each iϕ  is associated with a coarse-scale node in the set   of all such nodes; in 
particular, we take { }iϕ  to be the first-order Lagrange basis functions. By definition, these 
functions have the following property: 
 ( ) 1i
i
ϕ
∈
= ∀ ∈Ω∑

X X  (7.144) 
Due to the linearity of the weighting function slot, we can directly substitute (7.144) into the 
right-hand side of (7.66) to obtain the identity: 
 ( ) ( ) ( )ˆ ˆ ˆ; , , ; , , ; , ,u o u i o u i oi iR p R p R pϕ ϕ∈ ∈′ ′ ′ ′ ′ ′= =∑ ∑0 0 0 η u η u η u  (7.145) 
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 where we make use of the following identities for the gradient of the weighting term: 
 ( ) ( )GRAD GRAD GRAD ,i o o i i o i o o i i oϕ ϕ ϕ ϕ ϕ ϕ′ ′ ′ ′ ′ ′= ⊗ + ∇ = ⊗∇ + ∇η η η η η η  (7.146) 
Next, we substitute the local error expression (7.142) for ′u  and the finite element solution 
( ),h hpu  for ( )ˆ, pu  into (7.66), move the local explicit error to the right-hand side, and apply the 
POU to these terms as well. Finally, the local implicit error is split into components 
,L L ii∈
=∑ e e  . With these ingredients, the decoupled form of (7.66) is obtained as: 
 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )
, ,GRAD : GRAD d : : d
; , , GRAD : GRAD d
: : d for each 
o L i o L i
h h
u i o i o L
i o L
V V
R p V
V i
δ δ
ϕ ϕ
δ ϕ δ
Ω Ω
Ω
Ω
   ′ ′⋅ + =   
′ ′ ′− − ⋅  
′− ∈  
∫ ∫
∫
∫
0

η e S F E η F E e
η u η e S F
E η F E e
 


C
C
 (7.147) 
Remark: No approximations have been made to convert the single equation (7.66) to the 
decoupled set of equation (7.147). 
The decoupled problems in (7.147) are now localized over patches of elements and subsequently 
discretized in exactly the same procedure described in [115]. To summarize, the domain Ω  is 
partitioned into overlapping subdomains { }iω  consisting of level 2 stars around each node i∈
. A conforming discretization of the elements into cells is performed whereby each element 
contains exactly sd2n  cells. The discrete function spaces are defined in an analogous manner, 
where attention is paid to the patches that intersect the domain boundaries σΓ  and uΓ . 
Additionally, the functions are prescribed to vanish in the reference configuration at the coarse 
node locations jX  for j∈ . 
Applying these steps to (7.147), we obtain the localized discrete problems for the local implicit 
error: Find ,
h
L L ii∈
=∑ e e   where , ih hL i ω∈e  such that for each , and ih ho oi ω∈ ∈ η : 
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( ) ( ) ( )
( ) [ ] ( ) ( )
( ) ( )
( ) ( )
, ,GRAD : GRAD d : : d
GRAD : d d d
GRAD : GRAD d
: : d for each 
i i
i i i
i
i
h h
o L i o L i
h h h
i o i o o i o
h
i o L
h
i o L
V V
V V A
V
V i
σ
ω ω
ω ω ω
ω
ω
δ δ
ϕ ϕ ρ ϕ
ϕ
δ ϕ δ
∂ ∩Γ
   ⋅ + =   
− ⋅ + ⋅ + ⋅
− ⋅  
− ∈  
∫ ∫
∫ ∫ ∫
∫
∫ 
η e S E η E e
η F S η B η T
η e S
E η E e
 


C
C
 (7.148) 
The push-forward of (7.148) proceeds along the lines of the derivations in preceding sections, 
where all relevant subdomains must be mapped forward to their corresponding spatial 
counterparts. The result is: 
 
( ) ( )
( ) ( ) ( )
( ) ( )
( ) ( )
, ,
, , ,
,
,
s s
, ,
,
s
: d : : d
: d d d
: d
: : d for each 
i i
i i i
i
i
h h
L i L i
h h h
i i i
h
i L i
h
i L
v v
v v a
v
v i
φ φ
σ
φ φ φ φ
φ
φ
ω ω
ω ω ω
ω
ω
ϕ ϕ ρ ϕ
ϕ
ϕ
∂ ∩Γ
   ∇ ∇ ⋅ + ∇ ∇ =   
− ∇ + ⋅ + ⋅
 − ∇ ∇ ⋅ 
 − ∇ ∇ ∈ 
∫ ∫
∫ ∫ ∫
∫
∫ 
η e σ η c e
η σ η b η t
η e σ
η c e
 


 (7.149) 
Several important comments are summarized below; see [115] for additional remarks. 
i) These decoupled equations are naturally parallel. 
ii) The localization procedure carried over to the linearized form of the nonlinear fine-scale 
equation with zero modifications from the procedure employed for the linear model 
problem of elasticity. 
iii) Numerical tests confirm that the localization introduces small errors compared to solving 
(7.66) directly on finer grids. 
iv) Other localization procedures can be utilized to decouple (7.66) so long as a continuous 
approximation for Le  is obtained [115]. Thus, techniques like the element residual 
method or p-hierarchical functions used in other error estimation methods could also be 
employed within this framework. 
7.4.2 Global error 
With the enhanced fine scales coming from the local error calculations, we now aim to compute 
an improved coarse-scale solution as a measure of Ge . As mentioned, we seek incremental 
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 improvements to allow for a linear approximation and thus give the following representations of 
the coarse scale: 
 ,ˆ G∆ = uu e  (7.150) 
 ,G pp e∆ =   (7.151) 
To obtain equations for these quantities, we generalize the derivation of the global error 
equations performed in [115] to the current system of nonlinear equations. We start by returning 
to the coarse-scale problem linearized about the fine scales, given by (7.43) and (7.74). 
Expression (7.142) for the enhanced fine scales Le   is substituted in place of ′∆u , and then 
integration by parts is applied along with the formula for the local explicit error (7.143) to arrive 
at equations analogous to (7.75) – (7.76) but containing additional terms involving Le . Next, we 
linearize these equations about the coarse scale in the same manner as in Section 7.3.1, where 
higher-order terms containing both Le  and ˆ∆u  are dropped. Finally, noting that 
( ); , , 0h h hu oR p =0η u  and ( ); , , 0h hpR q p =0u  because ( ),h hpu  are the converged solutions from 
the Newton-Raphson algorithm, we obtain a system of equations to be solved for the global error 
components, pushed forward to the spatial configuration: 
 ( ) ( ) ( ) ( )s s, ,, , : : : dh h h hG G p L La b e v
φΩ
+ = − ∇ ∇ ⋅ +∇ ∇∫uη e η η e σ η c e    (7.152) 
 ( ) ( ) s, ,, , : dh h UG G p Lc q d q e q v
φΩ
+ = − ∇∫ue σ e

   (7.153) 
where we have made the substitutions from (7.150) – (7.151), and the bilinear forms are exactly 
the same as those given in (7.118) – (7.121). 
7.4.3 Total error estimates 
The preceding estimated error components can be combined into two total estimates for the 
discrete error. The first estimator is termed the implicit error estimate and contains each of the 
components described above: 
 , ,,I L L G p G pe e= + + =ue e e e

    (7.154) 
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 This estimator is the most robust option because of the enhancement to the fine-scale field 
computed through the localization procedure in Section 7.4.2. 
As before, the algorithmic simplification of dropping the local-implicit component leads to an 
explicit error estimate, thereby saving on the computational cost of solving the local problems:  
 , ,,E L G p G pe e= + =ue e e
    (7.155) 
where ,G ue
  is obtained by replacing Le  with Le
  in (7.152) – (7.153). A tradeoff in the accuracy 
of the estimate accompanies this modification. 
Remark: The key conclusion from the preceding discussion is that the error estimation method 
contained in the VMS approach carries over with very little modification from the linear to 
nonlinear problems. Other remarks on these error estimation techniques are contained in [115]. 
7.5 Numerical Results 
In this section, we investigate the performance of the proposed stabilized formulation compared 
to other methods for a wide range of problems involving different loading conditions and 
material constitutive models. Equal-order linear interpolations for triangular and tetrahedral 
elements are employed for all results presented below, denoted within all subsequent line plots as 
VMT3 for Variational Multiscale linear triangle; see Figure 7.3. Plane strain conditions are 
enforced for all two dimensional problems. For benchmark investigation of the proposed method, 
full numerical quadrature is used throughout. However, comparable results were also obtained 
using lower-order rules, as shown in Section 7.5.6. 
 
Figure 7.3. Continuous equal-order simplex elements 
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 Simple polynomial bubble functions were selected to represent the fine scales as listed in Table 
7.1 with respect to the element local coordinates ( ), ,ξ η ζ . More elaborate bubble functions were 
also employed for the tetrahedral elements that resulted in further enhanced stability properties 
for the harder problems. 
Table 7.1. Bubble functions employed for stabilization 
Element Bubble Function 
T3 ( )1ξη ξ η− −  
T4 
( ) ( )
( ) ( )
3 3
33
1 1
1 1
ξ ηζ ξ η ζ ξη ζ ξ η ζ
ξηζ ξ η ζ ξηζ ξ η ζ
− − − + − − −
+ − − − + − − −
 
 
Because τ  is a function of the evolving stress and material tensors, it needs to be recomputed 
during each iteration of a nonlinear solution procedure. As commented upon in Section 7.3.2, the 
consistent linearization as presented assumes that the stabilization tensor τ   is updated at the 
beginning of the load step, while it is kept frozen in the subsequent iterations during the step. 
This amounts to a nonlinear evolution of the fine-scale fields from one iteration to the next 
during the Newton-Raphson convergence loop for the linearized coarse-scale fields. Numerical 
testing has shown that this upsets the quadratic convergence rate of the Newton-Raphson 
algorithm for the coarse scales. Therefore in our computations we let the fine-scale fields evolve 
during the first two iterations in a load step, and this results in a robust representation of the 
stabilization tensor τ  in equation (7.41). Thereafter, for computational expediency, in our 
implementation we keep the evolution of the fine scales frozen for the remaining iterations in the 
load step, and this restores the quadratic rate of convergence of the Newton-Raphson algorithm 
for the coarse-scale fields. Numerical experimentation with various benchmark problems 
revealed that the values of the tensor changed insignificantly during the later iterations even for 
highly distorted elements, thereby justifying this algorithmic simplification. 
7.5.1 Stability analysis 
To provide numerical verification of the consistency and stability of the formulation, we design a 
simple problem with an analytical solution, consisting of a square fixed at the bottom and 
deformed into the shape of a trapezoid, as shown in Figure 7.4. By carefully selecting the 
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 material model, the resulting analytical solution is representable exactly both by a single pure 
displacement quadrilateral and by an equal-order displacement-pressure element. The analytical 
solution is reproduced below in Cartesian coordinates: 
 , ,x X y XY Y z Zδ= = + =  (7.156) 
 
1 0 0
1 0 , 1
0 0 1
Y X J Xδ δ δ
 
 + = + 
  
F   (7.157) 
 ( ) ( )( ) ( ) ( ) ( )21 1tr 3 ln , 1
2 2
W J U J U J Jµ µ λ= − − + = −C C  (7.158) 
 ( ) ( )1 11 ,J J p U Xµ λ λ δλ− − ′= − + − = =XS 1 C C  (7.159) 
 ( )
2 0
0
0 0
JX
X J J J
J
Y J Y
X
X
Y
δλ δµ δ
δ λ µ µ
λ
µ
λ
δ
δ
 
 
= ⋅ + +    

−
 

P F S   (7.160) 
 ( )DIV 0 0 To J Jρ δµ δλ= − − +  B P   (7.161) 
The parameters are taken as 40λ µ= =  and 1.01δ = , where δ  corresponds to the vertical 
displacement of the upper-right corner. The solution is not representable by triangular elements 
since the strain field is not constant. Thus, the convergence of the numerical results upon mesh 
refinement provides insight into the stability of our proposed formulation. Additionally, we 
analyze the error estimation framework from Section 7.4 and compare the predicted error to the 
actual error. 
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  (a)              (b) 
Figure 7.4. Analytical body force problem: (a) problem domain; (b) exact pressure field on 
deformed configuration 
We discretize the domain first using two elements with the diagonal pointing to the upper-right, 
and uniform bisecting is employed to create finer meshes. Throughout these discussions, the 
nomenclature 4×4 element mesh represents (4×4)×2 linear elements obtained by dividing the 
underlying quadrilateral discretization. The bottom edge is fully fixed, and the analytical 
tractions = ⋅T P N  are applied as dead loadings on the other three edges. Because the body force 
includes a term of the form 1X − , standard low-order Gauss rules do not integrate this term 
accurately. We have verified that a 10×10 Gauss quadrature rule accurately integrates the 
analytical expressions such that the exact result is obtained using a single quadrilateral element. 
Therefore, for this problem we employ a 25 point rule in the interior of the triangles and a 10 
point rule on the element boundaries. The problem is solved in a single load step. As an example 
of the numerical results, the pressure field obtained on the 4×4 mesh is given in Figure 7.5 
plotted on the deformed configuration. 
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Figure 7.5. Medium 4×4 mesh pressure p  contour 
For each level of mesh refinement, the standard error between the computed and exact 
displacement field is evaluated in the L2 norm and H1 seminorm; the gradients for the H1 
seminorm are taken with respect to the reference coordinates. These results are plotted in Figure 
7.6 on a log-log scale along with the corresponding values from the implicit and explicit error 
estimators. While a rigorous mathematical theory does not exist for numerical convergence rates 
for general nonlinear problems, we do observe that the theoretical rates of 2 and 1 for linear 
problems are obtained for this case. This optimal convergence establishes the consistency of the 
method. The error estimates evaluated according to Section 7.4 are included in Figure 7.6 for 
completeness and to support the conclusions as to the stability of the formulation. More 
exhaustive analyses of the proposed error estimates are conducted in Sections 7.5.2 and 7.5.5 for 
problems of engineering interest. 
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  (a)              (b) 
Figure 7.6. Comparison of reference and estimated error: (a) L2 norms of error in u ; (b) H1 
seminorm of error in u  
From the close proximity of the curves for the standard and implicit errors, we conclude that the 
implicit estimate provides a sharp prediction of the displacement error for both the L2 norm and 
H1 seminorm. However, the explicit error yields an underestimate of the true error in the 
solutions. These trends were also reported in [115] for the case of linear kinematics. 
Corresponding plots for the L2 norm and H1 seminorm of the pressure error are given in Figure 
7.7. We observe suboptimal yet constant rates similar to those reported in [115]. One measure 
commonly employed to quantify the performance of error estimators is the effectivity index, 
defined as the ratio of the estimated error norm to the actual error norm. For the implicit error, 
the effectivity indices for the H1 seminorm of displacement vary between 0.77 and 0.86, while 
the explicit error exhibits a range of 0.11 to 0.31. Thus, the estimates perform relatively 
consistently as the mesh is refined, and the implicit error provides a sharper prediction of the 
standard error. 
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  (a)              (b) 
Figure 7.7. Comparison of reference and estimated error: (a) L2 norms of error in p ; (b) H1 
seminorm of error in p  
Next, we verify that the quadratic convergence of the Newton-Raphson algorithm is maintained 
by using the consistent tangent matrix emanating from the linear system of equations (7.116) – 
(7.117). The tabulated Euclidean norm of the out-of-balance global force vector for each 
iteration during the load step is provided in Table 7.2 for the medium level 4×4 mesh. Indeed, 
asymptotically quadratic convergence is exhibited by the speedy reduction in the residual 
magnitude. We refer the reader to Section 7.3.2 and remarks therein for discussions on the 
additional terms arising from the stabilization terms in the stiffness matrix.  
Table 7.2. Evolution of residual 2l  norm for 4×4 element mesh 
Iteration Number Residual Norm 
1 11.9597832  10×  
2 02.1614809  10×  
3 24.6645808  10−×  
4 51.3413165  10−×  
5 121.3189928  10−×  
 
7.5.2 Cook’s membrane 
The Cook’s membrane consists of a tapered panel loaded by an end shear and has been studied 
by many authors [45,39,141,52,93] to test the performance of numerical formulations under 
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 combined shear and bending. A modified neo-Hookean model is selected to represent the 
material of the panel: 
 ( ) ( )( ) ( )11 32W I U Jµ κ= − +C C  (7.162) 
 ( ) ( )21 1 1 ln2 2U J J J
 = − −  
 (7.163) 
where ( ) ( )1 trI ≡C C  is the first invariant of the isochoric deformation tensor 2/3J −≡C C . The 
stress tensor and material moduli emanating from this model can be found in [39,88,146]. The 
geometry of the panel is shown in Figure 7.8, in which the edge shear is applied as a uniform 
traction producing a resultant force of 100 N/mmF = . The material parameters are specified as 
440.0942 10  MPaκ = ×  and 80.1938 MPaµ =  which induces nearly incompressible response 
with 0.4998ν = . The total force is applied in a single load step. 
 
Figure 7.8. Cook’s membrane 
The convergence of the vertical displacement of the upper-right node of the panel is plotted in 
Figure 7.9. Results from our formulation are compared with values obtained using standard 
linear triangles and those reported by de Souza Neto et al. [45] using an F  method, denoted FT3 
and FQ4. Clearly, our results are comparable to the linear triangles presented in the reference 
even though fewer load steps were taken. 
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Figure 7.9. Convergence of vertical displacement at node A 
A contour plot of the pressure field on the deformed medium level 8×8 mesh is given in Figure 
7.10. The pressure field is seen to be free of oscillations, which is a numerical verification of the 
stability of the proposed multiscale mixed formulation for linear triangles. 
 
Figure 7.10. Medium 8×8 mesh pressure p  contour 
We also report the iterative convergence of the Newton-Raphson algorithm for this more 
practical engineering problem. Values for the Euclidean norm of the out-of-balance residual are 
listed in Table 7.3 for the medium level 8×8 mesh. Similar to the trend shown in Table 7.2, an 
asymptotically quadratic rate is achieved even when the load is applied in a single step. All 
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 subsequent problems investigated herein exhibited similar performance; thus, we do not present 
tables for those other simulations. 
Table 7.3. Evolution of residual 2l  norm for 8×8 element mesh 
Iteration Number Residual Norm 
1 13.423266  10×  
2 14.2807024  10×  
3 02.1626761  10×  
4 31.1621739  10−×  
5 82.5545014  10−×  
6 123.2723110  10−×  
 
Finally, we examine the performance of the multiscale error estimators for this problem. The 
numerical fields computed on the 32×32 element mesh is considered as a reference solution for 
evaluating the actual error, and the medium level 8×8 element mesh is selected as the candidate 
discrete solution. First, contour plots of the components of the reference error, obtained by 
subtracting the discrete solution field from the reference solution field, are compared to the 
implicit error estimate Ie  in Figure 7.11; the fields are plotted on the undeformed mesh for 
clarity. Since the reference mesh is obtained by recursively refining the medium level mesh, the 
error from the projection operation is effectively eliminated, and thus the reference error 
corresponds to the discretization error on the medium level mesh. Recall that the implicit error is 
calculated through the solution of localized problems on singly-refined patches followed by a 
back-substitution using the global stiffness matrix. The estimated error is seen to predict fairly 
accurately the error in the tip deflection along with the finer features of the solution, such as the 
deformations around the fixed boundary in the upper-left corner of the domain. 
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  (a)              (c) 
 
  (b)              (d) 
Figure 7.11. Medium 8×8 mesh contours: (a) reference displacement error xe ; (b) reference 
displacement error ye ; (c) displacement estimate ,I xe ; (d) displacement estimate ,I ye  
Second, the elemental values of the H1 seminorm of displacement reference error are compared 
to the values from the implicit and explicit error estimates in Figure 7.12. The H1 seminorm is 
computed by integrating the displacement gradient over the interior of an element to report an 
aggregate measure of the error; this quantity can be correlated to errors in stresses and strains 
through the constitutive properties. Both the implicit and explicit estimates capture the higher 
error localized near the upper-left corner, as expected; the implicit estimate also partially predicts 
the higher error near the loaded tip. However, while the magnitude of the implicit error agrees 
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 closely with the reference error, the explicit error is much smaller by a factor of 2.2. This 
discrepancy can be attributed to the poor approximation of the right-hand side in the global error 
equation by replacing Le  with Le
 . For completeness, we provide the corresponding plots for the 
local-implicit and local-explicit error in Figure 7.13; these figures corroborate the explanation for 
the discrepancy in the global error. We remark that, according to (7.143) and (7.109), the local-
explicit estimate is driven only by the pressure gradient, accounting for its poor performance. 
However, the explicit error still helps to indicate regions where the pollution error is higher and 
thus the displacements are less accurate. 
 
     (a) 
 
  (b)              (c) 
Figure 7.12. Contour plot of H1 seminorm of error measures: (a) reference error e ; (b) implicit 
error Ie ; (c) explicit error Ee  
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  (a)              (b) 
Figure 7.13. Contour plot of H1 seminorm of error measures: (a) local-implicit error Le ; (c) local-
explicit error Le
  
Third, the convergence of the L2 norm and the H1 seminorm of displacement error for the three 
coarsest meshes are depicted in Figure 7.14 on a log-log scale; as before, the reference solution 
on the 32×32 mesh substitutes for the unknown exact solution for calculating the reference error. 
As observed for the body force problem in Section 7.5.1, the various error measures converge at 
nearly the optimal rates expected from the linear theory of finite elements even though a 
mathematical proof of this trend has not been established. Similar to the behavior for linear 
elasticity described in [115], the implicit error provides accurate estimates of both the magnitude 
and convergence rate while the explicit error only reproduces the latter. Additionally, the 
effectivity indices for the implicit error in the H1 seminorm with respect to the reference error lie 
within the range 0.81 – 0.99, which is an improvement compared to the results for the body force 
problem in Section 7.5.1. The values corresponding to the explicit error are between 0.24 and 
0.34. 
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  (a)              (b) 
Figure 7.14. Comparison of reference and estimated error: (a) L2 norms of error in u ; (b) H1 
seminorm of error in u  
7.5.3 Indentation of a rubber block 
This numerical example consists of a confined rubber block pressed in the center by a rigid 
indenter; see Figure 7.15. This problem has been studied in the literature [178,45] to investigate 
the performance of numerical formulations under significant compression and mesh distortion. 
The material model for the rubber block is a Mooney-Rivlin model: 
 ( ) ( )( ) ( )( ) ( )1 1 2 23 3W C I C I U Jκ= − + − +C C C  (7.164) 
 ( ) ( )21 1
2
U J J= −  (7.165) 
where ( ) ( )212 12 trI I ≡ − ⋅ C C C  is the second invariant of C . This material model is often used 
to simulate biological materials; expressions for the constitutive tensors are provided in [146]. 
The material properties are given as 1 1.5C = , 2 0.5C = , and 
510κ = . To clarify the boundary 
conditions, the bottom and vertical edges are considered restrained by the rollers as shown, and 
the frictionless indenter is applied as a prescribed displacement boundary condition with the 
value scaled by the algorithmic loading parameter. 
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  (a)              (b) 
Figure 7.15. Constrained rubber block: (a) problem domain; (b) coarsest discretization 
Due to the significant mesh distortion expected near the edge of the indenter, the meshing pattern 
of two regions with alternately oriented diagonals was selected according to the original 
reference [178] in order to increase the maximum indentation depth before divergence of the 
nonlinear solution algorithm. Three levels of mesh refinement were employed; the coarsest mesh 
is shown in Figure 7.15, and others are obtained by uniform bisection. The severe distortions 
limited the displacement increment of the indenter to 1 8  for the coarser meshes and 1 16  for the 
finer mesh; the final converged load step on each mesh was obtained with increments of 1 16 , 
1 32 , and 1 64  for the coarse, medium, and fine meshes, respectively. The standard Newton 
algorithm with variable load increments was employed; the use of line search or arc-length 
strategies would improve the maximum step size and ultimate load level. All throughout, the 
asymptotically quadratic convergence rate of the iterative residual was maintained. 
The pressure field is plotted in Figure 7.16 (a) on the deformed coarse mesh of the block at the 
imposed indentation of 0.25. The deformed shape is comparable to the shape reported in 
[178,45]. The pressure field appears relatively smooth for this difficult problem. A similar 
configuration is also attained using the finer mesh, as shown in Figure 7.16 (b). Observe that the 
elements near the edge of the indenter are highly distorted but are otherwise deformed in a 
physically reasonable manner. 
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  (a)              (b) 
Figure 7.16. Rubber block pressure contour at 0.25 indentation: (a) coarse mesh; (b) fine mesh 
Due to the robustness of the proposed stabilized method, a higher value for the maximum depth 
of the indenter was achieved compared to the references. A converged numerical solution was 
obtained for both the coarse and medium mesh at a depth of 0.5625. The final deformed shape of 
the coarse mesh and medium meshes are shown in Figure 7.17. 
 
  (a)              (b) 
Figure 7.17. Rubber block pressure contour at 0.5625 indentation: (a) coarse mesh; (b) medium 
mesh 
This problem was also investigated by Boerner et al. [26] employing quadrilateral macro-
elements, and they report the reactive force of the indenter versus the vertical displacement. 
However, they used the neo-Hookean material model given by (7.162) – (7.163); the material 
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 parameters are taken as 52.0, 10µ κ= = . The maximum indentation obtained by their 
formulation before divergence was 0.25; our formulation was able to simulate the indentation up 
to a level of 0.35 on all three levels of mesh refinement with a constant step size of 0.05. In 
Figure 7.18 (a), the total reactive force along the indented zone, computed by summing up the 
converged internal forces from the boundary nodes, is plotted versus the displacement level for 
each level of mesh refinement. Our results compare favorably with the MEI curve in the 
reference. Note that the coarse mesh produces the stiffest behavior, similar to intuition from the 
linear theory. Similar behavior was observed for the Mooney-Rivlin results; the apparent 
reduction in stiffness also explains the difficulty in achieving convergence on the finer mesh. 
Also, we provide a contour plot of the pressure field on the deformed mesh in Figure 7.18 (b). 
The close resemblance between these results and those depicted in Figure 7.16 (a) demonstrate 
that the choice of the material model does not significantly affect the character of the solution at 
lower levels of indentation. 
 
  (a)              (b) 
Figure 7.18. (a) Force-displacement curves for various levels of mesh refinement; (b) Rubber 
block pressure contour at 0.25 indentation 
7.5.4 Stretching of a cracked plate 
This problem was previously studied by Simo and Taylor in a formulation derived in terms of 
principal stretches [154]. The domain consists of a plate with a stationary crack that is pulled 
longitudinally; half of the plate is modeled, as shown in Figure 7.19 (a). An Ogden-type material 
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 model is used for this problem, which has been shown to match the experimental response of 
rubber very closely: 
 ( ) ( ) ( )1 2 32
1
3r r r
m cW U J
m
α α αα
α α
λ λ λ κ
=
 
= + + − + 
 
∑C     (7.166) 
 ( ) ( )21 1 1 ln2 2U J J J
 = − −  
 (7.167) 
where 1 2 3, ,λ λ λ    are the principal deviatoric stretches computed from the principal stretches 
according to 1/3i iJλ λ
−=  with 1 2 3J λ λ λ=  and m  is the number of material constant pairs 
( ),m cα α . The derivation of the stress and material tensors for this model is rather involved; the 
resulting tensors representable in Cartesian components are provided in [154]. The material 
properties are listed in Table 7.4; the parameter κ  is set to 610 . This problem tests the 
performance of the proposed formulation under tension-dominated loading, the presence of a 
singularity, and a complicated material model.  
 
  (a)              (b) 
Figure 7.19. Cracked rubber plate loaded in tension: (a) problem domain; (b) coarsest mesh 
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Table 7.4. Material parameters 
α  a ac m  mα  
1 6.3 1.3 
2 0.012 5.0 
3 -0.010 -2.0 
 
The description of the problem given in [154] is rather limited; therefore, the dimensions and 
load values reported in the original reference given therein are used. Also, the formulation of 
Simo and Taylor imposes strict enforcement of the incompressibility constraint via an augmented 
Lagrange technique, which is not incorporated in our formulation. Due to these circumstances, 
the numerical results from the present study match only qualitatively with the published 
reference. However, we believe that this problem provides a challenging test case to exhibit the 
versatility of the proposed stabilized method. To serve as a reference for comparison with the 
new method, numerical results are also computed using the biquadratic displacement bilinear 
pressure quadrilateral element, typically denoted as Q2Q1, which is considered as a stable 
element satisfying the BB condition [31]. Four levels of mesh refinement are considered. The 
coarsest triangular mesh is shown in Figure 7.19 (b); the placement of the nodes is such that, 
upon refinement, the mesh nearly overlaps with the quadrilateral mesh employed in [154]. The 
coarsest quadratic mesh contains an extra row of nodes in order to provide five elements along 
the vertical edge. For the three finer discretizations, the quadrilateral and triangular meshes are 
composed of the same number of nodes. 
The applied tension was incremented up to a maximum value of 5oq q = . The distortion of the 
elements near the crack tip limited the load increment to values between 0.25 and 0.75 both for 
the triangular and quadrilateral meshes. To illustrate the convergence of the stabilized method, 
we record the value of the displacement at point B for three representative load levels in Figure 
7.20. This point was selected because the vertical displacement converged more slowly there as 
compared to the values at point A and because this value has the significance of half the crack 
opening displacement from fracture mechanics. Consistent convergence is evident at each load 
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 level, and the converged values between the stabilized triangular and reference quadrilateral 
meshes are similar. 
 
  (a)              (b) 
 
             (c) 
Figure 7.20. Deflections for point B at various load levels: (a) 1.5oq q = ; (b) 3.0oq q = ; (c) 
5.0oq q =  
In Figure 7.21 through, we plot the contours of the maximum principal stress obtained by a nodal 
weighted-average post-processing technique. Each field was obtained from the 25×19 node 
triangular mesh; however, the mesh lines were removed in the second two figures for clarity. The 
contour legends have been scaled to match the ranges contained in Simo and Taylor [154]. These 
figures exhibit excellent qualitative comparison with the reference. However, a quantitative 
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 comparison of the displacements indicates that the solutions are slightly different; possible 
explanations for this behavior were described above. 
 
  (a)              (b) 
Figure 7.21. Maximum principal stress: (a) load level 1.5oq q = ; load level 3.0oq q =  
7.5.5 Plate with a hole 
Another numerical example consists of a square plate loaded in tension with a hole in the center; 
see Figure 7.22 (a). This problem was considered by Rüter and Stein [146] using an anisotropic 
material model containing oriented fibers that represents, for example, fiber-reinforced rubbers 
used in automobile tires or polymer networks in biological tissues [171]. The material model is 
given as: 
 ( ) ( )( ) ( )( ) ( )1 1 2 43 , 3W C I C I U Jκ= − + − +C C C A  (7.168) 
 ( ) ( )21 1
2
U J J= −  (7.169) 
where ( )4 ,I = ⋅ ⋅C A A C A  incorporates contributes from the embedded fibers with orientation 
vector [ ]cos sin 0 Tα αA   in the reference configuration. Within their discussion of this 
material model, Rüter and Stein [146] provide expressions for relevant constitutive tensors. The 
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 material properties are given as 21 0.525 N/mmC = , 
2
2 0.5 N/mmC = , and 
210,000 N/mmκ = , 
and the fibers are oriented at an angle 30α =   with respect to the horizontal axis. The plate is 
stretched via a prescribed displacement of magnitude 12.8δ =  along the right edge. 
Computations are performed on a relatively coarse mesh of 160 nodes and 256 elements and a 
finer mesh of 1024 elements, where the skeletons of the meshes overlap closely the baseline 
mesh of the reference, which employed biquadratic displacement linear pressure quadrilateral 
elements. 
 
  (a)              (b) 
Figure 7.22. Plate with a hole stretched by applied displacement: (a) problem domain; (b) coarse 
mesh 
A contour plot on the deformed mesh of the maximum principal stress is shown in Figure 7.23 
for both meshes; the contour legend was again scaled to match the corresponding figure in the 
reference as was done in Section 7.5.3. Clearly the current results agree very well with the 
published ones even though a coarser discretization was used. The stress field was obtained by a 
nodal weighted-average post-processing technique. When an L2 projection technique was 
employed, artificial stress bands appeared in the contour plot along certain element boundaries. 
Since this technique involves a global calculation using the mass-like matrix, sharp spatial 
variation of stresses can pollute elements reasonably distant from a stress concentration. Thus, 
certain post-processing techniques may be less appropriate for generating contour plots in the 
presence of singularities. 
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  (a)              (b) 
Figure 7.23. Maximum principal stress for VMT3 meshes: (a) 256 element mesh; (b) 1024 
element mesh 
Since the published reference also contains an a posteriori error analysis, we also investigated the 
performance of the multiscale error estimators. To provide a reference solution, the coarse mesh 
was recursively bisected to produce a mesh of 4096 elements, without regard for moving nodes 
near the circular hole, and then the numerical solution was obtained using the stabilized method. 
We remark that this strategy induces a crude approximation of the geometry, but it avoids issues 
in projecting the coarse solution onto the reference mesh. 
In Figure 7.24 (a) and (c), we compare the components of the displacement reference error to the 
implicit error. While the estimates are not as sharp as for the Cook’s membrane problem, they 
nonetheless provide a reasonable prediction of the displacement error. In particular, the implicit 
estimate accurately predicts higher errors near the upper and lower edges in Figure 7.24 (c) and 
the left and right edges in Figure 7.24 (d) while also registering error nearby the upper right and 
lower left sectors of the hole. 
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  (a)              (c) 
 
  (b)              (d) 
Figure 7.24. Error contours: (a) reference displacement error xe ; (b) reference displacement error 
ye ; (c) displacement estimate ,I xe ; (d) displacement estimate ,I ye  
Next, we report the H1 seminorm of the displacement error in each element in Figure 7.25. 
Overall, the reference error and implicit estimate exhibit agreement in pinpointing inaccuracies 
in the corners of the domain. The distributions of the estimated and actual error are again in close 
agreement as seen in Figure 7.24. Regions with a higher H1 seminorm are expected to have 
larger errors in the value of the stresses and strains. Also, the effectivity indices for the L2 norm 
and the H1 seminorm with respect to the reference error are computed as 1.09 and 1.40, 
respectively. While this performance is not as sharp as for the Cook’s membrane problem, the 
estimates are still reasonably accurate for this problem with nonsmooth features and an 
anisotropic material model. 
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 Remark: Initially, the presence of significant errors away from the hole may be counter 
intuitive. However, this behavior was also observed by Rüter and Stein in their estimate of errors 
in the stress field [146]. Thus, this problem clearly showcases the value of numerical error 
estimates for quantifying the level of confidence in computed results. 
 
  (a)              (b) 
Figure 7.25. Contour plot of H1 seminorm of error measures: (a) reference error e ; (b) implicit 
error Ie  
7.5.6 Three dimensional compression of a block 
The final numerical example highlights the performance of the formulation for three dimensional 
problems. The computational domain, studied by multiple authors [144,52,39], consists of a cube 
loaded by an applied pressure in the center of the top face; see Figure 7.26. A quarter of the cube 
is modeled, where symmetry conditions are applied to the vertical faces and the tope face is 
restrained against motion in the horizontal plane. A simple neo-Hookean material model is used: 
 ( ) ( )( ) ( )1
1 3 ln
2
W I J U Jµ µ λ= − − +C C  (7.170) 
 ( ) ( )21 ln
2
U J J=  (7.171) 
where the material parameters are taken as 400889.806 MPaλ =  and 80.194 MPaµ = . 
Expressions for the material tensors can be found in [88]. Since ( )U J  can be expressed in the 
quadratic form of (7.124) given in Section 7.3.3, we can study the performance of both the 
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 symmetric and non-symmetric mixed formulations for this problem. The numerical results are 
computed on a series of uniformly refined meshes whereby the domain was partitioned into 
smaller cubes each containing six tetrahedral elements. 
 
Figure 7.26. Block under compression, problem domain. 
The pressure loading was increased in increments of 80 MPa up to a maximum value of 320 
MPa. The vertical displacement of the node at the center of the top surface is of interest as a 
measure of the block’s compression level. This quantity is plotted in Figure 7.27 versus the 
number of elements along an edge for the first and final load step. The convergence of the 
symmetric and non-symmetric results, denoted by VMS4 and VMT4 respectively, is comparable 
to the trends exhibited in the references. We remark that while the stabilized tetrahedral element 
from Caylak [39] appears to provide better results on the coarsest mesh, the number of elements 
in the mesh is quite different: 65 elements versus 48 elements in our mesh. In both plots, the 
results from the symmetric formulation exhibit somewhat more flexibility than the non-
symmetric counterpart. Nonetheless, the converged results for both formulations are identical to 
the published values. Thus, the symmetric mixed method represents a viable option for 
computations when the material model admits a quadratic form. 
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  (a)              (b) 
Figure 7.27. Convergence of vertical displacement at node A: (a) load level 80 MPap = ; (b) 
load level 320 MPap =  
Contour plots of the pressure field obtained on the medium 8×8×8 mesh for both mixed methods 
is provided in Figure 7.28. For the non-symmetric method, small oscillations are visible on the 
right face that are not present on the left face. In Figure 7.28 (b), the oscillations are more 
significant and cause a noticeable spike in the field at the corner in the center of the cube. 
Although the boundary conditions and material isotropy create a symmetric solution for both 
faces, the arrangement of the tetrahedral elements induces a weak anisotropy in the discrete 
problem. These oscillations decrease as the mesh is refined but are still present near the edges of 
the applied pressure zone even on the 32×32×32 mesh. 
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  (a)              (b) 
Figure 7.28. Pressure contour on deformed 8×8×8 mesh at load level 320 MPap = : (a) non-
symmetric formulation; (b) symmetric formulation 
As a mechanism to further dampen the nonphysical pressure oscillations, we investigate the 
effects of changing the numerical integration rule for the stabilization tensor τ . As mentioned in 
the beginning of the numerical results section, a higher-order rule is required to fully integrate 
the bubble functions appearing in τ ; the results in Figure 7.28 were obtained using a 14 point 
quadrature rule. We hypothesize that using reduced integration on τ  would result in a reduced 
magnitude of the stiffness-like component ′Y  given in (7.38), similar to trends observed in 
classical reduced integration schemes. When this tensor is inverted, the magnitude of τ  would 
increase, thereby increasing the stabilizing effect. As an additional benefit, the computational 
cost of the method is significantly reduced. 
To test this hypothesis, we solved the three dimensional compression problem again using a 4 
point integration rule for all terms in the stabilized formulation. In particular, this rule is 
sufficient to integrate all terms from the standard Galerkin weak form exactly but is insufficient 
to integrate the stabilization terms. The pressure fields obtained on the medium 8×8×8 mesh 
from the two versions of the mixed method are presented in Figure 7.29. Clearly, these results 
are significantly better than those in Figure 7.28; the pressure oscillations are almost nonexistent; 
and the pressure contours from the two mixed methods agree more closely than the previous 
results. 
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  (a)              (b) 
Figure 7.29. Pressure contour on deformed 8×8×8 mesh using 4 point quadrature at load level 
320 MPap = : (a) non-symmetric formulation; (b) symmetric formulation 
To compare the values of τ  between the two quadrature schemes, we provide a contour plot of 
the magnitude of the constant part of τ  given by ( )
1
2ˆ ˆ ˆ:=τ τ τ . In Figure 7.30, the values are 
plotted on the undeformed configuration as obtained from to the non-symmetric mixed 
formulation at the highest load level. A great deal of information is contained in this figure. First, 
in both cases the value of the stabilization tensor differs across tetrahedral elements with 
different orientations, a feature not reproducible by methods which employ scaling arguments to 
compute τ  using the element length parameter h . Also, the value of τ  in elements near the 
pressure loading is higher than in remote elements, demonstrating tight coupling with the 
deformations. These observations are true for the results obtained using both quadrature rules; 
indeed, the distribution of the contour values is very consistent between the two schemes. Rather, 
the magnitude of the stabilization tensor is increased uniformly in all elements by using the 
lower order rule. Thus, we conclude that modifying the numerical integration of the stabilizing 
terms leads to improved quality of the pressure field without perturbing the character of the 
dependence of τ  on the deformation and material response. Although not reported here, similar 
trends were observed for the preceding two dimensional problems when the integration rule was 
reduced from 7 points to 3 points. Therefore, we advocate using the reduced order scheme for 
integrating the stabilization terms in order to improve the solution quality and to lessen the cost 
of computation. This latter benefit is crucial for the extension to elastoplastic response for which 
history variables are stored and evolved at each integration point. 
329 
 Remark: We emphasize that the 4-point quadrature rule is sufficient to fully integrate all of the 
standard Galerkin terms in the mixed formulation. Therefore, the method remains consistent, 
and no approximation is made regarding the representation of physics at the coarse scale. 
Reducing integration has been shown in some cases to correspond with mixed field formulations 
[106]. Thus, these modifications can be viewed as affecting the quality of the model for the fine 
scales. The use of mixed fine-scale fields in modeling turbulence was recently found to improve 
the quality of numerical solutions employing tetrahedral elements [35]. 
 
  (a)              (b) 
Figure 7.30. Contour of τˆ  for non-symmetric formulation at load level 320 MPap = : (a) 14 
point quadrature rule; (b) 4 point quadrature rule 
To complete the analysis of the reduced integration scheme, we compare the convergence of the 
compression level obtained using the different quadrature rules in Figure 7.31. The results from 
the reduced order rule are seen to be more accurate on the coarsest mesh and to converge more 
quickly to the actual level reported by other authors, indicated by the dashed line. The 
improvement in the displacement field as a consequence of the reduced pressure oscillations 
illustrates the strong coupling of the displacement and pressure fields for this nonlinear problem. 
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  (a)              (b) 
Figure 7.31. Convergence of vertical displacement at node A: (a) load level 80 MPap = ; (b) 
load level 320 MPap =  
7.6 Conclusions 
We have presented a stabilized mixed formulation for nearly incompressible finite deformation 
hyperelasticity applicable to linear triangular and tetrahedral elements. The Variational 
Multiscale approach employed herein results in the derivation of residual-driven stabilizing 
terms that tightly couple material and geometric response and are free from user-defined 
parameters. All calculations for forming the tangent matrix and residual vector are kept local to 
each element to ensure seamless implementation in standard finite element codes. We have also 
demonstrated that the classical F  method emanates as a special case of the proposed multiscale 
formulation by restricting the fine scales to volumetric components alone, providing additional 
support for the positive performance of these classical methods. The present formulation is more 
general in that it incorporates the full-spectrum of the fine-scale deformation gradient thereby 
providing a tighter coupling between the fine-scale volumetric and shear behavior that is 
important in the modeling of anisotropic material microstructure. Consistent linearization of this 
method also sheds light on the “unexpected” terms that have been observed in the derivation of  
the consistent tangent for the F  method [153,52]. Another key contribution of this work is the 
direct extension of the error estimation module developed in [115] to the finite strain regime. The 
error estimates, including both local and global components of the discretization error, are 
naturally built into the proposed residual-based stabilization method. 
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 The stabilized formulation was implemented in a finite element code and utilized to solve a wide 
class of problems involving incompressible materials, including models in principal stretches and 
incorporating anisotropy along with significant deformations. Numerical results illustrate the 
robustness of the formulation and exhibit similar or improved accuracy compared to existing 
methods for simplex elements. Quadratic convergence of the Newton-Raphson algorithm was 
achieved for all the problems considered. A convergence rate study was conducted for a simple 
nonlinear problem with an exact solution to verify the consistency of the formulation as well as 
to assess the ability of the error estimates to capture the actual discretization error. The excellent 
performance of the method for this spectrum of numerical problems along with the built-in error 
estimation technique for uncertainty quantification indicate that this framework serves as a solid 
platform for simulating compressible and incompressible phenomena using linear simplex 
elements. In future studies, we plan to extend the formulation to hexahedral elements as well as 
elastoplastic materials. 
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 Chapter 8 
Concluding Remarks and Future Work 
8.1 Concluding Remarks 
This dissertation has presented a series of numerical methods for various interface problems in 
solid mechanics that are constructed from a unified framework for treating mathematically weak 
or strong discontinuities. The framework is based upon a robust version of the Discontinuous 
Galerkin (DG) method which is derived by applying the Variational Multiscale (VMS) approach 
to stabilize the underlying Lagrange multiplier interface formulation. Stabilization is achieved 
through a decomposition of the primary field and modeling the fine-scale features of the solution 
arising from the interface kinematics that are not resolved by the finite element discretization 
(coarse scale). Their effects are then variationally embedded into the coarse-scale problem, 
giving rise to residual-based stabilization terms on element boundaries that ultimately yield 
consistent definitions of the numerical flux and penalty terms in the DG method. Analogously, 
the VMS approach is also employed to derive a stabilized mixed displacement-pressure 
formulation for both small strain and large strain kinematics by modeling the fine scales on 
element interiors using bubble functions. Combining these stabilized methods for the domain 
interior and interfaces in a consistent fashion results in a robust computational framework for 
interfacial solid mechanics problems. By embedding different continuity conditions into the DG 
interface terms, the framework is capable of representing a variety of interface kinematics, such 
as complete continuity, contact and friction, or adhesion and delamination. Both the theoretical 
and numerical attributes of the methods that emerge upon specializing the framework to the 
various applications have been discussed throughout this dissertation. 
Significant conclusions and contributions of the present work are as follows: 
• The stabilized terms on both the interior and interfaces arising from the multiscale 
approach are mathematically consistent, implying that the fine scales vanish identically 
when the exact solution is representable by the coarse-scale interpolation functions. 
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 • Modeling of the fine scales using bubble functions leads to analytical expressions for the 
stabilizing terms that are free from tunable parameters. Thus, the fine-scale models are 
automatically adapted to the specific element geometry, material properties, or governing 
PDE without requiring user input. 
• Employing bubble functions for the fine scales localizes the computation of the 
stabilizing terms to individual elements. Hence, the framework is readily extendable to 
large-scale computing architectures by exploiting the parallelism in the outer assembly 
loop. 
• Because the fine-scale models are inherently localized, implementation of the proposed 
interface formulation and associated mixed elasticity formulation in existing codes only 
requires modifications of residual and stiffness calculations in element subroutines. 
Relevant details of implementing various components of the interface formulation and 
the large strain mixed formulation are provided in the Appendices. 
• The general procedure described in Chapter 2 enables the systematic derivation of DG 
methods for a wide class of linear PDEs and provides a structure for extension to 
nonlinear PDEs. Consistent definitions for the stabilization parameter and weighted 
numerical flux emerge that robustly couple domains with anisotropic meshes and 
disparate material properties across nonconforming interfaces. 
• Specific application of the interface framework to mixed elasticity in Chapter 4 is 
demonstrated to produce stable and accurate results when combining different element 
types and orders of polynomial interpolations. 
• The DG interface method provides an unbiased treatment of nonconforming contact 
problems for mixed elasticity by avoiding the selection of master/slave surfaces that are 
necessary for Lagrange multiplier methods. 
• Constitutive models for mechanical friction naturally embed into the interfacial flux 
terms to enable the simulation of jointed structures, as demonstrated in Chapter 5. Results 
for both two and three dimensional joint models with nonconforming meshes in the 
contacting zones provide a strong indication of the method’s suitability for analyzing 
mechanical systems. 
• In Chapter 6, the DG interface method is extended to solve problems where the interface 
conditions evolve from fully continuous to strongly discontinuous, with specific attention 
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 to the modeling of composite materials. By avoiding the use of cohesive springs that are 
incapable of exactly representing perfect adhesion, the proposed method provides a more 
natural and robust treatment of the interface kinematics. 
• For (nonlinear) elliptic PDEs, the DG interface method yields symmetric positive-definite 
stiffness matrices that are amenable to the solvers available in many standard finite 
element codes. Additionally, the nontrivial selection of Lagrange multiplier interpolations 
is entirely eliminated. 
• The stabilized mixed formulation for linear elasticity presented in Chapter 3 admits the 
convenient choice of equal-order displacement-pressure interpolations to model nearly 
incompressible materials without exhibiting volumetric-locking or spurious pressure 
oscillations. 
• The multiscale stabilization technique is extended in a straightforward manner to finite 
strain kinematics in Chapter 7. Special emphasis is placed on the excellent performance 
of linear triangular and tetrahedral elements which has been a relatively open challenge in 
the research community. 
• The VMS approach provides a natural mechanism for estimating numerical error through 
the post-process evaluation of the fine-scale models, both in the context of small strain 
and large strain kinematics. The estimates provide both a spatial distribution of the 
numerical error as well as aggregate measures of the error throughout the domain. 
• A hierarchy of error estimators emerges by employing varying degrees of sophistication 
in the fine-scale and coarse-scale approximations. In particular, the global or coarse-scale 
error is consistently accounted for through a simple back substitution of the assembled 
and factorized stiffness matrix, valid for both linear and nonlinear problems. 
• Extensive investigations in Chapter 3 and Chapter 7 demonstrate that the error estimators 
are efficient and accurate for linear or nonlinear problems with smooth or nonsmooth 
solutions. 
• The error estimation module also provides effective indicators of convergence and sharp 
predictions of gradient error for interface problems, as demonstrated in Chapter 4 and 
Chapter 5. 
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 • These attributes of the stabilized interface framework have been investigated through an 
extensive series of numerical tests across a range of applications in two and three 
dimensions, such as problems involving contact, delamination, and incompressibility. 
8.2 Future Work 
The stabilized interface framework presented in this dissertation has been studied in the context 
of a representative range of solid mechanics applications. The demonstrated performance in 
these areas highlights the potential for extending the applicability of the methods employed to 
related problems. A selection of the possible next steps is outlined in the following sections. 
8.2.1 Interfacial debonding at finite strains 
While the details for treating debonding of interfaces under small strains were investigated in 
Chapter 6, the extension to large strain kinematics will involve additional derivations. One 
potential area of application is the modeling of rubber composites with stiff inclusions such as 
those studied in [103], which could directly utilize the stabilized mixed method developed in 
Chapter 7. Due to the nonlinearity of the bulk material as well as the kinematics at the interface, 
the stability parameter in the interface formulation would likely need to evolve with the solution 
fields, as proposed in [162]. Because the numerical flux terms are dependent upon the 
representation of the stress tensor in the bulk domain, the particular form of these terms for 
hyperelasticity is not readily apparent [148,149]. However, the systematic procedure presented in 
Chapter 2 serves as a roadmap for how the stability parameter and flux terms could be derived in 
the nonlinear setting by recourse to an underlying Lagrange multiplier treatment. 
As a first step, we performed a simulation of a rubber composite microstructure considering 
perfect bonding to compare with the published data in [103]. A unit cell with unit outer 
dimensions is shown in Figure 8.1, where the volume fraction of the randomly distributed 
particles is 0.25c = . The particles and matrix are modeled using the neo-Hookean material given 
by the constitutive equations (7.169) and (7.170) with 1µ =  and 1,000µ =  for the matrix and 
particles, respectively, and Poisson’s ratio is set to 0.499999 . The mesh in Figure 8.1 contains 
210,280 linear tetrahedral elements and is generated such that the unit cell is periodic in all three 
coordinate directions, thereby representing an infinite medium. 
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Figure 8.1. Reinforce rubber composite unit cell 
Axial displacements are applied to the right face of the cube, and a simulation was performed up 
to an applied stretch of 1.06λ = . A contour plot of the mixed pressure field is shown in Figure 
8.2 on the deformed unit cell, where the displacements have been magnified by a factor of two 
for visualization purposes. Clearly the particles remain rigid compared to the matrix, which 
absorbs most of the applied displacement. We remark that the deformations indeed exhibit 
periodicity. Also, stress concentrations are evident in the pressure field in portions of the matrix 
between two particles, such as in the lower right corner of Figure 8.2 (a). Other locations of 
amplified stresses occur in the interior of the cell, as can be seen from the cross sectional view in 
Figure 8.2 (b). In all cases, we observe that the pressure field is free from spurious oscillations, 
indicating the stability of the proposed method. We also remark that, while continuous pressure 
and displacement interpolations were employed throughout much of the domain, the pressure 
field was decoupled between the particle and matrix elements of the mesh in order to accurately 
capture the discontinuous stress fields induced by the mismatch in material properties. 
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  (a)              (b) 
Figure 8.2. Pressure field on deformed configuration: (a) entire domain; (b) cross-section 
To verify the present results, a comparison was made with simulation results from the finite 
element software package ABAQUS [170]. A quadratic 10-node tetrahedral mesh of the 
geometry in Figure 8.3 was generated using Netgen [150] and serves as the input into ABAQUS, 
while each 10-node element was partitioned into eight linear 4-node tetrahedral elements for the 
stabilized mixed method. A contour plot of the smoothed von Mises stress field from the present 
formulation using linear displacement-pressure tetrahedral elements is shown in Figure 8.3 (a), 
while the results from ABAQUS given in Figure 8.3 (b) are obtained using quadratic 
displacement constant pressure elements. Clearly, the stress fields between both simulations are 
quite similar, with higher stresses apparent in the particles compared to the matrix. However, as 
discussed in Chapter 7, linear displacement-pressure tetrahedral elements for finite deformations 
are not present in commercial codes and have been an active area of research (see e.g. [45,39]). 
Thus, the derivation of computationally efficient and robust tetrahedral elements is one of the 
defining features of the proposed interface framework. These positive results support the 
potential extension of the proposed interface method to this application. 
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  (a)              (b) 
Figure 8.3. Von Mises stress contours at load level 1.06λ = : (a) ABAQUS quadratic elements 
result; (b) VMS linear elements result 
As an additional preliminary result, the local-explicit error estimators were evaluated for this 
industrial strength problem, and contour plots of the H1 seminorm of displacement error are 
provided in Figure 8.4. From the cut-away view in Figure 8.4 (b), we observe that the errors are 
higher in the thin matrix zones between particles, which intuitively makes sense because of the 
large distortion in those regions. However, this quantitative feedback is rather unique to the 
present method and is also not available in existing commercial codes. In addition, such error 
estimates provide crucial information when comparing the simulation results with experimental 
data. Namely, when the discretization error as indicated by the estimates is quite small, then the 
mathematical material model and governing PDE have been accurately resolved by the finite 
element mesh. If discrepancies still remain between the experimental and numerical results, then 
these errors can be attributed to inappropriate assumptions in the material model or boundary 
conditions, which are referred to as modeling error. Thus, the built-in multiscale error estimates 
provide a level of confidence in the computed results that can be utilized to diagnose and refine 
the mathematical model of the underlying physical phenomena. In essence, they empower the 
finite element analyst to distinguish between numerical error and modeling error. 
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  (a)              (b) 
Figure 8.4. Local-explicit error in VMS linear element results: (a) entire domain; (b) cross-
section 
8.2.2 Modeling of frictional dynamics 
Another area of future work would be the extension of the interface method for mechanical joints 
to model dynamic frictional response. This would greatly enhance the utility of the method, since 
many mechanical systems are subjected to dynamic loading. Important steps in the development 
include: the investigation and application of a stable time integration scheme for the bulk domain 
in the context of mixed elasticity, the derivation of dynamic forces from mild impact and friction 
at the interface, and the study of modeling dynamic effects through the fine scales within the 
VMS method. 
As a preliminary result, we have conducted a simulation of a bolted lap joint loaded by a tensile 
impact force [168], where a pure displacement linear elastic formulation with the Newmark time-
integration scheme was employed in the bulk domain along with a conforming discretization of 
the contact surface between the plates. The joint, depicted in Figure 8.5, consists of two 1 cm 
thick, 25 cm long plates attached by 12 mm diameter bolts to lap plates that are a half cm thick 
and 12 cm long. To model the system in plane strain, we take the bolt preload of 35 kN and 
spread it uniformly over the 5 cm spacing, as shown in the plan view in Figure 8.5 (b), and take 
the pressure width to be the 20 mm diameter of the bolt head. The load is applied instantly at 
time 0t =  and then held constant, which is depicted in Figure 8.5 (c). The material properties 
200 GPaE = , 0.24ν = , and 37,800 kg/mρ =  for a particular grade of steel are used, and a 
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 rather high frictional stiffness 45 10  GN/mT = ×  is assumed. For the discretization, we use a 
conforming mesh with 3 elements through the thickness of the lap plates, shown in Figure 8.5 
(d). 
 
  (a)              (b) 
 
  (c)              (d) 
Figure 8.5. Double-bolted lap joint: (a) side view; (b) plan view; (c) time-history of impact force; 
(d) conforming discretization 
In Figure 8.6, we present a snapshot of the axial stress contours when the stress wave induced by 
the impact force is reflecting back through the lap plates. The deformations are magnified 500 
times for visualization purposes. Three representations of the contact conditions at the interface 
are considered, which are shown in Figure 8.6 (b) – (d) as close-up views of the center of the 
joint. For two of the models, the plates are welded together along 60% of each of the contacting 
interfaces, nearly matching the persistent contact zone caused by the bolts. In Figure 8.6 (c), the 
nodal values are set equal to give a CG discretization, and in Figure 8.6 (d) full DG treatment is 
used to couple the normal and tangential displacements; hence the surfaces are “welded” 
together. These configurations serve as a reference for analyzing the dynamics of the contact and 
Coulomb friction response in Figure 8.6 (b). We observe that the CG and DG results for the 
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 welded configuration are identical; therefore, all variations between the welded and bolted 
configurations should be due to the dynamics of contact and friction. In particular, we note that 
the stress wave appears to have progressed slightly further in the bolted configuration. Also, the 
stress in the contacting zone appears a bit different near the outer edges. 
    
  (a)              (b) 
    
  (c)              (d) 
Figure 8.6. Axial stress contour at time 0.00025 st = : (a) overview of entire joint; (b) bolted 
simulation; (c) welded contact using nodal tying; (d) welded contact using DG method 
As a final result, we present the long term behavior of the tip displacement in Figure 8.7. Since 
the two welded configurations had identical results, we only present the CG results for clarity, 
labeled “welded”. The simulation was carried out for nearly a 10th of a second, over which 
hundreds of cycles occur. From the displacement plot, dissipation is evident in the bolted 
configuration while the welded configuration maintains constant system energy. Also, both 
configurations exhibit a beating phenomenon, although the frequency of the frictional case is 
lower. These results help isolate the frictional effects on the underlying dynamics and 
demonstrate the potential of the method for solving dynamic interface problems. 
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Figure 8.7. Long-term history of longitudinal displacement of joint endpoint 
8.2.3 Modeling of inelastic material response 
Many classes of engineering and engineered materials are modeled through inelastic constitutive 
equations, where history-dependent internal variables account for the load and time dependent 
behavior observed in experiments. The extension of the multiscale mixed formulation for 
hyperelasticity in Chapter 7 to account for inelastic effects such as plasticity or viscoelasticity 
opens up multiple areas of future research. One important consideration is theoretical and 
algorithmic treatment of evolving inelasticity in the fine-scale fields. Explicitly modeling the 
constitutive behavior of material microstructures within the fine scales and embedding their 
effects into the coarse-scale problem could lead to improved accuracy on cruder discretizations. 
However, the inclusion of time-dependent effects in the fine-scale fields as well as tracking their 
evolution will necessarily increase the computational cost at the element level. Additionally, 
careful consideration must be given to the modeling assumptions on the fine scales and the level 
of nonlinear coupling between the various scales that is retained in the numerical 
implementation. Material nonlinearity also will likely add a layer of complexity to the numerical 
flux terms derived for inclusion in the DG interface methods associated with such mechanical 
systems. The consistent derivation of interface stabilization that evolves with the nonlinearity of 
the bulk material would be a significant component of the associated investigation. Such 
endeavors to incorporate inelastic material response would further expand the impact of the 
computational interface framework. 
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 Appendix A 
Implementation of Methods in Chapter 4 
A.1 Interface Enrichment Strategy 
The two auxiliary enforcement techniques for displacement continuity mentioned in Section 
4.4.3 are elaborated upon in this section. The technique of direct enforcement using enrichment 
corresponds to a method proposed by Haikal and Hjelmstad [66]. Therein, the authors employ an 
enrichment of the basis functions to provide a node-to-node constraint to satisfy displacement 
continuity strongly at nodes along the interface. If node αX  does not have a corresponding node 
on the element eΩ  of the opposing face, that element can be enriched by inserting node βX  and 
an associated basis function N β . Conceptually, this procedure converts eΩ  into a so-called 
transition element, which allows the associated nodal values for displacement αu  and βu  to be 
specified as equal in the discrete setting. Continuing the enrichment procedure along the rest of 
the interface produces a displacement field hu  that is strongly continuous at the nodes of the 
interface, which satisfies (4.26) in an approximate sense. 
The enrichment strategy is conceptually simple and is also fairly straightforward to implement in 
2-D: enriched basis functions can be generated automatically, and the degrees of freedom at 
overlapping nodes along the interface can simply be set equal to each other and lumped together 
in the assembly process. Thus, only the additional calculations beyond a continuous Galerkin 
finite element method are the evaluation of the enriched basis functions and the interface integral 
in (4.32). However, this direct enforcement technique has some drawbacks. First, the enrichment 
procedure becomes more difficult for arbitrary geometries in 3-D. Second, the enrichment can 
produce elements of exceedingly high polynomial order when the opposing meshes have 
differing levels of refinement along iΓ , e.g. the meshes employed in Section 4.4.6. Third, the 
technique does not readily extend to contact problems involving friction which permit relative 
sliding. 
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 The second technique incorporates Lagrange multipliers to enforce displacement continuity, 
adapting the methods from [97,63]. As in the previous technique, the interface is enriched to 
produce matching nodes on both surfaces. Then, Lagrange multiplier fields are associated with 
one side of the interface, and additional terms that weight the jump in displacement 
 
u  are 
added to the weak form, analogous to those used in traditional contact algorithms [172]. 
Specifically, let ,λ μ  be vectors of Lagrange multipliers and their variations, respectively, 
belonging to the function spaces: 
 ( )( ) ( )( ){ }sd1sd 22 nni iL H −= ∈ Γ ⊂ Γ λ λ  (A.1) 
We arbitrarily associate these multipliers with the surface i
+Γ ∩Γ . Then the weak form 
incorporating these Lagrange multipliers is: Find ,∈ ∈ u λ  such that for all ,∈ ∈ w μ : 
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 (A.2) 
The resulting method is more easily generalized to contact problems because the multipliers can 
be readily split into normal and tangential components, which allows for separate conditions to 
be imposed for the two dimensions. Also, the weak enforcement of displacement continuity can 
be more attractive compared to forcing the fields on opposite faces to be equal only at specific 
points. However, this method inherits the first two disadvantages of the previous method 
associated with the enrichment procedure. Additionally, this technique increases the number of 
unknowns in the resulting discrete system by adding a second field λ  along the interface. 
Remark: Since in the limit as h →u u  the jump in displacement 
 
→ 0u , the contribution from 
the proposed displacement jump term (4.33) is negligible, and therefore this term can be 
included into these two techniques without much effect, producing a symmetric weak form in all 
cases. We have conducted additional numerical simulations beyond those reported in Section 4.6 
that confirm this claim. 
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 Next, we consider the incorporation of these two enforcement techniques into the mixed form of 
Section 4.4.7. First, the direct enforcement technique simply uses (4.72) and (4.73) without 
modification, and enriched nodes are created along the interface. In the context of mixed 
elasticity, we choose to selectively enrich only the displacement field and leave the pressure field 
unchanged. This selective treatment is permissible because the strong requirement of continuity 
applies only to u ; the continuity of p  is enforced naturally as a stress-like quantity through the 
interface jump terms in (4.72). Therefore, while the displacement nodal degrees of freedom for 
both surfaces of iΓ  can simply be set equal in the discrete setting, independent pressure 
interpolations are maintained on either side of the interface. 
The Lagrange multiplier technique applied to the mixed interface method results in a three-field 
formulation for ( ), ,pu λ . For this case, the multiplier terms from (A.2) would be added to the 
system (4.72) and (4.73) to produce the complete formulation to be implemented. These 
multiplier terms can be decomposed into normal and tangential components along the interface, 
analogous to the process described in Section 4.5. Enrichment of the displacement field is also 
applied while the pressure field is left untouched, as in the previous technique. To discretize λ  
and μ , we employ polynomial functions matching the order of the enriched displacement 
interpolation for the element from which the multipliers are derived. Thus, if the enrichment 
procedure produces r  nodes along an element face with an original displacement interpolation of 
order k , then one dimensional Lagrange multipliers of order k r+  would be assigned to that 
element, interpolated by nodal shape functions associated with the enriched surface. This 
discretization scheme results in equal-order representation of the u  and λ  fields, a combination 
that satisfies the BB condition [31]. 
A.2 Interface Segments 
In order to compute the interface terms in (4.72) and subsequent weak forms properly, the 
interface iΓ  is partitioned into a series of segments jγ , 1,..., segj n= , such that each segment 
consists of a contiguous portion of a single element from each domain +Ω  and −Ω . The use of 
contact segments was originally proposed in [155]. An example of a segment in two-dimensions 
is shown in Figure A.1.  
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Figure A.1. Two elements sharing segment jγ  of interface iΓ  
Along these segments, numerical integration can be performed in the usual fashion, and the 
contributions from all segments can be assembled together. Considering the face from ω+  as the 
integration surface, a one dimensional quadrature rule can be used to evaluate the jump terms. A 
key component is the parameterization of one surface in terms of the other: ( )− − +=ξ ξ ξ . For the 
case of elements with equally-spaced mid-side nodes, this parameterization is easily determined. 
For example, consider the evaluation of 
 
u  at an integration point ξˆ  on +Γ . This quantity is 
evaluated as: 
   ( ) ( ) ( )( ) ( )( ) ( ) ( )( ) ( )ˆ ˆ ˆ ˆ ˆ ˆ ˆ− − −+ + − − + − + = ⋅ + ⋅ = − ⋅ ξ ξ ξ ξ ξ ξ ξ ξ ξ ξu u n u n u u n  (A.3) 
This approach can be applied regardless of the element type or order of the shape function 
employed. 
Remark: The evaluation of the interface integrals is the most involved aspect of the method from 
the perspective of implementation. While the one dimensional example in Figure A.1 is fairly 
straightforward, the integration over intersections of two dimensional element faces is more 
involved; techniques exist that address these geometrical considerations, such as element-
subdivision employed in the context of mortar methods for nonlinear contact problems [140]. 
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 However, we remark that the problem of computing these intersections is one dimension below 
the dimension of the domain. In contrast, using a mesh generator to re-mesh two adjoining parts 
to apply a continuous Galerkin method is a problem of the same dimension as the domain. Also, 
re-meshing is incapable of addressing meshes of different element type or polynomial order. 
A.3 Contact Segments 
As in Section 4.4.7, the contact integrals in (4.91) need to be evaluated over element boundaries 
paired across the interface. However, these integrals are complicated by the fact that initial gaps 
may exist between the two surfaces in the undeformed configuration. Therefore, a projection 
operation is required, which is outlined below for the case of two dimensional domains. 
In the following, we designate c
−Γ  as the surface on which integration is performed and c
+Γ  as the 
surface defining the normal vector used in the gap function and closest-point projection. To 
remove the bias due to the distinct treatment of the surfaces, as well as to more accurately 
integrate the contact term, the segment approach from Appendix A.2 can be adapted to provide 
smooth integrands corresponding to single pairs of contacting elements. However, these 
segments can evolve significantly during the contact simulation while the gap between the 
bodies is closed. Therefore, we recommend using only the initial Gauss points associated with 
c
−Γ  during the initial portion of the contact resolution. After a number of iterations, when the 
contact surface is well-defined, the segmented integration process can be performed to better 
sample the interface terms. The determination of the segments is discussed following the 
description of the closest-point projection algorithm. 
Consider an arbitrary integration point ( )qξ −−x  on surface c−Γ , where qξ −  is the reference element 
coordinate associated with the Gauss quadrature rule. The closest point on the opposing surface 
c
+Γ  must be found in order to evaluate the gap function Ng  and other such terms in (4.92). 
Supposing that the element edge closest to −x  has been determined, as shown in Figure A.2, the 
location of the closest point +x  is given from the solution of the following equation: 
 ( ) ( ) ( )q q qNgξ ξ ξ+ + −+ + −+ =x n x  (A.4) 
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 where qξ
+  is the unknown reference element coordinate on γ +  associated with the closest point 
+x . 
 
Figure A.2. Closest-point projection 
To solve for the unknown coordinate, (A.4) can be multiplied by the tangent vector 
( )
,qT ξ
ξ +
+
+ + =  e x  to γ
+  at +x , where ( ),ξ +⋅  denotes the partial derivative with respect to ξ
+ . The 
resulting equation is: 
 ( ) ( ) 0q qT Tξ ξ+ −+ + + −⋅ − ⋅ =e x e x  (A.5) 
For meshes containing linear elements, this equation is linear in qξ
+  and can be directly solved. 
For curved surfaces, (A.5) is nonlinear and should be solved by a Newton-Raphson procedure; a 
good initial guess can be determined from a linear interpolation of the surface. Following the 
determination of qξ
+ , the normal vector at ( )qξ ++x  can be evaluated as 3 T T+ + += ×n e e e , where 
3e  is the out-of-plane unit vector. 
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 Remark: During the initial phase of contact resolution, the closest point for each Gauss point 
on an element ω−  may lie on different edges on surface c
+Γ . Therefore, the closest-point 
projection algorithm must be applied separately for each integration point with the proper 
element ω+  from +Ω . 
The determination of the contact segments involves an inverse projection of a node from surface 
c
+Γ  onto c
−Γ . This operation is needed in order to specify the bounds for the numerical 
integration segment ,a bξ ξ   , as shown in Figure A.3. Subsequently, Gauss quadrature can be 
performed along this segment with the assurance that the same element ω+  will contain each of 
the closest-point projections from the quadrature scheme. For the case shown in the figure, bξ  
must be determined. This value can also be determined from solving equation (A.5); however, 
the value of qξ
−  is now unknown, and qξ
+  corresponds to the element reference coordinate of 
node b
+x . Solving this equation provides the value b qξ ξ
−=  for the definition of the contact 
segment. 
 
Figure A.3. Contact segment 
362 
 Remark: For our implementation of this segment approach, if the values of aξ  or bξ  are found 
to be sufficiently close to the nodes on γ − , e.g. with a distance less than 2.5% of the edge length, 
then that particular element surface is not partitioned into segments. In this case, the initial 
Gauss points associated with the element edge are used for the remainder of the simulation. 
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 Appendix B 
Implementation of Methods in Chapter 6 
In order to achieve quadratic or even reliable convergence of the Newton-Raphson iterations of 
the nonlinear equation (6.35), the constitutive tensor ∂ ∂δ t  is required. The form of this tensor 
depends upon the current state of the traction and gap, such as whether unloading or damage is 
occurring. Starting from Box 6.2, expressions for this tensor can be derived. Below, we omit the 
details of these steps and provide the final results. First, the expressions for 0nt ≥  (tension) are 
provided in Box B.1, where t t=m t t  , ( )
2
n nt rα ρ= + , ( )
22 2
t tt rα β β ρ= + , and 
( ) ( )332 2 2 22 2n tt r t rγ ρ β β ρ  = − + − +      . Notice that the expression for the damage condition 
is the inverse of the desired tensor as remarked in Section 6.3.2. 
Box B.1. Constitutive tangent tensor, 0nt ≥  (tension) 
• Perfect adhesion zone:   
∂
=
∂
0δ
t
 (a) 
• Crumpling zone:   
1
r
∂
=
∂
δ I
t
 (b) 
• Unloading zone:   
( ) ( ) ( ) ( ) ( )11 2 2 n t n tr rρ β ρ α α α αγ
−−∂ = + ⊗ + + − ⊗ + + ⊗ +
∂
δ n n I n n n m n m
t
 (c) 
• Damage zone:  
( )
1
2
ˆ ˆ
1 eqc c
eq c eq eq eq
r
δσ σ
β
δ δ δ δ δ
−  ∂   = + − ⊗ + − ⊗ − ⊗    ∂   
δ δ δI n n I n n
t
 (d) 
 
For the case where 0nt <  (compression), analytical expressions can be derived for all four cases 
and are presented in Box B.2. 
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 Box B.2. Constitutive tangent tensor, 0nt <  (compression) 
• Perfect adhesion zone:   
∂
=
∂
0δ
t
 (a) 
• Crumpling zone:   
( )1
r
∂
= − ⊗
∂
δ I n n
t
 (b) 
• Unloading zone:   
( )
tt
κ
β
∂
= − ⊗ − ⊗
∂
δ I n n m m
t 
 (c) 
• Damage zone:  
( )2
1 eq
c tr H t
δ
β β
∂
= ⊗ + − ⊗ − ⊗
∂ −
δ m m I n n m m
t 
 (d) 
 
In case of damage, the residual gap δ  and equivalent gap eqδ  in Box B.2 (d) are computed as: 
 
( )
2
t c
eq
c
t
r H
β βσ
δ
β
−
=
−

 (B.1) 
 eq
δ
β
=δ m  (B.2) 
Lastly, for the special case of 1β = , the analytical expressions contained in [104] are valid with 
t  replacing τ  and the equations in Box B.1 (c) and (d) are simplified as follows: 
 ( )
κ∂
= − ⊗
∂
δ I η η
t t
 (B.3) 
 ( ) ( )
1 eq
cr H
δ∂
= ⊗ + − ⊗
∂ −
δ
η η I η η
t t
 (B.4) 
where =η t t   and the expressions for compressive tractions remain valid upon substituting 
1β = . These results agree with those provided in [160]. 
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 In addition to the main equilibrium equation (6.35), another nonlinear equation which we have 
not previously addressed is the equation for the parameter ρ  in the unloading condition from 
Box 6.2 (c): 
 ( ) ( ) 222 22 2 2 0n tt r rκ ρ β β ρ
−−− + + + =t  (B.5) 
The gradient of this expression with respect to ρ  is the parameter γ  defined above in Box B.1 
(c). In our experience, the local Newton-Raphson iterations for this parameter did not always 
converge even when started from the reasonable starting guess of the zero intercept of the line 
formed by substituting the endpoints 0ρ =  and ( )ρ ψ κ κ′=  into (B.5). Therefore, bracketing 
techniques such as bisection for nonlinear scalar equations may be advantageous in order to 
guarantee that a solution is obtained. 
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 Appendix C 
Implementation of Methods in Chapter 7 
C.1 Sixth-Order Tensors 
Multiple sixth-order tensors emerge consistently during the derivation of the additional fine-scale 
stabilizing terms. Below, we provide explicit expressions for these tensors and show that their 
components are very simple to evaluate in the spatial configuration. 
A straightforward application of the chain rule produces the following formula for the tensor 

D  
defined in Section 7.3.2: 
 [ ]
3
1 2 38
J J∂≡ = + +
∂ ∂ ∂C C C

D D D D  (C.1) 
where: 
 [ ] 1 1 11 IJ KL MNIJKLMN C C C
− − −=D  (C.2) 
 
[ ]
( ) ( )
( )
1 11
1 1 1IJ IJKL
2 MN IJ KLIJKLMN
KL MN MN
1 1 1 1 1 1 1 1 1 1
IK JL IL JK MN KM LN KN LM IJ
1 1 1 1 1
IM JN IN JM KL
2 C CCC C C
C C C
C C C C C C C C C C
C C C C C
− −−
− − −
− − − − − − − − − −
− − − − −
 ∂ ∂∂
= + + ∂ ∂ ∂ 
 + + +
 =
 + + 
D
 (C.3) 
 
[ ]
( ) ( )
( ) ( )
2 1
IJ
3 IJKLMN
KL MN
1 1 1 1 1 1 1 1 1 1
IM KN IN KM JL JM LN JN LM IK
1 1 1 1 1 1 1 1 1 1
IM LN IN LM JK JM KN JN KM IL
4 C
C C
C C C C C C C C C C
C C C C C C C C C C
−
− − − − − − − − − −
− − − − − − − − − −
∂
=
∂ ∂
 + + +
 =
 + + + + 
D
 (C.4) 
 Clearly, each of the constituent D  tensors possess all possible minor symmetries due to the 
symmetry of 1−C  as well as all major symmetries due to the arrangement of the component 
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 tensors and the interchangeable order of differentiation. Next, due to the multiple occurrences of 
1−C , the push-forward operation on 

D  results in a simple expression for d

: 
 1 2 3= + +d d d d

 (C.5) 
where each constituent tensor is defined through (7.105) as: 
 [ ]1 ij kl mnijklmn δ δ δ=d  (C.6) 
 [ ]
( ) ( )
( )
ik jl il jk mn km ln kn lm ij
2 ijklmn
im jn in jm kl
δ δ δ δ δ δ δ δ δ δ
δ δ δ δ δ
 + + +
 =
 + + 
d  (C.7) 
  (C.8) 
For reference, the values for the components of  and  are recorded in Table C.1, where 
indices range over the set  and no summation is implied on repeated indices. 
Table C.1. Components of spatial sixth-order volumetric tensor 
Component Value Condition 
 -6 None 
 -2  
 -1  
 8 None 
 2  
 1  
 
The other sixth-order tensor , defined in Section 7.3.3, can be expressed in terms of the above 
constituent tensors as: 
[ ]
( ) ( )
( ) ( )
im kn in km jl jm ln jn lm ik
3 ijklmn
im ln in lm jk jm kn jn km il
δ δ δ δ δ δ δ δ δ δ
δ δ δ δ δ δ δ δ δ δ
 + + +
 =
 + + + + 
d
2d 3d
{ }1,2,3
[ ]2 iiiiiid
[ ]2 iiiijjd i j≠
[ ]2 iijkjkd j k≠
[ ]3 iiiiiid
[ ]3 iiijijd i j≠
[ ]3 ijjkkid i j k≠ ≠

D
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   (C.9) 
where:  
  (C.10) 
  (C.11) 
  (C.12) 
Finally, the push-forward of this tensor, , is given by: 
  (C.13) 
C.2 Matrix Form of Residual Vector and Stiffness Matrix 
To facilitate the implementation of the proposed formulation in existing finite element codes, 
below we provide equations for the stabilized formulation in the spatial configuration written in 
matrix notation, assuming equal-order interpolations and suppressing the body force and traction 
boundary terms. These expressions are by no means the only way in which the terms can be 
organized; however, they do provide for a fairly efficient and general implementation. 
Let the displacement gradient, pressure, and pressure gradient matrices be expressed as follows 
within a given element : 
  (C.14) 
[ ]
3
1 2 38 J α β γ
∂ Θ
≡ = + +
∂ ∂ ∂C C C

D D D D
2J Jα ′ ′′ ′′′= Θ + Θ + Θ
Jβ ′ ′′= Θ + Θ
γ ′= Θ
d

1 2 3α β γ= + +d d d d

eΩ
1,1
2,2
3,3
1,2 2,1 ,1
2,3 3,2 ,2
3,1 1,3 ,3
1,2 2,1
2,3 3,2
3,1 1,3
, ,
u
u
u
u u p
u u p p
u u p
u u
u u
u u
 
 
 
 
 +   
  += = = ∇ = = ∂  
 +   
 −
 
− 
 − 
ε Bu Np p Np
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 where  and  are column vectors of the nodal displacements and pressures, respectively,  is 
a row vector of shape functions,  and  are matrices of shape function spatial coordinate 
derivatives, and  is shorthand for the components of the spatial gradient. 
Using the above conventions, the right-hand side residual of (7.116) – (7.117) can be computed 
as: 
  (C.15) 
  (C.16) 
  (C.17) 
  (C.18) 
  (C.19) 
  (C.20) 
 ( ) [ ]s 2: Tpp∇ ⋅∇ ⇒ =c η R B c 0  (C.21) 
  (C.22) 
in which the constitutive matrices and other quantities are defined as: 
  (C.23) 
d p N
B ∂N
( ) ( ),i
ix
∂ •
• =
∂
( )
( )
; ,
d
; , e
u T T T
p
r p
v
r q p φΩ
 
 =   
 
∫η q B R
η u
u
 
 =  
 ∂ 
B 0
B 0 N
0 N
( )( )1
V u
p
J U J p λ−
 −
 
′= − 
 − 
σ R
R
R
[ ]
11 12 13
1 2 21 22 23
31 32 33
,Tu
τ τ τ
τ τ τ
τ τ τ
 
 = + =  
  
R R R Tr T
mJ p J⋅∇ ⇒ = ∇r σ pσ
 
[ ] [ ] [ ]1 11 2 3m m m m m mp  ∇ ⋅ ⋅∇ ⇒ = ∇ ∇ ∇ R σ p I σ p I σ p I Pη σ
   
U U
p mq⋅∇ ⇒ = ∇R σ pσ
 
V V Vp= +σ σ σ


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   (C.24) 
  (C.25) 
  (C.26) 
  (C.27) 
  (C.28) 
Finally, the consistent tangent matrix emanating from (7.116) – (7.117) is given by: 
  (C.29) 
( ) [ ]
( )
11 22 33 12 23 31 0 0 0
T
V V
V V
T
T
σ σ σ σ σ σ= =
=
σ
σ
σ
σ
 
 
( )
1 0 0
0 1 0 ,
0 0 1
U
m m m mU J
 
  ′′= = = 
  
σ I σ I
 
( )
1111 1122 1133 1112 1123 1131
2211 2222 2233 2212 2223 2231
3311 3322 3333 3312 3323 3331
1211 1222 1233 1212 1223 1231
2311 2322 2333 2312 2323 2331
3111 3122
M
c c c c c c
c c c c c c
c c c c c c
T
c c c c c c
c c c c c c
c c
= =c c
     
     
     
 
     
     
 
3133 3112 3123 3131c c c c
 
 
 
 
 
 
 
 
  
   
[ ]
[ ]
[ ]
[ ] [ ]
[ ] [ ]
[ ] [ ]
1
2
3
2 1
3 2
3 1
0 0
0 0
0 0
0
0
0
p
 ∇
 ∇ 
 ∇
=  
∇ ∇ 
 ∇ ∇
 
∇ ∇  
p
p
p
B
p p
p p
p p
1 1
2 2
1 1
2 2
1 1
2 2
1
1 1
2 2
1 1
2 2
1 1
2 2
1 0 0 0 0 0 0 0 0
0 0 0 0 0 - 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 - 0
0 0 0 0 0 0 0 -
0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
 
 
 
 
 
 
 =
 
 
 
 
 
 
 
P
( ) ( )
( ) ( )
, ,
d
, , e
T T Ta b p v
c q d q p φΩ
∆ + ∆  ∆ 
 =    + ∆ + ∆ ∆  
∫
u
η q B DB
p
η u η
u
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   (C.30) 
  (C.31) 
  (C.32) 
  (C.33) 
  (C.34) 
  (C.35) 
  (C.36) 
  (C.37) 
  (C.38) 
   (C.39) 
  (C.40) 
  (C.41) 
  (C.42) 
  (C.43) 
11 12 13
21 22
31 33
 
 =  
  
D D D
D D D 0
D 0 D
[ ] [ ]11 1 2 1 2 1
T
M M J J= + − + + −D σ c R R T R R M
12 V=D σ

[ ]13 1 2 3 2 3
T
= − + − −D R R TR M M
( )21 UV VU J′′= =D σ σ
 
( ) 122 Jλ
−= −D
[ ]31 1 2 2 3U Up J J= − + − −D R T R R M M
33 3p= −D R TR
2 2
m
T
M m
m
 
 =  
  
σ 0 0
σ P 0 σ 0 P
0 0 σ
( )
11 12 13
1
21 22 23
31 32 33
,m m m V T mp T
σ σ σ
σ σ σ
σ σ σ
−
 
 = + − =  
  
σ σ σ σ σ
  

    
  
( ), ,M T Mp T
 
= = + − = 
 
c 0
c c c c c c
0 0
c   
( )( ){ } [ ]ˆ: TT T pp ∇ ∆ ⋅∇ ⋅∇ ⋅ ⋅ ⇒ =  σ c 0 B Trc u η τ r 
[ ]11 22 33 12 23 31T =c c c c c c c
( )( ){ }s s ˆ: : ab ab pp ∇ ∆ ∇ ⋅∇ ⋅ ⋅ ⇒ =  c d B Trd u η τ r
 
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   (C.44) 
  (C.45) 
  (C.46) 
  (C.47) 
  (C.48) 
  (C.49) 
  (C.50) 
where:  
  (C.51) 
  (C.52) 
  (C.53) 
( )
1111 1131
ijkl
3111 3131
ab ab
ab M ab
ab ab
d d
T
d d
 →
  = = ↓ ↓  
 → 
d d
 


 
( ) ( ){ }s s 1 1 1ˆ: : Tm mp p   ∇ ⋅ ∇ ∆ ⋅∇ +∇ ∆ ⋅ ∇ ⋅∇ ⋅ ⋅ ⇒ = +    M c t t cη c u u c η τ r   
( ) 3 mJ p J⋅∇ ∆ ⇒ =R σσ
 
( ) 2 2 2ˆ T mp∇ ⋅ ⋅∇ ∆ ⋅ ⋅ ⇒ =   M P t ση σ τ r
 
( ) ( )s 3 3 2ˆ: p ∇ ⋅∇ ∆ ⋅ ⋅ ⇒ =  M cP tc η τ r
 
( ) 2 2 2ˆU U U Tmq ∇ ∆ ⋅ ⋅∇ ⋅ ⋅ ⇒ =  M σ t Pu σ τ r
 
( )( )s 3 2 3ˆ:U U T T Uq ∇ ∆ ⋅∇ ⋅ ⋅ ⇒ =  M t P cc u τ r
 
[ ] [ ] [ ]1 21 2 3p p p =  t Tr B Tr B Tr B P
[ ] [ ] [ ]2 1 2 3
T
m m m =  t Tr I Tr I Tr I
1 1
2 2
1 1
2 2
1 1
2 2
2
1 1
2 2
1 1
2 2
1 1
2 2
1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0
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