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We prove the existence of periodic trajectories of Hamiltonian inclusions, which 
reduce to the usual Hamiltonian equations in the presence of smoothness. This is 
accomplished via a direct variational principle involving a new action integral in an 
extended sense. 
A question of long standing in mathematical physics concerns the 
existence of periodic soiutions of Hamilton’s equations: 
Specifically, what conditions can one impose on H that will guarantee the 
existence of such solutions? Important progress on this question has recently 
been made by Rabinowitz [5] and Weinstein [7,8], to which we refer the 
reader for related references. However, the goal of characterizing such 
periodic solutions by means of a direct variational principle has remained 
elusive. In this article we introduce a new approach to the subject, in which a 
new type of action integral is used to define a problem whose solutions yield 
directly the periodic Hamiltonian trajectories we seek. This “dual action 
principle,” first announced in [3], is very much in the spirit of optimal 
control theory and convex analysis. Following its present use in the 
“prescribed energy” case (Corollary 2), it has proven possible to obtain 
through its application new results in the case in which the period is 
prescribed [4]. 
Our main result is the theorem below, which is actually a statement about 
convex bodies in even-dimensional Euclidean space. Perhaps the simplest. 
way to see the rapport with Hamilton’s equations in the usual sense is to 
study Corollary 2, under the added assumption that H is C” (so that the 
differential inclusion (3) reduces to the familiar system). It can then be seen 
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that the approach may be summarized as follows: given a level surface of a 
convex Hamiltonian, we define a minimization problem in terms of the polar 
(Minkowski dual) of that level surface, observe that solutions exist, and 
apply the necessary conditions to attain the result. 
Let S be a compact convex subset of R2” containing 0 in its interior. We 
denote by (q, p) points in R”‘, where q and p each belong to R”, and we 
define h: R2” --) R to be the support function of S: 
h(q, p) = max{(q, p) . (v, w) : (v, w) E S}. 
The subdifferential of h at (q, p) in the sense of convex analysis [4] is 
denoted ah(q, p), and here consists of those points in S at which the 
maximum in the defining expression for h is achieved (thus if S has no “flat 
parts,” h is differentiable, and continuously so since h is convex). It follows 
that 0 6! ah(q, p) if (q, p) # 0, and that for any (a, w) in ah(q, p) we have 
h(qv P) = (4, P) . (v, w)- 
THEOREM. There exists a periodic nonvanishing solution of 
(-d(t), 4(t)) E NsW, p(t)). (1) 
Remark. By a periodic solution of (1) we mean absolutely continuous 
(q(t), p(t)) defined on [0, T] for some T > 0 such that (1) holds almost 
everywhere and such that q and p have the same values at 0 and at T. It 
follows from the existence of directional derivatives of h that any solution of 
(1) satisfies h(q(t), p(t)) = constant. 
Proof of the theorem. We consider the problem 
minimize - 
s 
r p(t) . 4(t) dt 
0 
P) 
subject to p(0) = p(1) = 0, q(0) = q(1) = 0 and subject to 
(-c(t), Q(t)) E S a.e. (2) 
Here q and p are absolutely continuous functions on [0, l] (in short, arcs). 
Since S is compact and convex, it follows readily from general existence 
theorems in optimal control that (P) admits a solution (q, p). It is easy to see 
this directly as well, if one observes that any minimizing sequence admits a 
subsequence whose derivatives converge weakly to a function satisfying (2). 
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Finally, let us note that min(P) is strictly negative (an easy consequence of 
0 E int(S)), so that (q, p) is certainly not constant. 
We shall now rephrase (P) so that the applicability of the necessary 
conditions for optimality proven in [l] is apparent. Define 
Jyq, p, w, v) = -p * U’ if t--u, w) E S 
=+03 otherwise. 
Then problem (P) is that of minimizing j: L(q, p, 4, d) dt over the arcs (qs, pj 
vanishing at 0 and 1. The Hamiltonian for this problem is 
H(q,p,P,a)= sup{Ca,a). (w u)-qq,p, WfJ)} =h(--CL, Pi-P). 
According to [l, Corollary 11 the optimality of (q, p) implies the existence 
of an arc (j3, a) satisfying 
t-6, -4 4, ri) E Wq, P, P, a) a.e. 
In general H is merely locally Lipschitz and 8H refers to the generalized 
gradient; since in this case H is convex, 8H coincides with the subdifferential 
of convex analysis. The last relation reduces to: 
t-6, -cE, Q, $) E ((0, w, w, -v) : (v, w) E 8h(-a, p +/I)}* 
It follows that /I is constant and that ---a and q differ by a constant. 
Therefore if we set 4 = -a and p^ = p + @, we obtain a nonconstant solution 
of (1) as desired. This completes the proof with the exception of one item; in 
applying [ 1, Corollary 11, we need to know that (P) is calm. What this 
means is the following: let (P,,,) denote the perturbation of problem (P) in 
which the boundary condition at 1 (but nothing else) is changed to q(1) = a; 
p(l) = s. Denote the minimum in this problem @(r, s). We require the 
existence of a constant K such that for small (I; s), we have 
@(r, s) - @(O, 0) > --K I@, s)l. 
It is easy to see that this is a consequence of the following: 
LEMMA. There is a constant K with the property that, given any arc 
(q, p) satisfying (2) and joining (0,O) to (r, s), there exists an arc (y, x) 
satisfying (2) and joining (0,O) to (0,O) such that 
I(4 $I- (it, 41 Q K IQ-, s)l a.e. 
Proof. Let M and E be positive constants uch that IO]< M for very o in 
S and EB c S, where B is the unit ball in RZn. Given (q, p) as in the 
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statement of the lemma, observe first that there is an arc (J, a) satisfying (2) 
that joins (0,O) to E(--Y, -s)/l(r, s)l. We set (u, X) equal to A(& a) + 
(1 - Ilk, P), w h ere A = /(r, s)//[E + I(r, s)l]. Then (y, x) satisfies (2), joins 
(0,O) to (0, 0), and satisfies the required inequality with K = 2A4/s. Q.E.D. 
Note that the solution (4, p^) of (1) produced above is a translation of the 
solution (q, p) of problem (P). It is therefore easy to see that (4, 3) is 
actually a solution to the following: 
minimize -[’ p(t) . 4(t) dt 
JO 
subject to q(0) = q(l), p(0) = p(l), and subject to (2). Further, it follows 
that 1 is the minimal period of (4, p^), for if it had period l/j for some integer 
j > 1, then the feasible arc j(G(t/j), b(t/j)) would yield a lesser value for the 
action integral than does (4, fi). Finally, we may integrate the identity 
h(q, p) = -6 . q + 4 . p to obtain the constant value h(q, p) in terms of 
min(Q) = min(P). We summarize: 
COROLLARY 1. There is a solution of (1) that is a solution of problem 
(Q), which has minimal period 1, and along which h = -2 min(Q). 
The theorem (and the corollary below) allows us to treat nondifferentiable 
Hamiltonians such as 191 + IpI. W e now turn to Hamiltonians that are not 
support functions; recall that any locally Lipschitz function f admits a 
generalized gradient k?f (see [ 1,2]). 
COROLLARY 2. Let H be locally Lipschitz, and suppose that H-‘(l) is 
the boundary of a compact convex set containing 0 in its interior, and that 
for every (q, p) in H-‘(l), 0 G?? aH(q, p). Then there exists a periodic solution 
on H-‘(l) of the Hamiltonian inclusion 
(-b(t). 4(t)) E Wq(t>, p(t)) a.e. (3) 
Proof Let h be the gauge function of H-‘(l): h(q, p)= l/A, where 
I(q, p) E H-‘(l). Then h is convex and positively homogeneous, and so is 
the support function of a compact convex set S (the polar [6] of H-‘( 1)). 
Since h is positive except at 0, it follows that 0 belongs to the interior of S. 
We apply Theorem 1 to obtain a periodic solution of (1). It follows from 
Corollary 1 that we may stipulate that this solution lie on the surface h = 1 
(i.e., H = 1) and have period T= [-2 min(Q)]-’ (we have merely to replace 
the (q, p) of the corollary by A(q(t/A), p(t/L)) for an appropriate A). When 
(q, p) lies on H-‘(l), we claim that each point of ah(q, p) lies in @H(q, p) 
for some scalar y. This is evident when H is C’, for then h is C’ and Vh, VH 
are both normal to their common level set. To prove it in general, it suffices 
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to prove that Vh(q, p) belongs to @H(q, p) whenever (q, p) in H- ‘(1) is 
such that h is differentiable at (q, p), by the upper semicontinuity of the 
mapping VH. (Note that Vh(q, p) does exist for almost all (q, p) in H-‘(l).) 
We observe that (q, p) minimizes h(a,p) subject to the constraint 
H(a, /3) = 1. Applying the Lagrange multiplier rule for generalized gradients 
[2], the result follows. Gathering the threads, we may deduce the existence of 
a measurable bounded function y(.) such that 
(-A 4) E y(t) aH(q, P) at.. (4) 
where (q, p) has period T= 1-2 min(Q)]-‘. The hypotheses imply that ‘J is 
either always positive or always negative and bounded away from 0, so we 
may make the change of variables r = j”: y(s) ds, Then (q(r), p(r)) satisfies 
(3) and has period TIi / 1’1 ds. Q.E.D. 
The above “prescribed energy” result is a (not strictly comparable) 
version of Theorem 1.1 of Rabinowitz [5]; when H is CL, Corollary 2 implies 
a theorem of Weinstein [S], who imposed additional restrictions on H-‘(l). 
The fact that the solution of (3) found above is the solution of a certain 
problem (involving the polar of H- ‘( 1)) could be expected to be important 
computationally; here is a qualitative consequence (we remain within the 
context of Corollary 2): 
COROLLARY 3. There are positive constants E, k, K such that 
kB c co H-‘(l) c KB, and Iii>/ E for all c in aH(q,p), for evev (q, p> in 
H- ‘(1). For any such triple, the assertion of Corollary 2 holds for a (q? p) 
with period at most 2zK2/(Ek). 
Proofi The existence of the constants is straightforward. Polarity implies 
K-‘B c SC k-‘B, where S as before is the polar of H-‘(l). By taking 
(q, p) = [27&-‘(sin 27ctY cos 2zt), it follows that min@) is at most 
-K2/(4n), so that the solution to (4) has period T at most 27X2. Also, the 
fact that ah belongs to S implies lahl< k- ‘, so that j y] < (&k)-‘, The last 
sentence of the proof of Corollary 2 yields the desired bound. QED. 
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