Abstract. Optimal design theory for nonlinear regression studies local optimality on a given design space. We identify designs for the Bradley-Terry paired comparison model with small undirected graphs and prove that every saturated optimal design is represented by a path. We discuss the case of 4 alternatives in detail and derive explicit polynomial inequality descriptions for optimality regions in parameter space.
Introduction
In [2] , Bradley and Terry introduced a model for paired comparison to analyze taste testing results for pork depending on different feeding patterns. This model has proven popular in different areas of statistics, also outside of pork tasting. In [10] , Hastie and Tibshirani developed a coupling model similar to the Bradley-Terry model to study class probabilities for pairs of classes. Simons and Yao discussed the models asymptotics when the number of potential alternatives tend to infinity [18] . Algorithms for Bradley-Terry models are discussed, for example, in [11] , and asymptotics of algorithms, for example, in [6] . Besides marketing or transportation, another popular application area for the Bradley-Terry model is the world of professional sports such as American football, car racing, matching in tournaments, card games or strategies for sport bets [4, 3, 8, 5, 1, 12] . The Bradley-Terry model is part of a broader class of models that that describe statistical rankings. Specifically, the Bradley-Terry model is a margin of the Plackett-Luce model, see [19] for algebraic descriptions of these models.
In this paper we are interested in optimal experimental design for the Bradley-Terry model. Those were first investigated by Torsney [20] and Graßhoff and Schwabe [7] . The present paper extends the results of Graßhoff and Schwabe.
Section 2 gives the general setup. The number of parameters of the Bradley-Terry model is one less than the number of alternatives, choices among which are to be modeled. This is the main measure of complexity of the design theory as it equals the dimension of the design space. The 2-dimensional case was completely analyzed in [7] . Section 5 contains an almost complete analysis of the 3-dimensional case (i.e. 4 alternatives). Only one very challenging polynomial inequality system remains open (Problem 15). In Sections 3 and 4 we discuss saturated optimal designs for an arbitrary number of alternatives. Our main result is an easy combinatorial semi-algebraic description of optimality regions for all saturated designs, including the information for which designs the optimality region is empty (Theorem 11).
General Setup
We consider pairs (i, j) of alternatives i, j = 1, . . . , m. The preference of i over j is modeled by a binary variable Y (i, j) taking the value Y (i, j) = 1 if i is preferred over j and Y (i, j) = 0 otherwise. The main assumption of the Bradley-Terry model is that there is an internal hidden ranking of the alternatives according to some numerical preference value π i > 0, i = 1, . . . , m. When presented with the pair (i, j), the probability of preferring i over j is P(Y (i, j) = 1) = π i π i + π j .
The model can be transformed into a logistic model using β i := log(π i ). Then P(Y (i, j) = 1) = 1 1 + exp(−(β i − β j )) = η(β i − β j ) with η(z) = (1 + exp(−z)) −1 as the inverse logit link function. Scaling all π i with a constant factor leaves the preference probabilities invariant. Therefore one can without loss of generality assume that π m = 1 or β m = 0. The remaining parameters can be identified and β m = 0 is known as control coding. We denote by e i the i-th standard unit vector in R n−1 . To exhibit our model as a generalized linear model, the regression vector for a pair (i, j) with is
.
where f (i, j) T β is the linear predictor. , the model can be described by algebraic equations. This means that all values of the p ij that arise for different values of π satisfy certain algebraic equations and, among the probability vectors, they are the only solutions to these equations. [19, Theorem 7.7] shows that the model has the special geometric structure of a toric varity and its defining equations consist of binomials and linear trinomials.
The design region of the Bradley-Terry paired comparison model is
It consists of all pairs of ordered alternatives. In general, the pairs (i, j) and (j, i) bear the same information, and the comparison (i, i) of two identical alternatives does not have any information at all (as can easily be seen later). Therefore, whenever there are two alternatives i, j ∈ {1, . . . , m} we assume i < j. The goal of optimal experimental design is to prescribe a scheme how to assign a fixed number of N measurements to pairs (i, j) such that the N values of the variable Y (i, j) are most informative about the parameters β. An experimental design is an assignment of a weight w ij ≥ 0 to each point (i, j) ∈ X , such that ij w ij = 1 (compare, for example, [17] ). Although a design could be impossible to realize with finite N , it is common to let w ij ∈ R (as opposed to
It is customary to use another letter, like ξ, for a design with weights w ij and slightly abuse notation with expressions like ξ ∈ ∆ (
The information gained from one observation of Y (i, j) is encoded in the information matrix
The information matrix for a design ξ with weights w ij is the (m − 1)
Consider an unbiased maximum likelihood estimatorβ = T (X), that is a function T of the data X, collected according to a design ξ, such that E[β] = β. In this case the covariance matrix of T converges to the inverse of the information matrix M (ξ, β) (see e.g. [15, Theorem 7 .63]):
This relation between the covariance and the information shows that maximizing the information means minimizing the covariance. Therefore, finding an optimal design ξ is to find weights w ij such that M (ξ, β) is optimal under some numerical criterion on the design's information matrix. One of the most common criteria is the value of the determinant or its logarithm:
In the area of optimal experimental design one speaks of local optimality, as the optimal choice of a design depends on the unknown parameters that one wants to learn about. From the perspective of mathematical optimization one has a parametric family of convex optimization problems where both the optimization domain (the polytope of information matrices) and the target function depend on the parameters β. The methods of convex optimization suggest to study the directional derivatives of the target function.
It is shown in [17, Sections 3.8 and 3.11] that
This yields the following D-optimality criterion [17, Theorem 3.7] :
Theorem 4 (Kiefer-Wolfowitz). A design ξ * is locally D-optimal if and only if
A useful fact is the following: One of our main observations about the Bradley-Terry model is that it is useful to represent pairs (i, j) with positive weights w ij as the edges of an undirected graph on the vertex set {1, . . . , m}.
Definition 6.
A graph representation of a design ξ for the Bradley-Terry model is the undirected simple graph with vertex set {1, . . . , m}, and edge set E = {(i, j) : w ij > 0}.
Using standard notions from graph theory, a tree is a connected graph in which any two nodes are connected via a unique set of edges. A path is a tree in which every vertex is connected to at most two other vertices.
Our investigations can be simplified by the inherent symmetry of the model. The symmetric group S m permutes the alternatives. The permutation action extends to ordered pairs by acting on both entries of the pair simultaneously (and changing the order if necessary). The action also extends naturally to designs ξ on pairs (i, j) by putting, for any π ∈ S m , (ξ π ) (i,j) = ξ π −1 (i,j) . A graph representation of an entire orbit under this action is simply the unlabeled graph.
In our setup we have singled out the last alternative m and set β m = 0 to have independent parameters. this breaks the symmetry and needs to be accounted for. The concepts of this paper, however, are compatible with this. For example the value of the determinant of a design is invariant: Proposition 7. Let π ∈ S m and let ξ be any design. Then ξ is D-optimal for the parameters
Proof. By [14, Section 2], the design ξ π is locally optimal for the parameter Q −T π β if and only if there exist matrices Q π as in the statement. As transpositions generate all permutations, it suffices to show the existence of such a Q π for all transpositions. For transpositions of i < m and j < m, let Q π be the usual permutation matrix. For a transposition (im), let Q π equal an identity matrix, with the i-th row replaced by the row (−1 . . . , −1). Then, for an arbitrary permutation π, it holds that
Saturated Designs and graph-representation
An experimental design is saturated if its support has cardinality equal to the number of free parameters of the model. In our case of D-optimality, if a design has support size strictly smaller than m − 1, then the determinant of the information matrix vanishes identically and optimality is impossible. A useful result about saturated designs is that their weights are completely rigid: they are all equal. We first study which saturated designs can be D-optimal. A saturated design has a quite restrictive structure on the observations, now expressed in terms of its graph representation. The following simple fact is reminiscent of block designs with block length two [16, p.2] .
Lemma 8. For any optimal saturated design ξ of the Bradley-Terry paired comparison model, the graph representation of the support is a tree.
Proof. A saturated design consists of m − 1 equally weighted comparisons. If there is a cycle i 1 , . . . , i k in the graph representation of the design, then there is at least one alternative that does not appear in the design and therefore represented by a disconnected node in the graph representation. Now, the (m − 1) × (m − 1)-information matrix of a saturated design is a sum of m − 1 rank one matrices of the form λ ij f (i, j)f (i, j)
T . For 1 ≤ i < j ≤ m − 1, these rank one matrices only have entries in the i-th and j-th row and column. For j = m, there is only one entry λ im in the intersection of the i-th row and i-th column. Thereby, if a saturated design contains a cycle and thus misses one alternative, the information matrix has no non-zero entries in either the corresponding row or the corresponding column. Therefore the determinant of the information matrix is zero, and the design can never be optimal. By Proposition 7, this holds for all saturated designs that contain cycles.
Based on this fact we can determine the saturated optimal designs for the Bradley-Terry model. Proof. Let ξ be a saturated design for the Bradley-Terry model with m alternatives. We use the control coding, that is, β m = 0 and
Without loss of generality, we assume that ξ has exactly one comparison that contains m. Let F be the (square) matrix of the transposed regression vectors of the design points
, and define Q = diag(λ i1,j1 , . . . , λ im−1,m ) as a diagonal matrix of intensities and correspondingly W = diag(w i1,j1 , . . . , w im−1,m ) for the weights of the design points. Then the information matrix is
and that the directional derivatives are
If the design is D-optimal, this formula is non-positive for every 1 ≤ i < j ≤ m − 1. Since all weights are equal to
The proof is by downward induction. To this end, we remove one alternative and its associated design point and show that the reduced designξ is optimal on the reduced design space. Without loss of generality we can assume that the optimal design has only one comparison (1, v) in which alternative 1 is involved. This holds, as an optimal saturated design is a tree. We can also assume that v = 2 using the S m symmetry and Proposition 7. We remove alternative 1. Consider the Bradley-Terry model on the alternatives {2, . . . , m}. Its information matrix is a product a productFWQF T , wherē W andF are the lower-right (m − 2) × (m − 2)-submatrices of m−1 m−2 W and F , respectively, andQ is the diagonal matrix of the reduced model's intensitiesλ ij . Through our assumptions,
We show the implication
This implies that the designξ with equal weights 1 m−2 on E \ {1, 2}} is optimal for the reduced model. Sinceλ ij = λ ij and we only have to show
for all 2 ≤ i < j ≤ m. Now let
One checks that a 21 = 0
This means, thatF
In fact, (3.1) is realized as an equality and the reduced saturated design is optimal. Now if ξ was not a path, iterating this procedure eventually leads to an optimal saturated design for Bradley-Terry model on four alternatives that is also not a path. Such a design does not exist by the explicit computations in Section 5. Hence, the graph representation of an optimal saturated design is a path.
Optimality Regions of saturated designs
We now describe the regions of optimality for the saturated designs in Theorem 9. Due to Proposition 7 it suffices to study a single design: the path (1, 2), (2, 3) , . . . , (m − 1, m).
Lemma 10. The optimality region of the design (12, 23, 34 , . . . , (m − 1)m) is semi-algebraic and defined by the inequalities
Furthermore, this region is not empty.
Theorem 11. The optimality regions of all saturated designs corresponding to paths, i.e. of all optimal saturated designs, are in the S m -orbit of the design saturated design for (12, 23, 34, . . . , (m − 1)m).
The optimality regions are defined by the inequalities
where π ∈ S m is a permutation turning (12, 23, 34, . . . , (m − 1)m) into the given path.
Proof. Theorem 9 shows that the saturated optimal designs correspond to paths. By Proposition 7, we can choose any representative for the orbit of path designs. We choose (12, 23, 34, . . . , (m − 1)m).
To apply Theorem 4 to find the optimality regions of the design (12, 23, 34, . . . , (m − 1)m), one has to analyze the directional derivatives
where f (i, j) are the regression vectors, Q is a diagonal matrix of the design intensities λ 12 ,λ 23 , . . . , λ (m−1)m and F is the matrix of the transposed regression vectors. So,
For i < j < m, f (i, j) = e i − e j . This leads to
This means, that the directional derivative in the direction (i, j) for j < m is
and for j = m λ im (m − 1) (1 {i≤1} , 1 {i≤2} , . . . , 1 {i≤m−2} , 1)
. . .
For j = i + 1 the directional derivatives equal m − 1 as predicted by Corollary 5. We set
and by Theorem 4 the optimality region of the design (12, 23, 34 , . . . , (m − 1)m) is given by
To exhibit a point in the optimality region, let β i = iβ 1 and thus π i = π i 1 . This implies
and therefore
, which is smaller than or equal to 1 for all 1 ≤ i < j ≤ m if just π 1 is sufficiently large.
Explicit solutions for four Alternatives
This section studies the optimal designs for the Bradley-Terry paired comparison model with four alternatives. We first deal with the case of saturated designs, i.e. optimal designs whose support consist of only 3 design points and thus finish the proof of Theorem 9. The unsaturated case with 4, 5 or 6 support points follows in Section 5.2.
The Bradley-Terry paired comparison model with 4 alternatives has 3 identifiable parameters β 1 , β 2 , β 3 . As above we use β i := log(π i ) and β 4 = 0. Our goal is to cover all of R 3 with regions of optimality of specific explicit designs. The regression vectors for four alternatives are 
Saturated Designs.
For saturated designs with non-singular information matrix, the optimality criterion in Theorem 4 yields a system of inequalities in the intensities λ ij . We find these first. According to [ • 12 have optimal experimental designs. The 12 designs with non-empty region of optimality correspond the 12 labelings of the path P 4 . The region of optimality of the path 1 − 2 − 3 − 4 is constrained by
λ 34 (λ 12 λ 24 + λ 12 λ 13 + λ 13 λ 24 ) − λ 12 λ 13 λ 24 ≤ 0.
The regions of optimality for other paths arise from this by relabeling. Since the D-optimality criterion is invariant under the S 4 action by Proposition 7, it suffices to study one labeling for each unlabeled graph with three edges on four vertices. The proof of Theorem 12 is split into a discussion of information matrices for the three graphs in Figure 1 
We apply Theorem 4. The directional derivatives are g ij (λ) :
This region is a semi-algebraic set, that is, defined constructively by polynomial inequalities. To see this we use Mathematica. Corollary 5 simplifies the description because the conditions for design points with positive weights is an equation, and that equation has no free variables, as the weights in a saturated design are fixed. Using Mathematica's Reduce functionality we derived (5.1).
The inequalities in (5.1) can be compared to [7, Theorem 2] . The structure is similar, but for four alternatives a cubic inequality appears. For n alternatives there are inequality constraints of degree n according to Theorem 11. These conditions can be expressed in β-coordinates. The resulting regions of optimality are displayed in Figure 2 . . We now show that the graph in the middle of Figure 1 , sometimes known as a claw, leads to an empty region of optimality. After symmetry reduction it suffices to show that the design (12, 13, 14) cannot be D-optimal. The design's directional derivatives satisfy the optimality conditions in the following region given by the three directional derivatives corresponding to the non-edges (23, 24, 34):
∧ λ 34 ≤ λ 13 λ 14 λ 13 + λ 14 .
Plugging in the formulas for the λ ij in terms of the π i this becomes
Again using Mathematica, we find that these conditions are incompatible with π 1 > 0, π 2 > 0, π 3 > 0. The authors find it a particularly appealing challenge to find a Positivstellensatz certificate for the infeasibility of this system. Our search in degree at most 10 using SOStools [13] was not successful. Figure 1 have singular information matrices and can thereby not be D-optimal, as information matrices are positive semidefinite by definition.
Singular designs. Designs corresponding to the rightmost graph in
Proof of Theorem 12. Since there are 12 distinct labelings of the path on four vertices, the theorem follows from the computations in the Sections 5.1.1 through 5.1.3.
Unsaturated Designs.
We now examine the designs whose support contains at least four pairs. Again employing Theorem 4, optimality of a design ξ * is equivalent to
Furthermore, by Corollary 5, there is equality for any pair i, j such that w ij > 0 in ξ * . We split our computations according to the size of the support. .2) is a system of 6 polynomial equations in the variables w ij , λ ij for 1 ≤ i < j ≤ 4. We used Mathematica to solve these equations and find formulas for the weights w ij as functions of the intensities λ ij :
is any permutation of (1, 2, 3, 4) and
A is invariant under S 4 acting on the indices. This design is locally optimal for some β when w ij > 0 for all 1 ≤ i < j ≤ 4. Figure 3 shows the optimality regions for such a 6-point-design.
Example 13. An easy example for a design based on 6 points is β = 0, which leads to λ ij = 1 4 for all 1 ≤ i < j ≤ n and therefore w ij = 1 6 . Remark 14. When working with polynomial equations, Gröbner bases are a powerful tool. The expressions of the w ij in terms of the λ ij can also be found using elimination theory, for example in Macaulay2 [9] . Figure 3 . Optimality region for 6-point-designs 5.2.2. 5-point-designs. We now discuss optimal designs with support of cardinality five, where one weight is zero. There is one orbit under the action of S 4 and we discuss the design with w 12 = 0 and the remaining weights positive. Then the optimality conditions become 
4-point-designs.
We now discuss designs whose supports contain exactly four points. There are 6 4 = 15 possibilities for such designs which each have two zero weights, w ij = w kl = 0. The four point design form two orbits under the action of S 4 , distinguished by whether the two non-edges in the graph representation share a vertex or not, that is, whether |{i, j, k, l}| = 4 or |{i, j, k, l}| = 3. In the first case, there are three different design classes. We believe that these designs cannot be D-optimal, as the condition w ij = w kl = 0 with |{i, j, k, l}| = 4 implies that a third weight is zero, which would lead to a saturated design. A proof of this statement eludes us so far. Using Mathematica, it follows from the equivalence theorem that such a design needs to satisfy
with w .. < 1 3 for all nonzero weights, and additionally the inequalities
Among the solutions of (5.3) there are also saturated designs for which one of the weights equals zero. If one of the weights equals 1/3, then (5.3) also implies that another weight is zero. Since the saturated cases have been dealt with in Theorem 12, we only look for solutions all of whose weights lie in the open interval (0, 1/3). There are solutions of (5.3) that satisfy this, for example, if the weights and corresponding intensities are equal. In all the cases we examined, the inequalities (5.4) and (5.5) are not satisfied. Finally we analyze the orbit of four-point-designs that satisfy w ij = w kl = 0 with |{i, j, k, l}| = 3. Consider the representative with w 12 = w 13 = 0. Then, This optimality region for this 4-point design is visualized in Figure 5 . For each point in the optimality region, the specific weights are computed by the equations above. Having discussed all cases, it suffices to apply the symmetry to each of these regions and then R 3 can be pieced together. Figure 6 gives an idea of this puzzle.
Remark 16. Figures 3 to 5 are reminiscent of the amoebas in tropical geometry. It would be interesting to investigate, if the logarithmic algebraic geometry that arises in β-space from the polynomial constraints in λ-space offers new insights.
Discussion
For full support designs, by Corollary 5 the region of optimality is given by the equations
and positivity constraints λ ij > 0. We hope that tools from real algebraic geometry can shed further light on such semi-algebraic sets, especially for designs with full support, as their semi-algebraic sets contain no complicated inequalities. In the case of optimality, the equations above express the weights of ξ in terms of the parameters. We conjecture that the equations can be solved in the following sense. Remark 18. The solution for the four-dimensional case reveals that the numerator of a weight w ij is a sum of 10 monomials. These monomials can be described combinatorially as follows. For simplicity, let i = 1 and j = 2. Then 8 of the 10 monomials are products of the squarefree monomial λ 12 λ 13 λ 14 λ 23 λ 24 λ 34 with monomials of the form λ ij λ ik λ kl , where (ij, ik, kl) are edges of the 8 graphs that are either paths or trees on four vertices and that do not contain the edge 1-2. Furthermore, the monomials that come from a graph with a node of degree 3 have a positive sign, while the monomials from paths have a negative sign. The remaining two monomials do not show such an easy structure and it remains open, why they are of the form λ (λ 12 + 2λ 34 ). The complete design is generated by permutations acting on the indices of the numerator described above, while the denominator of the weights is just the sum of all the numerators-a normalization.
From the structure in the case of 4 alternatives, one can at least partially conjecture the structure of a solution in higher dimensions. In the case of 5 alternatives, we conjecture that for full support designs the function that expresses w ij in the intensities λ ij satisfies the following rules: It is quotient of a polynomial divided by a normalization. The numerator polynomial is of degree m 2 +m−1 (i.e. 14 for m = 5) and composed as follows. Start with the monomial λ 12 λ 13 · · · λ m−1,m . To construct the weight for the comparison 1-2, multiply it with a square-free product of m − 1 of the variables λ ij , where ij is an edge in a spanning tree on [m] which does not contain 1-2. Sum these monomials over all trees that do not contain 1-2. For n=5, only 50 out of the 125 trees qualify. In this summation, trees of maximal degree 2 receive a negative sign, the others a positive sign. Additionally, we may have to add monomials of a still unknown structure as in Remark 18 above. We expect a similar structure in the denominator for 5 alternatives as for four, so that there is a sum of monomials in the denominator that is multiplied with 4. As there are 125 trees, this would make 500 monomials from the tree-structure. This coincides with having 50 monomials from trees in the numerator, as there are 10 weights for 5 alternatives. In comparison, for 4 alternatives, there are 3 · 22 = 66 monomials in the denominator, but only 6 · 8 = 48 come from the described graph structure. The implications of these observations are still unknown.
