Portfolio optimization and diversification as a tool for development and understanding of financial markets have been entered in financial management topics for guide investors to make appropriate decision. Markowitz's modern portfolio theory (MPT) has been the most successful achievement in this field. Since, stock has a non-linear behavior in stock market; the need to non-linear models in order to identify the behavior of stock in relation to portfolio's optimum selection should be felt. Because of successful performance of evolutionary algorithms, these algorithms can provide suitable methods for investors. In this paper, particle swarm optimization (PSO) algorithm employed to select optimum portfolio. Proposed approach was tested on monthly and yearly data set of fifty top companies accepted in Tehran Stocks Exchange which were collected from March 2007 to September 2011. PSO performance compared with genetic algorithm (GA) and artificial bee colony algorithm (ABC) in term of Sharp ratio. The computational results show that the PSO algorithm impressively outperforms GA and ABC, and monthly data is better criterion than yearly data in portfolio selection.
INTRODUCTION
Harry Markowitz [1] who introduced mean -variance model in the March 1952 issue of the journal of finance initiated a new approach in the portfolio optimization problem and as a matter of fact, we can say he created revolution in investment management topics. In the portfolio optimization, we want to find the optimum way of investing a particular amount of money in a given set of securities or assets [2] . Indeed, the target is to select asset which minimize the risk and maximize the return in portfolio optimization. Although, achieve to minimum risk and maximum return looks simple, the way of determining an optimum portfolio is more than one. The fundamental rule of a mean-variance portfolio structure explains the compromises between mean and variance, depicting expected returns and risk of a portfolio [3] . The portfolio optimization model is a mixed integer programming and quadratic problem. The main drawback of this method is the time needed to compute the covariance matrix from historical data and the difficulty of solving when total number of available assets in portfolio is high. By employing many techniques, several researchers have tried to find this problem, but exact solution methods fail to solve large-scale instances of the problem. Therefore, several researchers try to improve algorithms by using the up to date mathematical programming methodology (like neural network and evolutionary algorithm) to solving portfolio problems. These techniques are able to find high-quality solutions in a reasonable amount of time. Some evolutionary algorithm based on Genetic Algorithm (GA) [4, 2, 5, 6] , Tabu Search (TS) [4, 7] , Simulated Annealing (SA) [4, 8, 9] , neural networks [3] and others [10, 11, 12] have been reported in the literatures for the standard Markowitz portfolio selection problem. In this paper, we propose a heuristic method based on PSO to solve the Markowitz portfolio selection model. The rest of the paper is organized as follows. Section 2 describes models for portfolio optimization. In Section 3, the background of PSO is summarized. The research result performed in Section 4. Conclusions researches are drawn in Section 5.
PORTFOLIO SELECTION PROBLEM
One of the main characteristics of capital markets is uncertainty and price volatility and stock return of companies which have worried investors about their investment future. In order to reduce these concerns and greater inclusion of individuals in capital markets about continuity and increasing of its life, an important solution is to select the appropriate securities investment and to form the portfolio, until in this way investment venture comes to the least in the capital market. According to the importance of portfolio selection, capital markets researchers have made extensive efforts for providing stock analyzing methods in financial market. These efforts led to the creation of new methods and models which have been in financial issues that its origin has been Harry Markowitz Modern Portfolio Theory (MPT). Markowitz proposed a problem as a quadratic programming with the aim of minimizing the variance of the asset with the condition that the expected return is equal to a constant value. The main premise of this model is that all investors are risk averse. It has also a functional limitation based on the total weight of an asset that should be equal to one. In addition, weight of each asset in the portfolio must be between zero and one and non-negative numbers.
2-1. Mean-variance model
In this section, the well-known mean-variance model is introduced. The mean-variance model for portfolio optimization problem is:
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where N is the number of available assets, i r is the expected return of the asset i, ij  is the covariance between assets i and j, i w is the proportion held of the asset i and R is the expected return of the portfolio [13] . Problem (1) can be described as follows:
In the above model, λ is a weighting parameter value changes in the interval [0, 1] . So that by putting λ = 0 the total amount of weight coefficient are assigned to return and the portfolio which has highest efficiency is selected and by considering λ = 1 the total amount of weight coefficient are assigned to variance and the portfolio which has the lowest efficiency, is selected. Finally, between zero and one, portfolio which has exchange relationship between risk and return, is optimized. Means by adding value of coefficient λ, the goal of risk reduction, becomes more important and at the same time, because the amount of 1-λ is reduced, the goal of maximizing efficiency will be lower.
2-2. Sharpe ratio model
Frequently, researchers focus on efficient frontier in portfolio optimization. Rather than tracing the efficient frontier, we attempt to optimize the portfolio Sharpe ratio (RVAR) [14] . The information from mean and variance of an asset are combined in Sharpe ratio. RVAR is ordinal scale and portfolios are simply gradable and comparable with this measure. So, we can use it to evaluate the performance of a portfolio. RVAR described with the following equation: 
PARTICLE SWARM OPTIMIZATION
The PSO algorithm which proposed by Kennedy and Eberhart [15] , inspired by the behavior of the social organisms such as flock of birds. Similar to other population-based algorithms, such as genetic algorithms, the PSO algorithm is initialized with a population of random solutions, called particles. These particles moves over the search space with an adaptable velocity, and record the best position it has discovered in the search space. Each particle can adjust its velocity vector, based on its own flying experience and the flying experience of the other particles in the search space. Suppose that the dimension for a searching space is D, the total number of particles is N. 
Then, the velocity of the particle and its new position will be determined according to the following two equations:
( 1) ( )
where 1 c and 2 c are the individual and social learning rates, respectively, and 1 r and 2 r are random numbers in the range 0 and 1 with uniformly distribution. It is found that usually the particles velocities build up too fast and they may converge to a suboptimal solution. Shi and Eberhart [16] introduced the concept of inertia weight to the original version of PSO, in order to reduce the velocity. The velocity of the particle, with the inertia term expressed as follows:
where is the inertia weight, decreases linearly with the iteration number as follows:
where min w and max w are the initial and final values of the inertia weight, respectively, i is the current iteration number and max i is the maximum number of iterations used in PSO.
The values of max 0.9 w  and min 0.4 w  are the proper value through empirical studies [16] . Figure 1 shows the semi code of PSO. 
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RESEARCH RESULTS
This study used PSO algorithm to select optimum portfolio. 
4-1. Determine the input parameters
In order to Implementation and evaluation of the proposed algorithm its codes written in MATLAB software and was implemented. Before running the algorithm, its parameters should be determined based on literature and past research. These values have been determined in this study as follows:
4-1-1. Particle swarm algorithm parameters
In this algorithm the number of particles and the maximum number of cycles (MCN) has been considered 50 and 100, respectively. The individual and social learning rate equal to 2 and 1 r , 2 r are random numbers in the interval [0, 1] with the uniform distribution.
4-1-2. Genetic algorithm parameters
Population size and maximum number of generation in this algorithm is selected 50 and 100, respectively. Selection techniques used is the roulette wheel selection technique. The uniform mutation operator is used with a 0.5 rate. Intersection operator is median intersection operator with a 0.5 rate.
4-1-3. Artificial bee colony algorithm parameters
The maximum number of iterations equal to 100, colony size is considered 50. The number of spectators and the worker bees is chosen 50% colony size and number of scout bees is one selected.
In addition to input parameters of algorithms, the coefficient of risk aversion (λ) which is a constant coefficient in the interval [0, 1], related to the portfolio optimization problem must be determined. In this study, λ has been considered 0.5.
4-2. Evaluation of the stability of the algorithm
The evaluation of the stability of the algorithm is one of the important tests that should be done. Whether the algorithm gives the same answer each time, as well as the uniqueness of the optimal solution, is an important point that should be examined. To this end, PSO algorithm was run several times. Then, these answers were compared with each other. The results of ten times performing the algorithm are shown in table 1 and figure 1. The results indicate little difference between the answers from different iterations. Variance for the objective function value is 0.0000514 which was a very small and it reflects the high stability of the algorithm in different runs.
4-3. Computational result
After being assured of the stability of PSO, this algorithm along with GA and ABC is run based on mean-variance model and monthly and yearly input data. In order to evaluate the portfolios performance, the six-month return of fifty top companies is used as a test data. Table 2 shows the return of portfolios on six-month test period and breakdown of each month. To calculate RVAR, the return of portfolios that were shown in the tables 2 and also Eq. (3) was used. Table 3 shows the results of expected return, variance of portfolios, mean returns of portfolio in six-month test period, standard deviation of returns in test period and RVAR. 
CONCLUSION
In this paper, we used PSO algorithm to optimize the portfolio. The introduced method was tested on monthly and yearly data of fifty top companies accepted in Tehran Stocks Exchange. To evaluate the performance of the PSO, this algorithm compared with GA and ABC. The Sharpe ratio was used as a criterion for this comparison. The experimental results show the efficiency of the PSO in the portfolio optimization problem. Also, portfolios which were made based on monthly data have better performance than yearly data. 
