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Program dela
V magistrskem delu predstavite ozadje predvidljivosti v gibanju cen delnic ter upo-
rabite ARIMA model in metodo nevronskih mreº za napovedovanje gibanja cen
delnic na podatkih ameri²kega trga. Na podlagi rezultatov predlagajte metodo, ki
bi investitorju pomagala pri napovedovanju gibanja cen delnic in s tem pri izbiranju
najbolj²e strategije trgovanja z delnicami. Naslonite se na vire [14], [35], [41].
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Cilj podjetij in investitorjev na nan£nih trgih je bolj ali manj enak, doseganje £im
ve£jih dobi£kov. To je glavni razlog za razvoj metod, ki bi £im bolj natan£no na-
povedale donose investiranih sredstev. Sprva je gibanje cen vrednostnih papirjev
veljalo za povsem nepredvidljivo, kar je vodilo do razvoja teorije u£inkovitega trga
kapitala. Tekom let pa so empiri£ne raziskave na nan£nem podro£ju pokazale, da
na trgu obstajajo dolo£ene anomalije.
S pomo£jo analize gibanja cen v preteklosti si investitor lahko zastavi trgovalno stra-
tegijo, ki mu bo na dolgi rok prina²ala nadpovpre£ne donose v primerjavi s trgom.
Obstaja veliko metod za analizo in napovedovanje, a z razvojem ra£unalni²tva v
ospredje stopa strojno u£enje. Ena izmed najbolj raz²irjenih metod strojnega u£e-
nja so umetne nevronske mreºe. S pomo£jo strojnega u£enja je mogo£e natan£neje
modelirati anomalije na trgu kapitala in iskati morebitne povezanosti med cenami
vrednostnih papirjev, kot pa z uporabo tradicionalnih metod.
V magistrskem delu je predstavljeno teoreti£no ozadje predvidljivosti v gibanju cen
delnic in metode napovedovanja gibanja cen delnic. Poudarek je na integriranem
avtoregresijskem modelu s premikajo£im povpre£jem (ARIMA model) in metodi ne-
vronskih mreº.
ARIMA model je kombinacija linearnih modelov £asovnih vrst, in sicer avtoregre-
sijskega modela (AR model) in modela premikajo£ega povpre£ja (MA model). Ne-
vronske mreºe pa so inteligentni sistemi, ki posnemajo delovanje ºiv£nih celic v
moºganih. Zgrajene so iz umetnih nevronov in njihova glavna lastnost je sposob-
nost u£enja povezave med vhodnimi in izhodnimi podatki.
Omenjeni metodi sta uporabljeni na dejanskih podatkih ameri²kega trga, in sicer
na podatkih indeksa Dow Jones Industrial Average (DJIA) iz obdobja 2009 - 2014.
Indeks DJIA kotira na newyor²ki borzi in na borzi NASDAQ ter zajema trideset naj-
pomembnej²ih delnic newyor²ke borze. S pomo£jo metod smo napovedali gibanje
vrednosti indeksa ob koncu dneva v letu 2014. Ob primerjavi dobljenih rezultatov
metod smo ugotovili, da metoda nevronskih mreº da veliko bolj²e rezultate napovedi
kot ARIMA model. Na podlagi analize dobljenih rezultatov bi investitorju predla-
gali, da si pri napovedovanju gibanja cen delnic in s tem pri izbiranju najbolj²e
strategije trgovanja z delnicami, pomaga z metodo nevronskih mreº.
Math. Subj. Class. (2010): 60G10, 62M10, 62M20, 62M45, 91B84
Klju£ne besede: delnice, predvidljivost, napovedovanje, £asovne vrste, ARIMA
model, umetne nevronske mreºe, algoritem vzvratnega raz²irjanja napake
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Abstract
The goal of companies and investors in nancial markets is more or less the same,
achieving the highest possible prots. This is the main reason for the development
of methods, which would predict returns of invested assets as accurately as possible.
Initially, the movement of securities prices was considered completely unpredictable,
which led to the development of ecient capital market theory. During the years,
empirical researches in the nancial eld has shown, that the capital market does
not meet all assumptions of ecient capital market and that there exist certain
anomalies.
With the help of the analysis of past price movement, investor can set a trading
strategy that will bring him above-average returns compared to the market in the
long run. Many methods have been developed for analyzing the movement of secu-
rities prices and forecasting prices in the future. With the development of computer
science, machine learning is becoming more and more popular. One of the most
commonly used methods of machine learning are articial neural networks. Ma-
chine learning enables more precise modeling of anomalies in the capital market and
easier denition of possible connections between securities prices, compared to the
traditional methods.
In the master thesis the theoretical background of predictability in the movement of
share prices and methods for forecasting their movement in the future are presented.
The focus is on Autoregressive integrated moving average model (ARIMA model)
and articial neural networks.
ARIMA model is a combination of time series linear models, namely autoregressive
model (AR model) and moving average model (MA model). Articial neural ne-
tworks are intelligent systems that imitate the functions of nerve cells in the human
brains. They are built from articial neurons and their main characteristic is the
ability to learn the connection between input and output data.
Both mentioned methods are applied on the actual USA market data, namely on
Dow Jones Industrial Average (DJIA) data from the period 2009-2014. DJIA index
trade on the New York Stock Exchange (NYSE) and on NASDAQ. It consists of
thirty major shares traded on the NYSE. We made the forecast of the DJIA index
value movement in the year 2014. The comparison of the obtained results has shown,
that articial neural networks provide better results than ARIMA model. Based on
our ndings, we would propose an investor to choose articial neural networks for
share prices movement forecasting. Consequently, the investor could choose the best
trading strategy.
Math. Subj. Class. (2010): 60G10, 62M10, 62M20, 62M45, 91B84
Keywords: shares, predictability, forecasting, time series, ARIMA model, articial
neural networks, backpropagation algorithm
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Uvod
Cilj podjetij in investitorjev na nan£nih trgih je bolj ali manj enak, doseganje £im
ve£jih dobi£kov. Iz tega razloga se razvijajo metode, s katerimi se posku²a £im bolj
natan£no napovedati donose investiranih sredstev. Metoda, ki bi povsem natan£no
napovedala dogajanje na trgih v prihodnosti in donose investiranih sredstev, ²e ni
razvita in verjetno nikoli ne bo. To je posledica nepredvidljivosti trºnih sprememb,
ki je zna£ilna za nan£ne trge, predvsem za trg kapitala. Sprva je gibanje cen vre-
dnostnih papirjev veljalo za povsem nepredvidljivo, kar je vodilo do razvoja teorije
u£inkovitega trga kapitala (angl. ecient capital market theory). Le-ta v svoji naj-
preprostej²i obliki pravi, da so v trenutnih cenah vrednostnih papirjev zajete vse
trenutno razpoloºljive informacije.
Empiri£ne raziskave na nan£nem podro£ju kaºejo, da trg kapitala ne izpolnjuje vseh
predpostavk popolnega trga in s tem u£inkovitega trga ter da obstajajo dolo£ene
anomalije oziroma odstopanja. Dogajanje na trgu torej le ni povsem nepredvidljivo.
Iz gibanja cen vrednostnih papirjev je mogo£e razbrati dolo£ene ponavljajo£e se
vzorce, trend, cikli£no in sezonsko komponento. S pomo£jo analize gibanja cen v
preteklosti si investitor lahko zastavi trgovalno strategijo, ki mu bo na dolgi rok
prina²ala nadpovpre£ne donose v primerjavi s trgom.
Razvilo se je veliko metod za analizo gibanja cen vrednostnih papirjev ter napove-
dovanje cen in donosov v prihodnosti. Metode so investitorju v pomo£ pri izbiri
prave trgovalne strategije za doseganje svojega cilja. Najbolj raz²irjeni sta temeljna
(fundamentalna) analiza in tehni£na analiza. Z razvojem ra£unalni²tva pa se vedno
bolj uveljavlja strojno u£enje (angl. machine learning).
Strojno u£enje se uporablja na razli£nih podro£jih, in sicer v ekonomiji, industriji,
medicini itd. Med drugim se uporablja za analiziranje podatkov, odkrivanje zako-
nitosti v podatkih in podatkovno rudarjenje (angl. data mining). Osnovna logika
strojnega u£enja je opisovanje oziroma modeliranje pojavov glede na podatke. Mo-
deli i²£ejo pravila in vzorce v u£nih podatkih ter jih posku²ajo razlagati. Nau£eni
modeli se lahko uporabijo za napovedovanje modeliranega procesa v prihodnosti.
Med najbolj raz²irjene metode strojnega u£enja spadajo nevronske mreºe oziroma
umetne nevronske mreºe (angl. articial neural networks) in metoda podpornih
vektorjev (angl. support vector machine).
Nevronske mreºe delujejo po enakem principu kot £love²ki moºgani. Nevroni, ki
jih sestavljajo, imajo ve£ vhodov z razli£nimi uteºmi in en izhod ter so med seboj
povezani. Po teh povezavah potujejo signali od enega nevrona do drugega. Uteºi
vhodov, povezave med nevroni in prag za oddajo signala na izhodu se oblikujejo
z u£enjem nevronske mreºe. Rezultat u£enja nevronske mreºe je pravilo, ki nam
pove, kako so izhodni podatki povezani z vhodnimi podatki. Ko je nevronska mreºa
nau£ena, lahko re²uje tudi probleme, s katerimi se ni sre£ala med u£enjem, a se je
ob tem potrebno zavedati ve£je nepredvidljivosti njenega delovanja.
Klju£no je dejstvo, da je s pomo£jo strojnega u£enja mogo£e natan£neje modelirati
anomalije na trgu kapitala in iskati morebitne povezanosti med cenami vrednostnih
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papirjev kot z uporabo tradicionalnih metod.
Namen magistrskega dela
Namen magistrskega dela je predstaviti teoreti£no ozadje predvidljivosti v gibanju
cen delnic in uporabiti dolo£ene metode za napovedovanje gibanja cen delnic na
podatkih ameri²kega trga. Uporabili bomo podatke indeksa Dow Jones Industrial
Average (v nadaljevanju DJIA). Gre za dinami£no podro£je, ki je predmet nemalo
raziskav in razvoja novih metod. Tematika je aktualna, zato smo jo izbrali za obrav-
navo v magistrskem delu.
Cilj magistrskega dela
Cilj magistrskega dela je prou£iti teoreti£no ozadje predvidljivosti v gibanju cen del-
nic in ugotoviti, ali obstaja sled predvidljivosti v gibanju vrednosti indeksa DJIA.
Za napovedovanje vrednosti indeksa za dolo£eno £asovno obdobje bomo uporabili
integrirani avtoregresijski model s premikajo£im povpre£jem (angl. Autoregressive
integrated moving average model, v nadaljevanju ARIMA model) in metodo nevron-
skih mreº. ARIMA model bo predstavljal primerjalno metodo in dobljeni rezultati
modela bodo referen£ne vrednosti rezultatom nevronskih mreº. Z analizo dobljenih
rezultatov bomo posku²ali ugotoviti, ali si investitor lahko pomaga z nevronskimi
mreºami pri napovedovanju gibanja cen delnic in njihove donosnosti ter s tem pri
izbiranju najbolj²e strategije trgovanja z delnicami.
1 Delnice
Delnice so lastni²ki vrednostni papirji, ki predstavljajo gospodarsko solastnino del-
ni²ke druºbe, sestavljajo njen osnovni kapital in dajejo delni£arjem dolo£ene pravice.
Investitorji od naloºb v delnice pri£akujejo premoºenjsko korist. Le-to predstavljata
kapitalski dobi£ek (razlika med niºjo nakupno ceno delnice in vi²jo prodajno ceno
delnice) in izpla£ilo dela dobi£ka delni²ke druºbe v obliki dividend, v kolikor se
druºba odlo£i za njihovo izpla£ilo. Delnice izdajajo delni²ke druºbe, ki so lahko
javne ali zasebne. Delnice javnih druºb kotirajo na organiziranem trgu, kot je borza
in so na voljo vsem investitorjem, medtem ko se z delnicami zasebnih druºb ne trguje
na organiziranem trgu (Brigham & Daves, 2007, str. 156; Slovar borznih izrazov).
Portfelj razli£nih naloºb imenujemo indeks. V splo²nem poznamo dve vrsti indeksov:
- Podjetjem v indeksu so uteºi dolo£ene glede na njihovo velikost. Najve£je
podjetje ima torej najve£ji deleº indeksa in najmanj²e podjetje ima najmanj²i
deleº.
- Vsa podjetja v indeksu imajo isto uteº (angl. equal weight). Kadar je v indeksu
10 podjetij, bo uteº na vsako delnico posameznega podjetja enaka 10%.
Borza je organizirana gospodarska druºba, ki predstavlja mesto, na katerem po-
tekata povpra²evanje in ponudba vrednostnih papirjev. Izdajatelji le-teh morajo
izpolnjevati dolo£ene pogoje, ²ele nato se lahko njihovi vrednostni papirji uvrstijo v
borzno kotacijo. Borza na dnevni ravni obve²£a javnost o te£ajih vrednostnih pa-
pirjev, ki kotirajo na njej. Namen borze je omogo£anje organiziranega, u£inkovitega
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in likvidnega poslovanja z vrednostnimi papirji skladno z zakoni in pravili (Slovar
borznih izrazov).
1.1 Trg delnic
Finan£ni trg je mesto, na katerem potekata povpra²evanje in ponudba po denarju
ter kapitalu. Njegova glavna naloga je omogo£anje prenosa nan£nih sredstev od
ekonomskih subjektov z vi²kom sredstev do ekonomskih subjektov s primanjkljajem
sredstev. Glede na ro£nost nan£nih instrumentov, s katerimi se trguje, nan£ne
trge delimo na trg denarja (kratkoro£ne nan£ne oblike z ro£nostjo do enega leta)
in trg kapitala (dolgoro£ne nan£ne oblike z ro£nostjo ve£ kot eno leto). Trg delnic
je del slednjega (Saunders & Millon Cornett, 2012, str. 6).
Nadalje trg delnic delimo na primarni in na sekundarni trg. Primarni trg je name-
njen novim izdajam delnic, medtem ko se na sekundarnem trgu trguje z ºe obsto-
je£imi delnicami. Primera sekundarnega trga sta newyor²ka borza NYSE1 in borza
vrednostnih papirjev NASDAQ2 (Saunders & Millon Cornett, 2012, str. 251, 256).
1.2 Oblikovanje cen delnic na trgu
Pomembna lastnost trga delnic je nestanovitnost (angl. volatility), ki jo lahko opi-
²emo kot izmenjevanje padcev in rasti na trgu. Predstavlja statisti£no merjeno
dovzetnost delnic za te£ajna nihanja v dolo£enem £asovnem obdobju. Pogosto se
uporabljata tudi izraza volatilnost in nihajnost.
Najpogostej²a mera volatilnosti donosov delnic je standardni odklon. Le-ta meri od-
stopanja posameznega donosa delnice od povpre£nega donosa tako na pozitivno kot
na negativno stran. Vi²ji standardni odklon pomeni ve£je razlike v donosih delnice
v razli£nih £asovnih obdobjih. Obi£ajno se ozna£uje s simbolom σ (Mastnak, 2007,
str. 80-83).
Na gibanje cen delnic vpliva veliko dejavnikov, zato vzponov in padcev na trgu ni
mogo£e povsem natan£no predvideti. V splo²nem investitorji upo²tevajo tri katego-
rije dejavnikov, in sicer temeljne (fundamentalne) dejavnike, tehni£ne dejavnike in
trºno razpoloºenje. Temeljna in tehni£na analiza sta najbolj raz²irjeni obliki analize
vrednostnih papirjev.
1.2.1 Temeljni dejavniki
S pomo£jo temeljne analize se ugotovlja, ali je te£aj delnice na borzi oziroma trºna
vrednost delnice blizu notranji vrednosti delnice. Z drugimi besedami: rezultat te-
meljne analize je informacija o podcenjenosti ali precenjenosti delnice na trgu. V
primeru dobro delujo£ega in likvidnega trga delnic se bo te£aj delnice na borzi na
dolgi rok pribliºal notranji vrednosti delnice (Brigham & Daves, 2007, str. 8-9; Guha
Roy, 2015, str. 273).
1Kratica za New York Stock Exchange.
2Kratica za National Association of Securities Dealers Automated Quotation.
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Temeljna analiza vklju£uje analizo gospodarstva, analizo industrije in analizo pod-
jetja (Guha Roy, 2015, str. 273):
- Analiza gospodarstva se osredoto£a na makroekonomske kazalnike, kot so obre-
stne mere, BDP, devizni te£aji, inacija, javni dolg, prora£unski primanjkljaj,
dav£na politika, stopnja nezaposlenosti itd.
- Analiza industrije posku²a dolo£iti podjetja, katerih delnice bodo investitorjem
zagotavljale vi²je donose.
- Analiza podjetja je sestavljena iz nenan£ne in nan£ne analize. Nenan£ni
del zajema analizo vodstva, upravljanja, vizije, politike in konkuren£nosti pod-
jetja. Finan£ni del pa zajema analizo nan£nih izkazov s pomo£jo nan£nih
kazalnikov. Slednji predstavljajo kombinacije in razmerja razli£nih nan£nih
podatkov z namenom ugotavljanja uspe²nosti poslovanja podjetja.
Na gospodarstvo v drºavi in s tem na cene delnic vplivajo tudi politi£ni dejavniki, kot
so vojne, spreminjanje ali uvedba novih davkov, predsedni²ke volitve, tuje pomo£i
itd. Med ostale dejavnike, ki vplivajo na cene delnic, uvr²£amo naravne katastrofe,
politi£ne nemire doma in v tujini itd.
1.2.2 Tehni£ni dejavniki
Tehni£na analiza se pogosto uporablja kot dodatek k temeljni analizi in ne kot njeno
nadomestilo. Glavni predpostavki tehni£ne analize sta:
- V gibanju cen delnic je mogo£e prepoznati trende, kar pomeni, da gibanje cen
ni povsem naklju£no.
- Vsi dejavniki, ki vplivajo na cene delnic, so ºe zajeti v trenutnih cenah delnic.
Cilj tehni£ne analize je dolo£anje trendov gibanja cen delnic. Trend si lahko pred-
stavljamo kot smer, v katero se giblje trg. Pri dolo£anju trendov je v pomo£ analiza
gibanja cen v preteklosti, za katero se najpogosteje uporabljajo gra. Investitorji si
s poznavanjem trendov lahko pomagajo pri predvidevanju gibanja cen v prihodnosti
in pri odlo£anju o nakupu ali prodaji dolo£ene delnice (Suresh, 2013, str. 48).
1.2.3 Trºno razpoloºenje
Tradicionalne teorije se pri pojasnjevanju sprememb v cenah delnic opirajo na te-
meljne in tehni£ne dejavnike. Sodobnej²e raziskave pa v ospredje postavljajo psiho-
logijo investitorjev. S tem se je oblikovala veda v ekonomiji, ki sestoji iz kombinacije
psihologije in nanc ter se imenuje vedenjske nance (angl. behavioral nance). Tr-
ºno razpoloºenje je posledica investitorjevih £ustev, ob£utij in pri£akovanj, oblikova-
nih pod vplivom razli£nih informacij. ustva investitorjev je najve£krat nemogo£e
predvideti, zato je teºko opredeliti kak²no razpoloºenje nastaja na trgu.
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1.3 Tveganje naloºb v delnice
Ne glede na to, o kak²ni vrsti naloºbe govorimo, je najverjetneje za vsakega inve-
stitorja najpomembnej²i donos te naloºbe. Z drugimi besedami: za investitorja je
pomembno, koliko dobi£ka mu bo naloºba prinesla. Kljub temu dobi£ek ne sme biti
edino na kar se investitor ozira, ampak mora upo²tevati tudi tveganje in likvidnost
naloºbe. Likvidnost delnic pomeni, da jih investitor lahko kadarkoli proda in na
ra£un prejme denar zanje v roku dveh dni (Mastnak, 2007, str. 10).
Tveganje predstavlja izpostavljenost nepredvidljivim spremembam. Nana²a se na
moºnost, da bo pri²lo do neugodnega dogodka za investitorja, kot je izguba vloºe-
nega kapitala. Naloºba se za investitorja spla£a, £e je njen pri£akovani donos dovolj
visok, da kompenzira tveganje. Investicijsko tveganje se nana²a na verjetnost niz-
kega ali negativnega donosa naloºbe. Ve£ja kot je moºnost nizkega ali negativnega
donosa, bolj tvegana je naloºba (Brigham & Daves, 2007, str. 34-35).
Investitorji so izpostavljeni razli£nim vrstam tveganj, ki se jim vseeno lahko izognejo
ali pa jih vsaj omejijo. Najpogostej²e vrste tveganj so (Jesenek, 2003, str. 16-18):
- Tveganje povezano z obrestno mero. Sprememba obrestne mere pove£a
verjetnost za obraten vpliv na vrednost investitorjevih naloºb.
- Tveganje poslovnega neuspeha podjetja. Ko investitorji dobijo informa-
cije o morebitnem ste£aju podjetja, £igar delnice kotirajo na borzi, se to hitro
odrazi v padcu cene delnice.
- Tveganje povezano s trºno ceno. Dejavnikov, ki vplivajo na cene delnic, je
veliko. V splo²nem se na trgu izmenjujeta dve obdobji, bikov in medvedji trg.
Bikov trg pomeni, da je prisoten trend rasti vrednosti nan£nih instrumentov,
medvedji trg pa pomeni, da je prisoten trend padanja vrednosti nan£nih
instrumentov.
- Tveganje povezano z inacijo. Inacija predstavlja zvi²evanje cen blaga
in storitev. Za ohranjanje dejanske vrednosti naloºb morajo donosi presegati
stopnjo rasti cen. Iz tega razloga investitorji reagirajo negativno, ko dobijo
informacije o zvi²anju stopnje rasti cen.
- Politi£na tveganja. Vlade drºav sprejemajo odlo£itve, ki lahko negativno
vplivajo na dobi£ke podjetij. Zaradi gospodarskega sodelovanja med podjetji
v razli£nih drºavah, lahko dolo£ene odlo£itve vlade v drºavi negativno vplivajo
tudi na podjetja v tujini.
- Tveganje povezano s prevarami. Podjetje samo ali kdo drug lahko inve-
stitorjem posreduje napa£ne informacije o vrednosti nan£nih instrumentov,
poslovanju podjetja ipd.
Lo£imo sistemati£no in nesistemati£no tveganje. Sistemati£no tveganje je posledica
dejavnikov, ki vplivajo na celoten trg in na vsa podjetja. Ti dejavniki so vojna,
naravne katastrofe, inacija, recesija, spremembe investicijske politike, spremembe
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dav£nih klavzul itd. Sistemati£nega tveganja ni mogo£e prepre£iti z diverzika-
cijo3 oziroma razpr²itvijo portfelja. Nesistemati£no tveganje je posledica dejavnikov
zna£ilnih za posamezno podjetje. Ti dejavniki so sindikati, raziskave in razvoj, obli-
kovanje cen, trºenje itd. Nesistemati£no tveganje nastane zaradi slu£ajnih dogodkov
na ravni podjetja, kot so toºbe, stavke zaposlenih, regulativni ukrepi, izgube klju£-
nih strank, uspe²nost strategij trºenja. Ker gre za slu£ajne dogodke, se njihov vpliv
lahko odstrani z diverzikacijo portfelja (Brigham & Daves, 2007, str. 49). e
nas zanima celotno tveganje naloºbe, moramo upo²tevati obe vrsti tveganja tako
sistemati£no kot nesistemati£no tveganje.
2 Modeli vrednotenja naloºb
Delnice veljajo za tvegano naloºbo, zato je verjetnost neugodnega dogodka za investi-
torja lahko dokaj visoka. Iz tega razloga se investitorji osredoto£ajo na razmerje med
tveganjem in donosi ter zahtevajo premijo za tveganje svojih naloºb. Bolj tvegana
je naloºba, vi²ji mora biti njen pri£akovani donos. V nadaljevanju so predstavljeni
nekateri izmed najbolj znanih in raz²irjenih modelov vrednotenja naloºb.
2.1 CAPM
Model vrednotenja dolgoro£nih naloºb (angl. Capital Asset Pricing Model, v nada-
ljevanju CAPM) sta razvila Harry Markowitz in William Forsyth Sharpe ter za to
prejela Nobelovo nagrado v letu 1990. CAPM je orodje za analizo razmerja med
tveganjem in stopnjo donosa naloºbe. Temelji na sklepu, da je pomembno le tisto
tveganje posamezne delnice, ki prispeva k tveganju celotnega dobro diverzicira-
nega portfelja. Referenca za le-tega je trºni portfelj, ki vsebuje vse delnice na trgu.
Investitorju pri doseganju maksimalnega donosa z minimalnim tveganjem pomaga
kombinacija netveganih naloºb in dobro diverziciranega portfelja (Brigham & Da-
ves, 2007, str. 50).
CAPM zapi²emo z ena£bo
ri = rf + βi(rm − rf ),
kjer je ri pri£akovana stopnja donosa delnice i, rf netvegana stopnja donosa, βi beta
koecient delnice i, razlika rm − rf pa je trºna premija za tveganje.
Netvegane naloºbe imajo dejanski donos enak pri£akovanemu. Za netvegane na-
loºbe veljajo dolgoro£ne drºavne obveznice, ki so likvidne in imajo dospelost (angl.
maturity) 10 let ali celo do 30 let. Njihova donosnost do dospelosti (angl. yield to
maturity) je dober pribliºek za netvegano stopnjo donosa (Stubelj, Dolenc & Jer-
man, 2014, str. 66).
Tveganje, ki ga posamezna delnica doprinese k celotnemu tveganju dobro diverzi-








3Dobro diverziciran portfelj vsebuje delnice 40-ih ali ve£ih podjetij iz razli£nih industrij.
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kjer je Covi,m kovarianca med donosi delnice i in donosi trºnega portfelja, σ2m va-
rianca donosov trºnega portfelja, σi standardni odklon donosov delnice i, σm stan-
dardni odklon donosov trºnega portfelja in ρim korelacijski koecient. Vi²ji beta
koecient imajo delnice z visokim standardnim odklonom σi, saj zaradi lastne tve-
ganosti pove£ujejo tveganje celotnega portfelja. Prav tako imajo vi²ji beta koecient
delnice z visoko korelacijo s trºnim portfeljem ρim. Diverzikacija torej ne pomaga
in delnice prispevajo veliko k tveganju celotnega portfelja. Beta koecient trºnega
portfelja je enak 1. Naloºbe z beta koecientom enakim 1 veljajo za povpre£no
tvegane. Naloºbe z beta koecientom niºjim od 1 veljajo za manj tvegane in z beta
koecientom vi²jim od 1 za bolj tvegane kot povpre£no tvegana naloºba (Brigham
& Daves, 2007, str. 52; Stubelj, Dolenc & Jerman, 2014, str. 68).
Trºna premija za tveganje je razlika med pri£akovano stopnjo donosa trºnega portfe-
lja in netvegano stopnjo donosa. Premija predstavlja dodatni donos nad netvegano
stopnjo donosa, zaradi katerega se povpre£ni investitor odlo£i vlagati v trºni portfelj.
Odvisna je od povpre£ne stopnje nenaklonjenosti tveganju investitorjev. Premija za
tveganje delnice i je produkt beta koecienta delnice i in trºne premije za tveganje
(Brigham & Daves, 2007, str. 59).
Predpostavke CAPM so (Brigham & Daves, 2007, str. 84; Elbannan, 2015, str.
217):
- Vsi investitorji zavzemajo pozicijo na meji u£inkovitosti (angl. ecient fron-
tier), kjer vse naloºbe prina²ajo najvi²ji pri£akovani donos glede na dolo£eno
tveganje. Investitorji so racionalni in nenaklonjeni tveganju.
- Vsi investitorji si lahko posojajo ali izposojajo neomejene zneske po netvegani
obrestni meri, ki je enaka netvegani stopnji donosa.
- Vsi investitorji imajo homogena pri£akovanja.
- Vsi investitorji upravljajo z naloºbami enako dolgo £asovno obdobje.
- Ni transakcijskih stro²kov in ni davkov.
- Ni inacije in ni sprememb obrestnih mer.
- Na trgu vlada popolna konkurenca. Noben izmed investitorjev ne more s svojo
trgovalno strategijo vplivati na trºno ceno naloºbe.
Zaradi nerealnih predpostavk in teºav s prakti£no uporabo modela so se s£asoma
za£ele pojavljati kritike CAPM. Iz tega razloga so se za£eli razvijati novi modeli, ki
posku²ajo odpraviti pomanjkljivosti CAPM. Glavne kritike oziroma pomanjkljivosti
so (Elbannan, 2015, str. 222-224):
- Predpostavka neomejenega posojanja in izposojanja po netvegani obrestni
meri je nerealna.
- Pri£akovane donose naloºb je nemogo£e pojasniti le z njihovim beta koecien-
tom. Obstaja ve£ dejavnikov, ki vplivajo na tveganje in donose naloºb.
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- Predpostavka, da se investitorji osredoto£ajo le na tveganje in donose naloºb
za eno obdobje, je zelo omejujo£a. Investitorje zanima tudi potencialni dobi£ek
naloºb v prihodnosti.
- Problem opredelitve optimalnega trºnega portfelja (angl. The Market Proxy
problem). Z drugimi besedami: dolo£anje naloºb, ki naj bodo vklju£ene v
trºni portfelj.
2.2 APT
Arbitraºno teorijo vrednotenja (angl. Arbitrage Pricing Theory, v nadaljevanju
APT) je razvil Stephen Ross. Glavno razliko v primerjavi s CAPM predstavlja ²te-
vilo ekonomskih faktorjev, ki nastopajo v modelu. CAPM upo²teva le en faktor,
beta koecient, medtem ko APT dovoljuje poljubno ²tevilo faktorjev. Faktorji so
makroekonomske spremenljivke, kot so inacija, obrestne mere, stopnja brezposel-
nosti, BDP, spremembe dav£ne politike (Brigham & Daves, 2007, str. 100).
APT zapi²emo z ena£bo
ri = rf + βi1(r1 − rf ) + . . .+ βij(rj − rf ),
kjer je ri pri£akovana stopnja donosa delnice i, rf netvegana stopnja donosa, βij
faktor ob£utljivosti delnice i na faktor j in rj−rf vrednost j-tega faktorja, ki vpliva
na donos delnice i.
Glavno prednost APT predstavlja poljubno ²tevilo ekonomskih faktorjev, ki vplivajo
na donose posameznih delnic. Poleg tega velja za bolj splo²en model kot je CAPM,
saj zahteva manj predpostavk. APT za razliko od CAPM ne predpostavlja, da imajo
investitorji v lasti trºni portfelj, kar je zelo nerealna predpostavka. Slabost APT
predstavlja dolo£anje relevantnih faktorjev, ki vplivajo na donose delnic. Model
nam ne pove niti, kateri so ti faktorji niti koliko jih je (Brigham & Daves, 2007, str.
102-103).
2.3 Fama-French trifaktorski model
Anomalije CAPM so bile povod za razvoj trifaktorskega modela vrednotenja dol-
goro£nih naloºb. Kot pove ºe ime modela sta ga razvila Eugene Fama in Kenneth
French. Model predpostavlja, da na donose delnic vplivajo trije faktorji (Eraslan,
2013, str. 11-12):
- beta koecient;
- faktor velikosti oziroma razlika v donosu med portfeljem delnic malih podjetij
in portfeljem delnic velikih podjetij, pri £emer se velikost podjetja dolo£a glede
na njegovo trºno vrednost kapitala;
- razlika v donosu med podcenjenimi in precenjenimi delnicami, pri £emer se
podcenjenost in precenjenost dolo£ata glede na razmerje med knjigovodsko
in trºno vrednostjo delnice (angl. book-to-market ratio, v nadaljevanju B/M
razmerje).
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Trifaktorski model zapi²emo z ena£bo
ri = rf + βim(rm − rf ) + βis(rSMB) + βih(rHML),
kjer je ri pri£akovana stopnja donosa delnice i, rf netvegana stopnja donosa, rm−rf
trºna premija za tveganje, rSMB razlika v donosu portfelja delnic malih podjetij in
portfelja delnic velikih podjetij, rHML razlika v donosu portfelja delnic z visokim
B/M razmerjem in portfelja delnic z nizkim B/M razmerjem, βim, βis, βih pa so
faktorji ob£utljivosti.
Tudi pri tem modelu so se pokazale pomanjkljivosti. Na podlagi ²tudij ugotavljajo,
da faktor velikosti pri ve£ini podjetij ne vpliva na donose delnic. Nadalje ugota-
vljajo, da B/M razmerje ni tako pomembno ter da u£inek tega razmerja ne nastane
zaradi tveganja. Sprememba sestave sredstev podjetja je posledica sprememb na
trgu, kombinacije opredmetenih osnovnih sredstev, zaposlenih, raziskav in razvoja,
patentov ipd, kar lahko daje napa£en signal o obstoju faktorja velikosti in u£inka
B/M razmerja (Brigham & Daves, 2007, str. 105).
Eugene Fama in Kenneth French sta trifaktorski model nadgradila z vklju£itvijo
dveh dodatnih faktorjev. V model sta vklju£ila faktor dobi£konosnosti in investicij-
ski faktor, s £imer sta razvila tako imenovani Fama-French petfaktorski model.
3 U£inkovitost trga kapitala
U£inkovitost trga kapitala je temelj neoklasi£ne nan£ne teorije. Nana²a se na op-
timalno uporabo razpoloºljivih virov z namenom pove£anja koristi posameznika in
posledi£no drºavne blaginje. Poznamo tri oblike u£inkovitosti trga kapitala, in si-
cer alokacijsko, delovno in informacijsko u£inkovitost. V magistrskem delu se bomo
osredoto£ili na slednjo od na²tetih.
Na u£inkovitem trgu kapitala trenutne cene delnic zajemajo vse trenutno razpolo-
ºljive informacije. Iz tega sledi, da je iskanje ponavljajo£ih se vzorcev v gibanju cen
delnic v preteklosti skoraj nemogo£e. Posledi£no je nemogo£e napovedovanje cen
delnic na podlagi znanih podatkov iz preteklosti. V nadaljevanju je razloºen pojem
popolnega trga kapitala in predstavljena teorija u£inkovitih trgov.
3.1 Popoln trg kapitala
Trg kapitala je popoln, £e se na njem nikoli ne pojavi priloºnost za arbitraºo. Do
arbitraºe pride, ko investitor hkrati kupi in proda enak vrednostni papir na dveh
razli£nih trgih in po razli£nih cenah. Razlika v cenah je investitorjev dobi£ek, ki mora
pokriti transakcijske stro²ke nastale pri arbitraºi. V primeru, da so transakcijski
stro²ki vi²ji od investitorjevega dobi£ka se arbitraºa ne spla£a.
Predpostavke popolnega trga kapitala so (Mramor, 2002, str. 20-21):
- Na trgu ni trenj, kar pomeni:
• ni transakcijskih stro²kov;
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• ni stro²kov v primeru ste£aja podjetja;
• ni stro²kov povezanih s cilji lastnikov podjetja oziroma s cilji menedºerjev;
• ni davkov;
• ni zakonodaje, ki bi omejevala prosto delovanje trga;
• tako z realnimi kot s nan£nimi sredstvi se prosto trguje.
- Na trgu vlada popolna konkurenca, kar pomeni, da so cene vrednostnih pa-
pirjev znane vsem ekonomskih subjektom, ki jih na tem trgu kupujejo ali
prodajajo.
- Vsi udeleºenci na trgu imajo enak dostop do informacij in jih dobivajo so£asno.
- Vsi udeleºenci na trgu so racionalni in nenaklonjeni tveganju.
Popoln trg kapitala je hkrati tudi u£inkovit (Mramor, 2002, str. 108). V realnosti
trgi kapitala niso vedno popolni, saj dolo£ene predpostavke ne veljajo. Ob tem se
poraja vpra²anje, ali je u£inkovit tudi nepopoln trg kapitala.
3.2 Teorija u£inkovitih trgov
Profesor Univerze v Chicagu in Nobelov nagrajenec Merton Miller je kot eden izmed
prvih za£el poudarjati dejstvo, da ima trg sposobnost vklju£itve vseh razpoloºljivih
informacij v cene vrednostnih papirjev. To je glavna predpostavka teorije u£inkovi-
tih trgov. Merton Miller je bil tisti, ki je spodbudil Eugena Famo, prav tako pro-
fesorja Univerze v Chicagu, k razvoju teorije u£inkovitih trgov. Slednji je leta 1970
v svojem £lanku [14] razloºil teoreti£no ozadje u£inkovitosti trga kapitala, opredelil
razli£ne stopnje u£inkovitosti glede na koli£ino informacij vklju£enih v cene vredno-
stnih papirjev idr. Eugene Fama je mnenja, da je v primeru empiri£nega rezultata
neskladnega s teorijo u£inkovitih trgov teºko ugotoviti, ali je to posledica neu£in-
kovitega trga, ali neustrezno oblikovanega modela vrednotenja naloºb (Cochrane,
2014).
Na u£inkovitem trgu kapitala trenutne cene vrednostnih papirjev zajemajo vse tre-
nutno razpoloºljive informacije. Spremembe cen vrednostnih papirjev se pojavijo
kot posledica novih informacij, ki jih ni mogo£e pridobiti iz prej²njih informacij.
To pomeni, da so nove informacije neodvisne od prej²njih informacij in hkrati so
spremembe cen vrednostnih papirjev neodvisne od njihovih prej²njih sprememb. Z
drugimi besedami: dejanske cene vrednostnih papirjev so v vsakem trenutku dobra
ocena notranjih vrednosti vrednostnih papirjev (Fama, 1995, str. 76; Mramor, 2002,
str. 109).
Zadostni pogoji za veljavnost teorije u£inkovitih trgov so:
- Trgovanje z vrednostnimi papirji ne povzro£a transakcijskih stro²kov.
- Vsi udeleºenci na trgu so seznanjeni z vsemi razpoloºljivimi informacijami.
- Vsi udeleºenci na trgu se strinjajo z vplivom trenutnih informacij na trenutne
cene vrednostnih papirjev in s porazdelitvijo cen v prihodnosti.
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Ob zgornjih pogojih trenutne cene vrednostnih papirjev odraºajo vse trenutno raz-
poloºljive informacije. V realnosti trgi obi£ajno ne zado²£ajo popolnoma vsem trem
pogojem. Ker gre za zadostne in ne za potrebne pogoje, je neveljavnost katerega
izmed pogojev le potencialni povzro£itelj neu£inkovitosti trga kapitala (Fama, 1970,
str. 387-388).
Stopnje u£inkovitosti trga kapitala glede na koli£ino informacij vklju£enih v cene
vrednostnih papirjev so (Fama, 1970, str. 383; Mramor, 2002, str. 109-110):
- ibka oblika. Informacijsko mnoºico sestavljajo cene vrednostnih papirjev v
preteklosti.
- Srednje mo£na oblika. Informacijska mnoºica vsebuje poleg cen vredno-
stnih papirjev v preteklosti tudi javno razpoloºljive informacije v zvezi s po-
slovanjem podjetij na trgu (letni dobi£ek, obseg trgovanja ipd).
- Mo£na oblika. Informacijsko mnoºico sestavljajo vse informacije, tako javne
kot notranje, ki so relevantne za oblikovanje cen vrednostnih papirjev.
ibka oblika u£inkovitosti trga kapitala je skladna s teorijo slu£ajnega sprehoda
(angl. random walk theory). Noben investitor ne more predvideti prihodnjih do-
godkov na podlagi znanih informacij iz preteklosti. Tehni£na analiza torej v tem
primeru ni uporabna, saj posku²a predvideti spremembe cen delnic v prihodnosti
glede na gibanje cen delnic v preteklosti. Investitor ima moºnost doseganja vi²jih
donosov kot jih ima ves trg le z uporabo temeljne analize ali notranjih informacij v
podjetju. V primeru srednje mo£ne oblike u£inkovitosti trga kapitala ni uporabna
niti tehni£na niti temeljna analiza. Investitor ima moºnost doseganja vi²jih donosov
kot jih ima ves trg le z uporabo notranjih informacij v podjetju. V primeru mo£ne
oblike u£inkovitosti trga kapitala investitor ne more dosegati vi²jih donosov kot jih
ima ves trg niti z uporabo notranjih informacij v podjetju (Latif, Arshad, Fatima &
Farooq, 2011, str. 2).
3.2.1 Teorija slu£ajnega sprehoda
Na u£inkovitem trgu kapitala se cene vrednostnih papirjev spreminjajo le ob na-
stanku novih informacij na trgu. Nove informacije so popolnoma nepredvidljive,
saj bi v nasprotnem primeru ºe bile vklju£ene v trenutno razpoloºljive informacije.
Cene vrednostnih papirjev, ki se spreminjajo glede na nove in nepredvidljive infor-
macije, se prav tako spreminjajo nepredvidljivo. Poleg tega velja ²e, da so zaporedne
spremembe cen vrednostnih papirjev (donosi) med seboj neodvisne, kar pomeni, da
je gibanje cen vrednostnih papirjev na u£inkovitem trgu kapitala slu£ajni sprehod.
Proces slu£ajnega sprehoda v njegovi najbolj preprosti obliki deniramo kot
Xt = Xt−1 + ϵt, (1)
kjer je X £asovna vrsta (angl. time series) in ϵ ²um £asovne vrste, £igar vrednosti so
med seboj neodvisne in enako porazdeljene z matemati£nim upanjem 0 za vsak £as
t. e ozna£imo zaporedne spremembe kot ∆Xt = Xt − Xt−1, opazimo, da so le-te
enake ϵt. Iz tega sledi, da so zaporedne spremembe ∆Xt,∆Xt−1,∆Xt−2, . . . med
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seboj neodvisne in enako porazdeljene (Hellström, 1998, str. 7).
Poveºimo sedaj teorijo u£inkovitih trgov in teorijo slu£ajnega sprehoda. Gibanje cen
vrednostnih papirjev na trgu je slu£ajni sprehod ob veljavnosti naslednjih klju£nih
predpostavk u£inkovitega trga kapitala (Dupernex, 2007, str. 174; Yalcin, 2010, str.
27):
- Ve£ina investitorjev je racionalnih in teºijo k maksimiziranju svojega dobi£ka.
Aktivno so vpeti v dogajanje na trgu in racionalno vrednotijo vrednostne pa-
pirje na trgu.
- Kljub vsemu obstajajo neracionalni investitorji, a se njihove trgovalne poteze
medsebojno izklju£ujejo ali pa racionalni arbitraºniki odstranijo njihov vpliv,
brez da bi s tem vplivali na cene vrednostnih papirjev.
- Informacije na trgu so dostopne vsem ob istem £asu. Investitorji takoj reagi-
rajo na nove informacije, kar povzro£i takoj²njo prilagoditev cen vrednostnih
papirjev glede na nove informacije.
Na podlagi ²tudij so se razvili argumenti, ki zavra£ajo teorijo slu£ajnega sprehoda
in ugotavljajo predvidljivost v gibanju cen vrednostnih papirjev. Anomalije na trgu
kapitala, ki nakazujejo na neveljavnost teorije slu£ajnega sprehoda, so predstavljene
v nadaljevanju.
3.3 Anomalije na trgu kapitala
Anomalije si lahko razlagamo kot razlike med dejanskim dogajanjem in teoreti£no
pri£akovanim dogajanjem. Lahko se pojavijo samo enkrat ali pa se pojavljajo kon-
stantno.
Anomalije na trgu kapitala omogo£ajo investitorjem doseganje vi²jih donosov kot
jih ima ves trg in posledi£no nakazujejo na neveljavnost teorije u£inkovitih trgov.
To pomeni, da obstaja sled predvidljivosti v gibanju cen delnic. Anomalije razde-
limo v tri skupine: sezonske, temeljne (fundamentalne) in tehni£ne anomalije (Latif,
Arshad, Fatima & Farooq, 2011, str. 3).
3.3.1 Sezonske anomalije
Sezonske anomalije predstavljajo u£inki, ki nastanejo zaradi vikenda, ponedeljka,
zaklju£ka meseca ali zaklju£ka leta in januarski u£inek. Ponavljajo se v dolo£enih
£asovnih obdobjih.
U£inek vikenda lahko poveºemo z u£inkom ponedeljka. Izraºa se s padcem te£a-
jev delnic v ponedeljek. Z drugimi besedami: zaklju£ni te£aj v petek je ve£ji kot v
ponedeljek. Le-ta se je izkazal za najmanj primeren dan za investiranje v delnice.
Ob tej anomaliji se poraja vpra²anje, ali je do u£inka pri²lo zaradi razpoloºenja ude-
leºencev na trgu. Splo²no znano je dejstvo, da je razpoloºenje ljudi bolj²e v petek
oziroma ob koncu tedna kot pa v ponedeljek (Karz, b.l.; Smirlock & Starks, 1986,
str. 197).
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U£inek zaklju£ka meseca se izraºa z ve£jo verjetnostjo za rast te£ajev delnic
na zadnji trgovalni dan teko£ega meseca in prve tri dni naslednjega meseca (La-
tif, Arshad, Fatima & Farooq, 2011, str. 3). Z raziskovanjem tega u£inka sta se
ukvarjala Lakonishok in Smidt (1988, str. 417). Ugotovila sta, da je kumulativna
donosnost od zadnjega dne teko£ega meseca do prvih treh dni naslednjega meseca
okrog 0,473%, medtem ko povpre£na ²tiridnevna donosnost zna²a okrog 0,0612%.
U£inek zaklju£ka leta se izraºa z rastjo cen delnic in s pove£anjem obsega trgova-
nja na borzi v zadnjem tednu decembra in v prvi polovici januarja (Latif, Arshad,
Fatima & Farooq, 2011, str. 3).
Januarski u£inek je najbolj raziskana anomalija izmed sezonskih. Izraºa se v
povi²anju delni²kih donosov, predvsem majhnih podjetij, v prvih dveh do treh te-
dnih januarja. Delnice z nizko oziroma negativno donosnostjo v zadnjem kvartalu
prej²njega leta bi naj dosegale nadpovpre£no visoke donose januarja naslednje leto.
Pred zaklju£kom dav£nega leta veliko investitorjev proda delnice, ki jim ne prina²ajo
donosov in si s tem zmanj²a pla£ilo davka ali pa se mu izogne. Po novem letu ome-
njene delnice zopet postanejo privla£ne za investitorje, saj ni ve£ pritiska k njihovi
prodaji zaradi nedonosnosti (Hogue, 2017; Karz, b.l.). Haugen in Jorion (1996, str.
27) pi²eta, da se obseg januarskega u£inka na trgu bistveno ne spreminja in da ni£
ne nakazuje na njegovo izginotje. S tem se ustvarja velik dvom glede u£inkovitosti
trga kapitala.
3.3.2 Temeljne anomalije
Za temeljne anomalije je zna£ilno, da se investitorji odlo£ajo o naloºbah v delnice na
podlagi razli£nih kazalnikov in razmerij. Z le-temi je mogo£e dokaj natan£no pred-
videti donose delnic v prihodnosti. Najbolj znane in raziskane temeljne anomalije
so predstavljene v nadaljevanju.
U£inek malega podjetja se izraºa s hitrej²o in laºjo prilagoditvijo malih podjetij
na potrebe strank ter s prilagoditvijo njihovih ºe obstoje£ih produktov na trgu. V
fazi rasti gospodarstva se ob primerjanju velikih in malih podjetij slednja odreºejo
veliko bolje. Po drugi strani pa te£aji delnic malih podjetij padejo veliko hitreje, ko
gospodarstvo stagnira ali je v recesiji. Padec te£ajev delnic za investitorje predsta-
vlja izgubo, a je le-ta kratkoro£na in na dolgi rok ne povzro£a negativnega vpliva
na njihov portfelj (Hogue, 2017).
Za delnice z visokim B/M razmerjem je zna£ilno, da dosegajo vi²je donose kot
delnice z nizkim B/M razmerjem. Visoko B/M razmerje je ekvivalent nizkemu raz-
merju med trºno vrednostjo delnice in njeno knjigovodsko vrednostjo (angl. price-
to-book ratio, v nadaljevanju P/B razmerje).
e je razmerje med ceno delnice in dobi£kom na delnico nizko (angl. price-
to-earnings ratio, v nadaljevanju P/E razmerje), delnica dosega vi²je donose. Gre
za razmerje med trenutnim te£ajem delnice na borzi in zadnjim objavljenim £istim
dobi£kom na delnico (Hogue, 2017; Karz, b.l.).
U£inek zapostavljenih podjetij (angl. neglected rm eect) je podoben u£inku
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malega podjetja. Anomalija se nana²a na delnice izdane s strani podjetij, o katerih
ni dostopnih veliko informacij v javnosti. Investitor mora sam analizirati nan£ne
izkaze podjetij in ovrednotiti ali je vredno tvegati z naloºbo vanje. Obi£ajno del-
nice teh podjetij prina²ajo visoke donose v primeru dobrega poslovanja podjetja.
Po drugi strani pa obstaja tveganje izgube vsega investiranega denarja, £e pride do
slabega poslovanja podjetja ali celo do njegovega propada (Hogue, 2017). Arbel,
Carvell in Strebel (1983) so naredili raziskavo na vzorcu 510 podjetij, ki so kotirala
na newyor²ki borzi, ameri²ki borzi in OTC trgih (angl. over-the-counter markets) v
obdobju od 1971 do 1980. Podjetja so razdelili v tri skupine glede na institucionalne
podatke objavljene s strani Standard & Poor's. Izkazalo se je, da delnice podjetij, ki
so bila rangirana kot zapostavljena podjetja, res prina²ajo vi²je donose v primerjavi
z ostalimi.
3.3.3 Tehni£ne anomalije
Potrebno se je vpra²ati, ali je mogo£e s tehni£no analizo, torej z uporabo cen delnic
v preteklosti in z gra£nim prikazom le-teh, napovedovati gibanje cen delnic v pri-
hodnosti.
Raziskovalci so odkrili, da ob veljavnosti ²ibke oblike u£inkovitosti trga kapitala
trenutne cene delnic ºe vklju£ujejo informacije o cenah delnic v preteklosti, zato
tehni£na analiza ni uporabna. Kljub temu obstajajo anomalije, ki izpodbijajo sle-
dnjo trditev. Med najbolj znane tehnike, ki se uporabljajo v okviru tehni£ne analize,
spadajo premikajo£a povpre£ja (angl. moving averages) in razpon prekinitve trgo-
vanja (angl. trading range break).
Investitor, ki uporablja tehniko premikajo£ih povpre£ij, kupuje oziroma prodaja
delnice na podlagi kratkoro£nih in dolgoro£nih povpre£ij cen delnice. Ta trgovalna
strategija temelji na nakupu, ko kratkoro£no povpre£je cen delnice preseºe dolgo-
ro£no povpre£je in na prodaji, ko kratkoro£no povpre£je pade pod dolgoro£no pov-
pre£je (Latif, Arshad, Fatima & Farooq, 2011, str. 4-5).
V primeru razpona prekinitve trgovanja je potrebno najprej dolo£iti stopnjo
upora (angl. resistance level) in stopnjo podpore (angl. support level). Signal za
nakup delnice se sproºi, ko cena doseºe stopnjo upora (lokalni maksimum). Signal
za prodajo delnice pa se sproºi, ko cena doseºe stopnjo podpore, ki predstavlja mi-
nimum cene delnice. Z drugimi besedami: investitor kupuje, ko cena delnice preseºe
zadnjo najvi²jo ceno oziroma prodaja, ko cena delnice pade pod zadnjo najniºjo
ceno (Latif, Arshad, Fatima & Farooq, 2011, str. 4-5).
3.4 Vedenjske nance
Odgovor na vpra²anje, ali smo ljudje racionalni, ko gre za denar, si lahko oblikuje
vsak po svoje. Poglejmo primer kupca v trgovini z izdelki, ki si jih ºeli, a ima
omejena sredstva za njihov nakup. Dolo£en izdelek je za kupca privla£en, ni pa
zanj potreben. Obstaja velika verjetnosti, da bo kupec v tak²ni situaciji izdelek
kupil, £e ima dovolj sredstev za nakup. Za napa£no ravnanje z denarjem ne moremo
kriviti le neznanje posameznika, ampak ima pomembno vlogo tudi njegova osebnost
oziroma zna£aj. Psihologa Kahneman in Tversky (1979) sta med prvimi za£ela
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prou£evati obna²anje ljudi in pri²la do zaklju£ka, da se ljudje ne obna²amo vedno
povsem optimalno. To ni v skladu s predpostavko teorije u£inkovitih trgov, ki pravi,
da so investitorji na trgu racionalni.
Vedenjske nance so veda v ekonomiji, ki sestoji iz kombinacije psihologije in nanc.
Pri predvidevanju dogajanja na trgih v prihodnosti se osredoto£ajo na dejanja in
psiholo²ki prol investitorja. Veda raziskuje predvsem tista dejanja investitorjev, ki
najve£krat ne prina²ajo najve£je koristi zanje in vzroke tak²nih dejanj. O ravnanju
v dolo£enih okoli²£inah, s katerimi se sre£ujejo investitorji, je teºko presojati dokler
nimamo lastne izku²nje s tem.
Razloºimo najprej pojem trºna manipulacija. Agencija za trg vrednostnih papirjev
(2011, str. 4-5) denira trºno manipulacijo kot:
- sklenitev posla ali izdaja naro£ila za trgovanje, ki zavaja udeleºence trga glede
ponudbe, povpra²evanja ali cene nan£nega instrumenta, ali s katerim med se-
boj povezani udeleºenci trga zagotovijo ceno nan£nega instrumenta na umetni
ravni;
- sklenitev posla ali izdaja naro£ila za trgovanje z uporabo ktivnih sredstev;
- ²irjenje informacij, govoric preko medijev z namenom ustvarjanja napa£ne
predstave o nan£nem instrumentu.
Nobelov nagrajenec za ekonomijo v letu 20174 ter profesor Univerze v Chicagu,
Richard Thaler in njegov kolega Nicholas Barberis pravita, da vedenjske nance te-
meljijo na dveh stebrih. Prvi steber je manipulacija s cenami na trgu, drugi steber
pa predstavljajo razlogi, zakaj do manipulacije sploh pride. Manipulacija s cenami
na trgu lahko vztraja zelo dolgo, saj se investitorji bojijo tveganja, ki ga prina²a
izkori²£anje prednosti manipuliranih trºnih cen. Pri iskanju razlogov, zakaj pride
do manipulacije, igra pomembno vlogo psihologija. Investitorji razli£no dojemajo
potencialni dobi£ek oziroma izgubo. Prav tako so nekateri investitorji pripravljeni
sprejeti ve£jo mero tveganja kot drugi (Ehrhardt & Brigham, 2010, str. 961-963).
Pomembna osebnost na podro£ju vedenjskih nanc je tudi Robert Shiller. Le-ta
je v letu 2013, tako kot Eugene Fama, prejel Nobelovo nagrado za empiri£ne raz-
iskave cen na nan£nih trgih5. Zanimivo je, da sta nagrado prejela raziskovalca s
povsem razli£nim pogledom na trge. Eugene Fama je razvil teorijo u£inkovitih tr-
gov, ki pravi, da so cene delnic na trgih pravilne, saj vklju£ujejo vse razpoloºljive
informacije. Ob pojavu novih informacij, trg le-te takoj vklju£i v cene delnic, kar
pomeni, da investitorji dolgoro£no ne morejo dosegati vi²jih donosov kot jih ima ves
trg. Robert Shiller pa je sprva zagovarjal teorijo racionalnih pri£akovanj, ki pravi,
da smo ljudje racionalni pri svojih odlo£itvah, predvsem pri tistih, ki vklju£ujejo de-
nar. Pozneje je ugotovil, da to ne drºi in je napisal £lanek o pomanjkljivostih teorije
racionalnih pri£akovanj. To so za£etki njegovega delovanja na podro£ju vedenjskih
nanc (Gubo, 2013).
4Nobelova nagrada za prispevek na podro£ju vedenjskih nanc.
5V letu 2013 je Nobelovo nagrado za empiri£ne raziskave cen na nan£nih trgih prejel tudi Lars
Peter Hansen.
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Glede na mnoºico anomalij, ki se pojavljajo na trgih in neracionalnost investitorjev
lahko sklepamo, da teorija u£inkovitih trgov v realnosti ne velja popolnoma. To
dejstvo spodbuja razvoj metod za napovedovanje gibanja cen delnic v prihodnosti,
na katera se bomo podrobneje osredoto£ili v naslednjih poglavjih.
4 Napovedovanje
V vedno bolj razvitem in konkuren£nem gospodarstvu igra napovedovanje (angl.
forecasting) pomembno vlogo. Napovedovanje je privla£no predvsem za nan£no
industrijo, ki je ena izmed zelo hitro rasto£ih industrij v gospodarstvu. Iz tega ra-
zloga se razvijajo razli£ni modeli in metode, s pomo£jo katerih posku²ajo ekonomski
subjekti £im bolj natan£no napovedati dogajanje na nan£nih trgih.
im bolj natan£no napovedovanje razli£nih vrst dogodkov v gospodarskem in po-
slovnem okolju predstavlja osnovo za na£rtovanje prihodnjih dejanj podjetij, investi-
torjev in drugih ekonomskih subjektov. Pomembno je upo²tevati dve dejstvi. Prvi£,
da napovedovanje ne vodi vedno do uspe²nej²ega poslovanja podjetja ali do pove£a-
nja dobi£ka podjetja oziroma investitorja. Drugi£, da na uspeh poslovanja podjetja
vplivajo nenadzorovani eksterni dogodki in nadzorovani interni dogodki. Napovedo-
vanje se nana²a na eksterne dogodke, ki so odvisni od nacionalnega gospodarstva,
vlade, strank podjetja, konkuren£nih podjetij ipd. Interni dogodki pa so rezultat
razli£nih odlo£itev znotraj podjetja. Pri na£rtovanju je potrebno upo²tevati obe
vrsti dogodkov (Makridakis, Wheelwright, & Hyndman, 1998, str. 2-3).
Napovedovanje se pogosto zamenjuje s cilji in z na£rtovanjem, ampak gre za tri raz-
li£ne pojme. Cilji se nana²ajo na to, kar si ºelimo, da bi se zgodilo. Na£rtovanje pa
se nana²a na dolo£anje strategije, ki bi napoved £im bolj pribliºala ciljem. Gledano z
vidika podjetja lahko jasna opredelitev ciljev skupaj z dolo£anjem strategije za dose-
ganje le-teh in napovedovanjem pripomore k uspe²nosti in rasti podjetja (Hyndman
& Athanasopoulos, b.l.).
5 Metode napovedovanja gibanja cen delnic
Potrebno se je zavedati dejstva, da je v realnosti teºko natan£no dolo£iti obseg tve-
ganj in stro²ke, s katerimi se soo£ajo investitorji. Prav tako je nemogo£e pri£akovati,
da proces slu£ajnega sprehoda povsem natan£no opi²e gibanje cene delnice. Za in-
vestitorja hipoteza o neodvisnosti zaporednih sprememb cene delnice velja, dokler
znanje o gibanju cene delnice v preteklosti ne more pripomo£i k povi²anju pri£ako-
vanih donosov oziroma pove£anju investitorjevega dobi£ka.
Najpogostej²e metode za analiziranje dogajanja na trgu delnic v preteklosti in napo-
vedovanje, ne glede na to ali je teorija u£inkovitih trgov sprejeta ali ne, so temeljna
analiza, tehni£na analiza, analiza £asovnih vrst in novej²e metode, ki temeljijo na
strojnem u£enju. Poraja se vpra²anje, katera izmed metod je najprimernej²a za na-
povedovanje gibanja cen delnic v prihodnosti. Vzporedno z razvojem ra£unalni²ke
tehnologije je potekal tudi razvoj kompleksnej²ih in natan£nej²ih metod napovedo-
vanja, ki se razvijajo ²e naprej. Prihodnosti ni mogo£e povsem natan£no napovedati,
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zato je glavni cilj novih metod napovedovanja zmanj²anje napake napovedi.
V nadaljevanju so podrobneje predstavljene metode, ki jih bomo uporabili na po-
datkih indeksa DJIA.
5.1 Analiza £asovnih vrst
Analiza £asovnih vrst se osredoto£a na podatke v nekem £asovnem obdobju in jih
posku²a razloºiti. Ugotovitve, na podlagi podatkov iz preteklosti, se nato uporabijo
za napovedovanje prihodnjih vrednosti. Glavni cilj je najti matemati£ni model, ki se
prilega £asovni vrsti in ustrezno ter smiselno razlaga korelacije podatkov v £asovni
vrsti.
asovna vrsta je niz podatkov iste vrste, med katerimi so enaki £asovni intervali.
asovna vrsta ponazarja dinamiko dolo£enega pojava, kot je gibanje cene delnice.
Opazovanje dinamike gibanja cene delnice v preteklosti in iskanje zakonitosti tega
gibanja omogo£a napovedovanje. V matemati£nem smislu lahko £asovno vrsto de-
niramo kot zaporedje slu£ajnih spremenljivk X1, X2, X3, . . . in z xt ozna£imo vre-
dnost slu£ajne spremenljivke Xt v £asu t. Z drugimi besedami: £asovna vrsta je niz
podatkov iste vrste, izmerjenih ob zaporednih £asovnih trenutkih ali v posameznih
zaporednih £asovnih intervalih. Zaporedje slu£ajnih spremenljivk {Xt} se imenuje
slu£ajni proces in indeks t, ki ozna£uje £as, je obi£ajno celo ²tevilo. Opaºene vre-
dnosti slu£ajnega procesa predstavljajo realizacijo slu£ajnega procesa (Shumway &
Stoer, 2010, str. 11).
asovna vrsta je lahko diskretna ali zvezna. Diskretna £asovna vrsta vsebuje vre-
dnosti izmerjene v posameznih £asovnih to£kah. Obi£ajno so med £asovnimi to£kami
enako dolgi £asovni intervali, kot so urni, dnevni, tedenski, mese£ni ali letni interval.
Zvezna £asovna vrsta pa vsebuje vrednosti izmerjene v vsakem £asovnem trenutku.
Zvezno £asovno vrsto se z zdruºevanjem vrednosti, znotraj dolo£enih £asovnih in-
tervalov, zlahka spremeni v diskretno (Adhikari & Agrawal, 2013, str. 12).
Modeli £asovnih vrst so lahko linearni ali nelinearni. To je odvisno od tega, ali je tre-
nutna vrednost £asovne vrste linearna ali nelinearna funkcija v preteklosti opaºenih
vrednosti. Med najbolj raz²irjene linearne modele £asovnih vrst spadata avtore-
gresijski model (angl. Autoregressive model, v nadaljevanju AR model) in model
premikajo£ega povpre£ja (angl. Moving average model, v nadaljevanju MA model).
S kombinacijo omenjenih dveh modelov dobimo avtoregresijski model s premikajo-
£im povpre£jem (angl. Autoregressive moving average model, v nadaljevanju ARMA
model) in ARIMA model. Slednji temelji na Box-Jenkins metodologiji, zato tovr-
stne modele poznamo tudi pod imenom Box-Jenkinsovi modeli (Adhikari & Agrawal,
2013, str. 18).
5.1.1 Stacionarnost £asovnih vrst
asovna vrsta je primerna za napovedovanje, £e je slu£ajni proces, ki je generi-
ral zaporedje opaºenih vrednosti, stacionaren. Zna£ilnost stacionarnega procesa je
neodvisnost matemati£nega upanja in variance od £asa. Z drugimi besedami: pov-
pre£na vrednost £asovne vrste se na dolgi rok ne spreminja. Poznamo dva tipa
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stacionarnosti, to sta stroga stacionarnost (angl. strongly stationarity ali strictly
stationarity) in ²ibka stacionarnost (angl. weakly stationarity) (Adhikari & Agra-
wal, 2013, str. 15-16). V nadaljevanju magistrskega dela bo izraz stacionarnost
pomenil ²ibko stacionarnost.
asovna vrsta je strogo stacionarna, £e je vsak nabor vrednosti slu£ajnih spremen-
ljivk {xt1 , xt2 , . . . , xtk} enak v £asu zamaknjenemu naboru {xt1+h, xt2+h, . . . , xtk+h}.
Shumway in Stoer (2010, str. 22) to zapi²eta z ena£bo
P(Xt1 ≤ c1, . . . , Xtk ≤ ck) = P(Xt1+h ≤ c1, . . . , Xtk+h ≤ ck)
za vsak k = 1, 2, . . ., vsak £as t1, t2, . . . , tk, vsako ²tevilo c1, c2, . . . , ck in vse £asovne
zamike h = 0,±1,±2, . . ..
Stroga stacionarnost v gra£nem smislu pomeni, da ima graf £asovne vrste na dveh
enako dolgih £asovnih intervalih podobne statisti£ne zna£ilnosti (Brockwell & Davis,
1990, str. 12).
Pred denicijo ²ibke stacionarnosti razloºimo pojme matemati£no upanje, avtokova-
rian£na funkcija in avtokorelacijska funkcija. Matemati£no upanje zvezne slu£ajne
spremenljivke Xt je enako




kjer je ft gostota verjetnosti slu£ajne spremenljivke Xt. Namesto oznake µXt lahko
uporabimo oznako µt, £e vemo, na katero £asovno vrsto se funkcija nana²a.
Avtokovarian£no funkcijo deniramo kot
γX(s, t) = Cov(Xs, Xt) = E
[
(Xs − µs)(Xt − µt)
]
(3)
za vsak s in t. Namesto oznake γX(s, t) uporabimo oznako γ(s, t), £e vemo, na
katero £asovno vrsto se funkcija nana²a.
Avtokorelacijsko funkcijo deniramo kot




za vsak s in t. Pri tem velja −1 ≤ ρX(s, t) ≤ 1. Namesto oznake ρX(s, t) uporabimo
oznako ρ(s, t), £e vemo, na katero £asovno vrsto se funkcija nana²a.
ibko stacionarna £asovna vrsta je proces s kon£no varianco, za katerega velja (Shu-
mway & Stoer, 2010, str. 23):
- matemati£no upanje µt, denirano v ena£bi (2), je konstanta in je neodvisno
od £asa t;
- avtokovarian£na funkcija γ(s, t), denirana v ena£bi (3), je odvisna le od razlike
|s− t|.
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Strogo stacionarna £asovna vrsta s kon£no varianco je tudi ²ibko stacionarna. Obra-
tno velja le v primeru, ko so izpolnjeni dodatni pogoji.
Stacionarnost se preverja s testi enotske ni£le (angl. unit root tests). Pred razlago
enotske ni£le denirajmo operator zamika (angl. lag operator) kot
LhXt = Xt−h. (5)
Operator zamika je funkcija, ki prevede vrednost spremenljivke ob £asu t, v vrednost
spremenljivke ob £asu t− h. Razloºimo enotsko ni£lo na preprostem, nekoliko pre-
oblikovanem procesu slu£ajnega sprehoda, ki smo ga denirali v ena£bi (1). Proces
slu£ajnega sprehoda Xt − α1Xt−1 = ϵt lahko izrazimo z operatorjem zamika kot
(α0L
0 − α1L1)Xt = ϵt,
kjer je α0 = 1 oziroma
α(L)Xt = ϵt,
kjer je operator α(L) := α0L0 − α1L1. S pomo£jo operatorja zamika smo proces
slu£ajnega sprehoda spremenili v `polinom zamikov' (angl. lag polynomial). V
na²em primeru je polinom prvega reda, ampak ugotovitve veljajo tudi za polinome




0 − α1λ1 = 0,





e ima polinom α ni£lo enako 1, potem pravimo, da ima £asovna vrsta enotsko
ni£lo in kaºe nepredvidljive vzorce. V na²em primeru bi bilo to res za α1 = 1. Za
stacionarnost £asovne vrste mora veljati |λ| > 1 oziroma |α1| < 1.
Zgornje ugotovitve lahko posplo²imo na polinom reda p. V tem primeru i²£emo
re²itve obratne karakteristi£ne ena£be
α0 + α1λ+ α2λ
2 + . . .+ αpλ
p = 0.
Eden izmed najpogosteje uporabljenih testov enotske ni£le je Dickey-Fuller test. Kot
pove ºe ime, sta test razvila David Dickey in Wayne Fuller, in sicer leta 1979. Test
preverja domnevo, da ima £asovna vrsta enotsko ni£lo nasproti domnevi, da je £a-
sovna vrsta stacionarna.
asovne vrste, ki prikazujejo ekonomske podatke, so le redko stacionarne. Kompo-
nente, ki izraºajo nestacionarnost, so opisane v nadaljevanju.
5.1.2 Komponente £asovnih vrst






Prvi korak pri analizi £asovnih vrst je njen gra£ni prikaz. Le-ta nam da prvo oceno
glede tega, ali £asovna vrsta vsebuje katero izmed na²tetih komponent, ali vsebuje
osamelce ipd. Brockwell in Davis (1990, str. 14-15) klasi£ni dekompozicijski model
zapi²eta z ena£bo
Xt = Tt + St + Yt,
kjer Tt ozna£uje trend, St sezonsko komponento z znano periodo d in Yt slu£ajnostno
komponento. Cilj je oceniti in izlo£iti deterministi£ni komponenti Tt in St. elimo si,
da je slu£ajnostna komponenta Yt stacionarni slu£ajni proces. V tem primeru lahko
za proces {Yt} poi²£emo ustrezni model, analiziramo njegove lastnosti in ga upora-
bimo za napovedovanje procesa {Xt}. George Box in Gwilym Jenkins sta razvila
²e en pristop, in sicer diferenciranje vrednosti {xt}, dokler diference niso podobne
realizaciji nekega stacionarnega procesa {Wt}. Z analizo in napovedovanjem procesa
{Wt} lahko napovedujemo proces {Xt}. Opi²imo sedaj posamezne komponente.
Trend se izraºa z dolgoro£no rastjo ali padcem vrednosti £asovne vrste. Poznamo
nelinearni in linearni trend. Slednji je najpreprostej²i in hkrati najpogosteje opaºen
v £asovnih vrstah (Gerbing, 2016, str. 1).
Cikli£nost pomeni rast ali padanje vrednosti £asovne vrste v periodi, ki ni konstantno
dolo£ena. V £asovnih vrstah, ki prikazujejo ekonomske podatke, se cikli£na kom-
ponenta analizira za obdobje dveh ali ve£ let, zato obi£ajno ni prisotna v klasi£ni
analizi £asovnih vrst. Glavni razlogi za cikli£nost so spremembe v gospodarstvu,
okolju itd (Gerbing, 2016, str. 2; Hyndman & Athanasopoulos, b.l.).
Sezonsko komponento se velikokrat zamenja s cikli£no komponento, vendar obstaja
med njima bistvena razlika. Sezonska komponenta se izraºa z rastjo ali padcem
vrednosti £asovne vrste v konstantni in znani periodi. Nana²a se na koledarsko leto
in se najve£krat pojavi zaradi letnih £asov, praznikov, dopustov itd. Zaradi njenih
zna£ilnosti lahko sezonsko komponento predvidimo (Hyndman & Athanasopoulos,
b.l.).
Slu£ajnostna komponenta se nana²a na neznane dejavnike, ki jih ne moremo razlo-
ºiti s trendom, sezonsko ali cikli£no komponento. Predstavlja slu£ajno rast ali padec
vrednosti £asovne vrste v dolo£eni periodi (Gerbing, 2016, str. 3).
Vloga posamezne komponente v procesu napovedovanja je odvisna od dolºine £asov-
nega intervala napovedovanja. Za kratkoro£no napovedovanje je bistvena slu£ajno-
stna komponenta, medtem ko je za dolgoro£no napovedovanje bistven trend (Rusu
& Rusu, 2003, str. 106).
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5.1.3 ARIMA modeli
Dve najpogosteje uporabljeni metodi za napovedovanje £asovnih vrst sta eksponen-
tno glajenje (angl. exponential smoothing) in ARIMAmodeli. Eksponentno glajenje
temelji na opisovanju trenda in sezonske komponente, medtem ko se ARIMA modeli
osredoto£ajo na avtokoreliranost podatkov (Hyndman & Athanasopoulos, b.l.). V
magistrskem delu bomo obravnavali slednje.
Denirajmo najprej beli ²um (angl. white noise). Le-ta je £asovna vrsta {ωt} z
neodvisnimi in enako porazdeljenimi elementi ωi ∼ N(0, σ2ω) (standardna normalna
porazdelitev) ter avtokovarian£no funkcijo
γ(t+ h, t) =
⎧⎨⎩ σ2ω , h = 00 , h ̸= 0 ·
Za £asovno vrsto uporabimo oznako {ωt} ∼ WN(0, σ2ω).
Avtoregresijski model reda p, AR(p), zapi²emo z ena£bo
Xt = φ1Xt−1 + φ2Xt−2 + . . .+ φpXt−p + ωt,
kjer je proces {Xt} stacionaren in so φ1, φ2, . . . , φp (φp ̸= 0) konstante. Predpo-
stavljamo, da je ωt beli ²um. Brez ²kode za splo²nost lahko predpostavimo, da za
matemati£no upanje velja µ = 0, sicer zamenjamo Xt z Xt − µ in dobimo
Xt − µ = φ1(Xt−1 − µ) + φ2(Xt−2 − µ) + . . .+ φp(Xt−p − µ) + ωt
oziroma
Xt = δ + φ1Xt−1 + φ2Xt−2 + . . .+ φpXt−p + ωt,
kjer je δ = µ(1− φ1 − . . .− φp).
Model premikajo£ega povpre£ja reda q, MA(q), zapi²emo z ena£bo
Xt = ωt + θ1ωt−1 + θ2ωt−2 + . . .+ θqωt−q,
kjer je q ²tevilo zamikov (angl. lags) v premikajo£em povpre£ju, θ1, θ2, . . . , θq (θq ̸=
0) pa so parametri. Predpostavljamo, da je ωt beli ²um.
Za proces {Xt} pravimo, da je ARMA(p, q), £e je stacionaren in velja enakost
Xt − φ1Xt−1 − φ2Xt−2 − . . .− φpXt−p = ωt + θ1ωt−1 + θ2ωt−2 + . . .+ θqωt−q,
kjer je φp ̸= 0, θq ̸= 0 in {ωt} ∼ WN(0, σ2ω). e deniramo avtoregresijski operator
φ(L) = 1− φ1L− φ2L2 − . . .− φpLp
in operator premikajo£ega povpre£ja
θ(L) = 1 + θ1L+ θ2L
2 + . . .+ θqL
q,
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potem lahko ARMA model zapi²emo kot
φ(L)Xt = θ(L)ωt,
kjer je operator L deniran v ena£bi (5) (Brockwell & Davis, 1990, str. 78; Shumway
& Stoer, 2010, str. 92-93).
Ekonomske £asovne vrste so najve£krat nestacionarne. Ker se ARMA modeli lahko
uporabljajo le za stacionarne £asovne vrste, ve£ino ekonomskih £asovnih vrst ne
morejo ustrezno opisati. To je bil razlog za razvoj ARIMA modelov, v katerih
nestacionarne £asovne vrste s pomo£jo kon£nih diferenc postanejo stacionarne (Ad-
hikari & Agrawal, 2013, str. 21-22).
Deniramo operator ∇d := (1− L)d, kjer je operator L deniran v ena£bi (5). Pra-
vimo, da je proces {Xt} ARIMA(p, d, q), £e je proces {∇dXt} ARMA(p, q). e za
matemati£no upanje velja E(∇dXt) = 0, zapi²emo ARIMA model kot
φ(L)(1− L)dXt = θ(L)ωt. (6)
e pa za matemati£no upanje velja E(∇dXt) = µ in µ ̸= 0, zapi²emo ARIMA model
kot
φ(L)(1− L)dXt = δ + θ(L)ωt, (7)
kjer je δ = µ(1− φ1 − . . .− φp) (Shumway & Stoer, 2010, str. 141).
Adhikari in Agrawal (2013, str. 22) povzameta nekaj dejstev o ARIMA modelu:
- ARIMA model opi²emo s tremi ²tevili:
• p ozna£uje red avtoregresijskega dela;
• d je ²tevilo diferenc;
• q ozna£uje red premikajo£ega povpre£ja.
- tevilo diferenc d je najve£krat enako 1. e je d enak 0, dobimo ARMA model.
- ARIMA(p, 0, 0) je avtoregresijski model reda p.
- ARIMA(0, 0, q) je model premikajo£ega povpre£ja reda q.
- ARIMA(1, 0, 0) oziromaXt = Xt−1+ωt je slu£ajni sprehod, ki smo ga denirali
v ena£bi (1). Uporablja se za opisovanje nestacionarnih podatkov, primer
katerih so ekonomske £asovne vrste, cene delnic itd.
5.1.3.1 Izdelava ARIMA modela





3. Ovrednotenje izbranega modela z uporabo razpoloºljivih podatkov in iskanje
morebitnih izbolj²av modela.
Pred za£etkom izdelave modela je pomemben korak gra£ni prikaz £asovne vrste.
Prva faza, identikacija modela, sestoji iz analize £asovne vrste na podlagi gra-
£nega prikaza, analize stacionarnosti £asovne vrste in identikacije parametrov
ARMA modela (Brownlee, 2017).
Podatki imajo lahko nestabilno varianco. Stabilizacija variance se doseºe s pomo£jo
transformacije £asovne vrste, na primer z logaritemsko transformacijo. Nato se na
(transformiranih) podatkih naredi test stacionarnosti £asovne vrste. e test pokaºe
nestacionarnost, sledi diferenciranje podatkov. Za vsakim diferenciranjem se test
stacionarnosti ponovi in diferenciranje se izvaja dokler komponente, ki nakazujejo
nestacionarnost, ne izginejo. elimo si, da ²tevilo diferenc d ne preseºe vrednosti
2. V nasprotnem primeru je smiselno razmisliti o drugih metodah napovedovanja
(Brownlee, 2017; Shumway & Stoer, 2010, str. 144-145).
Pri identikaciji parametrov p in q sta nam v pomo£ grafa avtokorelacijske funkcije
(ACF) in parcialne avtokorelacijske funkcije (PACF). Avtokorelacijsko funkcijo smo
ºe denirali v ena£bi (4). Parcialno avtokorelacijsko funkcijo stacionarnega procesa
{Xt} pa deniramo s pomo£jo linearne regresije. Za napovedovanje Xt uporabimo
linearno funkcijo slu£ajnih spremenljivk Xt−1, Xt−2, . . . , Xt−h+1, kar zapi²emo kot
X̂t = β1Xt−1 + β2Xt−2 + . . .+ βh−1Xt−h+1, (8)
kjer koecienti β1, β2, . . . , βh−1 minimizirajo povpre£no vsoto kvadratov napak (angl.
mean squared error) napovedi. Zaradi stacionarnosti procesa velja, da so koecienti
β1, β2, . . . , βh−1 enaki tudi pri napovedovanju Xt−h, iz £esar sledi
X̂t−h = β1Xt−h+1 + β2Xt−h+2 + . . .+ βh−1Xt−1. (9)
Parcialno avtokorelacijsko funkcijo deniramo kot korelacijo med napakami napovedi
kot
φ11 := Corr(Xt, Xt−1), za h = 1,
φhh := Corr(Xt − X̂t, Xt−h − X̂t−h), za h ≥ 2,
(10)
kjer sta X̂t in X̂t−h denirana v ena£bah (8) in (9) (Cryer & Chan, 2008, str. 113).
Graf ACF oziroma avtokorelogram ima na osi x zamike in na osi y korelacijski
koecient. Na zamiku h prikazuje korelacijo med vrednostmi £asovne vrste, ki so
h £asovnih intervalov narazen. ACF nam pomaga pri dolo£anju ²tevila zamikov q
v premikajo£em povpre£ju in ugotavljanju prisotnosti komponent, ki nakazujejo na
nestacionarnost. Na sliki 1 je prikazan model MA(2) s θ1 = 0.9 in θ2 = 0.6, ki ga
zapi²emo z ena£bo
Xt = ωt + 0.9ωt−1 + 0.6ωt−2,
kjer je {ωt} ∼ WN(0, σ2ω).
Graf PACF na zamiku h pa prikazuje korelacijo med vrednostmi £asovne vrste, ki
so h £asovnih intervalov narazen, upo²tevajo£ tudi vmesne vrednosti intervalov. S
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pomo£jo PACF lahko dolo£imo p, red avtoregresijskega dela. Na sliki 2 je prikazan
model AR(2) s φ1 = 0.8 in φ2 = 0.1, ki ga zapi²emo z ena£bo
Xt = 0.8Xt−1 + 0.1Xt−2 + ωt,
kjer je {ωt} ∼ WN(0, σ2ω).
Slika 1: Avtokorelacijska funkcija modela MA(2).
Slika 2: Parcialna avtokorelacijska funkcija modela AR(2).
Red modela premikajo£ega povpre£ja lahko razberemo iz grafa ACF, in sicer bo graf
prikazoval neni£elne avtokorelacije le do zamika q, ki predstavlja red modela. Graf
PACF ni primeren za dolo£anje q, saj se parcialne avtokorelacije zgolj pribliºujejo
0, a nikoli ne postanejo ni£elne. Graf PACF se uporablja za dolo£anje p, reda
avtoregresijskega modela, ki je enak ²tevilu neni£elnih parcialnih avtokorelacij.
Omenimo ²e en pristop k identikaciji modela, in sicer Akaike informacijski kriterij
(AIC)
AIC = −2 log(ML) + 2k,
kjer je ML najve£je verjetje6 (angl. maximum likelihood) in k = p + q + 1, £e
6Metoda, s katero poi²£emo parameter ML, se imenuje metoda najve£jega verjetja. Naj
bo f(x, ζ) gostota verjetnosti neke porazdelitve z neznanim parametrom ζ. I²£emo cenilko ζ̂
za ζ tako, da je vrednost f(x, ζ) maksimalna. Verjetje za enostaven vzorec je enako ML =
f(x1, ζ)f(x2, ζ) · · · f(xn, ζ). I²£emo maksimum ∂ logML∂ζ = 0.
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ima model konstantni £len ter k = p + q v nasprotnem primeru. im bolj model
minimizira AIC, tem bolj so izbrani parametri modela ustrezni. Rezultati simulacij,
ki sta jih v letu 1989 naredila Cliord M. Hurvich in Chih-Ling Tsai in so opisane v
£lanku [23], predlagajo uporabo korigiranega AIC za modele, kjer je k
n
ve£ji od 10%.
Korigiran AIC zapi²emo z ena£bo
AICc = AIC +
2(k + 1)(k + 2)
n− k − 2
,
kjer je n velikost vzorca in k deniran kot zgoraj (Cryer & Chan, 2008, str. 130-131,
158-160; Hyndman & Athanasopoulos, b.l.).
Druga faza, ocenjevanje parametrov, temelji na iskanju tistih vrednosti parame-
trov, ki se najbolj²e prilegajo podatkom. Pri tem so nam v pomo£ ºe vgrajene
funkcije v razli£nih programskih jezikih. Med najbolj raz²irjene pristope k ocenjeva-
nju parametrov spadata metoda najmanj²ih kvadratov (angl. least squares method)
in metoda najve£jega verjetja (angl. maximum likelihood method).
Tretja faza, ovrednotenje izbranega modela, temelji na testiranju predpostavk mo-
dela z namenom ugotavljanja morebitne neustreznosti modela. Klju£no je preveriti,
ali je model veliko bolj kompleksen, kot je potrebno, in preveriti ostanke modela
(angl. residuals) (Brownlee, 2017).
Ostanki so v idealnem primeru podobni belemu ²umu in imajo normalno porazde-
litev, kar lahko preverimo z Q-Q grafom (angl. quantile-quantile plot). Le-ta je
namenjen primerjavi dveh verjetnostnih porazdelitev oziroma primerjavi kvantilov
dveh verjetnostnih porazdelitev. Za ugotavljanje ustreznosti modela se uporablja
tudi Ljung-Box test, nadgradnja Box-Pierce testa. Ni£elna hipoteza testa je, da
je model ustrezno zastavljen in so ostanki podobni belemu ²umu, kar pomeni, da
med njimi ni avtokorelacije (Brownlee, 2017; Shumway & Stoer, 2010, str. 149-
150; Tseng, Kwon & Tjung, 2012, str. 37). Potem, ko je model izbran, ocenjen in
ovrednoten, se ga lahko uporabi za napovedovanje gibanja cen delnic.
5.2 Nevronske mreºe
Uvod v predstavitev nevronskih mreº naj bo naslednji sestavek, ki lepo povzame
njihov pomen (Stergiou & Siganos, b.l.):
`Neural networks do not perform miracles. But if used sensibly they can produce
some amazing results.'
Nevronske mreºe ne delajo £udeºev in ne morejo natan£no napovedati dogajanja
v prihodnosti, lahko pa dajo veliko bolj²e in uporabnej²e rezultate v primerjavi z
marsikatero tradicionalno metodo.
5.2.1 Zgodovina
Kljub temu da je bilo v letu 1943 na voljo zelo malo tehnologije, sta nevroziolog
Warren McCulloch in logik Walter Pits v tistem £asu izdelala prvi umetni nevron.
S tem sta postavila temelje modeliranja nevronskih mreº. Poleg nevroznanosti so k
razvoju nevronskih mreº pomembno prispevali tudi psihologi in inºenirji. Leta 1958
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je Frank Rosenblatt izdelal nevronsko mreºo, imenovano perceptron. Sestavljale so
jo tri plasti: vhodna, asociativna in izhodna. Imela je sposobnost u£enja povezave
med vhodno enoto in naklju£no izbrano izhodno enoto. Po za£etnem navdu²enju nad
nevronskimi mreºami je sledilo obdobje frustracije. Leta 1969 sta Marvin Minsky
in Seymour Papert izdala knjigo, v kateri sta obravnavala omejitve enoplastnih per-
ceptronov. Knjiga je povzro£ila zmanj²anje obsega nanciranja raziskav nevronskih
mreº in upad zanimanja javnosti zanje. Ponovno zanimanje in posledi£no nadalj-
nje nanciranje raziskav se je vzbudilo z razvojem tehnologije ter traja ²e danes
(Dobnikar, 1990, str. 10; Mramor, 2007, str. 3; Stergiou & Siganos, b.l.).
5.2.2 Povezava med biolo²kimi in umetnimi nevronskimi mreºami
Z biolo²kega vidika so nevroni ºiv£ne celice v moºganih. Ocenjujejo, da bi naj £lovek
imel pribliºno 1011 ºiv£nih celic in pribliºno 1015 povezav (sinaps) med njimi. Vsako
ºiv£no celico sestavljajo trije deli: telo celice, dendriti in akson. Sti£na mesta ºiv£-
nih celic se imenujejo sinapse, ki so dveh vrst: stimulatorne (delujejo vzbujajo£e)
in inhibitorne (zavirajo vzbujanje ºiv£nih celic). Preko sinaps dendriti sprejemajo
signale od drugih ºiv£nih celic in le-ti nato potujejo do celi£nega telesa. e je vsota
signalov dovolj velika v nekem kratkem £asovnem intervalu, celica generira impulz
ter ga vzdolº aksona in preko sinaps usmeri do novih ºiv£nih celic. Moºgani si z
novimi povezavami med ºiv£nimi celicami zapomnijo vzorce, ki so jih sposobni v
prihodnje prepoznati in se na njih odzvati. Ta proces imenujemo u£enje (Dobnikar,
1990, str. 4-5; Gu²tin, 1989/1990, str. 178).
Umetne nevronske mreºe so inteligentni sistemi, ki posnemajo delovanje £love²kih
moºganov oziroma natan£neje delovanje ºiv£nih celic v moºganih. Nevronske mreºe
so zgrajene iz umetnih nevronov in njihova glavna lastnost je sposobnost u£enja po-
vezave med vhodnimi in izhodnimi podatki. U£enje poteka na osnovi u£nih vzorcev,
ki jih predstavljajo pari vhodnih in izhodnih vzorcev. Nau£eno znanje se shranjuje
v povezavah oziroma uteºeh med nevroni, ki imajo enako vlogo kot sinapse v ºiv£-
nih celicah. Cilj je dose£i optimalno stanje uteºi v nevronski mreºi, kar pomeni, da
je nevronska mreºa sposobna povezati neznani vhodni vzorec s pravilnim izhodnim
vzorcem (Zidar & Biloslavo, 2010, str. 281).
Slika 3: Zgradba ºiv£ne celice.
a: dendrit, b: telo celice, c: jedro, d: akson, e: mielinska ovojnica, f: Schwannova
celica, g: Ranvierov zaºemek, h: kon£ni del aksona (ºiv£ni kon£i£).
Vir: [48]
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Povzetek povezave med biolo²kimi in umetnimi nevronskimi mreºami je slede£:
- Povezave (uteºi med nevroni) imajo vlogo sinaps.
- Vhodi (vhodni signali) nevronske mreºe imajo vlogo dendritov.
- Umetni nevron predstavlja telo celice. Njegova klju£na dela sta vsota uteºenih
vhodnih signalov in prag proºenja nevrona.
- Izhodi (izhodni signali) nevronske mreºe imajo vlogo aksonov.
5.2.3 Osnove nevronskih mreº
Najpreprostej²a izmed nevronskih mreº je enoplastna nevronska mreºa, ki jo gradijo
umetni nevroni z naslednjimi lastnostmi:
- Nevron ima enega (n = 1) ali ve£ (n > 1) vhodov, ki so ozna£eni z xi, i =
1, 2, . . . , n.
- Povezave na vhodu nevrona imajo vsaka svojo uteº ozna£eno z wi, i = 1, 2, . . . , n,
ki je lahko pozitivna ali negativna.




ki se jo nato primerja s pragom proºenja nevrona. Le-ta je ozna£en z b.
- Izhodni signal je odvisen od prenosne oziroma aktivacijske funkcije f , ki se
uporabi na razliki med vsoto uteºenih vhodnih signalov in pragom proºenja








Prag se lahko prenese tudi na vhod nevrona, in sicer z vpeljavo dodatne spremen-
ljivke xn+1 z vrednostjo−1, uteº wn+1 pa je enaka pragu proºenja nevrona b (Millevik
& Wang, 2015, str. 4-5; Zidar & Biloslavo, 2010, str. 282-283).
Vrednosti uteºi in praga se lahko spreminjajo oziroma popravljajo dokler nam nevron
ne da ºelenega izhodnega signala glede na vhod. Postopek prilagajanja vrednosti
uteºi in praga imenujemo u£enje nevrona. Kadar imamo ve£ nevronov povezanih v
mreºo, pa postopek imenujemo u£enje nevronske mreºe.
Enoplastno nevronsko mreºo dobimo tako, da poveºemo vhodne signale na ve£ ne-
vronov. Vsak nevron ima za vsak vhodni signal svojo uteº. V matemati£nem jeziku
lahko to zapi²emo v matri£ni obliki z uporabo matrike uteºi. e imamo n vhodov




w11 w12 . . . w1m
w21 w22 . . . w2m
...
... . . .
...
wn1 wn2 . . . wnm
⎤⎥⎥⎥⎥⎥⎥⎦ ·
Vhodni vektor x = (x1, x2, . . . , xn)T ∈ Rn dolºine n se preslika v izhodni vektor
y = (y1, y2, . . . , ym)
T ∈ Rm dolºine m, pri £emer je preslikava odvisna od prenosnih







kjer je y ∈ Rm vektor izhodnih signalov, f : Rm → Rm prenosna funkcija,W matrika
uteºi, x ∈ Rn vektor vhodnih signalov in b ∈ Rm vektor pragov proºenja nevronov.
V enoplastni nevronski mreºi nevroni med seboj niso povezani, kar pomeni, da je
u£enje tovrstne nevronske mreºe enako u£enju enega samega nevrona z ve£ vhodi.
V bolj realisti£nih in kompleksnej²ih modelih nevronskih mreº obstajajo med vhodno
in izhodno plastjo ²e skrite plasti nevronov. V ve£ini primerov velja predpostavka
popolne povezanosti nevronske mreºe. To pomeni, da je vsak nevron v posamezni
plasti povezan z vsemi nevroni v sosednji plasti. Z drugimi besedami: izhodi po-
samezne plasti so vhodi sosednje plasti in na izhodih zadnje plasti dobimo rezultat
(Koo, Liew, Mohamad & Salleh, 2013, str. 3).
Slika 4: Model umetnega nevrona z n vhodi.
5.2.3.1 Prenosna funkcija
Od prenosne funkcije je odvisna vrednost izhodnega signala posameznega nevrona
glede na vhod. V nadaljevanju je predstavljenih nekaj primerov prenosnih funkcij.
Najpreprostej²a prenosna funkcija je stopni£asta funkcija, ki jo zapi²emo kot
f(x) =
⎧⎨⎩ 1, x ≥ 00, x < 0 ·
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Kadar je vhodni signal ve£ji ali enak 0, je izhodni signal 1, sicer je izhodni signal 0.
Izhodni signal ima lahko le dve vrednosti, zato se stopni£asta funkcija uporablja za
primere, ko ºelimo izhod omejiti na dve vrednosti (najve£krat to pomeni da in ne).
Stopni£asti funkciji je podobna simetri£no stopni£asta funkcija, ki v primeru
vhodnega signala ve£jega ali enakega 0 vrne izhodni signal 1, sicer pa izhodni signal
-1.
Slika 5: Stopni£asta funkcija in simetri£no stopni£asta funkcija.






Sigmoidna funkcija je v bistvu zvezno razvle£ena stopni£asta funkcija. Je zvezna in
zvezno odvedljiva. Iz neomejenega denicijskega obmo£ja slika na omejeno zalogo
vrednosti (0, 1) in je injektivna. Vsak izhodni signal je torej slika natanko enega






























Primer nelinearne funkcije je tudi hiperboli£ni tangens




Gre za funkcijo s podobnimi karakteristikami, kot jih ima sigmoidna funkcija, s to
razliko, da slika v zalogo vrednosti (−1, 1) (Dobnikar, 1990, str. 11; Mramor, 2007,
str. 9-10).
Poznamo ²e linearne, omejeno linearne, pozitivno oziroma negativno linearne pre-
nosne funkcije, radialno funkcijo, trikotno funkcijo itd. Katero prenosno funkcijo
uporabiti v praksi je odvisno od samega problema. Kljub temu se v literaturi naj-
pogosteje omenja sigmoidne funkcije.
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Slika 6: Sigmoidna funkcija in hiperboli£ni tangens.
5.2.4 Delitev nevronskih mreº
Najbolj splo²na delitev nevronskih mreº je delitev na asociativne nevronske mreºe
(Hopeldove nevronske mreºe), usmerjene plastne nevronske mreºe (perceptroni)
in samoorganizirajo£e nevronske mreºe (Kohonenove nevronske mreºe). Za podrob-
nej²o delitev nevronskih mreº pa se uporabljajo kriteriji: namen, topologija (arhitek-
tura), proces u£enja in prenosna funkcija (Mramor, 2007, str. 5; Zidar & Biloslavo,
2010, str. 284-285).
Tabela 1: Kriteriji delitve nevronskih mreº.
Namen Topologija Proces u£enja Prenosna funkcija
Avtoasociativni po-
mnilnik
Enoplastne usmerjene Pravila u£enja: Binarne:
Heteroasociativni
pomnilnik
Dvoplastne usmerjene - Delta pravilo Stopni£asta funkcija
asovni asociativni
pomnilnik











Rekurzivne Paradigme u£enja: Hiperboli£ni tangens
Stati£ne in dinami£ne







Vir: Zidar & Biloslavo, 2010, str. 285
5.2.4.1 Namen
Kononenko (1989, str. 62-64) opredeljuje delitev glede na namen slede£e:
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- Za avtoasociativni pomnilnik je zna£ilno, da so vsi nevroni hkrati vhodni in
izhodni. Vhod predstavlja nek vzorec ali del vzorca. Nevronska mreºa nato
iterativno popravlja napa£ne dele vhodnega vzorca oziroma generira njegov
manjkajo£i del. Ko iteracije ve£ ne spremenijo vzorca, dobimo na izhodu
popravljen in dopolnjen vzorec. V primeru nepravilnega ali pomanjkljivega
vhodnega vzorca je lahko dobljeni vzorec napa£en.
- Heteroasociativni pomnilnik je razli£ica avtoasociativnega pomnilnika, pri ka-
terem vzorec sestavlja ve£ podvzorcev. Vhod predstavlja eden ali ve£ podv-
zorcev, medtem ko na izhodu dobimo celotni vzorec.
- asovni asociativni pomnilnik deluje na enak na£in kot heteroasociativni po-
mnilnik. Vhod je vzorec iz nekega £asovnega intervala in izhodni vzorec je
napoved vzorca naslednjega £asovnega intervala.
- Klasikacija je primer heteroasociativnega pomnilnika. Pri u£enju se vhodni
podatki razporejajo v kon£no ²tevilo mnoºic oziroma razredov.
- Pri grupiranju nevronska mreºa sama razporeja vhodne podatke v dolo£eno
²tevilo razredov.
- Pri samoorganizaciji in razvr²£anju se nevroni uredijo tako, da se vsak odzove
na to£no dolo£eno vrednost vhoda. S primerno topologijo nevronov je mogo£e
dose£i, da se nevroni uredijo na na£in, da sosednji nevroni odgovarjajo na
podobne vhodne signale.
5.2.4.2 Topologija
Topologija ozna£uje organiziranost nevronov in denira njihovo ²tevilo v nevronski
mreºi. Delitev glede na topologijo je slede£a (Kononenko, 1989, str. 61-62; Mramor,
2007, str. 6-8):
- Usmerjene (angl. feedforward) nevronske mreºe dovoljujejo podatkom, da po-
tujejo le v smeri od vhoda proti izhodu. Tovrstne mreºe ne vsebujejo zank,
zato na vhodu ne dobimo povratnih informacij o izhodnih podatkih. Izhodni
podatki so zgolj funkcija vhodnih podatkov. Glede na ²tevilo plasti nevronov
lo£imo enoplastne, dvoplastne in ve£plastne usmerjene nevronske mreºe. Eno-
plastne usmerjene nevronske mreºe vsebujejo samo eno plast nevronov, ki so
hkrati vhodni in izhodni. Dvoplastne usmerjene nevronske mreºe vsebujejo
poleg vhodnih in izhodnih nevronov ²e eno skrito plast nevronov. Ve£plastne
usmerjene nevronske mreºe pa vsebujejo poljubno ²tevilo skritih plasti in glede
na le-to jih poimenujemo.
- Dvosmerni asociativni pomnilnik sestavljata dve plasti nevronov, ki ju pove-
zujejo dvosmerne vezi.
- Neplastne nevronske mreºe veljajo za najbolj preproste. Zanje je zna£ilno, da
je vsak nevron hkrati vhodni in izhodni ter so vsi nevroni med seboj povezani
v obeh smereh.
- Pri rekurzivnih (angl. recurrent) nevronskih mreºah signali s pomo£jo povra-
tnih zank iz izhodov potujejo v obe smeri.
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Slika 7: Usmerjena nevronska mreºa z dvema skritima plastema.
5.2.4.3 Proces u£enja
S procesom u£enja nevronske mreºe opredelimo na£in, po katerem se spreminjajo
uteºi. Predstavimo najprej pravila u£enja (Kononenko, 1989, str. 64; Zidar &
Biloslavo, 2010, str. 285):
- Delta pravilo temelji na minimiziranju razlike med dejansko dobljenim izho-
dnim signalom in ºeljenim izhodnim signalom. Uteºi povezav med nevroni se
sorazmerno tej razliki zmanj²ajo ali pove£ajo.
- Hebbovo in tekmovalno pravilo temeljita na nevrobiologiji, Boltzmanovo pra-
vilo pa na termodinamiki in teoriji informacij.
Med paradigme u£enja spadajo nadzorovano, nenadzorovano in okrepitveno u£enje.
Pri nadzorovanem u£enju je potreben u£itelj, ki nadzira proces u£enja in izhodni
enoti pove, kak²en je ºeljeni izhodni signal. Nenadzorovano u£enje ne potrebuje
u£itelja. V primerjavi z nadzorovanim u£enjem imajo samoorganizirajo£e nevronske
mreºe na voljo zgolj vhodne podatke. Pri tej paradigmi se uporabljata predvsem
Hebbovo in tekmovalno pravilo u£enja (Mramor, 2007, str. 9; Zidar & Biloslavo,
2010, str. 284-285).
Pri modeliranju nevronskih mreº in njihovem u£enju se uporabljajo tri mnoºice po-
datkov: u£na mnoºica (angl. training set), validacijska mnoºica (angl. validation
set) in testna mnoºica (angl. testing set). U£na mnoºica zajema podatke za katere
imamo ºe znane izhodne vrednosti. Njena naloga je u£enje nevronske mreºe in v
sklopu tega postopka je tudi dolo£anje uteºi. Postopek traja dokler mreºa za dolo-
£eno u£no mnoºico ne generira rezultatov, ki so dovolj blizu dejanskim. Validacijska
mnoºica je namenjena preverjanju delovanja nau£ene nevronske mreºe in tudi za to
mnoºico poznamo izhodne vrednosti. Validacijska mnoºica preverja odziv nevronske
mreºe na neke nove vhode, ki jih ²e ne pozna. Testna mnoºica predstavlja test za
delovanje nevronske mreºe na novih podatkih, potem ko je le-ta ºe nau£ena (Tseng,
Kwon & Tjung, 2012, str. 39).
V magistrskem delu se bomo osredoto£ili na ve£plastne usmerjene nevronske mreºe.
Zanje je zna£ilno, da so prepovedane povezave med nevroni v isti plasti ter povratne
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povezave na nevrone in da je prepovedano preskakovanje plasti. Izhodi nevronov ene
plasti so vhodi na naslednji plasti. Najbolj raz²irjeno pravilo u£enja za ve£plastne
usmerjene nevronske mreºe je algoritem vzvratnega raz²irjanja (angl. backpropaga-
tion algorithm), ki je podrobneje predstavljen v nadaljevanju.
5.2.5 Algoritem vzvratnega raz²irjanja
Algoritem vzvratnega raz²irjanja je v bistvu posplo²eno delta pravilo za re²evanje
nelinearnih problemov. Gre za primer nadzorovanega u£enja nevronske mreºe, ka-
terega cilj je minimizirati ali popolnoma odstraniti napako oziroma razliko med
dejansko dobljenim izhodnim signalom in ºeljenim izhodnim signalom. Tekom pro-
cesa u£enja nevroni po²iljajo signale naprej, nato pa se napake propagirajo nazaj,
skupaj s spreminjanjem vrednosti uteºi in pragov, dokler le-te ne minimizirajo na-
pake. V algoritmu vzvratnega raz²irjanja za ve£plastne usmerjene nevronske mreºe
se najve£krat uporablja sigmoidno prenosno funkcijo, denirano v ena£bi (13), pred-
vsem zaradi enostavnosti in zveznosti njenega odvoda, ki pa je deniran v ena£bi
(14). as u£enja nevronske mreºe nara²£a eksponentno, zato iz prakti£nih razlogov
²tevilo plasti v ve£plastni usmerjeni nevronski mreºi ne sme biti preveliko (Millevik
& Wang, 2015, str. 7-8). V nadaljevanju predpostavljamo, da je nevronska mreºa
popolnoma povezana in da je prenosna funkcija sigmoidna.
Algoritem je sestavljen iz dveh klju£nih prehodov skozi plasti nevronske mreºe. To
sta prehod naprej in prehod nazaj po mreºi, ki algoritmu daje ime. V splo²nem
lahko algoritem razdelimo na ²tiri korake (Rojas, 1996, str. 166):
1. Usmerjeno ra£unanje (angl. feedforward computation);
2. Propagacija nazaj na izhodno plast (angl. backpropagation to the output
layer);
3. Propagacija nazaj na skrite plasti (angl. backpropagation to the hidden la-
yers);
4. Spreminjanje uteºi (angl. weight updates).
Ko je napaka dovolj majhna, se algoritem zaklju£i.
Denirajmo najprej funkcijo napake, ki jo ozna£imo z E. Naj ima ve£plastna usmer-
jena nevronska mreºa n vhodov, m izhodov in poljubno vnaprej dolo£eno ²tevilo
nevronov v skritih plasteh. Natan£neje, naj bo L ²tevilo plasti v nevronski mreºi in
naj sℓ ozna£uje ²tevilo nevronov v plasti ℓ, ℓ = 1, . . . , L, pri £emer je sL = m. Naj bo
u£na mnoºica {(x1, t1), . . . , (xp, tp)} sestavljena iz p parov n- in m-dimenzionalnih
vektorjev, ki jih imenujemo vhodni in izhodni vzorci. Nevronska mreºa na pod-
lagi vektorja vhodnih signalov xi ∈ Rn, i = 1, . . . , p, vrne vektor izhodnih signalov
oi ∈ Rm, i = 1, . . . , p. Cilj algoritma je £im bolj oziroma povsem izena£iti oi in ti,






∥ oi − ti ∥2 . (15)
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Prvi korak je prehod naprej po nevronski mreºi z vektorjem vhodnih signalov
x ∈ Rn, eno u£no mnoºico ter naklju£no izbranimi vrednostmi uteºi in pragov. Uteº
nevrona j v plasti ℓ povezanega z nevronom i v plasti ℓ − 1 ozna£imo z wℓij. Prag
proºenja nevrona prenesemo na vhod nevrona z vpeljavo dodatne spremenljivke z
vrednostjo −1, uteº pa je enaka pragu. Vhodne signale nevronov od prve do ℓ-te






i , j = 1, . . . , s
ℓ, (16)






:= −1. Poleg tega
velja slede£e:
- yℓ−1i je izhodni signal nevrona i v plasti ℓ − 1, ki se ob predpostavki, da







- Na vhodni plasti (ℓ = 0) velja y0i = xi, kjer je xi eden izmed vhodnih podat-




j , j = 1, . . . ,m. (17)
Drugi, tretji in £etrti korak predstavljajo prehod nazaj po nevronski mreºi. Bi-
stvo teh korakov je spreminjanje uteºi na podlagi u£enja s popravljanjem napake. Od
dejansko dobljenega izhodnega signala od²tejemo ºeljeni izhodni signal, kar sproºi
signal napake, ki se ²iri vzvratno po mreºi. V ozadju delovanja algoritma je gra-
dientna metoda za iskanje minimuma napake E. Metoda vzvratnega raz²irjanja je
znana tudi po imenu metoda padajo£ih gradientov.
Poglejmo si, kako izra£unamo signal napake vzvratnega raz²irjanja v primeru upo-











= (yj − tj)yj(1− yj). (18)
Z uporabo ena£be (18) izra£unamo najprej signal napake za nevron j, j = 1, . . . ,m,
v izhodni plasti L kot
δLj = oj(1− oj)(oj − tj), (19)
kjer je oj deniran v ena£bi (17) in tj ozna£uje j-ti element vektorja ºeljenih izhodnih











k , j = 1, . . . , s
ℓ. (20)
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Po izra£unu signalov napak vzvratnega raz²irjanja je potrebno izra£unati nove vre-
dnosti uteºi in pragov v vseh plasteh ℓ, ℓ = 1, . . . , L. Iz delta pravila sledi, da je
sprememba uteºi med nevronom i v plasti ℓ−1 in nevronom j v plasti ℓ, sorazmerna
s produktom signala napake vzvratnega raz²irjanja nevrona j in aktivacije nevrona
i. To zapi²emo z ena£bo
∆wℓij = −γδℓjyℓ−1i , i = 1, . . . , sℓ−1 + 1, j = 1, . . . , sℓ, (21)
kjer je γ hitrost u£enja (realno ²tevilo na intervalu (0, 1]). Predznak je negativen,
zato da se uteºi spreminjajo na na£in, ki zmanj²uje napako.
Postopek prehoda naprej in prehoda nazaj se uporabi za vsak primerek u£ne mno-
ºice. Spremembo uteºi in pragov v vseh plasteh torej naredimo za vsak primerek.
Potem kot kon£no spremembo∆wℓij vzamemo povpre£je vseh sprememb. Zaklju£ena
obdelava vseh primerkov predstavlja eno iteracijo (angl. epoch). Vsaka naslednja
iteracija vsebuje nove uteºi, ki smo jih izra£unali v prej²nji iteraciji.
Podajmo algoritem vzvratnega raz²irjanja ²e s psevdokodo.
Algoritem 1 Psevdokoda za metodo vzvratnega raz²irjanja 1. del (ena iteracija,
en primerek).
1: VHOD:
2: En primerek: x = (x1, x2, . . . , xn), t = (t1, t2, . . . , tm)
3: Podatki o nevronski mreºi:
²tevilo plasti L, ²tevilo nevronov v vsaki plasti s0 = n, s1, . . . , sL−1, sL = m
matrike uteºi W =
{
W 1, . . . ,WL
}






sigmoidna prenosna funkcija f , hitrost u£enja γ
4:
5: PREHOD NAPREJ
6: y0n+1 = −1 ◃ Vhodni signali nevronov v vhodni plasti (ℓ = 0).
7: for j = 1 : n do
8: y0j = xj
9: end for
10:
11: for ℓ = 1 : L do ◃ Vhodni in izhodni signali nevronov v plasteh ℓ, ℓ = 1, . . . , L.
12: yℓ
sℓ−1+1 = −1






i ◃ Izra£un vhodnega signala.












19: for j = 1 : m do ◃ Izhodni signali nevronov v izhodni plasti L.







24: for j = 1 : m do ◃ Izra£un signala napake vzvratnega ²irjenja v izhodni plasti L.
25: δLj = oj(1− oj)(oj − tj)
26: end for
27:
28: for ℓ = L− 1 : −1 : 1 do ◃ Izra£un signala napake vzvratnega ²irjenja v plasteh ℓ.
29: for j = 1 : sℓ do













34: IZRAUN POPRAVKOV UTEI
35: for ℓ = 1 : L do
36: for i = 1 : sℓ−1 + 1 do
37: for j = 1 : sℓ do






44: Napaka: E = 1
2





45: Matrike popravkov uteºi:
{
∆W 1, . . . ,∆WL
}
Algoritem 2 Psevdokoda za metodo vzvratnega raz²irjanja 2. del.
1: VHOD:
2: U£na mnoºica: {(x1, t1), . . . , (xp, tp)}
3: Podatki o nevronski mreºi:
²tevilo plasti L, ²tevilo nevronov v vsaki plasti s0 = n, s1, . . . , sL−1, sL = m
naklju£no izbrane matrike uteºi W =
{









sigmoidna prenosna funkcija f , hitrost u£enja γ
poljubno izbrana toleranca
4:
5: konec = 0
6: while konec = 0 do
7: for k = 1 : p do ◃ Prehod naprej in prehod nazaj za vsak primerek u£ne










Ek ◃ Izra£un napake u£ne mnoºice.




∆W k ◃ Izra£un popravkov matrike uteºi u£ne mnoºice. To pomeni
∆W ℓ = 1p
(




, ℓ = 1, . . . , L.
12:
36
13: if E < toleranca then ◃ Ko je napaka dovolj majhna, se algoritem zaklju£i.
14: konec = 1
15: else





21: W , E
6 Uporaba metod na podatkih in dobljeni rezultati
ARIMA model in metodo nevronskih mreº bomo uporabili na podatkih ameri²kega
indeksa DJIA, ki je najbolj znani svetovni indeks. Nekaj klju£nih dejstev o indeksu
DJIA:
- Vpeljal ga je Charles Dow leta 1896 in od leta 1897 dalje ga objavlja borzni
£asopis zaloºbe Dow Jones.
- Kotira na newyor²ki borzi in na borzi NASDAQ.
- Zajema trideset najpomembnej²ih delnic newyor²ke borze. V prilogi A je se-
znam podjetij, katerih delnice so trenutno zajete v indeksu DJIA (datum ve-
ljavnosti 26. junij 2018).
- Izra£una se kot kvocient med vsoto cen vseh 30 delnic in tako imenovanim
Dow delilnikom (angl. Dow divisor), ki ga ozna£imo z d. Le-ta se prilagodi v
primeru strukturnih sprememb, razvrednotenj delnic, odcepitvi podjetja ipd,
z namenom zagotavljanja stabilnosti v vrednosti indeksa. Na za£etku je bil
delilnik enak ²tevilu podjetij, sedaj pa so podjetjem v indeksu uteºi dolo£ene
glede na ceno njihove delnice. Podjetjem z vi²jo ceno delnice je dolo£ena ve£ja



















- O vklju£enosti podjetij v indeks odlo£a posebni odbor in ni rezultat statisti£nih
ali kak²nih drugih parametrov.
Obravnavali bomo podatke iz obdobja 2009 - 2014, pri £emer bo na² vir podatkov
[49]. Podatki zajemajo vrednosti indeksa ob za£etku in ob koncu posameznega tr-
govalnega dneva ter najniºjo in najvi²jo vrednost indeksa v dnevu. Vrednosti so
izmerjene v denarni valuti ameri²ki dolar. V prilogi B so seznami podjetij, katerih
delnice so sestavljale indeks v tem obdobju. Zgodilo se je nekaj sprememb sestave
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indeksa, do £esar pride predvsem zaradi gospodarskih sprememb. Najpogostej²e
izmed njih so nan£na stiska dolo£enega podjetja, ki ima za posledico nekonkuren£-
nost in izklju£itev iz indeksa, ali pa obseºnej²i ekonomski premiki, ki vplivajo na
celotno gospodarstvo.
6.1 ARIMA modeli
Pri uporabi ARIMA modela na podatkih bomo upo²tevali glavne faze izdelave
ARIMA modela denirane v 5.1.3.1. Uporabljali bomo programsko orodje RStu-
dio. Koda je v prilogi C.
1. Identikacija modela
Podatki o vrednosti indeksa DJIA ob koncu dneva v obdobju 2009 - 2013 tvorijo
£asovno vrsto. Pred izdelavo modela je pomemben korak gra£ni prikaz £asovne
vrste. Na podlagi le-tega (slika 8) in statisti£nih lastnosti podatkov (tabela 2) lahko
sklepamo, da £asovna vrsta, ki predstavlja vrednosti indeksa DJIA ob koncu dneva
v obravnavanem obdobju, ni stacionarna. Prav tako je viden trend dolgoro£ne rasti
vrednosti indeksa.
Slika 8: Gibanje vrednosti indeksa DJIA ob koncu dneva v obdobju 2009 - 2013.
ARIMA model lahko uporabimo za napovedovanje, £e imamo stacionarno £asovno
vrsto. Le-to posku²amo dobiti z diferenciranjem. Prve diference predstavljajo raz-
like med dvema zaporednima vrednostima £asovne vrste oziroma razlike med vre-
dnostima indeksa DJIA ob koncu dveh zaporednih trgovalnih dni. Na²e ²tevilo
observacij se tako zmanj²a za 1 in je enako 1.258.
Stacionarnost preverimo z raz²irjenim Dickey-Fuller testom (angl. Augmented Dickey-
Fuller test, v nadaljevanju ADF test) in Kwiatkowski-Phillips-Schmidt-Shin testom
(v nadaljevanju KPSS test), ki spadata med teste enotske ni£le. Stopnja tveganja α
je 5% in stopnja zaupanja β (t.j. 1 − α) je 95%. Ni£elno hipotezo testa zavrnemo,
£e je izra£unana p-vrednost oziroma stopnja zna£ilnosti niºja od stopnje tveganja.
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Postavimo ni£elno in alternativno hipotezo ADF testa:
H0: £asovna vrsta ima enotsko ni£lo
HA: £asovna vrsta je stacionarna
Rezultat ADF testa na diferencirani £asovni vrsti je slede£:
Augmented Dickey-Fuller Test
data: diff_y
Dickey-Fuller = -10.446, Lag order = 10, p-value = 0.01
alternative hypothesis: stationary
Warning message:
In adf.test(diff_y, alternative = "stationary") :
p-value smaller than printed p-value
Izra£unana p-vrednost je manj kot 1% in je niºja od stopnje tveganja, zato zavrnemo
ni£elno hipotezo. Na podlagi ADF testa je £asovna vrsta po prvem diferenciranju
stacionarna. Postavimo ²e ni£elno in alternativno hipotezo KPSS testa:
H0: £asovna vrsta je stacionarna
HA: £asovna vrsta ima enotsko ni£lo
Rezultat KPSS testa na diferencirani £asovni vrsti je slede£:
KPSS Test for Level Stationarity
data: diff_y
KPSS Level = 0.067084, Truncation lag parameter = 8, p-value = 0.1
Warning message:
In kpss.test(diff_y, null = c("Level", "Trend"), lshort = TRUE) :
p-value greater than printed p-value
Izra£unana p-vrednost je ve£ kot 10% in je vi²ja od stopnje tveganja, zato ne moremo
zavrniti ni£elne hipoteze. Tudi na podlagi KPSS testa je £asovna vrsta po prvem
diferenciranju stacionarna.
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Slika 9: Prve diference £asovne vrste.
Potem, ko je £asovna vrsta stacionarna, sledi dolo£itev parametrov ARIMA modela.
Podatke smo enkrat diferencirali, torej je ²tevilo diferenc d enako 1. Pri dolo£anju
reda modela premikajo£ega povpre£ja q si pomagamo z grafom ACF in pri dolo£anju
reda avtoregresijskega dela p si pomagamo z grafom PACF. Oba grafa sta za dobljeno
stacionarno £asovno vrsto prikazana na sliki 10 (program RStudio z modro £rtkano
£rto nari²e stopnjo zaupanja 95%). Avtokorelacija na zamiku 0 je v splo²nem enaka
1, kar je vidno tudi na grafu ACF. Statisti£no zna£ilne avtokorelacije so pri zamikih
1, 5 in 25. Iskani q bi lahko bil 1, medtem ko 5 in 25 zanemarimo. Graf PACF kaºe
statisti£no zna£ilne parcialne avtokorelacije pri zamikih 1, 5 in 25. Iskani p bi lahko
bil 1, medtem ko 5 in 25 zanemarimo.
Slika 10: Graf ACF in graf PACF stacionarne £asovne vrste.
2. Ocenjevanje parametrov
Za natan£no dolo£itev parametrov ARIMA modela bomo v programu RStudio upo-
rabili funkcijo auto.arima, ki predstavlja razli£ico algoritma Hyndman-Khandakar.
Algoritem dolo£i najustreznej²e parametre na podlagi kombinacije KPSS testa enot-
ske ni£le, minimizacije korigiranega AIC in metode najve£jega verjetja (Hyndman
& Khandakar, 2008).
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V funkciji deniramo, da dobljeni model desezonira £asovno vrsto ter dovoljuje trend
in neni£elno matemati£no upanje. Funkcija vrne kot najustreznej²i ARIMA model






s.e. 0.0903 0.1008 3.1641
sigma^2 estimated as 13585: log likelihood=-7769.55
AIC=15547.1 AICc=15547.13 BIC=15567.65
Dobljeni parametri modela so:
φ1 = −0, 7913
θ1 = 0, 7268
µ = 6, 1703
σ2ω = 13.585
Na podlagi ena£be (7) model ARIMA(1, 1, 1) z odklonom v splo²nem zapi²emo kot
(1− φ1L)(1− L)1Xt = δ + (1 + θ1L)ωt, (22)
kjer je operator L deniran v ena£bi (5) in velja δ = µ(1 − φ1). V slednji enakosti
µ ozna£uje odklon. Matemati£na izpeljava dobljenega ARIMA modela je slede£a
(1− φ1L)(1− L)Xt = µ(1− φ1) + (1 + θ1L)ωt,
(1− (1 + φ1)L+ φ1L2)Xt = µ(1− φ1) + (1 + θ1L)ωt,
Xt − (1 + φ1)LXt + φ1L2Xt = µ(1− φ1) + ωt + θ1Lωt,
Xt − (1 + φ1)Xt−1 + φ1Xt−2 = µ(1− φ1) + ωt + θ1ωt−1.
Izrazimo Xt in dobimo
Xt = µ(1− φ1) + (1 + φ1)Xt−1 − φ1Xt−2 + ωt + θ1ωt−1, (23)
kjer je {ωt} beli ²um z neodvisnimi in enako porazdeljenimi elementi ωi ∼ N(0, σ2ω).
V ena£bo (23) vstavimo parametre, ki jih je vrnil program in dobimo
Xt = 11, 05285839 + 0, 2087Xt−1 + 0, 7913Xt−2 + ωt + 0, 7268ωt−1, (24)
kjer velja ωi ∼ N(0, 13.585).
3. Ovrednotenje izbranega modela
Izbrani model ovrednotimo s pomo£jo analize ostankov. Le-ti predstavljajo razlike
med dejansko opaºenimi vrednostmi in pripadajo£imi vrednostmi iz modela. Iz-
brani model dobro opisuje podatke, £e so ostanki modela podobni belemu ²umu in
imajo normalno porazdelitev. To lahko v programu RStudio preverimo s funkcijo
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checkresiduals, ki vrne graf ostankov, graf ACF in histogram (slika 11). V funkciji
deniramo uporabo Ljung-Box testa za testiranje, ali obstajajo statisti£no zna£ilne
neni£elne avtokorelacije £asovne vrste. Gre za portmanteau test, saj testira slu-
£ajnost v splo²nem glede na denirano ²tevilo zamikov in ne testira slu£ajnosti na
vsakem posameznem zamiku. Postavimo ni£elno in alternativno hipotezo Ljung-Box
testa:
H0: podatki so neodvisno porazdeljeni
HA: podatki niso neodvisno porazdeljeni
Rezultat Ljung-Box testa je slede£:
Ljung-Box test
data: Residuals from ARIMA(1,1,1) with drift
Q* = 10.286, df = 7, p-value = 0.1729
Model df: 3. Total lags used: 10
Izra£unana p-vrednost je vi²ja od stopnje tveganja, zato ne moremo zavrniti ni£elne
hipoteze, da so ostanki modela neodvisno porazdeljeni. Ostanki so podobni belemu
²umu in imajo normalno porazdelitev.
Slika 11: Rezultat funkcije checkresiduals.
Iz ena£be (23) lahko ostanke modela izpeljemo kot
ωt = Xt − (1 + φ1)Xt−1 + φ1Xt−2 − µ(1− φ1)− θ1ωt−1. (25)
V ena£bo (25) vstavimo parametre, ki jih je vrnil program in dobimo ostanke modela
ωt = Xt − 0, 2087Xt−1 − 0, 7913Xt−2 − 11, 05285839− 0, 7268ωt−1. (26)
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Izbrani model lahko uporabimo za napovedovanje gibanja vrednosti indeksa DJIA
ob koncu dneva.
Napovedovanje
Ena£bo napovedanih vrednosti izpeljemo v treh korakih (Hyndman & Athanasopo-
ulos, b.l.):
1. Ena£bo ARIMA modela preoblikujemo tako, da je Xt na levi strani in so vsi
ostali £leni na desni strani;
2. V preoblikovani ena£bi zamenjamo t s T + h;
3. Na desni strani ena£be prihodnje vrednosti zamenjamo z njihovimi napoveda-
nimi vrednostmi, prihodnje slu£ajne napake z 0 in pretekle slu£ajne napake s
pripadajo£imi ostanki.
Prvemu koraku smo zadostili z ena£bo (23), ki jo sedaj preoblikujemo na na£in, da
zamenjamo t s T + 1 in dobimo
XT+1 = µ(1− φ1) + (1 + φ1)XT − φ1XT−1 + ωT+1 + θ1ωT .
Predpostavljamo, da poznamo opaºene vrednosti do £asa T . Vse vrednosti na desni
strani ena£be so znane, razen ostanek ωT+1. Na podlagi zgoraj deniranega tretjega
koraka le-tega zamenjamo z 0. Napoved XT+1 zapi²emo kot
X̂T+1|T = µ(1− φ1) + (1 + φ1)XT − φ1XT−1 + θ1ωT . (27)
Nadalje, v ena£bi (23) zamenjamo t s T + 2 in dobimo
XT+2 = µ(1− φ1) + (1 + φ1)XT+1 − φ1XT + ωT+2 + θ1ωT+1.
Na desni strani ena£be nadomestimo XT+1 z napovedjo X̂T+1|T ter ωT+2 in ωT+1
zamenjamo z 0, iz £esar sledi
X̂T+2|T = µ(1− φ1) + (1 + φ1)X̂T+1|T − φ1XT . (28)
V primeru, ko je h > 2 velja
X̂T+h|T = µ(1− φ1) + (1 + φ1)X̂T+h−1|T − φ1X̂T+h−2|T . (29)
Za napovedovanje vrednosti indeksa DJIA za obdobje enega leta uporabimo funkcijo
forecast v programu RStudio. Vgrajena funkcija za napovedovanje deluje na enak
na£in kot navajajo zgoraj denirani trije koraki ter ena£be od (27) do (29). Napoved
gibanja vrednosti indeksa DJIA ob koncu dneva v letu 2014 je prikazana na sliki 12.
Na sliki je prikazan tudi interval napovedovanja, ki predstavlja oceno intervala zno-
traj katerega se bodo nahajale prihodnje vrednosti z dolo£eno verjetnostjo (95%).
Na sliki 13 pa je dodano ²e dejansko gibanje vrednosti indeksa DJIA ob koncu dneva
v letu 2014.
Ob primerjavi napovedanih in dejanskih vrednosti indeksa DJIA ob koncu dneva v
letu 2014 vidimo, da napovedane vrednosti precenjujejo dejanske vrednosti. Predla-
gani ARIMA model se ni izkazal za najbolj ustreznega.
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Slika 12: Gibanje vrednosti indeksa DJIA ob koncu dneva v obdobju 2009 - 2013 in
napoved gibanja v letu 2014.
Legenda: gibanje vrednosti indeksa v obdobju 2009 - 2013 (), napoved gibanja
vrednosti indeksa v letu 2014 (), interval napovedovanja ().
Slika 13: Gibanje vrednosti indeksa DJIA ob koncu dneva v obdobju 2009 - 2014 in
napoved gibanja v letu 2014.
Legenda: gibanje vrednosti indeksa v obdobju 2009 - 2014 (), napoved gibanja
vrednosti indeksa v letu 2014 (), interval napovedovanja ().
44
Slika 14: Dejansko in napovedano gibanje vrednosti indeksa DJIA ob koncu dneva
v letu 2014.
Legenda: gibanje vrednosti indeksa v letu 2014 (), napoved gibanja vrednosti
indeksa v letu 2014 ().
6.2 Nevronske mreºe
Pri metodi nevronskih mreº se bomo opirali na £lanek [35], katerega avtorja sta
Millevik in Wang ter na podpoglavje 5.2. Za ra£unanje bomo uporabili programski
paket Matlab. Koda je v prilogi D.
Obravnavani podatki indeksa DJIA so iz obdobja 2009 - 2014, pri £emer so podatki
prvih petih let namenjeni u£enju in testiranju nevronske mreºe. Napovedujemo pa
vrednosti indeksa DJIA ob koncu dneva v letu 2014. Vrednost indeksa ob koncu
dneva bomo napovedovali na podlagi vrednosti indeksa ob koncu dneva v prej²njih
petdesetih trgovalnih dnevih.
Podatke je potrebno normalizirati, preden jih uporabimo za u£enje nevronske mreºe
(Millevik & Wang, 2015, str. 9). Normalizirani podatki zavzamejo vrednosti zno-
traj intervala [a, b], pri £emer interval predstavlja zalogo vrednosti izbrane prenosne
funkcije. V primeru sigmoidne prenosne funkcije torej velja a = 0 in b = 1. Obstaja
ve£ vrst normalizacije podatkov. Mi bomo uporabili Min-Max normalizacijo, ki nad
podatki izvede linearno transformacijo. Naj ima nabor vrednosti V = {v1, . . . , vn}
najniºjo vrednost min(V ) in najvi²jo vrednost max(V ). Min-Max normalizacija








+ a, i = 1, . . . , n.
V programu Matlab se podatke normalizira po metodi Min-Max normalizacije z
uporabo funkcije mapminmax.
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Topolo²ko se na²a izbrana nevronska mreºa uvr²£a med dvoplastne usmerjene ne-
vronske mreºe, ki imajo poleg vhodne in izhodne plasti ²e eno skrito plast nevronov.
tevilo plasti L je torej enako 2. Prav tako velja predpostavka popolne povezanosti
nevronske mreºe.
Podatke iz obdobja 2009 - 2013 razdelimo v dve mnoºici, in sicer v u£no in testno
mnoºico. Del podatkov u£ne mnoºice bi lahko predstavljal validacijsko mnoºico,
vendar je v na²em primeru ne bomo vpeljali. U£no mnoºico tvori dolo£en deleº naj-
starej²ih podatkov, medtem ko testno mnoºico tvorijo najnovej²i podatki o vredno-
stih indeksa DJIA. Nevronsko mreºo u£imo na u£ni mnoºici, pri £emer uporabljamo
algoritem vzvratnega raz²irjanja, ki je natan£no opisan v podpoglavju 5.2.5. Vsak
primerek u£ne mnoºice sestavljata vhodni in izhodni vzorec. Vhodni vzorec sestoji
iz vrednosti indeksa ob koncu izbranih petdesetih trgovalnih dni. Izhodni vzorec
pa je vrednost indeksa ob koncu dneva v naslednjem trgovalnem dnevu. Vpeljemo
tudi prag proºenja, in sicer v obliki spremenljivke z vrednostjo -1. Le-to prene-
semo na vhod nevrona. Na vhodni plasti imamo torej 50 nevronov in prag proºenja
(s0 = n = 51), na izhodni plasti pa imamo en nevron (s2 = m = 1).
V vseh primerih velja, da je prenosna funkcija sigmoidna in hitrost u£enja γ je
enaka 0,1. Toleranca oziroma vrednost, ki dolo£a kdaj se algoritem zaklju£i, je
enaka 0,0001. e povpre£na napaka v dolo£eni iteraciji pade pod toleran£no vre-
dnost, potem se algoritem zaklju£i. V nasprotnem primeru se algoritem zaklju£i,
ko doseºe maksimalno ²tevilo iteracij, ki je enako 10.000. Proces u£enja nevronske
mreºe ponovimo desetkrat. Matrike uteºi, ki jih dobimo v procesu u£enja z naj-
manj²o napako, nato uporabimo za napovedovanje gibanja vrednosti indeksa DJIA
ob koncu dneva v letu 2014.
V nadaljevanju so prikazani rezultati za razli£ne konguracije nevronske mreºe. Na²
namen je med drugim ugotoviti, kako spremembe konguracije nevronske mreºe vpli-
vajo na napovedovanje. Spreminjali smo ²tevilo nevronov v skriti plasti ter deleºe
podatkov v u£ni in testni mnoºici. Pri spreminjanju ²tevila nevronov je porazdelitev
podatkov v vseh primerih slede£a: 70% u£na mnoºica in 30% testna mnoºica. Pri
spreminjanju porazdelitve podatkov, pa je v vseh primerih v skriti plasti 10 nevro-
nov (s1 = 10).
Spreminjanje ²tevila nevronov v skriti plasti
Primer 1 - 2 nevrona v skriti plasti (s1 = 2).
Za£nemo z majhnim ²tevilom skritih nevronov. Matrika uteºi med nevroni v vhodni





∈ R51×2, matrika uteºi med





∈ R2×1. Program Matlab nam
vrne povpre£ne napake po posameznem procesu u£enja. Le-te so prikazane v tabeli
3. Slika 15 pa prikazuje prileganje ºeljenih izhodnih signalov in dejanskih izhodnih
signalov u£ne in testne mnoºice. Tako pri u£ni kot pri testni mnoºici opazimo do-
bro prileganje, kar pomeni, da je na²a nevronska mreºa dobro nau£ena in jo lahko
uporabimo za napovedovanje gibanja vrednosti indeksa DJIA ob koncu dneva v letu
2014.
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Poglejmo si, kaj se zgodi, £e nevronski mreºi pokaºemo vrednosti indeksa DJIA ob
koncu dneva v zadnjih petdesetih trgovalnih dnevih v letu 2013, nato pa na vhod
dodajamo njene lastne izhode oziroma njene napovedi za posamezni trgovalni dan v
letu 2014. Na sliki 16 je lepo vidno, da napoved dokaj dobro sledi gibanju dejanskih
vrednosti indeksa v nekaj manj kot 100 za£etnih trgovalnih dnevih v letu 2014, nato
pa se kakovost napovedovanja bistveno zmanj²a. Lahko bi rekli, da napovedana
vrednost postane konstanta.
Tabela 3: Povpre£ne napake - 2 nevrona v skriti plasti.











Slika 15: Prileganje ºeljenih in dejanskih izhodnih signalov u£ne in testne mnoºice -
2 nevrona v skriti plasti.
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Slika 16: Rezultat napovedovanja gibanja vrednosti indeksa DJIA ob koncu dneva
v letu 2014 - 2 nevrona v skriti plasti.
Primer 2 - 10 nevronov v skriti plasti (s1 = 10).








∈ R10×1. Povpre£ne napake po posameznem procesu u£enja so zbrane v
tabeli 4. Tudi v tem primeru je prileganje ºeljenih izhodnih signalov in dejanskih
izhodnih signalov, tako u£ne kot testne mnoºice, zelo dobro (slika 17).
Dobljeni rezultati napovedi vrednosti za leto 2014 minimalno odstopajo od rezul-
tatov dobljenih v primeru dveh skritih nevronov. Napoved se torej tudi, ko je v
skriti plasti 10 nevronov, dobro prilega dejanskim podatkom v nekaj manj kot 100
za£etnih trgovalnih dnevih v letu 2014.
Tabela 4: Povpre£ne napake - 10 nevronov v skriti plasti.












Slika 17: Prileganje ºeljenih in dejanskih izhodnih signalov u£ne in testne mnoºice -
10 nevronov v skriti plasti.
Slika 18: Rezultat napovedovanja gibanja vrednosti indeksa DJIA ob koncu dneva
v letu 2014 - 10 nevronov v skriti plasti.
Primer 3 - 50 nevronov v skriti plasti (s1 = 50).
V zadnjem primeru smo se odlo£ili pretiravati s ²tevilom nevronov v skriti plasti.












U£enje nevronske mreºe oziroma izvajanje funkcij v programu Matlab je zahtevalo
nekoliko ve£ £asa kot v prej²njih dveh primerih. Razlog za to so velike dimenzije
matrik uteºi. Povpre£ne napake po posameznem procesu u£enja se zmanj²ujejo
hitreje kot v prej²njih dveh primerih.
Tudi v tem primeru napovedane vrednosti indeksa DJIA ob koncu dneva v letu
2014, vsaj v za£etnih trgovalnih dnevih leta, dokaj dobro sledijo dejanskemu gibanju
vrednosti indeksa. Vidimo, da spreminjanje ²tevila nevronov v skriti plasti ne vpliva
bistveno na rezultate napovedi. Kljub temu pri na²i topologiji nevronske mreºe ne
smemo pretiravati s ²tevilom nevronov v skriti plasti, saj lahko model hitro postane
preve£ kompleksen in £asovno potraten.
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Tabela 5: Povpre£ne napake - 50 nevronov v skriti plasti.








8 9,4755 · 10−5
9 9,4755 · 10−5
10 9,4755 · 10−5
Slika 19: Prileganje ºeljenih in dejanskih izhodnih signalov u£ne in testne mnoºice -
50 nevronov v skriti plasti.
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Slika 20: Rezultat napovedovanja gibanja vrednosti indeksa DJIA ob koncu dneva
v letu 2014 - 50 nevronov v skriti plasti.
Spreminjanje deleºev podatkov v u£ni in testni mnoºici
Primer 1 - 50% u£na mnoºica in 50% testna mnoºica.
V tem primeru mnoºicama dodelimo enak deleº podatkov. Povpre£ne napake so
prikazane v tabeli 6. Opazimo dobro prileganje ºeljenih izhodnih signalov in dejan-
skih izhodnih signalov, tako u£ne kot testne mnoºice (slika 21). Tudi napovedane
vrednosti indeksa DJIA ob koncu dneva v letu 2014 so dokaj skladne z dejanskim
gibanjem vrednosti indeksa, vsaj v nekaj manj kot 100 za£etnih trgovalnih dnevih
leta 2014.
Tabela 6: Povpre£ne napake - u£na mnoºica vsebuje 50% podatkov.






6 9,8148 · 10−5
7 9,8148 · 10−5
8 9,8148 · 10−5
9 9,8148 · 10−5
10 9,8148 · 10−5
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Slika 21: Prileganje ºeljenih in dejanskih izhodnih signalov u£ne in testne mnoºice -
u£na mnoºica vsebuje 50% podatkov.
Slika 22: Rezultat napovedovanja gibanja vrednosti indeksa DJIA ob koncu dneva
v letu 2014 - u£na mnoºica vsebuje 50% podatkov.
Primer 2 - 30% u£na mnoºica in 70% testna mnoºica.
Sedaj zamenjamo deleº podatkov v u£ni in testni mnoºici, in sicer u£no mnoºico se-
stavlja 30% podatkov in testno mnoºico 70% podatkov. Povpre£ne napake so zbrane
v tabeli 7. Prileganje ºeljenih izhodnih signalov in dejanskih izhodnih signalov pa
je prikazano na sliki 23. Na podatkih testne mnoºice opazimo nekoliko slab²e prile-
ganje. To je bilo za pri£akovati, saj smo zmanj²ali deleº podatkov v u£ni mnoºici.
Na sliki 24 lahko vidimo, da dobljeni rezultati napovedi za trgovalne dni v letu 2014
podcenjujejo dejanske vrednosti indeksa. Kakovost napovedi je torej slab²a.
Vidimo, da se z zmanj²evanjem deleºa podatkov v u£ni mnoºici, zmanj²uje tudi ka-
kovost napovedovanja. V primeru, ko je v skriti plasti 10 nevronov, lahko re£emo,
da je optimalna izbira deleºev podatkov slede£a: 70% u£na mnoºica in 30% testna
mnoºica. Prav tako bi se lahko odlo£ili tudi za enako porazdelitev podatkov, torej
50% u£na mnoºica in 50% testna mnoºica.
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Tabela 7: Povpre£ne napake - u£na mnoºica vsebuje 30% podatkov.







7 9,8157 · 10−5
8 9,8157 · 10−5
9 9,8157 · 10−5
10 9,8157 · 10−5
Slika 23: Prileganje ºeljenih in dejanskih izhodnih signalov u£ne in testne mnoºice -
u£na mnoºica vsebuje 30% podatkov.
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Slika 24: Rezultat napovedovanja gibanja vrednosti indeksa DJIA ob koncu dneva
v letu 2014 - u£na mnoºica vsebuje 30% podatkov.
6.3 Diskusija
Predlagani ARIMA model je precenil dejanske vrednosti indeksa DJIA ob koncu
dneva v letu 2014, zato ne velja za najbolj ustreznega. Kljub temu lahko re£emo,
da je model zadel trend gibanja vrednosti indeksa, ki na dolgi rok nakazuje rast
vrednosti. Indeksi veljajo za nekoliko bolj stabilne v primerjavi s posameznimi del-
nicami. Predvidljivi ali nepredvidljivi dogodki, ki vplivajo na vrednost posamezne
naloºbe v portfelju, imajo najve£ji u£inek predvsem na to naloºbo. Za vrednost
samega portfelja je zna£ilno, da ob tem ne pade izrazito. Portfelj je na nek na£in
ko²arica uteºenih naloºb in padec vrednosti ene naloºbe na£eloma ne povzro£i padca
vrednosti celotnega portfelja.
V realnosti se v £asovnih vrstah nemalokrat pojavljajo nelinearni vzorci, zato so za
napovedovanje v ekonomskih in nan£nih £asovnih vrstah bolj primerni nelinearni
modeli. Primer nelinearnega modela je s heteroskedasti£nostjo pogojen avtoregresij-
ski model (angl. Autoregressive conditional heteroskedasticity model, v nadaljevanju
ARCH model). Zanimivo bi bilo uporabiti ARCH model na podatkih indeksa DJIA
in rezultate primerjati z rezultati nevronskih mreº.
Pri metodi nevronskih mreº smo se osredoto£ili na spreminjanje ²tevila nevronov v
skriti plasti ter spreminjanje deleºev podatkov v u£ni in testni mnoºici. Zaklju£imo
lahko, da spreminjanje ²tevila nevronov v skriti plasti ne vpliva bistveno na rezul-
tate napovedi, ki jih daje nevronska mreºa. Kljub temu ne bi izbrali konguracije
nevronske mreºe s prevelikim ²tevilom nevronov v skriti plasti, saj bi v tem primeru
model nevronske mreºe postal preve£ kompleksen. Kar se ti£e spreminjanja dele-
ºev podatkov v u£ni in testni mnoºici, pa smo ugotovili, da se v primeru majhnega
deleºa u£ne mnoºice, napovedane vrednosti slab²e prilegajo dejanskim vrednostim.
Lahko re£emo, da je za nevronsko mreºo, ki ima v skriti plasti 10 nevronov, opti-
malni deleº podatkov v u£ni mnoºici enak 70% in deleº podatkov v testni mnoºici
enak 30%. Rezultati so dobri tudi v primeru, ko imamo 50% podatkov v vsaki od
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omenjenih mnoºic.
e zdale£ nismo zajeli vseh parametrov, ki jih lahko spreminjamo v konguraciji
nevronske mreºe. Primer takega parametra je pravilo u£enja γ. Le-to bi lahko spre-
minjali med izvajanjem iteracij v procesu u£enja nevronske mreºe na na£in, da bi
bila v za£etnih iteracijah vrednost γ vi²ja, nato pa bi se za£ela zniºevati.
V magistrskem delu smo se osredoto£ili na dvoplastne usmerjene nevronske mreºe,
ki vsebujejo zgolj eno skrito plast. Moºnost za nadgradnjo modela nevronskih mreº
vidimo v pove£anju ²tevila skritih plasti. Kljub temu s ²tevilom skritih plasti ne
smemo pretiravati, saj se lahko £as u£enja nevronske mreºe zelo podalj²a in model
postane zelo kompleksen. Nadalje, moºnost za nadgradnjo je tudi v uporabi ne-
vronske mreºe z druga£no topologijo. Lahko bi izbrali recimo rekurzivno nevronsko
mreºo.
Napovedovanje je potekalo na na£in, da smo nevronski mreºi pokazali vrednosti in-
deksa DJIA v zadnjih petdesetih trgovalnih dnevih v letu 2013, nato pa smo na
vhod dodajali njene lastne izhode oziroma njene napovedi za posamezni trgovalni
dan v letu 2014. Za nekaj manj kot prvih 100 trgovalnih dni so bile napovedi dokaj
dobre, medtem ko se je kakovost napovedi za nadaljnje dni poslab²ala. Lahko bi
izbrali na£in napovedovanja za en dan naprej. Z drugimi besedami: nevronski mreºi
bi vsak dan pokazali vrednosti indeksa ob koncu dneva v zadnjih petdesetih dnevih.
Tega na£ina sicer nismo prikazali, ampak lahko re£emo, da bi bile napovedi v tem
primeru zelo dobre. Napovedovanje za en dan naprej predstavlja kratkoro£no napo-
vedovanje. Za investitorje, ki jih zanima gibanje vrednosti na dolgi rok, tak na£in
ne pride v po²tev.
e sedaj primerjamo obe uporabljeni metodi, ARIMA model in metodo nevronskih
mreº, se na podlagi dobljenih rezultatov v vsakem primeru odlo£imo, da so nevron-
ske mreºe dale veliko bolj²e rezultate kot ARIMA model. Vseeno na tem mestu
poudarimo, da so se napovedi nevronske mreºe izkazale za veliko bolj²e od napovedi
ARIMA modela za pribliºno 100 prvih trgovalnih dni v letu 2014. Kakovost napo-
vedi za nadaljnje dni je nato tudi pri metodi nevronskih mreº slab²a.
Glavna prednost nevronskih mreº je obvladovanje velikega ²tevila opaºenih vrednosti
in spremenljivk. Poleg tega ni potrebe po dolo£itvi posebnega modela ali predpo-
stavk o statisti£ni porazdelitvi podatkov, ampak se model oblikuje glede na lastnosti
podatkov. Seveda imajo nevronske mreºe tudi slabosti. Za u£enje nevronske mreºe
smo uporabljali algoritem vzvratnega raz²irjanja, pri katerem se lahko zgodi, da
konvergira zelo po£asi ali pa obti£i v lokalnem minimumu ob minimiziranju napake.
Kljub temu lahko za na² problem zaklju£imo, da je metoda nevronskih mreº zaradi
nelinearnosti bolj prakti£na in natan£nej²a.
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Sklep
Cilj, ki smo si ga zadali v magistrskem delu, je prou£itev teoreti£nega ozadja pred-
vidljivosti v gibanju cen delnic. Na trgu delnic se odraºa stanje v gospodarstvu,
medtem ko gibanje cene delnice podjetja odraºa stanje v podjetju. V primeru do-
brega poslovanja te£aj na borzi zraste in v nasprotnem primeru, £e je poslovanje
slabo, ima investitor lahko tudi izgubo. Vodstvo podjetja sledi dolo£enim ciljem
z namenom zadovoljitve interesov lastnikov podjetja. Najpogosteje navajani cilji
poslovanja podjetja so maksimiranje dobi£ka, maksimiranje prodaje, maksimiranje
trºnega deleºa, preºivetje in doseganje zadovoljive ravni dobi£kov. V izogib neugo-
dnim dogodkom pri doseganju na²tetih ciljev, tako analitiki v podjetju kot investi-
torji posku²ajo s pomo£jo razli£nih metod analizirati dogajanje na trgu in predvideti
prihodnje dogodke. Pri tem so jim v pomo£ razli£ne empiri£ne metode za napove-
dovanje gibanja cen delnic. Potrebno se je zavedati dejstva, da nobena metoda ne
more povsem natan£no napovedati dogajanja v prihodnosti, saj je trg delnic preve£
nestanoviten in kompleksen.
Na cene delnic vpliva veliko dejavnikov, prvi izmed njih so dejanja investitorjev.
Le-ti s svojimi odlo£itvami vplivajo na te£aje vrednostnih papirjev na trgu. Drugi
dejavnik so pogoji poslovanja podjetja, kot so sprememba dobi£ka na delnico, od-
kupi delnic, pove£anje ali zmanj²anje prodaje, napovedani prevzemi ali zdruºitve.
Na ceni delnice se lahko odrazi ºe rahlo odstopanje od pri£akovanih rezultatov pod-
jetja. Pri velikih odstopanjih, ko je izguba mnogo ve£ja od pri£akovane, lahko cena
delnice na dnevni ravni pade tudi za ve£ 10%. Na cene delnic vplivajo tudi vladni
ukrepi in mednarodni dogodki.
Sprva je na trgu kapitala veljalo, da trenutne cene vrednostnih papirjev zajemajo vse
trenutno razpoloºljive informacije in da je dogajanje na trgu povsem nepredvidljivo.
To je bistvo teorije u£inkovitega trga kapitala. Izkazalo se je, da temu ni tako. Na
trgih se pojavljajo dolo£ene anomalije, ki nakazujejo na predvidljivost v gibanju cen
vrednostnih papirjev. Iz tega sledi, da si investitor lahko s pomo£jo analize gibanja
cen v preteklosti in uporabe metod za napovedovanje zastavi trgovalno strategijo,
ki mu bo na dolgi rok prina²ala nadpovpre£ne donose v primerjavi s trgom.
V magistrskem delu smo se odlo£ili obravnavati eno tradicionalno in eno sodobnej²o
metodo za napovedovanje gibanja cen delnic. Na²o tradicionalno metodo so pred-
stavljali ARIMA modeli, sodobnej²o metodo pa so predstavljale nevronske mreºe.
ARIMA model je kombinacija linearnih modelov £asovnih vrst. Kljub temu da je
metoda tradicionalna, obstaja ºe veliko razli£ic ARIMA modela, ki bolj²e opisu-
jejo podatke in so primernej²e za napovedovanje. Na²a sodobna metoda, nevronske
mreºe, pa so inteligentni sistemi, ki posnemajo delovanje ºiv£nih celic v moºga-
nih. Njihovi gradniki so umetni nevroni, ki imajo sposobnost u£enja povezave med
vhodnimi in izhodnimi podatki. Na voljo je precej razli£nih vrst nevronskih mreº.
Katero bomo izbrali je odvisno od na²ega problema, saj ºelimo £im bolj ustrezne in
to£ne rezultate. Napake pri uporabi nevronskih mreº niso izklju£ene, torej dobljeni
rezultati niso nujno vedno pravilni. Velikokrat nevronske mreºe primerjajo s £rno
skrinjico, saj na eni strani dobijo vhodne podatke, na drugi strani pa dajo rezultat.
O tem, kaj se dogaja na vmesnih korakih, ne vemo veliko.
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Teoreti£ne izsledke smo ºeleli preizkusiti tudi v praksi, pri £emer smo uporabili de-
janske podatke indeksa DJIA iz obdobja 2009 - 2014. Za napovedovanje vrednosti
indeksa ob koncu dneva v letu 2014 smo uporabili obe navedeni metodi in primerjali
njune rezultate. Pri metodi nevronskih mreº smo naredili razli£ne primere na pod-
lagi spreminjanja konguracije nevronske mreºe. Spreminjali smo ²tevilo nevronov
v skriti plasti ter deleºe podatkov v u£ni in testni mnoºici.
Ob spreminjanju ²tevila nevronov v skriti plasti smo se nau£ili, da le-to ne vpliva
bistveno na rezultate napovedi, kljub temu s ²tevilom nevronov v skriti plasti ne
smemo pretiravati. Ob spreminjanju deleºev podatkov v u£ni in testni mnoºici pa
smo se nau£ili, da deleº podatkov v u£ni mnoºici ne sme biti premajhen. Za na²
problem lahko re£emo, da je optimalni deleº podatkov v u£ni mnoºici enak 70%.
Dobra izbira pa je tudi enaka porazdelitev podatkov med mnoºici, torej 50% podat-
kov v u£ni mnoºici in 50% podatkov v testni mnoºici.
Izkazalo se je, da nevronske mreºe dajo veliko bolj²e in natan£nej²e rezultate pri
napovedovanju vrednosti indeksa DJIA ob koncu dneva v letu 2014 v primerjavi z
ARIMA modelom. Nevronske mreºe veljajo za bolj natan£ne pri analiziranju in na-
povedovanju kot pa razli£ni linearni modeli. Na podlagi dobljenih rezultatov lahko
zaklju£imo, da si investitor lahko pomaga z nevronskimi mreºami pri napovedovanju
gibanja cen delnic in njihove donosnosti ter s tem pri izbiranju najbolj²e strategije
trgovanja z delnicami.
Nedvomno se bo ra£unalni²tvo razvijalo ²e naprej, kar bo omogo£alo nadaljnje izpo-
polnjevanje metod strojnega u£enja. e se osredoto£imo zgolj na nevronske mreºe,
moºnosti uporabe le-teh za napovedovanje ne vidimo samo v ekonomskem okolju
oziroma pri re²evanju poslovnih problemov, ampak tudi v proizvodnih procesih, na-
£rtovanju razli£nih vrst stro²kov itd. V kon£ni fazi nevronske mreºe posnemajo
delovanje £love²kih moºganov, kar nam da vedeti, da so sposobne re²evanja razli£-
nih problemov. Gre za relativno mlado in perspektivno podro£je, kjer je ²e veliko
maneverskega prostora za razvoj in izpopolnjevanje.
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Priloga A Seznam podjetij, katerih delnice so trenutno zajete v indeksu
DJIA (datum veljavnosti 26. junij 2018)
 
3M Company The Goldman Sachs Group, Inc. Pfizer Inc.
American Express Company The Home Depot, Inc. The Procter & Gamble Company
Apple Inc. Intel Corporation The Travelers Companies, Inc.
The Boeing Company International Business Machines Corporation UnitedHealth Group Inc.
Caterpillar Inc. Johnson & Johnson United Technologies Corporation
Chevron Corporation JPMorgan Chase & Co. Verizon Communications, Inc.
Cisco Systems, Inc. McDonald's Corporation Visa Inc.
The Coca-Cola Company Merck & Co., Inc. Walgreens Boots Alliance, Inc.
DowDuPont Inc. Microsoft Corporation Walmart Inc.
Exxon Mobil Corporation Nike, Inc. The Walt Disney Company
26. junij 2018 - ...
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Priloga B Seznami podjetij, katerih delnice so sestavljale indeks DJIA v
obdobju 2009 - 2014
 
3M Company E.I. du Pont de Nemours & Company Kraft Foods Inc.
Alcoa Inc. Exxon Mobil Corporation McDonald's Corporation
American Express Company General Electric Company Merck & Co., Inc.
AT&T Inc. General Motors Corporation Microsoft Corporation
Bank of America Corporation Hewlett-Packard Company Pfizer Inc.
The Boeing Company The Home Depot, Inc. The Procter & Gamble Company
Caterpillar Inc. Intel Corporation United Technologies Corporation
Chevron Corporation International Business Machines Corporation Verizon Communications Inc.
Citigroup Inc. Johnson & Johnson Wal-Mart Stores, Inc.
The Coca-Cola Company JPMorgan Chase & Co. The Walt Disney Company
3M Company E.I. du Pont de Nemours & Company McDonald's Corporation
Alcoa Inc. Exxon Mobil Corporation Merck & Co., Inc.
American Express Company General Electric Company Microsoft Corporation
AT&T Inc. Hewlett-Packard Company Pfizer Inc.
Bank of America Corporation The Home Depot, Inc. The Procter & Gamble Company
The Boeing Company Intel Corporation The Travelers Companies, Inc. ↑
Caterpillar Inc. International Business Machines Corporation United Technologies Corporation
Chevron Corporation Johnson & Johnson Verizon Communications Inc.
Cisco Systems, Inc. ↑ JPMorgan Chase & Co. Wal-Mart Stores, Inc.
The Coca-Cola Company Kraft Foods Inc. The Walt Disney Company
Izključena podjetja
Citigroup Inc. ↓ General Motors Corporation ↓
3M Company E.I. du Pont de Nemours & Company Merck & Co., Inc.
Alcoa Inc. Exxon Mobil Corporation Microsoft Corporation
American Express Company General Electric Company Pfizer Inc.
AT&T Inc. Hewlett-Packard Company The Procter & Gamble Company
Bank of America Corporation The Home Depot, Inc. The Travelers Companies, Inc.
The Boeing Company Intel Corporation UnitedHealth Group Inc. ↑
Caterpillar Inc. International Business Machines Corporation United Technologies Corporation
Chevron Corporation Johnson & Johnson Verizon Communications Inc.
Cisco Systems, Inc. JPMorgan Chase & Co. Wal-Mart Stores, Inc.
The Coca-Cola Company McDonald's Corporation The Walt Disney Company
Izključena podjetja
Kraft Foods Inc. ↓
3M Company General Electric Company Nike, Inc. ↑
American Express Company The Goldman Sachs Group, Inc. ↑ Pfizer Inc.
AT&T Inc. The Home Depot, Inc. The Procter & Gamble Company
The Boeing Company Intel Corporation The Travelers Companies, Inc.
Caterpillar Inc. International Business Machines Corporation UnitedHealth Group Inc.
Chevron Corporation Johnson & Johnson United Technologies Corporation
Cisco Systems, Inc. JPMorgan Chase & Co. Verizon Communications Inc.
The Coca-Cola Company McDonald's Corporation Visa Inc. ↑
E.I. du Pont de Nemours & Company Merck & Co., Inc. Wal-Mart Stores, Inc.
Exxon Mobil Corporation Microsoft Corporation The Walt Disney Company
Izključena podjetja
Alcoa Inc. ↓ Bank of America Corporation ↓ Hewlett-Packard Company ↓
22. september 2008 - 7. junij 2009
8. junij 2009 - 23. september 2012
24. september 2012 - 22. september 2013
23. september 2013 - 18. marec 2015
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data = read.xlsx("Podatki - za analizo.xlsm", sheetIndex = 4)




ggplot(data, aes(x, y)) +
geom_line(color = "blue") +
xlab("datum") +
ylab("DJIA") +
coord_cartesian(ylim = c(6000, 18000)) +
scale_y_continuous(breaks = seq(6000, 18000, 3000)) +










diff_y_table = data.frame(lag = 1:length(diff_y), value = diff_y)
ggplot(diff_y_table, aes(diff_y_table$lag, diff_y_table$value)) +
geom_line(color = "blue") +
xlab("zamik") +
ylab("prve diference DJIA") +
coord_cartesian(ylim = c(-800, 800)) +
scale_y_continuous(breaks = seq(-800, 800, 400))
# Testi stacionarnosti
# Augmented Dickey-Fuller (ADF) test
# nicelna hipoteza = nestacionarnost
adf.test(diff_y, alternative = "stationary")
# Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test
# nicelna hipoteza = stacionarnost
kpss.test(diff_y, null = c("Level", "Trend"), lshort = TRUE)
# ACF, PACF
ACF = acf(diff_y, lag = 30, plot = FALSE)
plot(ACF, ci = 0.95, xlab = "zamik", ylab = "ACF",
main = NA, ylim = c(-0.1, 1))
PACF = pacf(diff_y, lag = 30, plot = FALSE)
plot(PACF, ci = 0.95, xlab = "zamik", ylab = "PACF",
main = NA, ylim = c(-0.1, 0.1))
# 2. OCENJEVANJE PARAMETROV
model = auto.arima(y, seasonal = FALSE, allowdrift = TRUE,
allowmean = TRUE, stepwise = FALSE, approximation = FALSE)
summary(model)
# 3. OVREDNOTENJE IZBRANEGA MODELA
checkresiduals(model, test = "LB", plot = TRUE)
# NAPOVEDOVANJE
# Upostevamo stevilo trgovalnih dni v letu 2014 (252)
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napoved = forecast(model, h = 252, include.drift = TRUE)
napoved_table = data.frame(napoved)
data_2014 = read.xlsx("Podatki - za analizo.xlsm", sheetIndex = 5)
dates = data.frame(data_2014$Date)
napoved_table = cbind(dates, napoved_table)
colnames(napoved_table)[1] = "Dates"
colnames(napoved_table)[2] = "Forecast"
ggplot(data, aes(x, y)) +
geom_line(color = "blue") +
xlab("datum") +
ylab("DJIA") +
coord_cartesian(ylim = c(6000, 23000)) +
scale_y_continuous(breaks = seq(6000, 23000, 3000)) +
scale_x_date(date_breaks = "1 year") +
geom_line(data = napoved_table,
aes(napoved_table$Dates, napoved_table$Forecast), color = "red") +
geom_line(data = napoved_table,
aes(napoved_table$Dates,napoved_table$Lo.95), color = "black") +
geom_line(data = napoved_table,
aes(napoved_table$Dates, napoved_table$Hi.95), color = "black")
ggplot(data, aes(x, y)) +
geom_line(color = "blue") +
xlab("datum") +
ylab("DJIA") +
coord_cartesian(ylim = c(6000, 23000)) +
scale_y_continuous(breaks = seq(6000, 23000, 3000)) +
scale_x_date(date_breaks = "1 year") +
geom_line(data = napoved_table,
aes(napoved_table$Dates, napoved_table$Forecast), color = "red") +
geom_line(data = napoved_table,
aes(napoved_table$Dates, napoved_table$Lo.95), color = "black") +
geom_line(data = napoved_table,
aes(napoved_table$Dates, napoved_table$Hi.95), color = "black") +
geom_line(data = data_2014,
aes(data_2014$Date, data_2014$Close), color = "blue")
ggplot(data_2014, aes(data_2014$Date, data_2014$Close)) +
geom_line(color = "blue") +
xlab("datum") +
ylab("DJIA") +
coord_cartesian(ylim = c(14000, 20000)) +
scale_y_continuous(breaks = seq(14000, 20000, 1000)) +
scale_x_date(date_breaks = "1 year") +
geom_line(data = napoved_table,
aes(napoved_table$Dates, napoved_table$Forecast), color = "red")
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Priloga D Koda v programu Matlab
%% NAPOVEDOVANJE VREDNOSTI INDEKSA DJIA OB KONCU DNEVA V LETU 2014
% Napovedujemo na podlagi cene ob koncu dneva prejsnjih petdesetih
% trgovalnih dni
a = 50; % stevilo vhodnih nevronov
n = a+1; % stevilo vhodov
m = 1; % stevilo izhodov
h = 10; % stevilo nevronov v skriti plasti - SPREMINJAJ!!!
gamma = 0.1; % hitrost ucenja
bias = -1; % bias
W1 = rand(n, h).* 2 - 1; % matrika utezi med vhodno in skrito plastjo
W2 = rand(h, m).* 2 - 1; % matrika utezi med skrito in izhodno plastjo
deltaW1 = zeros(n, h);
deltaW2 = zeros(h, m);
%% Podatki iz obdobja 2009 - 2013
dataALL = readtable('Podatki - za analizo.xlsm', 'Sheet',...




ucna_mnozica = dataClose(1:round(N*0.7,0),:); % SPREMINJAJ!!!
[ucna_mnozicaN,PS] = mapminmax(ucna_mnozica',0,1); % normalizacija podatkov
N_ucna = length(ucna_mnozica);
%% Vhodni vzorci za ucno mnozico
vec_ucna = zeros(N_ucna-a, a);




testna_mnozica = dataClose(round(N*0.7,0)+1:end,:); % SPREMINJAJ!!!
[testna_mnozicaN,PS1] = mapminmax(testna_mnozica',0,1); % normalizacija podatkov
N_testna = length(testna_mnozica);
%% Vhodni vzorci za testno mnozico
vec_testna = zeros(N_testna-a, a);
for i = 1:N_testna-a
vec_testna(i,:) = testna_mnozicaN(:,i:i+a-1);
end





for epoch = 1:10000
if train_mse <= toleranca
display(['Konec ucenja po ', int2str(epoch), ...
' iteracijah s povprecno napako ', num2str(train_mse(epoch))])
break;
else
for t = 1:N_ucna-a
vec_x = [vec_ucna(t,:) bias]; % vhodni vzorci
produkt1 = vec_x*W1;
o1 = 1./(1 + exp(-produkt1)); % signali v skriti plasti
produkt2 = o1*W2;
o2 = 1./(1 + exp(-produkt2)); % izhodni signali
output(t) = o2;
% Razlika med izhodnim signalom in izhodnim vzorcem
razlika = o2 - ucna_mnozicaN(t+a);
error(t) = razlika.^2/2;
% Signal napake vzvratnega razsirjanja (izhodna plast)
delta2 = diag(o2 .* (1 - o2)) * razlika;
% Signal napake vzvratnega razsirjanja (skrita plast)
delta1 = diag(o1 .* (1 - o1)) * W2 * delta2;
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% Popravki matrik utezi
deltaW1 = -gamma * delta1 * vec_x;
deltaW2 = -gamma * delta2 * o1;
% Spreminjanje utezi
W1 = W1 + deltaW1';





display(['Konec ucenja po ', int2str(epoch), ...
' iteracijah s povprecno napako ', num2str(train_mse(epoch))])
% Denormaliziramo podatke
output_ucna = mapminmax('reverse',output,PS);
%% Graf ucne mnozice
figure;
x = 1:1:N_ucna-a;
plot(x, ucna_mnozica(a+1:end), 'b-', x, output_ucna, 'r-')
axis([a+1 N_ucna 6000 18000]);
grid on
title('U£na mnoºica')
xlabel('zaporedna ²tevilka trgovalnega dneva')
ylabel('DJIA')
legend('eljeni izhodni signali', ...
'Izhodni signali u£ne mnoºice', 'Location', 'SouthEast')
%% Testiranje nevronske mreze
output1 = zeros(1,N_testna-a);
for t = 1:N_testna-a
vec_x = [vec_testna(t,:) bias];
produkt1 = vec_x*W1;
o1 = 1./(1 + exp(-produkt1));
produkt2 = o1*W2;





%% Graf testne mnozice
figure;
x = 1:1:N_testna-a;
plot(x, testna_mnozica(a+1:end), 'b-', x, output_testna, 'r-')
axis([a+1 N_testna 6000 18000]);
grid on
title('Testna mnoºica')
xlabel('zaporedna ²tevilka trgovalnega dneva')
ylabel('DJIA')
legend('eljeni izhodni signali', ...
'Izhodni signali testne mnoºice', 'Location', 'SouthEast')
%% Podatki iz leta 2014
data14 = readtable('Podatki - za analizo.xlsm', 'Sheet',...
'Urejeni podatki 14', 'ReadVariableNames', true);
data14 = table2array(data14(:,5));
N_14 = length(data14);
%% NAPOVEDOVANJE (uporaba napovedi za nadaljnje napovedovanje)
output2 = zeros(1,N_14);
vec = [testna_mnozicaN(:,end-a-1:end) zeros(1,N_14)];
for t = 1:N_14
vec_x = [vec(:,t:t+a-1) bias];
produkt1 = vec_x*W1;
o1 = 1./(1 + exp(-produkt1));
produkt2 = o1*W2;







%% Graf napovedanih vrednosti DJIA v letu 2014
figure;
x = 1:1:N_14;
plot(x, data14(:,:), 'b-', x, output_14(:,:)', 'r-')
axis([0 N_14 14000 20000]);
grid on
xlabel('zaporedna ²tevilka trgovalnega dneva v letu 2014')
ylabel('DJIA')
legend('Dejanske vrednosti DJIA v letu 2014', ...
'Napoved DJIA v letu 2014', 'Location', 'SouthEast')
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