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Abstract
This thesis deals with navigation system based on wireless networks and inertial sensors.
The work aims at a development of positioning algorithm suitable for low-cost indoor
or urban pedestrian navigation application. The sensor fusion was applied to increase the
localization accuracy. Due to required low application cost only low grade inertial sensors
and wireless network based ranging were taken into account. The wireless network was as-
sumed to be preinstalled due to other required functionality (for example: building control)
therefore only received signal strength (RSS) range measurement technique was considered.
Wireless channel loss mapping method was proposed to overcome the natural uncertainties
and restrictions in the RSS range measurements.
The available sensor and environment models are summarized ﬁrst and the most appro-
priate ones are selected secondly. Their eﬀective and novel application in the navigation task,
and favorable fusion (Particle ﬁltering) of all available information are the main objectives of
this thesis.
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Abstrakt
Tato práce se zam¥°uje na vývoj naviga£ního algoritmu pro systémy vhodné k lokalizaci osob
v budovách a m¥stských prostorech. Vzhledem k poºadovaným nízkým náklad·m na výsledný
naviga£ní systém byla uvaºována integrace levných inerciálních senzor· a ur£ování vzdálenosti
na základ¥ m¥°ení v bezdrátových sítích. Dále bylo p°edpokládáno, ºe bezdrátová sí´ bude
ur£ena k jiným ú£el·m (nap°: m¥°ení a regulace), neº lokalizace, proto bylo pouºito m¥°ení síly
bezdrátového signálu. Kv·li sníºení zna£né nep°esnosti této metody, byla navrhnuta technika
mapování ztrát v bezdrátovém kanálu.
Nejprve jsou shrnuty r·zné modely senzor· a prost°edí a ty nejvhodn¥j²í jsou poté vybrány.
Jejich efektivní a nové vyuºití v naviga£ní úloze a vhodná f·ze v²ech dostupných informací
jsou hlavní cíle této práce.
Klí£ová Slova
Lokalizace osob, Navigace v budovách a m¥stských prostorech, Bezdrátové sít¥, ásticový ﬁltr
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Chapter 1
Introduction
During last decades, the fast growth in wireless communication and electronics generally has
enabled the development of microsensors that can interface with surroundings cordless. Since
the price of these devices is decreasing, huge number of them concentrated in the wireless con-
trol network, Wireless Sensor Network (WSN), or a general wireless communication network
can be deployed to cover outdoor, urban, or indoor areas.
Ubiquitous computing and growing usage of informational and electronic technologies in
every-day life brings the need of location of things and persons. The terms like ubiquitous
services, pervasive computing, networks convergence can be heard frequently nowadays. The
fast development in the ﬁeld of electronics has also enabled the practical realizations of ideas,
which ﬁts the smart city concept. The services are directed at the persons, inhabitants and are
locally dependent. So the localization of the person is again a crucial feature of such system.
The person localization algorithms can also be seen as one part of larger context-adaptive
integrated navigation system as lately proposed in [6].
The Global Navigation Satellite System (GNSS) or more speciﬁcally Global Positioning
System (GPS) does not ﬁt very well for these applications. The main disadvantages of GNSS
are: vulnerability to disturbances, high energy consumption, relatively high price of quality
receivers, and outdoor usage restriction. Although the last drawback can be partially overcome
with the indoor GNSS repeaters [7, 8], the solution accuracy and the installation costs are
not on an applicable level yet. Many eﬀorts have been concerned on development of Local
Positioning System (LPS) during last years.
Seen from the perspective of wireless networks based positioning, the LPS layout consists of
Reference Nodes (RN) and Blindfolded Nodes (BN). RNs know their actual position, which can
be set up by administrator at the installation of network or acquired by supreme positioning
system (for example GPS in outdoor installations) and can be called beacons [9] or anchor
nodes [10]. BNs calculate their location from measurements of ranges of RNs or other BNs
and can be called moving nodes [10].
13
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There must be solved sequent tasks to locate the RF device. Firstly the measurement/
communication technology must be chosen. Nowadays, these RF technologies are most com-
monly used: RF identiﬁcation (RFID) [11], ZigBee (ZB) [12], Ultra Wideband (UWB) [13] or
Wi-Fi [14]. Then there must exist RNs with prior knowledge of their location, independent on
used LPS. This task could be skipped in applications such as topology discovery [15], where
only the relative map of involved network is being assembled. The third step is to obtain
the estimated ranges to neighboring RNs and in cooperative location ranges to other BNs,
too. The range estimation can be based on diﬀerent measured physical variables: Received
Signal Strength (RSS), Time of Arrival (TOA), Time Diﬀerence of Arrival (TDOA), or Angle
of Arrival (AOA).
Next, Localization Algorithm (LA) needs to be involved to compute all the required co-
ordinates of BNs. There have been proposed many LAs: Triangulation - usually used Least
Mean Squares (LMS) approach when over-deﬁned condition [16, 17], Maximum Likelihood
Estimation (MLE), Cooperative MLE [18, 19, 1], Signpost - Nearest neighbor method, Signal
ﬁngerprinting, etc.
Since the range measurement typically gives very rough data and also the deployment of
various LAs do not return satisfactory outcomes, there has been paid a lot of attention to
utilization of several localization improving techniques to precise the LA's estimation. Among
them belong averaging (done in time, frequency or reciprocal channel level), or Bayesian
techniques (Bayesian Filters  BF: Kalman ﬁlter - KF, Grid-based method, Particle ﬁlter -
PF, multiple use of BFs, etc.) [20, 16, 21, 22].
This thesis deals with location in wireless networks. The main requirements are: low-cost
solution, indoor readiness, inter-connectivity with existing standards and pedestrian orienta-
tion with usage of installed wireless network. All these requirements and the consequences
arising from them will be discussed in Chapter 4. ZigBee (ZB), low-cost and low-energy stan-
dard for industry and building control (speciﬁcations available from ZigBee Alliance web site
[12]) can be employed as communication standard.
The available computational resources (modern smart-phones are equipped with powerful
processors and suﬃcient amount of memory) enable the use of more complex, precise and
reliable LAs. On the other hand, the demand to be independent on the wireless standard and
low-cost required is limiting the eﬀorts to received signal strength (RSS) range measurement
method, which is giving back only very perturbed data. IEEE 802.15.4a [23], an amendment
to IEEE 802.15.4, which extends the physical layers with UWB and chirp spread spectrum
techniques was introduced in 2006. Although these techniques enables deployment of TOA
and TDOA based range estimation, the market with available devices is rather small, the price
is higher as compared to other technologies and the communication is very unreliable, which
excludes such devices to be deployed in real applications.
The fusion with other sensors readings is a logical approach how to increase the positioning
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accuracy. Since the emphasis is put on a low-cost solution the sensor set is quite narrow: iner-
tial sensors (gyroscope, accelerometer) and magnetometer. Because the navigation algorithm
must be applicable in indoor environment, where signiﬁcant magnetic disturbances shall be
assumed, the focus was put on inertial sensors only.
There exist two basic approaches for inertial sensors based pedestrian navigation. Firstly,
a strap-down inertial navigation system (SINS) [24, 25, 26, 27] can be used. Since the sensors
must be of low grade (cost and weight requirements) and the pedestrian motion is very complex
to implement pedestrian navigation system based on SINS is a challenging task. The reason is
that the aiding sources for such system (LPS or GNSS) won't be accurate enough to estimate
inertial sensors errors with their given grade and pedestrian motion in play. There exists one
very popular solution: the inertial sensors are attached to the pedestrian foot [28, 29]. Then
a zero velocity update [26] can be used during stance phase of stride to calibrate observable
inertial sensor's biases.
The second approach is based on the pedestrian walking locomotion [5, 30, 31, 32] and ﬁts
to the concept of this thesis better then SINS because the inertial sensors can be attached to
the body of pedestrian or be worn in a pocket (some smart phones already includes inertial
sensors and can be easily reused). The accelerometer measurements are used to detect the steps
(the step length can be estimated, too) and together with gyroscope measurement constitutes
a pedometer. Although the relationships for step length estimation are typically linearized,
there can be found also non-linear approaches [33].
The pedestrian locomotion can be further used also in the heading estimation. A novel
approach was proposed in [34], where four parameters (trunk roll, trunk yaw, foot yaw, and
stride width) are used as ﬂags to identify actual heading changes.
EMG signals sensed on the legs was used to estimate the steps and their length in the
method described in [35]. Although this approach is not applicable in our case, it can be
advantageously deployed in certain health monitoring applications, where the EMG signals
are measured inherently.
Another sensors, which can be used for pedestrian navigation are: camera [5] and LiDAR
[3]. Since these sensors are either too expensive or the post processing is computationally too
intensive, they won't be considered as an option for proposed navigation algorithm.
A high level approaches like is map and pedestrian behavioral models deployment should
be mentioned in order to span the width of pedestrian positioning research topic. Either a
priory known or on-line updated maps can be used to constraint the pedestrian motion (the
human cannot typically pass through walls). There can be found the usage of Simultane-
ous Localization and Mapping (SLAM) principles (known from robotics [3]) in the pedestrian
location [31]. Contrary the pedestrian locomotion models which focus in the human motion
kinematics, the behavioral models describe the high level human walk patterns. The Stochas-
tic behavioral movement (to characterize the random motion) and Diﬀusion movement (to
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characterize a pedestrian walk to some geographical goal) models are investigated in [36].
Such models would proﬁt by combination with some map based approach.
With the advent of integrity monitoring techniques [26] a simple implementations can be
found also in the ﬁeld of pedestrian tracking. For example, in [37] a χ2test is deployed for the
Unscented Kalman ﬁlter measurement update control. Although this approach is not able to
address slowly growing errors it is an appropriate (due to the requirements on the pedestrian
navigation information integrity) solution with rather low computational demands.
Since most of the measurement errors in the RSS based range estimation methods are due
to the indoor environmental eﬀects like is shadowing and multipath a technique to estimate the
values and associated uncertainties of these eﬀects can signiﬁcantly increase the localization
accuracy of the proposed solution.
1.1 Thesis Structure
On the top of the introduction, there are six additional chapters in this thesis. Chapter 2 states
the dissertation objectives and Chapter 3 summarizes the state-of-the-art of technologies and
methods which are used within the thesis. Chapter 4 relates the dissertation objectives and
derived requirements representing the high level design decisions which were made in the
proposed solution as described in Chapter 5. Finally, the proposed solution is evaluated in
Chapter 6 and concluded in Chapter 7, where the possible future work is outlined, too.
The bibliography is situated right after Chapter 7. The lists of ﬁgures and tables can be
found in front of the thesis and the lists of abbreviations and used symbols at the end of the
work.
Chapter 2
Dissertation Objectives
The main objective of this thesis is to develop a navigation algorithm, which will be imple-
mentable in the low-cost pedestrian navigation system and the assumption of preinstaled RF
communication network can be taken. The rational behind all the high level design decision
steps coming out from the derived requirements are described in Chapter 4.
This thesis aims at a selection of appropriate sensor and environment models, their eﬀective
and novel application in the navigation task, and favorable fusion of all available information.
The motivation was to develop a set of top-notch navigation algorithms rather than focus on
thorough implementation and real time (e.g. hardware in the loop) evaluation of a simpler
solution. The objective is to increase the positioning accuracy or in other words lower the
position estimation error of the navigation algorithm.
The selection of proper sensor and environmental models is to be done based on the
literature survey, derived thesis requirements (they are further discussed in Chapter 4), and
via simulations. Since the inertial sensors error modeling has a long history and has been
widely assessed also for modern MEMS (Micro-Electro-Mechanical Systems) sensors, the real
data model evaluation is not required. The pedometer design can be based on solid grounds
of multiple research activities, too. But because there exist multiple RF channel propagation
models the absence of real data model evaluation shall be balanced by selection of model which
is most suitable for indoors and some model optimization approach shall be deployed, too.
In the end, the evaluation methodology which assures that not only the fusion algorithms
but also the models selected in the solution are assessed independently shall be proposed.
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Chapter 3
State of the Art
3.1 Wireless Network Based Positioning
3.1.1 Problem Deﬁnition
In this subsection, the ﬁrst task - wireless network based positioning - is brieﬂy mathematically
described. There are two types of coordinates, estimated BN (the quantity of BNs is n,
sometimes called anchor nodes) and known RN (the quantity of RNs is m, sometimes called
beacon nodes); it can be marked θ¯. In three-dimensional (3-D) case it has 3 (n+m) terms
and three components Nodes 3-D coordinates θ¯=
[
θ¯x, θ¯y, θ¯z
]
, which are equal to equation 3.1.
θ¯=[x1, . . . , xn, xn+1, . . . , xn+m, yn1, . . . , yn, yn+1, . . . , yn+m, , zn1, . . . , zn, zn+1, . . . , zn+m]
(3.1)
Coordinates 1 to n are a priory unknown positions of BNs and n + 1 to n + m present
positions of RNs. The range between nodes i and j can be marked di,j . It is not expect that
node i to have measured ranges with all nodes, but only with the subset H (i) of them and
we can declare 3.2.
H (i) ⊂ {1, . . . , n+m} , i /∈H (i) (3.2)
The distance between nodes i and j (in 3-D) could be obtained with the use of triangulation
(eq. 3.3):
di,j =
√
(xi − xj)2 + (yi − yj)2 + (zi − zj)2 (3.3)
The distance between nodes can be simpliﬁed for 2-D (eq. 3.4):
di,j =
√
(xi − xj)2 + (yi − yj)2 (3.4)
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3.1.2 Wireless Channel Model
The wireless radio propagation channel, especially the indoor radio propagation channel, could
be described as complicated, random and time-varying environment [38, 39]. The channel
between devices i and j could be generally described by an impulse response hi,j (t) (Eq. 3.5)
[1].
hi,j (t) =
L∑
l=0
αi,j (l) exp (jφi,j (l) δ (t− τi,j (l))) (3.5)
Where αi,j (l), φi,j (l) and τi,j (l) are the amplitude, phase and time delay of the l-th
multipath component (l = 0 is the line-of-sight component). There are described three types
of variations in the radio propagation channel [38, 39]:
 Small-scale variations (fast fading): Since the channel structure does not change markedly,
impulse responses in the same small area are changing only very small. Measured pa-
rameter statistic is correlated random variable; these variations are caused by multipath
character of the channel.
 Mid-scale variations (slow fading): They are mainly caused by shadowing and terrain
contours and may exhibit great diﬀerences; the distance between nodes is equal.
 Large-scale variations (path loss): The increasing distance between nodes is dramati-
cally changing the channel's structure and measured parameters statistic. RSS location
technologies are based on this fact.
Previously described types of variations can be demonstrated on the Figure 3.1, where their
sequential superposition can be seen. From the left graph: large-scale, mid-scale and small
scale variations.
Figure 3.1: Channel variations [1]
Although there exist methodologies for estimation of the variations in the wireless envi-
ronment (for example ray tracing - [40]), they are usually based on an a priory knowledge of
the environment (map), are computationally intensive and doesn't give suﬃcient outputs.
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The paradigm of seeing multipath only as a source of errors was altered in [41]. The
multipath was used to precise the localization, but additional requirements were put on precise
ranging technology, expensive RF front end and a good knowledge of the environment.
3.1.3 Range Measurement Methods
The choice of range measurement method is the crucial decision point; there can be found many
comparisons in the literature [19]. The TOA method is based on measuring the time, which
needs the signal to travel the distance between transmitter and receiver. In the networks where
the clocks are not synchronized is commonly used the TDOA technique, where the ﬁrst device
transmits a signal to the second, which replays on its receive. The time interval measured
on the ﬁrst device consists of twice TOA and the second device replay delay, which is either
known or measured by the second device and then transmitted to the ﬁrst device. TOA claims
the use of accurate (expensive) clocks and the main sources of errors are the non-line of sight
signals, which travels longer way then the main line of sight signal.
The AOA method is reporting the angle not the distance of neighbors and requires costly
antenna arrays. The RSS method appears to be the cheapest one from all named, but also the
least accurate one. The biggest advantage of RSS method is the fact that a Received Signal
Strength Indicator (RSSI) is part of most communication standard.
Time of Arrival
As it has been said before, TOA is the measured time which the RF signal needs to travel the
distance between nodes i and j. This time delay Tij is dependent on distance between nodes
dij and the signal propagation velocity vp (Eq. 3.6).
di,j = vpTi,j (3.6)
Since the multipath signals are the main origins of errors, the accuracy of measurement is
greatly aﬀected by the receiver's ability to detect the line of sight signal. In [1], the measured
time delay is modeled as Gaussian (Eq. 3.7).
f
(
T˜i,j = p|θ
)
= N
(
di,j
vp
+ µT , σ2T
)
(3.7)
Where T˜ij , µT and σ2T are the measured time and the mean and variance of the time
delay error. See [38, 39] for another applicable statistical models (Standard Poisson model,
Modiﬁed Poisson  The ∆-K model, Modiﬁed Poisson  non-exponential inter-arrivals and
Neyman-Scott clustering model).
TDOA is method very similar to TOA, but the measured time consists of: time the RF
signal needs to travel from node i to j, time for generating the response in node j (must be
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very preciously deﬁned), time that the RF signal needs to travel from node j to i. This method
eliminates the need of clock synchronization.
Angle of Arrival
This method is widely used in acoustic applications and the biological hearing could be men-
tioned as a simple example of AOA localization technology. There are two common ways of
measuring AOA. The ﬁrst one employs two or more identical sensors with identical receiving
apparatus (microphones, antennas) placed on diﬀerent, but known positions; this is called
array signal processing technique. The other possibility is to place two or more directional
receiving apparatus (antennas) on the same position. Together with the cost related to the
multiple antenna elements also the size of the node is increasing dependent on the used central
frequency.
Received Signal Strength
In location algorithms based on RSS, the sum of amplitude elements αij (l) is the most im-
portant part of eq. 3.5. Nodes are usually equipped with RSSI circuit reporting the measured
voltage or more usually measured power.
The large-scale variations [42] in power path-loss over distance dij between nodes i and j
is observing inverse-exponential pattern (eq. 3.8); formulated in dBm (eq. 3.9).
Pi,j = P0
(
di,j
d0
)−10np
(3.8)
Pi,j (dBm) = P0 (dBm)− 10np log di,j
d0
(3.9)
Where Pi,j (dBm) is received power expressed in dBm, and np is the path-loss exponent,
typically between 2 and 4 [1], for more detailed determination see [39]. P0 is received power
at short reference distance d0. If we adjust d0 = 1 [m], expression 3.9 can be reduced to eq.
3.10.
Pi,j (dBm) = P0 (dBm)− 10np log di,j (3.10)
From eq. 3.10 we can obtain the relationship 3.11 between measured power and measured
range d˜ij .
d˜i,j = d010
P0−P˜i,j
10np (3.11)
As it has been mentioned previously, since the wireless radio propagation channel is a
complicated, random and time-varying environment, the logical way of describing such an
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environment is by statistical models. In the literature (e.g. [39, 38, 19]), there is used a log-
normal (Gaussian if expressed in decibels) distribution for modeling the range measurement
errors and can be described with eq. 3.12.
f
(
P˜i,j (dBm) = p|θ¯
)
= N
(
Pi,j (dBm) , σ2dB
)
(3.12)
Eq. 3.12 can be explained: Node j is transmitting to node i and their real distance dij
is coming out from coordinates θ¯ and eq. 3.3. The probability of measured received power
P˜ij (dBm) has Gaussian probability density function (PDF) with mean Pij (dBm) and variance
σ2dB (the standard deviation is in literature described as relatively constant with distance and
typically as low as 4 and as high as 12 [19]). The heuristic theoretical explanation for using
the log-normal distribution can be found in [39]: due to multiple reﬂections in a multipath
environment, the fading phenomenon can be characterized as a multiplicative process; the
multiplication of the signal amplitude gives rise to log-normal distribution, in the same manner
that an additive process results in a normal distribution (the central limit theorem).
See [39] or [38] for another applicable statistical models; there is discussed the use of
Rayleigh, Rician, Nakagami, Weilbull and Suzuki distributions, too.
Since RSS methodology implementation is based on the quantized signal, this problematic
is being studied, too [43]. It will be assumed that the quantization noise will be overbounded
by the standard measurement noise.
3.1.4 Localization Algorithms
LA obtains set of measured ranges X (i) = {Xi1, ..., Xik}from the range measurement method
(discussed in previous paragraph), where k is the number of nodes with which our investigated
node i has the range observation. It's valid that k ≤ m and in cooperative LA k ≤ (m+ n− 1).
The number is decremented by one because i /∈H (i), (eq. 3.2).
Signal Fingerprinting
The database of signal ﬁngerprints is collected during the oﬀ-line training phase at numerous
places, ﬁrst. There is chosen the closest matching database item by the LA during on-line,
working phase and reported as the node location. Biggest disadvantages of this method are
increasing computational resources and memory needs adding items to database and high
volatility for changes in the environment. In [44] the ﬁnal solution is based on the combination
the signal ﬁngerprints of more then one RN.
Though lately an approach for a self-growing ﬁngerprints was published [45] an initial oﬀ-
line training phase is still required, the system has high memory demands and is suitable only
for applications with large number of users deployed.
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Signpost - Nearest Neighbor Method
This method assigns the location of nearest RN to our investigated node. The accuracy is
determined by the density of RNs. Signpost is simple, basic method which requires only
small computational resources and is easily realizable on RSS systems, where the nearest RN
is considered to be the one with the strongest signal. The signpost are sometimes called
proximity RSS [43].
Maximum ratio combining of measurements
This methodology is something between signpost and triangulation, the position is computed
as the average of the positions of all reachable RN [46, 47].
Triangulation
Triangulation is the most mathematically natural approach coming out from Euclidean math.
In 2-D the problem can be formulated in such a manner (eq. 3.13).

(
xr(1) − xi
)2 + (yr(1) − yi)2(
xr(2) − xi
)2 + (yr(2) − yi)2
...(
xr(k) − xi
)2 + (yr(k) − yi)2
 =

d˜2i,r(1)
d˜2i,r(2)
...
d˜2i,r(k)
 (3.13)
Where for indexes {r (1) , . . . .r (k)} is true {r (1) , . . . .r (k)} = H (i). If the solution is
over-determined (k > 3 for 2-D), which is most likely, there can be used many optimization
methods, i.e. Least mean squares [17], which will be described in 3.1.4.
Maximum Likelihood Estimator
MLE maximizes of the probability of location solution based on the statistical character of
propagation channel (eq. 3.14).
[x1, . . . , xn, y1, . . . , yn] = arg max
[x1,...,xn,y1,...,yn]
[L ([x1, . . . , xn, y1, . . . , yn])] (3.14)
Where L ([x1, . . . , xn, y, . . . , yn]) is the likelihood of certain location solution. MLE will be
applied on a RSS measurement batch. As mentioned before, the log-normal statistical model
is used for measurements RSS in wireless propagation channel and the likelihood function from
eq. 3.14 is described in eq. 3.15, where ∆P is a constant.
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L ([x1, . . . , xn, y1, . . . , yn]) =
n+m∏
i=1
∏
j∈H(i)
(
exp
(
−1
2
(
Pi,j − P˜i,j
σdB
))
∆P
)
(3.15)
Eq. 3.3 and eq. 3.11 can be plugged to eq. 3.15, take the negative logarithm, assuming
the measurements to have the same variance σ2dB, skip the constant elements and ﬁnd the
minimum (eq. 3.16) [19].
[x1, . . . , xn, y1, . . . , yn] = arg min
[x1,...,xn,y1,...,yn]
(ln d˜2i,j
d2i,j
)2 (3.16)
In [18], there can be found also the analysis of nodes with the Pij (dBm) under certain
threshold, which the receiver of BN is not able to catch.
Then it's needed to implement some numerical method to ﬁnd the minimum, there is
proposed the conjugate gradient algorithm in [18].
Another simple example of MLE application will be describe next. A constant from two
noisy measurements is to be estimated; the noises are white, Gaussian, and independent. The
measurement model is linear (eq. 3.17):
y = x+ ν (3.17)
Where y is a measurements, x is an unknown parameter, and ν is a Gaussian random
variable with zero mean and σ2 variance, which is modeling the measurement noise.
Assuming the two available measurements are independent and applying the procedure
from Example 2.2 in [48] we can estimate both, mean and variance of the unknown parameter:
x¯ =
σ2y2
σ2y1 + σ
2
y2
y1 +
σ2y1
σ2y1 + σ
2
y2
y2 (3.18)
σ2x¯ =
σ2y1σ
2
y2
σ2y1 + σ
2
y2
(3.19)
Least Mean Squares
Least mean square algorithm minimizes the mean of diﬀerences squares. It is a methodology,
which is appropriate also for overdetermined tasks, where there exist more measurements, than
is needed for the task to be solvable. When the errors in measurements have the Gaussian
distribution, the LMS solution tends to MLE solution.
The measurement model is linear (eq. 3.20):
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y = Hx+ ν (3.20)
Where y is a vector of measurements (with dimension k), x is a vector of unknown pa-
rameters (with dimension n), H is a sensor model matrix (with dimension k × n) and ν is
a Gaussian random vector (with dimension k), modeling the measurement noise. Since LMS
assumes the measurement error distributions to be identical, the solution (derivations can be
found for example in the Appendix A of [49]) is estimated due to eq. 3.21:
x¯ = H−1y (3.21)
Where it is assumed, that the matrix inverse exists; but for overdetermined tasks must be
replaced with pseudo-inverse:
x¯ =
(
HTH
)−1
HTy (3.22)
For the non-linear problems the least squares can be changed to an iterative process, where
the measurement model is linearized around the last solution every new iteration.
Weighted Least Mean Squares (WLMS)
When the assumption of identical measurement error distribution does not hold the truth,
the measurement covariance can be marked R and the solution (derivations can be found for
example in the Appendix A of [49]) is estimated due to eq. 3.23:
x¯ =
(
HTR−1H
)−1
HTR−1y (3.23)
3.2 Bayesian Filtering in Positioning
Since the traditional LAs (described previously) combined with RSS range measurements
does not carry out suﬃcient outcomes, it is logical to proceed from snap-solutions (represented
by the MLE, LMS and WLMS methods) to the ﬁltered solutions. In ﬁltered solutions, also the
path history is used (for BFs only the actual and previous step), not only current measurements
from the sensors. The probabilistic relationships between variables enable the utilization of
conditional probability techniques, e.g. BFs. These conditional probabilities usually express
both, the system dynamics (state evolution) and measurement models. These models can be
and in this thesis will be used to describe the navigation system represented by the pedestrian
moving along an area covered by the RF signal from multiple RNs.
The probabilistic approach used in BF means, that the state is not represented directly,
by a numerical value, but by the belief bel (x (t)), which assigns a probability to each pos-
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sible solution. This concept sometimes called soft location is used instead of point position
estimation (hard location) and is giving the probability of node being at a certain location.
There is employed another key idea in BF; we deﬁne the conditional probability p (x|y) =
p (X = x|Y = y), which is giving the probability that the multi-dimensional random variable
X is in the state x in the condition of an observed state of another multi-dimensional random
variable Y = y. The belief bel (x (t)) is for BF equal (eq. 3.24) to the conditional probability
p (x (t) |y (1 : t)), which is giving the probability of the state x (t) when it's observed/measured
y (1 : t) = [y (1) , . . . ,y (t)].
bel (x (t)) = p (x (t) |y (1 : t)) (3.24)
The crucial equation Bayes' theorem (eq. 3.25) gave the name to the Bayesian ﬁlters.
p (x|y) = p (y|x) p (x)
p (y)
=
p (y|x) p (x)∫
p (y|x′) p (x′) dx (3.25)
The Bayes' theorem enables to compute a posterior p (x|y) using the inverse conditional
probability p (y|x), which is typically known. An important fact is that the denominator of
Bayes' theorem does not depend on x, i.e. it is constant for any value of X. Thus, eq. 3.25
can be modiﬁed into form with so-called normalizer η (eq. 3.26).
p (x|y) = ηp (y|x) p (x) (3.26)
All the normalizers used in this thesis can have diﬀerent value, they simply express the
constants, which can be omitted.
It's postulated for BF:
 Conditional independence
 A probabilistic relationship (e.g. model from eq. 3.12)
 First-order Markov process
There are used two models in BF:
 System dynamic model p (x (t) |u (t) ,x (t− 1)) sometimes called the state transition
probability, which deﬁnes the conditional probability between two following states x (t)
and x (t− 1).
 Sensor likelihood (perceptual) model p (y (t) |x (t)), which deﬁnes the stochastic depen-
dence of measurement y (t) on the actual state x (t).
The Bayes ﬁlter consists of two essential steps:
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 Prediction (Control update) - There is predicted the next state vector x (t) accord-
ing to the previous state x (t− 1), control vector u (t) and system dynamic model
p (x (t) |u (t) ,x (t− 1)) (eq. 3.27).
bel (x (t)) =
∫
p (x (t) |x (t− 1)) bel (x (t− 1)) dx (t− 1) (3.27)
 Correction (Measurement update) - Sensor likelihood (perceptual) model p (y (t) |x (t))
is (together with the current measurement y (t)) used for correction (eq. 3.28) of the
state predicted in the previous step.
bel (x (t)) = ηp (y (t) |x (t)) bel (x (t)) (3.28)
Where η is a normalization constant, which sets the result of eq. 3.28 integrate to 1
(because this result is not a probability).
There can be described three main principles how to sort BFs. Firstly the BF could be
divided on optimal and sub-optimal ﬁlters. There can be named optimal BF: Kalman ﬁlter,
Information ﬁlter, Grid-based methods (i.e. histogram ﬁlter) or Gaussian sum ﬁlter [50].
Extended Kalman ﬁlter (EKF), Approximate grid-based methods and Particle ﬁlter [16, 21]
are the most common sub-optimal ﬁlters. Since Kalman, information, histogram, particle
and Gaussian sum ﬁlters are applicable for the whole state space they are also called global
ﬁlters. EKF and Unscented KF are the main representatives of local ﬁlters, because they are
linearized in a given point of state space.
The methodology which distinguishes Parametric and Non-parametric ﬁlters will be re-
spected. See [51, 48, 20, 3] for discussion about them.
3.3 Parametric Filters
The Parametric Filter represents the beliefs by multivariate normal distribution:
p (x) = N (x : µ,Σ) = det (2piΣ)−
1
2 exp
(
− (x− µ)T (x− µ) (2Σ)−1
)
(3.29)
Where µ is the mean (vector with the same dimension as the state vector x),Σ is covariance
(quadratic symmetric positive-semideﬁnite) matrix and this parametrization of a Gaussian is
called moments parametrization - the mean and covariance are the ﬁrst and second moments
of a probability distribution. There exists an alternative - canonical (sometimes called natural)
parametrization. There is used information matrix Ω and information vector ξ in canonical
parametrization instead of mean and covariance (eq. 3.30 and eq. 3.31) and formula 3.29 can
be transformed into eq. 3.32.
Ω = Σ−1 (3.30)
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ξ = Σ−1µ (3.31)
p (x) = det
(
Ω
2pi
) 1
2
exp
(
−
(
x− ξΩ−1)T Ω (x− ξΩ−1)
2
)
(3.32)
We can enumerate the exponent (eq. 3.33) and separate the constant part η of formula
(eq. 3.34). η may be included into the normalizer, which is commonly used in the practical
implementations of BF.
p (x) = det
(
Ω
2pi
) 1
2
exp
(
−1
2
ξTΩ−1ξ
)
exp
(
−1
2
xTΩx+ xT ξ
)
(3.33)
p (x) = η exp
(
−1
2
xTΩx+ xT ξ
)
(3.34)
The moments parametrization is applied to Kalman ﬁlter and canonical parametrization
to Information Filter (IF). Both parametrization are functionally identical, they diﬀers in
the computational characteristics, which should be consider for practical implementations.
The representation of posterior by a Gaussian has one disadvantage, which can be omitted
in common navigation applications, but does not ﬁt the complex estimation problems. The
Gaussians are unimodal; there exists only one maximum of posterior probability among the
deﬁnition space.
The KF and IF are designated for Linear Gaussian systems, where it is assumed:
 The system dynamic (state transition) model, p (x (t) |u (t) ,x (t− 1)), is linear with
added Gaussian noise (eq. 3.35).
x (t) = F (t)x (t− 1) +B (t)u (t) + ε (t) (3.35)
Where x (t) and x (t− 1) are the state vectors (with dimension n), u (t) is a control vector
(with dimension m), F (t) is a state transition matrix (with dimension n ·n), B (t) is a control-
input matrix (with dimension n ·m) and ε (t) is a Gaussian random vector (with dimension
n), representing the uncertainty of the system dynamic model.
 The measurement (sensor likelihood or perceptual) model, p (y (t) |x (t)), is linear, too
(eq. 3.36):
y (t) = H (t)x (t) + ν (t) (3.36)
Where y (t) is a vector of measurements (with dimension k),H (t) is a sensor model matrix
(with dimension k · n) and ν (t) is a Gaussian random vector (with dimension k), modeling
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the measurement noise. These two conditions are related to the two steps of BF - prediction
and correction.
The linear sensor and system dynamic models only rarely ﬁt the real applications. There
can be utilized the linearization to enable the use of KF or IF in systems with nonlinear state
transitions and measurements. The most employed BF extended for nonlinear problems, with
speciﬁed linearization method:
 The linearized Kalman ﬁlter (LKF) - Taylor expansion in reference trajectory
 The extended Kalman ﬁlter (EKF) - Taylor expansion in predicted value.
 The unscented Kalman ﬁlter (UKF) - Unscented transform - sigma point used.
There exist similar BFs extended for nonlinear problems based on IF:
 The extended information ﬁlter (EIF)
 The unscented information ﬁlter (UIF)
3.3.1 The Kalman Filter
The KF was developed by Peter Swerling (1958) and independently by Rudolf E. Kalman
(1960) after whom it was named. KF is one of the most common implementation of BF
and is intended for smoothing, ﬁltering and prediction in linear Gaussian systems. The KF
employs moments parametrization (the mean µ (t) and the covariance Σ (t)) and is applicable
for continuous state spaces. The discrete time version of KF will be described further.
The Kalman ﬁlter algorithm consists of these steps (there will be used the same variable
deﬁnitions as in multi-dimensional linear Gaussian system - eq. 3.35 and eq. 3.36):
µˆ (t) = F (t)µ (t− 1) +B (t)u (t) (3.37)
Σˆ (t) = F (t)Σ (t− 1)F (t)T +Q (t) (3.38)
K (t) = Σˆ (t)H (t)T
(
H (t) Σˆ (t)H (t)T +R (t)
)−1
(3.39)
µ (t) = µˆ (t) +K (t) (y (t)−H (t) µˆ (t)) (3.40)
Σ (t) = (I −K (t)H (t)) Σˆ (t) (3.41)
Based on the belief (the mean µ (t− 1) and the covarianceΣ (t− 1) matrices) from the last
step, system dynamics model F (t) ,B (t), and the covariance Q (t) of this model uncertainty
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(with zero mean), there is calculated the predicted mean µˆ (t) and covariance Σˆ (t) in the ﬁrst
two steps (eq. 3.37 and eq. 3.38).
The so-called Kalman gain K (t) is computed in the step (eq. 3.39). It determines the
proportion how the predicted (based on eq. 3.37 and eq. 3.38) and measured values will
be weighted to form the output of KF. R (t) is a covariance matrix representing the sensor
likelihood model uncertainty (with zero mean). The desired belief (the mean µ (t) and the
covariance matrices Σ (t)), the output of BF, is obtained in the last two steps (eq. 3.40 and
eq. 3.41). I is an identity matrix with the dimension n. The steps (eq. 3.37 and eq. 3.38)
are denoting the prediction (control update) and steps (eq. 3.39, eq. 3.40 and eq. 3.41) the
correction (measurement update). See [3] for mathematical derivation of KF.
3.3.2 Gaussian Sum (Mixture) Filter (GSF)
For GSF, the belief is expressed by a mixture of Gaussians (eq. 3.42)
p (x) =
Ng∑
i=i
wipi (x) =
Ng∑
i=i
wiN (x : µx (i) ,Σx (i)) (3.42)
Each hypothesis is processed by a single BF (typically KF or EKF are used) and the
solution is computed based on the vector of weights w. This extension enables the ability
to represent multi-modal beliefs and makes the GSF ﬁlters to be more widely applicable
than the KF. See [48] for a further description of GSF with the Unscented (Sigma-point) KF
implementation. Since the Gaussian sum ﬁlter was originally proposed for radar based object
tracking its very often called multi hypothesis tracking [25].
The GSF is computationally complex (there must be parallelly solved several BFs). The
Probabilistic multi-hypothesis tracker [50] was developed to optimize the original GSF algo-
rithm. The basic of belief descriptions used in GSF are further discussed in subsection 3.8.1.
3.3.3 The Extended Kalman Filter
The system dynamic and sensor models are the main restrictions of KF which are limiting
the accuracy of KF and the resulting computational eﬃciency. These models are only rarely
linear in practice and they are expressed by non-linear functions g and h:
x (t) = g (x (t− 1) ,u (t)) + ε (t) (3.43)
y (t) = h (x (t)) + ν (t) (3.44)
The EKF uses ﬁrst order Taylor expansion to linearize the functions around µ (t− 1) and
µ (t), respectively.
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g (x (t− 1) ,u (t)) ≈ g (µ (t− 1) ,u (t)) + g′ (µ (t− 1) ,u (t)) (x (t− 1)− µ (t− 1))
= g (µ (t− 1) ,u (t)) +G (t,x (t− 1)− µ (t− 1)) (3.45)
h (x (t)) ≈ h (µ (t)) + h′ (µ (t)) (x (t)− µ (t))
= h (µ (t)) +H (t,x (t)− µ (t)) (3.46)
Where G (t) and H (t) are the time-variant matrices of partial derivation called Jacobians
(with size n · n and respectively n · k) . The algorithm for KF (eq. 3.37, eq. 3.38, eq. 3.39,
eq. 3.40 and eq. 3.41) can be adapted for EKF in such manner (eq. 3.47, eq. 3.48, eq. 3.49,
eq. 3.50 and eq. 3.51):
µˆ (t) = g (µ (t− 1) ,u (t)) (3.47)
Σˆ (t) = G (t)Σ (t− 1)G (t)T +Q (t) (3.48)
K (t) = Σˆ (t)H (t)T
(
H (t) Σˆ (t)H (t)T +R (t)
)−1
(3.49)
µ (t) = µˆ (t) +K (t) (y (t)− h (µˆ (t))) (3.50)
Σ (t) = (I −K (t)H (t)) Σˆ (t) (3.51)
3.4 Non-parametric Filters
Instead of closed form (parametric) functional representation of posteriors at Gaussians ﬁlters,
the non-parametric ﬁlters approximate the beliefs by a number of values assigned to an area of
the state space. These representation can incorporate much broader area of distributions, than
only Gaussian like KF, and enables the modeling of nonlinear state transition transformations.
There exist two main approaches to belief formulation in non-parametric ﬁlters:
 Histogram Filter (HF) - decomposition of the state space - the state space is divided
onto regions with speciﬁed cumulative probability and the beliefs are represented by a
histogram.
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 Particle Filter - the beliefs are expressed by a ﬁnite number of samples - each representing
a possible solution among the state space.
The possibility to work with complex multi-modal beliefs is the main advantage of non-
parametric ﬁlters, but with rising number of parameters they face up the computational com-
plexity. This disadvantage can be solved with deployment of adaptive techniques, oriented on
the number of parameters.
3.4.1 The Histogram Filter
There can be described two main subtypes of HF. The HF application to ﬁnite state space
is called Discrete Bayes ﬁlter or Grid-based method and is optimal. When applied to the
continuous space, the state space must be decomposed into ﬁnitely many regions. Such a ﬁlter
is called Histogram ﬁlter or Approximate Grid-based method and is sub-optimal. If there exist
ﬁnitely many states xi, the belief for all possible k state can be enumerated as follows (eq.
3.52 and eq. 3.53):
bˆel (xk, t) =
∑
i
p (X (t) = xk|X (t− 1) = xi,u (t)) bel (xi, t− 1) (3.52)
bel (xk, t) = ηp (y (t) |X (t) = xk) bˆel (xk, t) (3.53)
Where η in eq. 3.53 is a normalizing factor summing all beliefs to 1. The HF is in the
literature often referred to as (the forward pass of a) Hidden Markov model.
3.4.2 The Particle Filter
The PF represents the belief by a set of M weighted random state samples (eq. 3.54) drawn
from this posterior (eq. 3.55):
X (t) = x (t)[1] ,x (t)[2] , . . . ,x (t)[M ] (3.54)
bel (x (t)) =
M∑
i=1
w[i]δ
(
x− x[i]
)
(3.55)
Where δ represents the Dirac delta impulse. The basic variant of PF consists of these steps
[3]:
∀m = [1, . . . ,M ] : sample x (t)[m] ≈ p
(
x (t) |u (t) ,x (t− 1)[m]
)
(3.56)
w (t)[m] = p
(
y (t) |x (t)[m]
)
(3.57)
CHAPTER 3. STATE OF THE ART 33
X (t) = X (t) +
〈
x (t)[m] ,w (t)[m]
〉
(3.58)
∀m = [1, . . . ,M ] : draw i with probability ∝ w (t)[i] (3.59)
add x (t)[i] toX (t) (3.60)
Initially, there is generated a set ofM hypothetical states (eq. 3.56), each based on the con-
trol u (t), particles from the last step x (t− 1)[M ] and system dynamic model p (x (t) |u (t) ,x (t− 1)).
To include the measurement y (t) into the particle set, the so-called importance factor is cal-
culated (eq. 3.57) for each particle. This step is called importance sampling. Eq. 3.59 and eq.
3.60 are representing the re-sampling procedure. This procedure draws from the set of pre-
dicted particles X (t) a set of new particles X (t). Particles in X (t) are distributed according
to the bel (x (t)) and in the setX (t) according to the bel (x (t)) = ηp
(
y (t) |x (t)[M ]
)
bel (x (t)).
The PF are sometimes denominated Sequential Monte Carlo ﬁlters [29] in the literature
and there has been proposed many diﬀerent algorithms [52, 48].
The Sequential Importance Sampling (SIS) Algorithm
This subtype of PF is known as bootstrap ﬁltering, the condensation algorithm, interacting
particle approximations or survival of the ﬁttest [52] and is the basic algorithm used for PF.
SIS implements the sampling procedure as noted in eq. 3.56. The importance sampling (eq.
3.57) slightly diﬀers (eq. 3.61) from general PF and re-sampling (eq. 3.59 and eq. 3.60) is
omitted.
w (t)[m] = ηw (t− 1)[m] p
(
y (t) |x (t)[m]
)
(3.61)
The new importance factors - weights w (t)[M ] are proportional to the importance factor
from last step w (t− 1)[M ] and sensor model probability p
(
y (t) |x (t)[M ]
)
. η is a normalizing
factor summing all weights to 1.
Degeneracy Problem Degeneracy of sample set is the common problem of SIS PF. Most
particles have negligible weigh and the variance of the whole set is increasing rapidly after a
few iterations. The level of degeneracy can be measured as eﬀective sample size Meff [52],
which cannot be evaluated exactly but just estimated M eff (eq. 3.62):
M eff =
1∑M
i=1
(
w (t)[i]
)2 (3.62)
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The higher the estimate of eﬀective sample size (M eff ) is the more severe degeneracy is
indicated. There are proposed three solutions to solve this problem in [52]:
 Use very large sample set - this brute force solution is very computationally ineﬃcient.
 Good choice of importance density - method suitable only for systems with Gaussian
measurement model.
 Use of re-sampling - technique which eliminates particles with small weights and replace
them with others with larger weights.
Re-sampling Algorithms for Particle Filters
The selection of appropriate re-sampling method is crucial for PF. The re-sampling step is
usually the most computationally complex part of PF. Because the particles with high weights
are statistically selected many times, the re-sampling can lead to the loss of diversity among
the particle set. The so-called sample impoverishment is the main practical drawback of
re-sampling procedure. The most commonly implemented algorithms are multinomial re-
sampling, stratiﬁed re-sampling, systematic re-sampling and residual re-sampling [2].
The re-sampling step substitutes the belief with its approximation (eq. 3.63):
bel (x (t)) =
M∑
k=1
1
M
δ
(
x− x[m]
)
=
M∑
i=1
mi
M
δ
(
x− x[i]
)
(3.63)
Where mi is the number of copies of particle x[i] in the new set of particles. First of all,
there is generatedM ordered numbers uk, this procedure diﬀers among re-sampling algorithms.
Multinomial re-sampling algorithm generates a set of uniform random numbers (eq. 3.64).
uk = uk+1u˜
1
k
k , with u˜k ≈ U [0, 1) (3.64)
Stratiﬁed re-sampling generates a set of ordered random numbers (eq. 3.65).
uk =
(k − 1) + u˜k
M
,with u˜k ≈ U [0, 1) (3.65)
Systematic re-sampling generates a set of ordered numbers (eq. 3.66).
uk =
(k − 1) + u˜
M
,with u˜ ≈ U [0, 1) (3.66)
Then, there is used this set of ordered numbers {uk} to select which sample x[i] from the
original set will be assigned to the new (re-sampled) sample x[m] (eq. 3.67) so as eq. 3.68 hold
true. This chosen sample is called a parent.
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x[k] = x[i] (3.67)
uk ∈
[
i−1∑
s=1
w[s],
i∑
s=1
w[s]
)
(3.68)
The residual re-sampling algorithm allocates m′i =
[
Mw[i]
]
of particle x[i] to the new
distribution and then re-samples n = M −∑m′i (the rest) of particles according to one of the
re-sampling methods mentioned earlier.
Figure 3.2 illustrates the standard uniform samples generated by multinomial re-sampling
(x), stratiﬁed re-sampling (+) and systematic re-sampling (.) [2]. See [2] for discussion about
re-sampling qualities and computational complexity among previously described algorithms.
Figure 3.2: Uniformly generated samples [2]
Sampling Importance Re-sampling (SIR) Filter
The Sampling Importance Re-sampling (SIR) ﬁlter can be derived from the SIS ﬁlter. The
sampling and importance sampling steps are identical with SIS ﬁlter and then is applied (for
every time period) systematic re-sampling algorithm. SIR ﬁlter is easy to implement, on the
other hand the re-sampling at every time period results to high susceptibility to degeneracy
problem.
Auxiliary Sampling Importance Re-sampling Filter
The Auxiliary sampling importance re-sampling ﬁlter or just Auxiliary PF is a variant of
standard SIR ﬁlter and can be viewed as re-sampling at the previous time step, based on some
point estimates µ (t)[m], that characterize p
(
x (t) |x (t− 1)[m]
)
[52].
Firstly, the standard SIR ﬁlter is applied to acquire the point estimates µ (t)[m]. The so-
called parent is registered for each re-sampled particle/point estimate. As described previously,
parent is the original particle x (t)[i], which was chosen to be copied as the new, re-sampled
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particle x (t)[m]. Then the sampling and importance sampling steps are repeated, but with
modiﬁcations. There is used the particle parent from previous time step µ (t− 1)[m] (acquired
during point estimates re-sampling) instead of the particle self value from previous time step
x (t− 1)[i] meanwhile the sampling procedure. The weights are adjusted according to eq. 3.69.
w (t)[m] =
p
(
y (t) |x (t)[m]
)
p
(
y (t) |µ (t)[m]
) (3.69)
The Regularized Particle Filter
The Regularized Particle Filter is similar to the SIR ﬁlter, varying only in re-sampling step.
In spite of SIR ﬁlter, which is re-sampling from the discrete approximation, the regularizes PF
is re-sampling from continuous approximation of posterior density. This technique is reducing
the sample impoverishment. The regularizes PF described in [52] is using the so-called Kernel
density to approximate the posterior.
3.5 System Dynamics and Sensor Models
As described in Section 3.2, system dynamics and measurements models are two important
components of BF.
3.5.1 Vehicle/ Pedestrian Motion Models
There is used the state transition probability p (x (t) |u (t) ,x (t− 1)) in the system dynamics
to estimate the next state x¯ (t) of BF, dependent on the previous state x (t− 1) and control
vector u (t). This procedure is called prediction step and we will focus on the estimation of
coordinates in the location techniques.
Six variables are needed to fully describe the position and orientation of a general object
in the 3-dimensional space. Commonly, there are used 3-D Cartesian coordinates and its three
Euler angles (roll, pitch, yaw/heading) in navigation. Adding the velocity, the full navigation
information can be constituted: position, velocity, attitude (PVA). For simplicity, only planar
(2-dimensional) position formulation can be used and supplemented with angular orientation
often called heading or bearing (pose - eq. 3.70). xy
ψ
 (3.70)
Eq. 3.70 should not be confused with these variables: x (t) - state vector, y (t) - mea-
surement vector. Figure 3.3 is showing the graphical representation of the node planar 2-D
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position and heading (the θ character was used instead of ψ for heading).
Figure 3.3: Node 2-D position and heading [3]
There can be considered many types of motion models. The velocity or odometry motion
models are often used in robotics [3] and can be adapted for personal navigation. The ﬁrst
model is estimating according to the velocity commands given to the robot's motors and the
second one assumes utilization of odometry information. For pedestrian navigation, there can
be used models based on a graph structures [21, 22] or inertial sensors measurements [29]. See
[36] for more speciﬁc pedestrian movement models diversiﬁcation.
Dead Reckoning
Dead reckoning is a methodology, where the initial position and attitude are being updated
based on diﬀerent orders of their derivatives. There can be named many sources of these
signals: inertial sensors (the acceleration is integrated twice and the angular rate once), pe-
dometer, visual odometry, undercarriage odometry, true air speed indicator, Doppler radar
based velocity, etc.
Velocity Motion Model
As it has been said before, the velocity motion model is processing the velocity commands,
which can be distinguished on translational v (t) and rotational ω (t) velocity. Therefore the
control vector equals to eq. 3.71.
u (t) =
[
v (t)
ω (t)
]
(3.71)
An algorithm (eq. 3.72 to eq. 3.78) for sampling one sample poses x (t)[i] from its previous
pose x (t− 1)[i] and control vector u (t) was proposed in [3]. This algorithm can be deployed
for PF prediction step implementation.
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v = v (t) + sample (α1 |v (t)|+ α2 |ω (t)|) (3.72)
ω = ω (t) + sample (α3 |v (t)|+ α4 |ω (t)|) (3.73)
γ = sample (α5 |v (t)|+ α6 |ω (t)|) (3.74)
x = x− v
ω
sinψ +
v
ω
sin (ψ + ω4t) (3.75)
y = y +
v
ω
cosψ − v
ω
cos (ψ + ω4t) (3.76)
ψ = ψ + ω4t+ γ4t (3.77)
x (t)[i] =
 xy
ψ
 (3.78)
The variables α1 through α6 are describing the motion noise and the function sample (b)
generates a random sample from a normal zero-centered distribution with standard deviation
b.
Odometry Motion Model
Figure 3.4: Odometry model [3]
The odometry motion model is widely applicable in the robotics and is processing the rel-
ative motion information, as measured by the odometry. Although the odometry data are
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measurements, they can be considered as control signals (eq. 3.79).
u (t) =
[
x˙ (t− 1)
x˙ (t)
]
(3.79)
The dot sign over x˙ indicates that the coordinates are relative, not global. As illustrated on
the Figure 3.4, the relative odometry can be decomposed onto three steps: the initial rotation
δrot1, the translation δtrans and second rotation δrot2.
An algorithm (eq. 3.80 to eq. 3.88) for sampling from odometry motion model was
proposed in [3], with x˙ (t) =
(
x˙′, y˙′, ψ˙′
)
and x˙ (t− 1) =
(
x˙, y˙, ψ˙
)
.
δrot1 = arctan
y˙′ − y˙
x˙′ − x˙ − ψ˙ (3.80)
δtrans =
√
(x˙′ − x˙)2 + (y˙′ − y˙)2 (3.81)
δrot2 = ψ˙′ − ψ˙ − δrot1 (3.82)
δrot1 = δrot1 − sample (α1 |δrot1|+ α2δtrans) (3.83)
δtrans = δtrans − sample (α3δtrans + α4 |δrot1 + δrot2|) (3.84)
δrot2 = δrot2 − sample (α5 |δrot2|+ α6δtrans) (3.85)
x = x− δtrans cos
(
ψ + δrot1
)
(3.86)
y = y + δtrans cos
(
ψ + δrot1
)
(3.87)
ψ = ψ + δrot1 + δrot2 (3.88)
Attitude Deﬁnition
The tilt and heading of a vehicle/ person is often parametrized by Euler rotation sequence
where three gradual rotations around one axis of the coordinate system deﬁnes 3-D space
orientation of the vehicle/ person. In aviation, 3-2-1 Euler rotation sequence is deployed,
where the 3-2-1 deﬁnes rotation order around z, y and x axis when rotating from navigation
(typically north-east-down frame) to body (vehicle) frame. The angles are called heading/
CHAPTER 3. STATE OF THE ART 40
yaw (ψ), pitch (θ) and roll (φ) and are depicted on Figure 3.5.
Figure 3.5: 3-2-1 Euler Angle Sequence [4]
Strapdown Inertial Navigation System
As emerges from the name, the inertial navigation system (INS) is based on the inertial sen-
sors (accelerometers, gyros). There exist two types of INS. Both accelerometers and gyros
are ﬁrmly connected with the vehicle rigid body in a strap-down INS. In gimbaled INS, gy-
ros measurements are used to keep the accelerometers measurement frame aligned with the
coordinate frame, where the navigation solution is resolved (north-east-down typically).
Since the gimbaled INS are heavy, large and very expensive the focus will be put on
the strapdown INS. Gyroscope measurements needs to be integrated once and accelerometer
measurements twice to get the position and attitude relative to the initial conditions. The
most important characteristic of INS is the frame where the solution is resolved. Typically
the north-east-down (NED) local level frame (called navigation frame) is used [26], where the
position and velocity are deﬁned with the respect to the NED directions and the attitude gives
the 3-D orientation between NED local level frame and the body frame ﬁrmly connected with
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the vehicle. The kinematics of position, velocity and attitude is described with eq. 3.89 to eq.
3.91:
drn
dt
= vn (3.89)
dvn
dt
= Cnba
b − (2ωnie + ωnen)× vn + gn (3.90)
dCnb
dt
= Cnb ×
(
ωbib − ωnie − ωnen
)
(3.91)
Where rn and vn are position and velocity, respectively, in navigation frame, Cnb is rotation
matrix parametrized by the attitude, ωnie and ω
n
en are Earth (due to the Earth rotation) and
transport (due to the vehicle rotation as it moves on the surface of the Earth sphere) angular
rates, respectively, gn is Earth Gravity, ab and ωbib are the speciﬁc force and angular rates,
respectively, measured the accelerometers and gyros in the body frame (in strapdown INS the
sensors are ﬁrmly connected with the vehicle body). See [24, 25, 26, 27] for more details about
the INS.
When a low-cost inertial sensors are use we can apply the ﬂat Earth assumption and
simplify the SINS (described with eq. 3.89 to eq. 3.91) to pure single (attitude, velocity)
and double integrations (position). Due to these integrations the biases in the inertial sensors
measurements cause an unbounded growth of INS solution error, and the INS needs some
aiding system/sensor (typically GNSS).
Zero velocity update Zero velocity update is an approach for velocity aiding of the INS.
The time epochs, where the system is not moving are detected and the INS is aided with a
synthetical measurement of velocity with zero value [26].
The zero velocity update principle is commonly applied during the stance phase of stride
in pedestrian navigation with foot attached inertial sensors [28, 29].
Pedestrian Locomotion Models
Since the moving person induces high distortion to the measured accelerations. The useful
signal cannot be easily reconstructed and the simple inertial reckoning system is not applicable.
The utilization of human locomotion rules is the logical approach.
There can be seen a typical pattern of vertical and forward acceleration during the human
walking on a ﬂat ﬂoor on Figure 3.7 and a detailed analysis of the walking pattern on Figure
3.6. The peak detection can be deployed for the step detection. The peaks occur as follow:
vertical acceleration maximum, forward acceleration minimum, vertical acceleration minimum,
forward acceleration maximum.
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Figure 3.6: Walking stage and acceleration pattern [5]
Figure 3.7: Vertical and forward acceleration [5]
The step length is highly varying parameter, which depend on the average personal step
length and on the immediate step length, too. The averaged step length can be set up during
some oﬀ-line training phase for a pedestrian personally and this value used for all steps not
taking into account the variability of the immediate step length.
Diﬀerent approach for estimating the step length was proposed in [5]. The walking speed
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can be estimated according to the diﬀerence between maximum and minimum for vertical
and/or forward acceleration; see Figure 3.8 and Figure 3.9. The relationships are depicted for
two pedestrians with diﬀerent walking locomotion.
Figure 3.8: Relationship between vertical acceleration diﬀerence and walking speed [5]
Figure 3.9: Relationship between forward acceleration diﬀerence and walking speed [5]
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3.5.2 Map-based Motion Model
All previously shown motion models describe the behavior of the node without any previous
knowledge of the environment in which this node was moving. In many situation, a map
of the environment m is available, which is usually containing information about free or
occupied places in the environment. Then we can transform the motion model into a map-
based motion model p (x (t) |u (t) ,x (t− 1) ,m) (eq. 3.92), which express the probability that
the node placed in the environment with map m arrives at pose x (t) if its previous position
was x (t− 1) and was controlled according to u (t).
p (x (t) |u (t) ,x (t− 1)) 6= p (x (t) |u (t) ,x (t− 1) ,m) (3.92)
The posterior can be approximated to eq. 3.92.
p (x (t) |u (t) ,x (t− 1) ,m) = ηp (x (t) |u (t) ,x (t− 1)) p (x (t) |m)
p (x (t))
(3.93)
Usually, p (x (t)) is also uniform and can be included in the normalizer η (eq. 3.94).
p (x (t) |u (t) ,x (t− 1) ,m) = ηp (x (t) |u (t) ,x (t− 1)) p (x (t) |m) (3.94)
Both expressions (eq. 3.93 and eq. 3.94) are approximation, because they do not incorpo-
rate the probability if the path between x (t) and x (t− 1) exists. There should be chosen an
update frequency high enough to suppress this drawback.
The expressions (eq. 3.95, eq. 3.96 and eq. 3.97) refer to the algorithm for sampling the
map-based motion model.
while (pi = 0) do (3.95)
x (t) = sample motion model (u (t) ,x (t− 1)) (3.96)
pi = p (x (t) ,m) (3.97)
The algorithm for sampling the map-based model is re-calling the map-free sampling model
until the consistency of pose x (t) with the map m is non-zero (i.e. the pose x (t) is free,
unoccupied).
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3.5.3 Sensor Models
Inertial sensors model
Inertial sensors comprise accelerometer and gyroscope, which measure speciﬁc force and an-
gular rate, respectively. Since 3-D navigation information is usually required, triads of these
sensors are combined in an inertial measurement unit (IMU).
There exist two types of IMU. Both accelerometers and gyros are ﬁrmly connected with
the vehicle rigid body in a strap-down IMU. In gimbaled IMU, gyros measurement are used
to keep the accelerometers measurement frame aligned with the coordinate frame, where the
navigation solution is resolved (NED typically). The general sensor error model, which can be
applied for both, gyroscope and accelerometer measurements, is shown in eq. 3.98.
x˜ = (I −M)x+ b+w (3.98)
Where I is identity matrix (3-by-3 for 3-dimensional coordinate system), x is the true value
(true speciﬁc force or angular rates) and x˜ is measured value (sensor output). w states for the
measurement noise, typically assumed to be white (at least for frequency band constrained by
the vehicle dynamics) and Gaussian.
b is the bias, which can be split into two components, static and dynamic. The static bias
is constant over operating period, but varies from turn-on to turn-on of the sensor. Dynamic
bias can be modeled as random walk or ﬁrst order Gauss-Markov process. In most cases,
the bias is the dominant term in the overall error of an inertial instrument [26]. IMU biases
are usually estimated by the navigation algorithm and correct dynamic bias model parameter
selection is crucial for its output accuracy.
The cross-coupling/ misalignment (m = [mxy,mxy,myx,myz,mzx,mzy]) and scale factor
(s = [sx, sy, sz]) errors are included in M (see eq. 3.99). The scale factors contain the
measurement multiplicative errors. Cross-coupling errors are caused by the misalignment of
the sensor sensitivity axes and measurement frame. These errors are limited by the sensor
manufacturing process.
M =
 sx mxy mxzmyx sy myz
mzx mzy sz
 (3.99)
See [53] for discussion about the inertial sensor technologies, costs and achievable accura-
cies.
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RSS based range measurement model
The measurement (sensor likelihood or perceptual) model, which is deﬁned as a conditional
probability distribution p (y (t) |x (t)), represents the stochastic dependence of measurement
y (t) on the actual state x (t).
The RF propagation channel model represents the measurement model in the application
with framework of RNs, which are transmitting the RF signal and the BNs measures the
ranges by the RSS method. As it has been said before, the range measurement errors are
typically described with a log-normal N
(
Pij (dBm) , σ2dB
)
(Gaussian if expressed in decibels)
distribution (see eq. 3.12).
3.6 Loosely vs. Tightly Coupled Integration Scheme
Three basic integration schemes are known from the INS and GNSS fusion task: loose, tight
and ultra-tight/deep integration [26]. The loose and tight classiﬁcation can be easily applied on
indoor navigation task, deﬁning these conditions: the RNs will represent the GNSS satellites,
instead of GNSS navigation processor any location algorithm described in Chapter 3.1.4 will
be applied (only loose integration), pedestrian oriented INS will be used.
The PVT (position, velocity, time) solution from GNSS receiver navigation processor (usu-
ally based on LMS, WLMS or KF) is fused with INS solution in loose integration scheme. This
approach is the most straightforward, but at least four satellites must be tracked by the GNSS
receiver to be able to compute PVT solution. The approach applied in [16] can be considered
as loose integration; triangulation is used as location algorithm.
The pseudo ranges (the distance to each satellite) and delta ranges (the speed projected
on the line connecting the user and each satellite) are used instead of PVT solution in tight
integration. Compare to the loose integration the tight one gives better accuracy and can be
deployed even when less than four satellites are tracked (although the system is not completely
observable). The approach applied in [37] can be considered as tight integration.
The fusion ﬁlter is combined with the GNSS receiver tracking loops in ultra-tight/deep
integration; this concept cannot be utilized in GNSS denied applications.
The principle of diﬀerent integration schemes can be also easily applied on LPS ranging,
so the terms loosely and tightly coupled will be used within this thesis.
3.7 Adaptive Methods for Bayesian Filters
Apart from Gaussian sum ﬁlter, which can be considered as an adaptive method naturally,
two basic approaches used in BFs can be described. They both adapt the parameters (usually
the uncertainties) of the system dynamics and measurement models, but the information used
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are of diﬀerent nature.
The monitoring of ﬁlter measurement update is used in the ﬁrst approach [22, 3, 54]. The
sequence of these updates is assumed to be white (and Gaussian for Gaussian ﬁlters) and
the adapting algorithms is supervising these sequence and forcing it (with tuning the models
parameters) to have white (Gaussian) noise statistics. Such methodology suﬀers when the
system is not modeled correctly, which is very often a case of pedestrian navigation, where
many design decisions are based on engineering judgment and experiences of the author(s)
instead of a rigorous analysis.
The second approach uses an extra information about the models to tune them. Good
example can be found in [27], where the proposed attitude and heading reference system
(AHRS) adapts the accelerometer measurement statistics based on the magnitude of this
measurements. In an AHRS, the accelerometer measurement is used to sense the Gravity and
the vehicle acceleration is a spurious eﬀect. So if the accelerometer measurement does not have
the magnitude of local Gravity it means that there is some vehicle acceleration and the system
should not trust to this measurement. Although a question is why the extra information
available is not part of the system dynamics or measurement models.
3.8 Selected Parts from Probabilistic Theory
3.8.1 Gaussian Sum Approximation
Any non-Gaussian distribution can be approximated by a sum of Gaussian distributions [48]:
px (x) ≈
∑
i
wipi (x) =
∑
i
wiN
(
µi, σ
2
i
)
(3.100)
The resulting Gaussian mixture distribution have the ﬁrst two moments as follows [48]:
µg =
∑
i
wiµi (3.101)
σ2g =
∑
i
wi
(
σ2i + µi
)
(3.102)
3.8.2 First Order Gauss-Markov Statistical Process
First order Gauss-Markov process is a wide-sense (weak-sense) stationary statistical process
with zero mean. The continuous time dynamic process model for a scalar variable is given by
[55]:
x (t) = exp
(
−∆t
2τ
)
x (t− 1) + wC (3.103)
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Where the driving noise characteristics (power spectral density) are as follows (eq. 3.104):
E (wC (t0)wC (t)) = Nδ (t0 − t) (3.104)
The discrete model (eq. 3.105) can be derived by solving eq. 3.103 [55].
x (t) = βDx (t− 1) + wD (3.105)
Where the driving noise characteristics are as follows (eq. 3.106):
E
(
w2D
)
= ν2 (3.106)
The continuous and discrete models time constants are related as follow (∆t is a sampling
period):
βD = exp
(
−∆t
2τ
)
(3.107)
Eq. 3.108 shows the relationship between continuous and discrete driving noise character-
istics [55].
ν2 =
Nτ
2
(
1− exp
(
−∆t
2τ
))
(3.108)
Chapter 4
Derived Requirements
The main objective (as described in Chapter 2) of this thesis is to develop a navigation al-
gorithm, which will be implementable in the low-cost pedestrian navigation system and the
assumption of preinstaled RF communication network can be taken. This objective is inves-
tigated and the requirements, which represents all the high level design decision steps, are
derived in this chapter.
4.1 Pedestrian Location System
The fast development in the informatics and electronics has enabled the more dense deployment
of electronical devices (building control, monitoring and security systems, smart phones, PDAs,
etc.) in indoor and urban environments. All of these systems should in a direct or indirect way
serve to the persons situated in the deﬁned environment (buildings typically). The knowledge
of the person position can not only help to the person it self with the orientation in the
(unknown) environment, but the position awareness enables the implementation of ubiquitous
services and pervasive computing concepts.
The navigation algorithm proposed in this thesis will be suitable for the pedestrians.
4.1.1 Low-cost Pedestrian Location System
Since the proposed algorithm should be easily implementable into consumer electronics, all
the systems deployed must be of low-cost. The low-cost requirement aﬀects mostly the se-
lection of the inertial sensors. The higher grade inertial sensors are anyway not applicable
in the pedestrian navigation due to their high weight and size. The low-cost inertial sensors
essentially allows only two solutions: INS with inertial sensors attached to the pedestrian foot
and applying the zero velocity update, and pedestrian locomotion based inertial pedometer.
These sensors are excluded from our selection due to the low-cost requirement in place and
their high price: LiDAR and Doppler radar navigation system. Due to high demands on the
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signal pre-processing, the deployment of camera (the frequency/wavelength of the processed
signals is not important at this stage) is excluded, too.
The navigation algorithm proposed in this thesis will be implementable with the usage of
low-cost sensors/ systems.
4.1.2 User-friendly Pedestrian Location System
In context of this thesis, the user-friendly applies to the pedestrian comfort of the system
wearing. This means, the algorithm must be implementable into an easy to wear solution.
The pocket wearable device is the use-case, which will in a simpler way deﬁne our goal.
Firstly, this requirement gives another reason, why not to use LiDAR, Doppler radar and
camera based navigation sensors/ systems, because they are either too large or have additional
(and not applicable in our case) requirements on the placement. They are typically attached
to the pedestrian/ soldier helmet in order to have a good view on the surroundings.
Secondly, the inertial sensors cannot be attached to the pedestrian foot. So the human
locomotion based inertial pedometer will be adopted as the inertial sensor processing scheme.
The navigation algorithm proposed in this thesis will form a pocket wearable solution.
4.2 Environmental Requirements
4.2.1 Indoor and Urban Environments
The speciﬁcation of the operational environment is a crucial step when deﬁning the concept of
the navigation algorithm. The indoor environment was selected as a baseline. Since the build-
ings usually contains signiﬁcant number of electronic systems (dedicated for communication,
control and sensing tasks) and these systems more and more often use the RF communication
channel, the trade-oﬀ to deploy them in the RF ranging aided navigation algorithm is appar-
ent. In the modern urban architecture the buildings are sometimes parts of more complex
urban ensembles, where the diﬀerence between buildings, streets and public and private space
is wiping oﬀ. Our navigation algorithm will be implementable also in these tangled urban
ensembles.
Since the Earth magnetic ﬁeld in the indoor and urban environments is signiﬁcantly dis-
turbed with the magnetic ﬁelds induced by other electric and electronic devices and by quantity
of other magnetic materials, the magnetometer was excluded from our sensor selection.
The navigation algorithm proposed in this thesis will be applicable in an indoor and par-
tially in an urban environment.
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4.2.2 Dynamic Environment Applicability
It will be depicted on the examples for both, public and private spaces why a dynamic opera-
tional environment must be assumed for our algorithm:
 Malls and market halls - the stands change the positions, size and the owner/ products
sold
 Shops - the products are being rearranged
 Oﬃce building - the owner and usage of diﬀerent parts of building changes
 Open oﬃce - the layout can signiﬁcantly change
The dynamical environment requirement excludes the navigation techniques which needs some
a priory knowledge about the environments (for example: a prior environment map, signal
ﬁngerprint database for the RF based navigation). Contrariwise, techniques which will on-line
adapt the environmental models to cope with the real situation are wanted.
The navigation algorithm proposed in this thesis will use all available information to model
the dynamic environment of the RF propagation channel.
4.3 Easy Integration with Standard Wireless Networks
Although the RF beacons/ RNs can be solely dedicated for the navigation purposes, the
deployment of RF systems originally designated to other functions (control, sensing, com-
munications, etc.) and already installed in the environment signiﬁcantly lowers the cost of
the whole system. Such systems are usually based on the wireless standards (Wi-Fi, ZigBee,
RFID, etc.) and the functionality of them must be augmented for the ranging (which in fact is
not that complex, since every node in wireless network have a unique identiﬁer). Albeit there
exist wireless standards, which contains the functionality needed for TOA/TDOA ranging
techniques, they are expensive and not well suited for RF communication.
The navigation algorithm proposed in this thesis will assume the usage of RSS based RF
ranging technique.
4.4 Wireless Network and Pedestrian Oriented Algorithm for a
Local Navigation System
Based on the objectives and requirements discussed earlier in this chapter, wireless network
and pedestrian oriented algorithm for local navigation system will be developed within this
thesis. This algorithm will be applicable in an indoor environment and implementable in the
way to form a pocket wearable solution based on low-cost sensors/systems.
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The inertial sensors (accelerometer, gyroscope) and RSS based ranging to RNs readings will
be fused to estimate the position solution. The human locomotion based inertial pedometer
will be adopted as the inertial sensor processing scheme.
An RF channel adaptive modeling technique suitable for RSS ranging will be developed to
cope with the dynamic operational environment.
Chapter 5
Proposed Solution
The proposed solution can be divided onto these main parts:
 Section 5.1 contains navigation ﬁlter derivation, including also the implementation of
the outcomes from the Section 5.2.
 Section 5.2 contains the description of the wireless channel loss mapping, where both
the map forming and the map utilization are derived.
 Since the wireless channel loss mapping (described in Section 5.2) is a complex algorithm,
a simpliﬁed method is proposed in Section 5.3.
 Section 5.4 summarizes the proposed solution
 Section 5.5 recapitulates the assumption which were taken during the proposed solution
design
 Section 5.6 enumerates the proposed solution constants
Note: The implementation of the wireless channel loss mapping into the navigation ﬁlter can
be considered as an adaptive ﬁltering technique.
5.1 Pedestrian Dead Reckoning Tightly Fused with RSS Based
Range Measurements
5.1.1 Frames Deﬁnition
The coordinate frames need to be deﬁned ﬁrst. Four coordinate frames will be used and are
depicted on Figure 5.1.
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Figure 5.1: Coordinate frames
The IMU (IMU) frame is ﬁxed to the IMU and the accelerations and angular rates are
measured in this frame. The leveled (LVL) frame has the same origin as IMU frame but is
rotated in order the z axis was pointing down; this rotation is deﬁned by two consecutive
Euler rotations over two angles (roll and pitch) and will be further described in subsection
5.1.3. The forward-right-down (FRD) frame is a local leveled frame, too, this frame has its
origin in the center of gravity of the pedestrian and the forward direction is aligned with the
horizontal velocity vector projection. Although the leveled and forward-right-down frames
are translated to each other, their relative rotation can be deﬁned by a single vertical Euler
rotation. The angle, which will be called IMU bearing, deﬁnes this rotation and is not easy
to be estimated. Although some methodologies were proposed (i.e. [5]), the results of them
are not satisfactory. In this thesis the IMU bearing will not be estimated and only vertical
accelerations and angular rates will be further used.
The ﬁxed (FIX) frame is ﬁxed to the environment, where the navigation should be resolved.
The orientation of x and y axis is arbitrary but the alignment with the environment features
(like walls) would be advantageous.
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5.1.2 Pedometer
The pedometer deployed in this thesis is based on the pedestrian locomotion characteristics
described in [5] and repeated in the subsection 3.5.1.
Acceleration Filtering
In order to suppress the measurement noise, the acceleration is ﬁltered before it is further
processed in the pedometer. A ﬁrst order low pass ﬁlter with short (relatively to the sys-
tem/pedestrian dynamics) time constant was selected:
â (t) =
τa
τa + ∆t
â (t− 1)− ∆t
τa + ∆t
a˜ (t) (5.1)
The eq. 5.1 shows the discrete version of a low-pass ﬁlter assuming Euler integration,
where∆t is IMU sampling period and τa is ﬁlter time constant.
Step Detection
Figure 5.2: Vertical acceleration
As described in the subsection 3.5.1, the pedestrian locomotion consists of diﬀerent parts which
are bounded by the positive and negative peaks in the forward and vertical acceleration. Since
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in proposed approach the forward acceleration will not be estimated we will detect the step
based just on the vertical acceleration. Although there are more then just one local maximum
and minimum in the vertical acceleration, the acceleration ﬁltering removes the insigniﬁcant
peaks and makes the global (within one stride) maximums easily detectable (as can be seen
on Figure 5.2).
The step is detected via detecting consecutive vertical acceleration minimum and maxi-
mum.
Step Length Estimation
The walking speed can be estimated according to the diﬀerence between maximum and mini-
mum for vertical and/or forward acceleration. As can be seen on the Figure 3.8 and Figure 3.9,
the relationships can be approximated as linear. Since the IMU bearing will not be estimated
and the forward acceleration based on that, the vertical acceleration will be used to compute
the step length. Eq. 5.2 shows the linear relationship, where Slen is the calculated step length,(
afrdz,max − afrdz,min
)
represents the vertical acceleration diﬀerence, ∆tstep is the step duration,
Astep is the ﬁtting line slope and Bstep is the ﬁtting line intercept.
Slen = Astep
(
afrdz,max − afrdz,min
)
∆tstep +Bstep∆tstep (5.2)
Since the relationship between the diﬀerence in vertical acceleration and the step length
(5.2) is only approximative an additive noise (wstep) will be added to model this uncertainty:
Slen = Astep
(
afrdz,max − afrdz,min
)
∆tstep +Bstep∆tstep + wstep (5.3)
Since the relationship between the diﬀerence in vertical acceleration and walking speed
depends on the pedestrian stride characteristics, the linearization parameters will be estimated
in proposed algorithm. Either constant parameter or Gauss Markov process can be used to
model the parameter dynamics. An approach somehow combining both approaches will be
used. Both parameters will consist of two parts (eq. 5.4 and eq. 5.5): static (set up based on
empirical analysis - see [5]) and dynamic (estimated).
Astep = Âstep + δAstep (5.4)
Bstep = B̂step + δBstep (5.5)
Where Âstep and B̂step are the ﬁtting line parameters coarse estimates and δAstep and
δBstep are the errors of the coarse estimates. By substituting eq. 5.4 and eq. 5.5 into eq. 5.3
and assuming the measurement errors in the ﬁltered vertical acceleration to be negligible, the
CHAPTER 5. PROPOSED SOLUTION 57
step length can be estimated:
Slen =
(
Âstep + δAstep
)(
âfrdz,max − âfrdz,min
)
∆tstep +
(
B̂step + δBstep
)
∆tstep + wstep (5.6)
The state space of our algorithm is augmented by the coarse estimate errors and their
dynamics are modeled as ﬁrst-order Gauss Markov processes.
δAstep (t) = exp
(
− ∆t
2τAstep
)
δAstep (t− 1) + wAstepGM (5.7)
δBstep (t) = exp
(
− ∆t
2τBstep
)
δBstep (t− 1) + wBstepGM (5.8)
Eq. 5.7 and eq. 5.8 show the discrete versions of the deﬁned Gauss Markov processes, where
∆t is sampling period, τAstep and τBstep are time constants, and wAstepGM and wBstepGM are
the process driving noises.
5.1.3 IMU Leveling
Since the selected pedometer algorithm requires vertical acceleration and the heading is pre-
dicted from vertical rotation, the tilt (parametrized by the roll and pitch angles) of the IMU
must be evaluated. The roll φ and pitch θ angles will be used to enumerate the vertical accel-
eration, which is required by the pedometer. To level a generic measurement eq. 5.9 can be
used [27]:
xlvl =
 cos θ sin θ sinφ sin θ cosφ0 cosφ − sinφ
− sin θ cos θ sinφ cos θ cosφ
ximu (5.9)
The third line of rotation matrix in eq. 5.9 can be used to specify the relationship between
measured acceleration aimu and angular rate ωimu (both resolved in IMU frame), vertical alvlz
acceleration and vertical angular rate ωlvlz (both resolved in leveled frame):
alvlz =
[
− sin θ cos θ sinφ cos θ cosφ
]
aimu (5.10)
ωlvlz =
[
− sin θ cos θ sinφ cos θ cosφ
]
ωimu (5.11)
Since the Gravity vector is always pointing down (also in the leveled frame), glvl =[
0 0 ge
]T
, the roll and pitch angles can be estimated by matching the Gravity vector
in the FRU and IMU frames:
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φ = arctan
gimuy
gimuz
(5.12)
θ = arctan
−gimux√
gimuy + gimuz
(5.13)
The derivation of eq. 5.12 and eq. 5.13 based on eq. 5.9 is obvious and can be found
for example in [27]. Since the accelerometer measures the speciﬁc force, which contains both
acceleration and Gravity (eq. 5.14) the task is to separate these two elements and use the
Gravity to compute tilt, which can be later used to resolve the acceleration in LVL frame.
f imu = aimu − gimu (5.14)
Assuming the averaged acceleration is limitary approaching zero for a given time interval
and the tilt of IMU is constant over the same interval, the Gravity can be estimated with
averaging the accelerometer measurements within this interval (eq. 5.15). Let us justify why
the assumption is aﬀordable. Since the solution for pocked wearable IMU is required for this
thesis, the position of the IMU with respect to the pedestrian body or to a part of the body
(for example the trunk) can be assumed constant. Although the human body is swinging
during the walk, an average (averaged over one step) tilt, which is adequately stable, can be
computed. Averaging over more then just one step will give us fairly stable tilt.
gimu ≈
∫
τ
(−f imu) dt (5.15)
We can again apply the ﬁrst order low-pass ﬁlter for averaging the speciﬁc force; the
recursive discrete version is described with eq. 5.16:
gimu (t) =
τg
τg + ∆t
gimu (t− 1)− ∆t
τg + ∆t
f imu (t) (5.16)
∆t is IMU sampling period and τg is ﬁlter time constant.
Once we have the vertical angular rate in LVL frame, we can easily enumerate the vertical
angular rate in FRD frame since the vertical axis of both frames are collinear:
ωlvlz = ω
frd
z (5.17)
The situation with vertical acceleration is slightly diﬀerent, since the leveled and forward-
right-down frames are displaced. If there is a rotation, the angular acceleration due to the
lever arm between these frames is generated. We will assume this angular acceleration to be
negligible.
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alvlz ≈ afrdz (5.18)
5.1.4 Heading Prediction
Since the gyroscope is one of the available sensors assumed for proposed algorithms, the
heading (ψ) can be estimated (or predicted - will be part of the ﬁlter prediction step) based
on the vertical angular rate (ωfrdz ) via integrating of this inertial variable. Our system will be
discrete and some method of numerical integration needs to be deployed. Since the assumed
quality of inertial sensors will be rather poor (low automotive grade) and pedestrian navigation
is inherently low-dynamical application the Euler integration will be suﬃcient:
ψ (t) = ψ (t− 1) + ωfrdz (t) ∆t (5.19)
Where ∆t is the IMU sampling period. In order to achieve satisfactory accuracy, the
gyroscope sensor errors needs to be modeled. We can simplify the general inertial sensor
model (depicted in eq. 3.89) and apply it on the vertical angular rate measurement with
modeling only the vertical bias (bfrdgyr,z) and noise (w
frd
gyr,z):
ω˜frdz = ω
frd
z + b
frd
gyr,z + w
frd
gyr,z (5.20)
Although the vertical angular rate is an artiﬁcial measurement (does not correspond to
an adequate physical measurement) the mapping to the real measurements will be almost
constant, if the tilt would be assumed near to constant over a suﬃcient period of time. This
assumption will be developed and discussed in the upcoming sub-section. The same thought
process can be applied on the vertical bias and noise. Now the real vertical angular rate from
eq. 5.20 can be substituted into eq. 5.19:
ψ (t) = ψ (t− 1) +
(
ω˜frdz − bfrdgyr,z − wfrdgyr,z
)
∆t (5.21)
Since the bias cannot be measured, it will be estimated as part of proposed state space:
ψ (t) = ψ (t− 1) +
(
ω˜frdz − bfrdgyr,z (t− 1)− wfrdgyr,z
)
∆t (5.22)
The ﬁrst-order Gauss Markov process will be used to model the vertical gyroscope bias:
b
frd
gyr,z (t) = exp
(
− ∆t
2τ frdgyr,z,GM
)
b
frd
gyr,z (t− 1) + wfrdgyr,z,GM (5.23)
Where τ frdgyr,z,GM is time constant and w
frd
gyr,z,GM is the driving noises of the ﬁrst-order
Gauss Markov process.
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5.1.5 Two Dimensional Position Prediction
Only planar (two dimensional) position and horizontal angle - heading will be use from the
possible 6 dimensions of freedom to describe the object position and attitude. This reduced
pose deﬁnition is suﬃcient since it is assumed that the user worn RF antenna is in approx-
imately the same constant height above the ground and the pedestrian is moving along the
same ﬂoor. Although the second assumption is fairly limiting and there exist straight-forward
approaches how to navigate over more then just one ﬂoor or stairs, the solution of this task is
not part of this theses.
The velocity motion model (described in [3]) and the sampling algorithm appropriate for
particle ﬁltering (described in subsection 3.5.1) can be updated taking into account a diﬀerent
control vector (eq. 5.24).
u (t) =
[
Slen
ωfrdz
]
(5.24)
Where Slen is the distant traveled, the step length, and ω
fru
z is the vertical angular rate
resolved in the horizontal plane. The ideal discrete model for horizontal position prediction
using the control vector from eq. 5.24, known heading from the previous ﬁltering step and
Euler integration can be deﬁned as:
rfixx (t) = r
fix
x (t− 1) + sin
(
ψ (t− 1) + ωfrdz ∆t
)
Slen (5.25)
rfixy (t) = r
fix
y (t− 1) + cos
(
ψ (t− 1) + ωfrdz ∆t
)
Slen (5.26)
The horizontal position is in eq. 5.25 and eq. 5.26 parametrized by two axis of Earth ﬁxed
ﬂat frame
[
rfixx r
fix
y
]T
. By substituting eq. 5.6 and eq. 5.20 into eq. 5.25 and 5.26 a
horizontal position prediction can be formulated:
rfixx (t) = r
fix
x (t− 1) + sin
(
ψ (t− 1) +
(
ω˜frdz − bfrdgyr,z (t− 1)− wfrdgyr,z
)
∆t
)
Slen
,with Slen =
(
Âstep + δAstep (t− 1)
)(
âfrdz,max − âfrdz,min
)
∆tstep +
+
(
B̂step + δBstep (t− 1)
)
∆tstep + wstep (5.27)
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rfixy (t) = r
fix
y (t− 1) + cos
(
ψ (t− 1) +
(
ω˜frdz − bfrdgyr,z (t− 1)− wfrdgyr,z
)
∆t
)
Slen
,with Slen =
(
Âstep + δAstep (t− 1)
)(
âfrdz,max − âfrdz,min
)
∆tstep +
+
(
B̂step + δBstep (t− 1)
)
∆tstep + wstep (5.28)
5.1.6 RSS Measurement Based Positioning
The RSS based ranging was discussed in sub-section 3.1.3 and mathematically described by
eq. 3.10. Eq. 3.3 can be substituted into eq. 3.10:
Pi = P0 − 5np log
(
(xi − x (t))2 + (yi − y (t))2 + (zi − z)2
)
(5.29)
As assumed previously, the diﬀerence between RN and pedestrian worn RF antenna alti-
tude (height above the ground) are constant and known, so eq. 5.29 can can redeﬁned:
Pi = P0 − 5np log
(
(xi − x (t))2 + (yi − y (t))2 + ∆z2
)
(5.30)
As discussed previously, eq. 5.30 describes the large-scale wireless channel variations (path
loss). The middle-scale variations (slow fading) which are modeled by the shadowing power
loss Li, and which are indoors caused by the building arrangement (walls, furniture etc.) [42],
can be added into eq. 5.29:
Pi = P0 − Li − 5np log
(
(xi − x (t))2 + (yi − y (t))2 + ∆z2
)
(5.31)
Now all of this variables need to be measured, estimated or diﬀerently modeled. It will be
assumed, that the received reference power P0 and the path-loss exponent np coarse estimates
(P̂0 and n̂p) will be set-up during the RNs network installation (if not nominal values will be
used) and the ﬁne values will be estimated within proposed algorithm (state space of the ﬁlter
will be augmented) as the diﬀerences (δP 0 and δnp):
P0 = P̂0 + δP 0 (5.32)
np = n̂p + δnp (5.33)
Since the received reference power and path-loss exponent diﬀerences will be added to the
state space their dynamic models need to be deﬁned. The ﬁrst order Gauss Markov process
will be used for both variables:
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δP 0 (t) = exp
(
− ∆t
2τP0
)
δP 0 (t− 1) + wP0GM (5.34)
δnp (t) = exp
(
− ∆t
2τnp
)
δnp (t− 1) + wnpGM (5.35)
Eq. 5.34 and eq. 5.35 show the discrete versions of the deﬁned Gauss Markov processes,
where ∆t is sampling period, τP0 and τnp are time constants, and wP0GM and wnpGM are the
process driving noises.
Since one of the requirements was not to use any a priory known map (just the RNs
positions -
[
xi yi
]
), the shadowing power loss needs to be estimated or modeled. A typ-
ical approach is to account for the mean power loss in the received reference power P0 and
then describe the statics with log normal distribution (which incorporates also the small scale
variations); as described in sub-section 3.1.3. The shadowing power loss from the measure-
ments between reference nodes (will be described in Section 5.2) will be estimated, where also
the statistics of this estimation noise wLi will be evaluated. The small scale variations (fast
fading) and receiver noise will be modeled as one additional log-normal measurement noise
wRSS . Once all the available a priory known variables, measurements, estimates and noise
approximations are used eq. 5.31 can be rewritten into eq. 5.36:
P˜i = −5
(
n̂p + δnp (t)
)
log
((
rfixx,RN,i − rfixx (t)
)2
+
(
rfixy,RN,i − rfixy (t)
)2
+ ∆z2
)
+
+ P̂0 + δP 0 (t)− L̂i − wLi + wRSS (5.36)
Eq. 5.36 represents the RSS measurement from one RN and enables the usage of tight
integration scheme.
5.1.7 Proposed System Dynamics and Measurement Models
The system dynamics and measurement models are summarized in this subsection. The state
space is to be described ﬁrst (eq. 5.37):
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
rfixx
rfixy
ψ
bfrdgyr,z
δAstep
δBstep
δP0
δnp

(5.37)
The state space consists of: horizontal position (rfixx and r
fix
y ), heading (ψ), vertical
gyroscope bias (bfrdgyr,z), errors of vertical acceleration and step length linearized relationship
parameters (slope and intercept: δAstep and δBstep), error of received reference power coarse
value (δP0) and error of path loss exponent coarse value (δnp).
The discrete time system dynamics model described in eq. 5.38 summarizes eq. 5.7, eq.
5.8, eq. 5.22, eq. 5.23, eq. 5.27, eq. 5.28, eq. 5.34, and eq. 5.35 and will be used as a
prediction step of proposed fusion ﬁlter.
rfixx (t) = r
fix
x (t− 1) + sin
(
ψ (t− 1) +
(
ω˜frdz − bfrdgyr,z (t− 1)− wfrdgyr,z
)
∆t
)
Slen
,with Slen =
(
Âstep + δAstep (t− 1)
)(
âfrdz,max − âfrdz,min
)
∆tstep +
+
(
B̂step + δBstep (t− 1)
)
∆tstep + wstep
rfixy (t) = r
fix
y (t− 1) + cos
(
ψ (t− 1) +
(
ω˜frdz − bfrdgyr,z (t− 1)− wfrdgyr,z
)
∆t
)
Slen
,with Slen =
(
Âstep + δAstep (t− 1)
)(
âfrdz,max − âfrdz,min
)
∆tstep +
+
(
B̂step + δBstep (t− 1)
)
∆tstep + wstep
ψ (t) = ψ (t− 1) +
(
ω˜frdz − bfrdgyr,z (t− 1)− wfrdgyr,z
)
∆t
b
frd
gyr,z (t) = exp
(
− ∆t
2τ frdgyr,z,GM
)
b
frd
gyr,z (t− 1) + wfrdgyr,z,GM
δAstep (t) = exp
(
− ∆t
2τAstep
)
δAstep (t− 1) + wAstepGM
δBstep (t) = exp
(
− ∆t
2τBstep
)
δBstep (t− 1) + wBstepGM
δP 0 (t) = exp
(
− ∆t
2τP0
)
δP 0 (t− 1) + wP0GM
δnp (t) = exp
(
− ∆t
2τnp
)
δnp (t− 1) + wnpGM (5.38)
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The model is non-linear, but all the noises are modeled as white and Gaussian so the
sampling from the proposed system dynamic model is straightforward.
The tight integration of RN based positioning and the pedometer is proposed in this thesis.
The number of available RSS ranging measurements to the RN will deﬁne the dimension of
measurement vector.
The measurement model is similar for the whole measurement vector and is based on the
eq. 5.36:
P˜i = −5
(
n̂p + δnp (t)
)
log
((
rfixx,RN,i − rfixx (t)
)2
+
(
rfixy,RN,i − rfixy (t)
)2
+ ∆z2
)
+
+ P̂0 + δP 0 (t)− L̂i − wLi + wRSS (5.39)
Although eq. 5.39 is the same as eq. 5.36, it was repeated in order to have summarized
system dynamics and measurement models at one place.
5.1.8 Fusion Filter
Fusion Filter Selection
Since both system dynamics and measurement models are non-linear and the quality of sensors
is assumed to be low, some type of global fusion ﬁlter is needed for the navigation algorithm
proposed in the previous subsections. Because the measurement error model is multi-modal
(as will be seen in the up-coming section) it would be logical to use Gaussian sum ﬁlter.
Unfortunately the system dynamic model and all the measurement modes are also non-linear
so the classical Gaussian sum ﬁlter based on the bank of Extended (ﬁrst-order) Kalman ﬁlters
cannot be used and some higher order ﬁlter needs to be deployed. In fact, the measurement
error model can be decomposed on a sum of multiple (two for dual channel loss mapping)
log-normal distributions.
This highly non-linear measurement error model could be mitigated by usage of a bank of
Unscented (Sigma-point) Kalman ﬁlters as described in [48], but including also the changes
needed for the system dynamics model (which was not addressed in [48]) would form a complex
solution. Also the selection of order of linearization (number of sigma-points) would constitute
another interesting but time consuming task, so the Gaussian sum ﬁlter is oﬀ the game.
Finally, due to the complex system dynamics model and relatively high number of states the
particle ﬁlter was selected over the histogram ﬁlter.
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Fusion Filter Implementation
Figure 5.3: Fusion ﬁlter ﬂow chart
Due to the previously mentioned reasoning, the PF was selected to be used in proposed
navigation algorithm. Since there exist many types of PF selected implementation is described.
Sampling importance re-sampling particle ﬁlter with systematic re-sampling triggered by the
estimated eﬀective sample size threshold (see subsection 3.4.2 for details) is to be used as part
of the navigation algorithm.
The sampling uncertainty is propagated based on the state space noises as deﬁned in the
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system dynamics model (eq. 5.38) not based on an artiﬁcial constants as proposed in [3]. The
ﬂow chart shown on Figure 5.3 depicts the simpliﬁed algorithm of fusion ﬁlter.
The accelerometer measurements are ﬁltered with low-pass ﬁlter with long (relatively to
the system/pedestrian dynamics) time constant to estimate the Gravity. Then the speciﬁc
force is ﬁltered once again (low-pass ﬁlter with short time constant) to lower the noise and
the Gravity is subtracted next. Since the low-pass ﬁlter is not able to diﬀer Gravity from the
accelerometer bias, the bias is also inherently suppressed via this subtraction.
The estimated Gravity is used to compute the roll & pitch angles and both, accelerometer
and gyroscope measurements are leveled (the coordinate frame is rotated to have the x and
y axis in the horizontal plane; as described in Subsection 5.1.3). As stated in the previous
paragraph, the Gravity estimation includes also the accelerometer bias and the roll & pitch
will be just coarse estimates, but will be suﬃcient for proposed algorithms.
The vertical acceleration is used in the pedometer to detect the step (which triggers the
new ﬁlter epoch) and to estimate the step length. The vertical angular rate and the distance
traveled comprises the control signals used in the ﬁlter prediction step, which is propagating
the particle set (representing the belief estimates from previous step) due to the state space
noises. According to the RSS based ranging and measurement model, the samples are weighted.
Afterwords, the weighted particle set eﬀective sample size is enumerated and if it is lower than
a predeﬁned threshold (M threff ) the systematic re-sampling algorithm is applied on this particle
set. In the end, the mean of estimated values are computed using the weighted average of the
particle set.
Fusion Filter Alignment
The ﬁlter is initialized based on these values:
 2-D position - horizontal position MLE from the current RSS measurements
 Heading - computed from the horizontal velocity - position diﬀerence from the latest two
horizontal position MLE based on RSS measurements
 Gyroscope bias - zeroed
 Forward acceleration and walking speed linearized relationship parameters (slope and
intercept) - their nominal values
 The reference power loss and path-loss exponent - their nominal values
5.1.9 Section Summary
The system dynamics and measurement models were derived and summarized. Both models
contain predictions from previous step, a priory deﬁned constants or uncertainties (in the form
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of noises), so the estimator can be proposed. The only exception is the RSS signal shadowing
power loss, which will be estimated from the inter RN's measurements and will be described
in the upcoming section 5.2.
Based on the properties of derived system dynamics and measurement models, the fusion
ﬁlter was selected: sampling importance re-sampling particle ﬁlter with systematic re-sampling
triggered by the estimated eﬀective sample size threshold.
5.2 Wireless Channel Loss Mapping
For illustration, a simple example of ﬁve RNs and one BN (Figure 5.4) will be described ﬁrst.
Four RNs (RN1-RN4) are used to construct a shadowing power loss statistical map and one
RN (RN5) to navigate the BN (which is in fact a pedestrian) with the RSS measurements and
usage of the previously constructed power loss map.
Figure 5.4: Wireless channel loss example 1
As one can see, the space was divided on a rectangular grid and it was assumed that the
obstacle, which is causing the power loss, can be drawn from such rectangular parts (it is
in fact a block with size: <grid size> x <grid size> x <room height>). Firstly, the map
of shadowing power loss will be build. RN1 and RN2 observed 3dB and RN3 and RN4 4dB
loss on their mutual measurement. For the sake of simplicity, it will be assumed that the
whole power loss is located at one cell of the grid and the receivers of all RNs and BN are
of the same quality and the measurement errors can be described by an additive log normal
N
(
Pij (dBm) , σ2RSS
)
(Gaussian if expressed in decibels) noise.
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The measured loss 3 dB between RN1 and RN2 can be in one of the ﬁve cells (p1 = 1/5) and
was measured with the noise of variance σ2Pw1. Since the same quality of both RN receivers was
assumed, the loss is an average of two measurements where RN1 and RN2 are either receiving
or transmitting the signal and these two measurements can be considered to be independent,
the power loss and noise variance can be computed as follows (eq. 5.40 and eq. 5.41):
Pw1 =
PRN1,RN2 + PRN2,RN1
2
(5.40)
σ2Pw1 =
σ2RN1,RN2
4
+
σ2RN2,RN1
4
=
σ2RSS
2
(5.41)
In the same manner, the measured loss 4 dB between RN3 and RN4 can be in one of the
four cells (p2 = 1/4) and was measured with the noise of variance σ2Pw2.
σ2Pw2 =
σ2RN3,RN4
4
+
σ2RN4,RN3
4
=
σ2RSS
2
(5.42)
Once the range of BN to RN5 is to be determined, one can see, that based on the map of
shadowing power loss, there exist four hypothesis about the power loss in this measurement:
 0dB shadowing power loss hypothesis
 3dB shadowing power loss hypothesis
 4dB shadowing power loss hypothesis
 7dB shadowing power loss hypothesis
Let's deﬁne probability distributions and weights/ probabilities for the hypotheses and con-
struct the overall probability density function as a sum of Gaussians as described in sub-section
3.3.2. 7 dB loss hypothesis will be investigated ﬁrst:
Pw1,2 = Pw1 + Pw2 = 7dB (5.43)
p(L̂RN5 = 7dB) = p1p2 (5.44)
σ27dB = σ
2
RN5,BN + σ
2
Pw1 + σ
2
Pw2 = 2σ
2
RSS (5.45)
The probability of 7 dB hypothesis is equal to the probability that both power loss's (3dB
and 4dB) will be located in the cells on the connection between RN5 and BN (eq. 5.44). The
variance of the error consists of the measurement error (measurement between RN5 and BN)
and the covariances of 3dB and 4dB power loss's (eq. 5.45).
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The probability of 4dB hypothesis is the probability that the 4dB power loss will be located
in the appropriate cell and the exclusion of 7dB hypothesis probability (eq. 5.46). The variance
of the error consist of the measurement error (measurement between RN5 and BN) and the
covariances of 4dB power loss (eq. 5.47).
p(L̂RN5 = 4dB) = p2 − p1p2 (5.46)
σ24dB = σ
2
RN5,BN + σ
2
Pw2 =
3
2
σ2RSS (5.47)
The probability of 3dB hypothesis is the probability that the 3dB power loss will be located
in the appropriate cell and the exclusion of 7dB hypothesis probability (eq. 5.48). The variance
of the error consist of the measurement error (measurement between RN5 and BN) and the
covariances of 3dB power loss (eq. 5.49).
p(L̂RN5 = 3dB) = p1 − p1p2 (5.48)
σ23dB = σ
2
RN5,BN + σ
2
Pw1 =
3
2
σ2RSS (5.49)
The probability of 0dB hypothesis is to assure the sum of 1 over all the hypothesis (eq. 5.50
and eq. 5.51). The variance of the error consists only of the measurement error (measurement
between RN5 and BN), see eq. 5.52.
p(L̂RN5 = 0dB) = 1− p(L̂RN5 = 3dB)− p(L̂RN5 = 4dB)− p(L̂RN5 = 7dB) (5.50)
p(L̂RN5 = 0dB) = 1− p1 − p2 + p1p2 (5.51)
σ20dB = σ
2
RN5,BN = σ
2
RSS (5.52)
The graphical representation of the ﬁnal probability density function can be seen on Figure
5.5. We should point out that all the hypothesis are depicted after weighting, so not each of
them but the sum of them has the surface below the curvature (total probability) equal to 1.
The mean of the shadowing power loss can be computed based on eq. 3.101. The mean of
example 1 is 1.6 dB.
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Figure 5.5: Probability density function of example 1
Figure 5.6: Wireless channel loss example 2
Before the whole proposed algorithm will be described in general, two another examples
will be analyzed. As one can see on Figure 5.6, the connection between BN and RN3 (which
is now used for ranging) intersects more cells with the possibility of 3dB shadowing power loss
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and the probability p1 was increased (p1 = 3/5). It is important to point out, that every cell
needs to have deﬁned competence to a measurement so the corresponding probabilities could
be associated.
The graphical representation of the ﬁnal probability density function can be seen on Figure
5.7. The mean of example 2 is 2.8 dB.
Figure 5.7: Probability density function of example 2
The layout of the last example can be seen one Figure 5.8.
The main diﬀerence due to the example 1 is that there exist the cells (numbered 1, 4,
and 5), where two RN to RN measurements are available. This advantage will be used and
a new hypothesis added (called single loss hypothesis), that RN1 to RN2 and RN1 to RN3
measurements are observing a power loss due to the same obstacle and the diﬀerence in power
loss (Pw1 and Pw2 ) between these two measurements is due to the noise (σ2Pw1 and σ
2
Pw2).
Cells 3 and 6 corresponds to the 3dB power loss hypothesis and cell 2 to the 4dB power loss
hypothesis. These hypotheses exist for the example:
 0dB shadowing power loss hypothesis
 4dB shadowing power loss hypothesis
 Single shadowing power loss hypothesis
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Figure 5.8: Wireless channel loss example 3
As one can see, there is no 7dB hypothesis as compared to the example 1. This is because
once there would be a power loss in cell 4 the single loss hypothesis will occur, since both RN
measurements are intersecting the cell 4 and no loss can be assigned to cell 2. Let's deﬁne
probability distributions and weights/probabilities for the hypotheses and construct the overall
probability density function as a sum of Gaussians as described in sub-section 3.3.2. Single
loss hypothesis will be investigated ﬁrst:
PwS =
σ2Pw2
σ2Pw1 + σ
2
Pw2
Pw1 +
σ2Pw1
σ2Pw1 + σ
2
Pw2
Pw2 (5.53)
The power loss of a single hypothesis (PwS) was computed based on eq. 3.18. Since all
measurement noises are assumed to have the same characteristics, eq. 5.53 can be simpliﬁed:
PwS =
Pw1
2
+
Pw2
2
= 3.5dB (5.54)
To compute the probability of the single loss hypothesis, the probability for all three cells
(1, 4, 5) with this hypothesis (by using the probability of complement events) will be computed
ﬁrst and then uniformly distributed among these cells.
p(L̂RN4 = 3.5dB) =
1− (1− 3p1) (1− 3p2)
3
= p1 + p2 − 3p1p2 (5.55)
But since eq. 5.55 would aﬀect the probability over the RN to RN measurements not to
sum to one the probabilities p1and p2 need to be recomputed.
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p(L̂RN4 = 3.5dB) = p̂1 + p̂2 − 3p̂1p̂2
p̂1 =
1− 3p(L̂RN4 = 3.5dB)
5− 3
p̂2 =
1− 3p(L̂RN4 = 3.5dB)
4− 3
(5.56)
By solving the system of equations (eq. 5.56), the probabilities/ weights for all other cells
will be updated, too; p̂1 belongs to cells 3 and 6 and p̂2 to cell 2. The measurement noise
between the two RNs for the single loss hypothesis can be computed based on eq. 5.54, with
substituted eq. 5.40, and eq. 5.42:
σ2PwS =
σ2Pw1
4
+
σ2Pw2
4
=
1
4
σ2RSS (5.57)
Then the measurement noise for the single hypothesis is:
σ23.5dB = σ
2
RN4,BN + σ
2
PwS =
5
4
σ2RSS (5.58)
Since by solving the system of eq. 5.56, we have also solved the probability/ weight for
cell 2, which represented the 4dB hypothesis; we can state:
p(L̂RN4 = 4dB) = p̂2 (5.59)
The noise characteristics are similar to the eq. 5.47:
σ24dB = σ
2
RN4,BN + σ
2
Pw2 =
3
2
σ2RSS (5.60)
The 0dB hypothesis can be characterized according to eq. 5.50, and eq. 5.52:
p(L̂RN4 = 0dB) = 1− p(L̂RN4 = 3.5dB)− p(L̂RN4 = 4dB) (5.61)
σ20dB = σ
2
RN4,BN = σ
2
RSS (5.62)
The graphical representation of the ﬁnal probability density function can be seen on Figure
5.9. The mean of example 3 is 1.71 dB.
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Figure 5.9: Probability density function of example 3
5.2.1 Wireless Channel Loss Map Forming
The shadowing power loss statistical map needs to be formed ﬁrst. The basic principles were
described in the introduction to this section and these examples will be generalize and another
required rules will be added next.
Grid deﬁnition
The 2-D position space needs to be divided onto a cell grid. The square grid was selected due
to its simplicity. These steps are undertaken:
 The cell dimension dGRID is deﬁned.
 The position space is covered by the grid of cells.
 The RNs are approximately assigned to speciﬁc cells.
Usage of RSS Measurement between RNs
Firstly following constant needs to be deﬁned:
L̂wall A nominal value of the loss due to the wall/obstacle. It is assumed assuming that:
L̂wall > σRSS .
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The RSS measurements between RNs can be used to deﬁne the loss hypothesis to the cells,
which intersects the connection of the given RNs. Following procedure needs to be undertaken.
The power loss PwRNi,j is computed as follows (eq. 5.63):
PwRNi,j = P̂0 − P˜i − 5n̂p log
((
rfixx,RN,i − rfixx,RN,j
)2
+
(
rfixy,RN,i − rfixy,RN,j
)2
+ ∆z2
)
(5.63)
Once it was assumed the receivers of all RNs are of the same quality eq. 5.40 can be used
to compute the measurement noise variance of averaged measurement between RNs i and j:
σ2PwRNi,j =
σ2RNi,RNj
4
+
σ2RNj,RNi
4
=
σ2RSS
2
(5.64)
The number of cells MRNi,j intersected by the RN i to RN j connection is calculated by
a simple geometrical mean and used to compute the probability the power loss is situated in
one of the cells (eq. 5.65):
pRNi,j =
1
MRNi,j
(5.65)
If PwRNi,j ≤ σRSS , then it will be assumed there is no loss in the measurement and the
diﬀerence is due to the measurement noise and the power loss and associated probability are
changed as follows (eq. 5.66 and eq. 5.67):
P̂wRNi,j = 0 (5.66)
p̂RNi,j = 1 (5.67)
If PwRNi,j > 1.5L̂wall, then it will be assumed there is more than one wall/ obstacle in
more cells and the power loss and associated probability are changed as follows:
P̂wRNi,j =
PwRNi,j
ceil
(
PwRNi,j
L̂wall
) (5.68)
p̂RNi,j =
ceil
(
PwRNi,j
L̂wall
)
MRNi,j
(5.69)
Where ceil stands for round towards plus inﬁnity.
For further computations, it will be simpler (although it is not natural) to rather increase
the total probability (eq. 5.70):
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p̂F,RNi,j = ceil
(
PwRNi,j
L̂wall
)
(5.70)
Then the weight can be kept on the same level as in eq. 5.65 (eq. 5.71):
pRNi,j =
p̂F,RNi,j
MRNi,j
(5.71)
The hypotheses (formed by the RN to RN measurements) are assigned to the cells inter-
secting given RNs connection. If there exists a set of cells (the count of these cells is Mc),
which all have the same set of (more then one) hypotheses (deﬁned by a set H1 (i, j) with
Nc elements) other cells hypothesis with the same hypotheses are found and a new single loss
hypothesis is constructed. This hypothesis is assuming all the RN to RN measurements are
preferring to the same wall/obstacle and its characteristics are computed as follows (eq. 5.72,
eq. 5.73, and eq. 5.74):
p[x,y] =
1
Mc
1− ∏
i,j∈H1(i,j)
(1−McpRNi,j)
 (5.72)
Pw[x,y] =
∑
i,j∈H1 PwRNi,j
Nc
(5.73)
σ2Pw[x.y] =
σ2PwRNi,j
Nc
=
σ2RSS
2Nc
(5.74)
Where the index [x, y] stands for the coordinates of the cell. Eq. 5.72, eq. 5.73, and
eq. 5.74 are eq. 5.55, eq. 5.54, and eq. 5.57, respectively extended for higher number of
hypotheses.
As discussed with eq. 5.56, the probabilities for single measurements pRNi,j should also be
updated to sum up to the desired total probability p̂F,RNi,j (see eq. 5.71). The dependencies
among the RN to RNmeasurements are increasing due to the cells where more then just one RN
to RN measurement is available. For example, if there exist four RNs and the measurement
RN1 to RN2 intersects RN2 to RN3 and RN2 to RN3 intersects RN3 to RN4, then when
computing the weight of RN1 to RN2 connection related cells it is needed to take into account
also cells related to RN3 to RN4 connection although these connections are not intersecting.
The best choice is to solve the whole system of dependent cells (there can exist more such
systems in the navigation area). As seen in eq. 5.56, a system of non-linear algebraic equations
(eq. 5.75) can be constructed:
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For every set of cells with more then one hypothesis add eq.:
p[x,y] =
1
Mc
1− ∏
i,j∈H1(i,j)
(1−McpRNi,j)

For every set of cells with only one hypothesis add eq.:
p[x,y] = p̂RNi,j =
ceil
(
PwRNi,j
L̂wall
)
−∑k,l∈H2 p[k,l]
MRNi,j −Nd
(5.75)
Where H2 ([x, y]) is a set of Nd elements, which contains the cells, which intersects the RN
i and RN j connection but has more then one RN to RN measurement hypothesis available.
Approximation of Cells with no Hypothesis
Once the RN to RN measurements information was assigned to the cells, there will be probably
some cells in the navigation area, which are not intersecting with any RN to RN measurement.
A linear average over all cells with assigned characteristics will be used:
p[x,y] =
∑
i,j∈H3(i,j) p[i,j]
Nq
(5.76)
Pw[x,y] =
∑
i,j∈H3(i,j) Pw[i,j]
Nq
(5.77)
σ2Pw[x.y] =
∑
i,j∈H3(i,j) σ
2
Pw[i.j]
Nq
(5.78)
Where H3 (i, j) is a set of Nq elements, which contains cells with characteristics deﬁned
based on the RN to RN measurements. Here it should be pointed out, that the cells, which
are occupied by the RNs are assumed to have a zero power loss.
5.2.2 Wireless Channel Loss Map Utilization
Once the shadowing power loss statistical map is built it can be used for RSS based positioning.
Multi hypothesis PDF is constructed for every RN to BN measurement. Following procedure
needs to be undertaken.
Navigation ﬁlter prediction is used to deﬁne the RN (pedestrian) position.
Based on the BN and RN i positions, a set (Qi ([x, y])) of cells that intersects this measure-
ment is constructed. This set is studied to ﬁnd the cells with similar hypothesis (Hi (h)) and
deﬁne the number of hypothesis (NHi) belonging to the investigated measurement. Since the
hypothesis can be independent (the situation, when they are dependent, will be considered in
the next item) all combinations of their occurrence need to be studied, too. It can be started
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with the combination that all hypothesis will occur. The characteristics can be deﬁned as
follows:
Pw,Hi(1),...,Hi(NHi) =
NHi∑
j=1
Pw,Hi(j) (5.79)
p(Hi (1) , . . . ,Hi (NHi)) =
NHi∏
j=1
p (Hi (j)) (5.80)
σ2Hi(1),...,Hi(NHi) = σ
2
RSS +
NHi∑
h=1
σ2PwQi(Hi(h)) (5.81)
Eq. 5.74 can be substituted into eq. 5.81:
σ2Hi(1),...,Hi(NHi) =
(
1 +
NHi∑
h=1
1
2Nc,Qi(Hi(h))
)
σ2RSS (5.82)
Eq. 5.79, eq. 5.80, and eq. 5.82 are similar to eq. 5.43, eq. 5.44, and 5.45, respectively,
only the number of hypothesis was increased.
Other combinations will be considered now. The combinations shall cover situation where
more then one but less then all hypothesis shall occur and the hypothesis which will occur are
dependent on the hypothesis, which will not occur. This dependency is due to another cells
with multiple hypothesis. The eq. 5.79, and eq. 5.82 can be used for these situations, too, the
correct set of hypotheses needs to be redeﬁned only. But the eq. 5.80 needs to be modiﬁed
(see eq. 5.83) because the probability of a hypothesis subset already includes the probability,
which needs to be assigned to the lower level hypothesis subset or full-set.
p
(
Hi (1) , . . . ,Hi (M) , Gi (1) , . . . , Gi (N)
)
= p (Hi (1) , . . . ,Hi (M))−
−∑Nj=1 p (Hi (1) , . . . ,Hi (M) , Gi (j)) +∑
1≤j<k≤N p (Hi (1) , . . . ,Hi (M) , Gi (j) , Gi (k))− . . .+
+ (−1)N−1 p (Hi (1) , . . . ,Hi (M) , Gi (1) , . . . , Gi (N))
(5.83)
Where Hi (h) representsM hypothesis which shall occur and Gi (h) represents N hypothe-
ses, which shall not occur. Eq. 5.83 can be again understand as an extension of eq. 5.46, and
eq. 5.48.
The ﬁnal combination which shall be investigated is the situation, where only one hypothe-
sis shall occur, but is dependent on the hypothesis, which shall not occur. In the same manner
as in eq. 5.83 the full-set and all sub-set probabilities needs to be subtracted (eq. 5.84):
CHAPTER 5. PROPOSED SOLUTION 79
p
(
Hi, Gi (1) , . . . , Gi (N)
)
= p (Hi)−
∑N
j=1 p (Hi, Gi (j)) +
+
∑
1≤j<k≤N p (Hi, Gi (j) , Gi (k))−∑
1≤j<k<l≤N p (Hi, Gi (j) , Gi (k) , Gi (l)) + . . .+
+ (−1)N−1 p (Hi, Gi (1) , . . . , Gi (N))
(5.84)
The proof of eq. 5.83 and eq. 5.84 can be done via mathematical induction. Since the
wireless channel loss mapping will be later approximated by dual wireless channel loss mapping,
the proof was skipped.
Referring to example 3, the situation changes once there exist(-s) (at least one) cell(-s)
with the combined hypothesis (more then one RN to RN measurements were used to deﬁne
the hypothesis for the cell(-s)), which intersects the connection between BN and RN i. Then
this combined hypothesis is another hypothesis to be reﬂected in eq. 5.83, and eq. 5.84.
But since it is dependent to all the measurement hypotheses which were used to deﬁne it the
second order combinations between this ﬁrst order combined hypothesis and the measurement
hypothesis are forbidden. This principle is valid also for higher order combination hypothesis.
If there exist Ns (more then one) cells on the connection between the BN and RN i, which
have the same hypothesis Hi, all these cells will be treated together and the probability of this
hypothesis will be modiﬁed in following manner:
p̂ (Hi) = Nsp (Hi) (5.85)
The other characteristics of the hypothesis (power loss and measurement noise) shall not
be modiﬁed. See example 2 for application of this principle.
For areas with fairly heterogeneous distribution of the power loss over the space, the BN
to RN measurement sum of hypothesis probabilities/ weights can be more then one. This can
happen due to the approximation of the cells with no hypothesis (no RN to RN measurement
is available) and it shall be solved by not using this approximation for the points in the BN
to RN measurement.
Note: With increasing the predicted distance between BN and RNs (increasing the number
of grid points traveled), the probability distribution will converge to a Gaussian (log-normal)
distribution.
5.2.3 Basic Demonstration of Usage of Wireless Channel Loss Mapping
To sum up the proposed wireless channel loss mapping the usage of proposed algorithm will
be demonstrated on another example (see Figure 5.10), which is more complex as compared
to the basic examples (1, 2, and 3) from the beginning of this section.
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Figure 5.10: Wireless channel loss ﬁnal example
Wireless Channel Loss Map Forming
It will be deﬁned ﬁrst (eq. 5.86) :
L̂wall = 3dB
σ2RSS = 1dB
2
(5.86)
As it can be seen, the only RN to RN without any intersection with other RN to RN
measurement are RN1 to RN2 and RN3 to RN4, so the connection RN1 to RN2 will be
investigated ﬁrst.
pRN1,2 =
1
3
Pw,RN1,2 = 3dB
σ2Pw,RN1,2 =
σ2RSS
2
(5.87)
Since for RN3 to RN4 PwRN3,4 ≤ σRSS is valid, eq. 5.66 and eq. 5.67 will be applied:
CHAPTER 5. PROPOSED SOLUTION 81
pRN1,2 = 1
Pw,RN1,2 = 0dB
σ2Pw,RN1,2 =
σ2RSS
2
(5.88)
Since for other RN to RN measurement PwRNi,j > 1.5L̂wall is valid the power loss and the
total probability will be updated as described in eq. 5.68 and eq. 5.70:
P̂wRN1,3 =
6
2
;p̂F,RN1,3 = 2
P̂wRN1,4 =
5
2
;p̂F,RN1,4 = 2
P̂wRN2,3 =
7
2
;p̂F,RN2,3 = 2
P̂wRN2,4 =
6
2
;p̂F,RN2,4 = 2
(5.89)
The other RN to RN measurements are also dependent so the system of equations will be
built as described in eq. 5.75:
p[2,2] = 1− (1− p̂RN1,3) (1− p̂RN1,4)
p[1,8] = 1− (1− p̂RN1,3) (1− p̂RN2,3)
p[3,6] = 1− (1− p̂RN1,4) (1− p̂RN2,3)
p[4,7],[4,8] =
1
2
(1− (1− 2p̂RN1,4) (1− 2p̂RN2,4))
p[5,3],[6,2] =
1
2
(1− (1− 2p̂RN2,3) (1− 2p̂RN2,4))
p̂RN1,3 =
2− p[2,2] − p[1,8]
8− 2
p̂RN1,4 =
2− p[2,2] − p[3,6] − 2p[4,7],[4,8]
9− (1 + 1 + 2)
p̂RN2,3 =
2− 2p[5,3],[6,2] − p[3,6] − p[1,8]
10− (2 + 1 + 1)
p̂RN2,4 =
2− 2p[5,3],[6,2] − 2p[4,7],[4,8]
9− (2 + 2)
(5.90)
The solution of system of equations 5.90 is enumerated in eq. 5.91:
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p[2,2] = 0.346
p[1,8] = 0.331
p[3,6] = 0.280
p[4,7],[4,8] = 0.283
p[5,3],[6,2] = 0.270
p̂RN1,3 = 0.221
p̂RN1,4 = 0.162
p̂RN2,3 = 0.142
p̂RN2,4 = 0.179
(5.91)
As described in eq. 5.73, the power loss for cells with more then one hypotheses need to
be deﬁned now:
Pw[2,2] =
3 + 2.5
2
Pw[1,8] =
3 + 3.5
2
Pw[3,6] =
2.5 + 3.5
2
Pw[4,7],[4,8] =
2.5 + 3
2
Pw[5,3],[6,2] =
3.5 + 3
2
(5.92)
Eq. 5.74 will be used to deﬁne the measurement noise:
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σ2Pw[2,2] =
σ2RSS
4
σ2Pw[x1,8] =
σ2RSS
4
σ2Pw[3,6] =
σ2RSS
4
σ2Pw[4,7],[4,8] =
σ2RSS
4
σ2Pw[5,3],[6,2] =
σ2RSS
4
σ2PwRN1,3 =
σ2RSS
2
σ2PwRN1,4 =
σ2RSS
2
σ2PwRN2,3 =
σ2RSS
2
σ2PwRN2,4 =
σ2RSS
2
(5.93)
Finally, characteristics for the cells with no hypothesis needs to be computed, the average
over all deﬁned points will be used as described in eq. 5.76, eq. 5.77, and eq. 5.78. Since this
computation is fairly simple, just the results will be shown (eq. 5.94):
pNH,[x,y] = 0.145
Pw,NH[x,y] = 1.93
σ2Pw,NH[x.y] = 0.305
(5.94)
Wireless Channel Loss Map Utilization
RN1 to BN measurement will be used to demonstrate the usage of the channel loss map on the
construction of PDF. Since the hypothesis related to cell [2, 2] is dependent to the hypothesis
related to cells [3, 3] and [3, 4] (by the mean of RN1 to RN4 measurement), they cannot be
combined. There are only two possible combined hypothesis: the 2.5dB with 3.5dB hypotheses
(6dB hypothesis), and 2.75dB with 3.5dB hypothesis (6.25dB hypothesis).
There can be found these hypotheses on the RN1 to BN measurement (with the relation
to the cells):
 0dB hypothesis - no hypothesis occurs
 1.93dB hypothesis - cell [3, 2] - no hypothesis deﬁned for this cell so the averaged char-
acteristics were used
 2.5dB hypothesis - cells [3, 3] and [3, 4] - based on RN1 to RN4 measurement
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 2.75dB hypothesis - cell [2, 2] - based on combination of RN1 to RN3 and RN1 to RN4
measurements
 3.5dB hypothesis - cell [4, 4] - based on RN2 to RN3 measurement
 6dB hypothesis - both, 2.5dB and 3.5dB hypothesis shall occur
 6.25dB hypothesis - both, 2.75 and 3.5dB hypothesis will occur
Firstly, the probabilities/ weights will be deﬁned by using eq. 5.80, eq. 5.84, and eq. 5.85:
p(L̂RN1 = 6.25dB) = p[2,2]p̂RN2,3
p(L̂RN1 = 6dB) = (2p̂RN1,4) p̂RN2,3
p(L̂RN1 = 3.5dB) = p̂RN2,3 − p(L̂RN1 = 6dB)− p(L̂RN1 = 6.25dB)
p(L̂RN1 = 2.5dB) = p̂RN1,4 − p(L̂RN1 = 6dB)
p(L̂RN1 = 2.75dB) = p[2,2] − p(L̂RN1 = 6.25dB)
p(L̂RN1 = 1.93dB) = pNH,[x,y]
p(L̂RN1 = 0dB) = 1− p(L̂RN1 = 6dB)− p(L̂RN1 = 3.5dB)−
−p(L̂RN1 = 2.5dB)− p(L̂RN1 = 2.75dB)− p(L̂RN1 = 1.93dB)
(5.95)
The measurement noises can be characterized based on 5.82:
σ26.25dB =
(
1 +
1
2
+
1
4
)
σ2RSS
σ26dB =
(
1 +
1
2
+
1
2
)
σ2RSS
σ23.5dB =
(
1 +
1
2
)
σ2RSS
σ22.5dB =
(
1 +
1
2
)
σ2RSS
σ22.75dB =
(
1 +
1
4
)
σ2RSS
σ21.93dB =
(
1 +
1
2
+
1
2
)
σ2RSS
σ20dB = σ
2
RSS + σ
2
Pw,NH[x.y] = (1 + 0.305)σ
2
RSS
(5.96)
The graphical representation of the ﬁnal probability density function can be seen on Figure
5.11. The mean of RN1 to BN measurement is 2.13 dB.
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Figure 5.11: Probability density function of RN1 to BN measurement
5.3 Dual (Approximative) Wireless Channel Loss Mapping
Since the wireless channel loss mapping (described in Section 5.2) is a complex algorithm, the
number of variables (representing the hypothesis probabilities) can increase up to hundreds in
the real applications and the solution of the system of equations can be very computationally
demanding a simpliﬁed method is proposed next.
5.3.1 Dual Wireless Channel Loss Map Forming
List of all relevant RN to RN hypotheses for every cell will be constructed.
5.3.2 Dual Wireless Channel Loss Map Utilization
Based on the predicted pedestrian (BN) and RN i positions, a set (Qi ([x, y])) of cells that
intersects this measurement is constructed. This set of cells is used to build a set of all relevant
RN to RN hypothesis Hi (i, j) and the occurrence (Mc) of each RN to RN hypothesis in these
cells is enumerated. Only two (dual) hypotheses will be constructed:
 There is a single loss with these characteristics:
pL = 1−
∏
i,j∈Hi(i,j)
(1−McpRNi,j) (5.97)
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Pw,L =
∑
i,j∈Hi(i,j)McpRNi,jPwRNi,j∑
i,j∈Hi(i,j)McpRNi,j
(5.98)
σ2Pw,L =
(
1 +
NHi∑
h=1
1
2Mc
)
σ2RSS (5.99)
 There is no loss:
pnL = 1− pL (5.100)
Pw,nL = 0 (5.101)
σ2Pw,nL = σ
2
RSS (5.102)
Because probabilities are only approximative, there can occur a situation when the ap-
proximated probability of single loss hypothesis is pL > pL,thr. Where pL,thr is a maximum
probability assigned to single loss hypothesis. Then the single loss hypothesis is replaced by
multi loss hypothesis:
p̂L =
pL
ceil (pL − pL,thr) + 1 (5.103)
Pˆw,L = Pw,L (ceil (pL − pL,thr) + 1) (5.104)
σˆ2Pw,L = σ
2
Pw,L (ceil (pL − pL,thr) + 1) (5.105)
The setting of cells with no hypothesis needs to be redeﬁned for dual approximative wireless
channel loss map, too. The allocation of power into one cell will be computed and linearly
averaged over all RN to RN measurements:
Lavr =
∑
i,j∈H4(i,j) pRNi,jPwRNi,j
Nr
(5.106)
Where H4 (i, j) is a set of Nr elements, which contains all RN to RN measurements. If
there exist Navr cells with no RN to RN hypothesis, both, the no-loss and single (multi) loss
hypothesis standard deviations are updated accordingly:
σˆ2Pw,L = (σPw,L +NavrLavr)
2 (5.107)
σˆ2Pw,nL = (σPw,nL +NavrLavr)
2 (5.108)
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Thought it might be considered also to update the power loss (increase it by NavrLavr)
it will not be proposed in order to lower the dual approximation error. This error is due to
unmodeled correlations between the RN to RN hypotheses and causes the single power loss to
be higher.
The ﬁnal example as described in the previous subsection will be used to compare the dual
(approximative) wireless channel loss mapping and the basic one. The results for RN1 to BN
(see Figure 5.10) are depicted on Figure 5.12.
Figure 5.12: Dual and full wireless channel loss mapping comparison
5.4 Particle Filter Based Pedestrian Navigation Algorithm with
Dual Wireless Channel Loss Mapping
The ﬂow chart of the complete proposed algorithm (Particle Filter Based Pedestrian Nav-
igation Algorithm with Dual Wireless Channel Loss Mapping) can be seen on Figure 5.13.
Firstly, the wireless channel loss map is oﬀ-line formed based on the RSS ranging between all
RNs. The map needs to be processed and stored in one central point of RNs.
All the other computations are done in the BN. The inertial measurements are preprocessed
(as described in subsection 5.1.8) and the pedestrian (BN) state (position, heading, etc.) is
predicted based on the previous state, system dynamic model, and the control signals (inertial
preprocessing block outputs). The predicted position and dual wireless channel loss map are
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used to compute the estimate of shadowing power loss for each BN to RN measurement.
This shadowing power loss estimate, current RSS measurements, and measurement model are
employed to correct the ﬁlter prediction. Since the a posterior belief in a PF is represented by
a set of samples the means of the estimated states need to be computed ﬁnally.
Figure 5.13: Complete algorithm ﬂow chart
5.5 Proposed Solution Assumptions Summary
These assumptions has been taken during the algorithmic design:
 The angular acceleration due to the lever arm between leveled and forward-right-down
frames is assumed to be negligible.
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 The IMU tilt is constant over the averaging interval of the Gravity low-pass ﬁlter; this
ﬁlter is used to estimate the Gravity from the speciﬁc force measurement.
 The errors in the ﬁltered vertical acceleration can be neglected for the step length esti-
mation.
 The worn RF antenna is in approximately the same constant height above the ground.
 The pedestrian is moving along the same ﬂoor.
 The received reference power P0 and the path-loss exponent np coarse estimates (P̂0 and
n̂p) are set-up during the RNs network installation (if not the nominal values are used).
 The receivers of BN and all RNs has the same noise characteristics with variance σ2RSS .
 The nominal value of the loss due to the wall/ obstacle is bigger than the standard
deviation of the receiver measurement noise: L̂wall > σRSS .
 If the ratio between measured power loss between two RNs and loss due to wall/ obstacle
is: PwRNi,j > 1.5L̂wall, then it will be assumed there is more then one wall/ obstacle in
the cells on the line of sight between these two RNs.
 The cells, which are occupied by the RNs are assumed to have a zero power loss.
5.6 Proposed Solution Constants and Parameters Recapitula-
tion and Enumeration
The constants and parameters, which need to be set up for correct function of proposed
algorithm are listed in the Table 5.1. The setting of these parameters was done based on
the system characteristics (number of states, their dynamics, etc.) and via simulation results
optimization.
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Table 5.1: Constants and parameters recapitulation and enumeration
Constant/parameter
symbol
Constant/parameter description
Constant/parameter
value
τa
Time constant of acceleration averaging
low-pass ﬁlter
0.4 [s]
∆t IMU sampling period 0.01 [s]
wfrdgyr,z
Gyro angular random walk (additive
white noise)
σfrdgyr,z = 0.95
[
deg√
s
]
τ frdgyr,z,GM
Gauss Markov model time constant of
Gyroscope bias
30 [s]
wfrdgyr,z,GM
Gauss Markov model driving noises of
gyroscope bias
σfrdgyr,z,GM = 0.1
[
deg
s
√
s
]
τAstep
Gauss Markov model time constants of
walking speed linearized relationship
slope
10 [s]
τBstep
Gauss Markov model time constants of
walking speed linearized relationship
intercept
10 [s]
wAstepGM
Gauss Markov model driving noise of
walking speed linearized relationship
slope
σAstepGM = 0.1 [
√
s]
wBstepGM
Gauss Markov model driving noise of
walking speed linearized relationship
intercept
σBstepGM = 0.15
[
m
s
√
s
]
τP0
Gauss Markov model time constant of
reference power loss
10 [s]
τnp
Gauss Markov model time constant of
path-loss exponent
10 [s]
wP0GM
Gauss Markov model driving noise of
reference power loss
σP0GM = 4
[
dB√
s
]
wnpGM
Gauss Markov model driving noise of
path-loss exponent
σnpGM = 0.15
[
1√
s
]
wstep Step estimation additive noise 0.2 [m
√
s]
τg
Time constant of the Gravity averaging
low-pass ﬁlter
10 [s]
Âstep
Nominal value of walking speed linearized
relationship slope
0.8 [s]
B̂step
Nominal value of walking speed linearized
relationship intercept
0.2
[
m
s
]
P̂0 The reference power loss nominal value −31 [dBm]
n̂p The path-loss exponent nominal value 2.6 [−]
wRSS
The small scale variations (fast fading)
and receiver measurement noise
σRSS = 1.4 [dB]
M threff Eﬀective sample size threshold 500 [−]
L̂wall
Nominal value of the loss due to the
wall/obstacle
3 [dB]
pL,thr
Maximum probability assigned to single
loss hypothesis
0.6 [−]
Chapter 6
Evaluation
6.1 Evaluation Tools
The Matlab simulation environment was selected to evaluate the proposed algorithms. To sim-
ulate the realistic sensor readings, two validation tools were employed: Reference measurement
data set and I-Prop software.
Figure 6.1: The ﬂoor layout
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6.1.1 Reference Measurement Data Set for Multisensor Pedestrian Navi-
gation with Accurate Ground Truth
A reference measurement data set for multisensor pedestrian navigation with accurate ground
truth represents a measurement data set for testing and evaluating multi-sensor approaches
in pedestrian navigation. The measurements include both transitions from outdoor to indoor
and vice versa. Furthermore, segments with explicit 3-D character, such as ramps, stairs and
elevators are included. The measurements have been carried out in and around a lab and oﬃce
building. Ground truth reference points are provided with sub-centimeter accuracy [56].
Figure 6.2: Reference truth construction
This reference measurement data set is freely provided by the German Aerospace Center
(Deutschen Zentrums fuer Luft- und Raumfahrt - DLR) [57] and consists of these sensor
measurements: three IMUs (two mounted to the pedestrian foots and one in the pocket of the
pedestrian), magnetometer, barometric altimeter, GPS and active RFID tags. Only a part of
recorded data will be used in the evaluation, as the pedestrian walks through one ﬂoor of an
oﬃce. The ﬂoor layout and a ground truth check points, where the estimated position can be
validated, are depicted on Figure 6.1.
Since the number of ground truth check points is very low the whole reference trajectory
was constructed by interpolation between every neighboring check points and adopted as the
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reference truth. The inertial data processed (pedometer and vertical rotation) as described in
subsection 5.1.5 was used twice (in forward and backward direction) to construct the forward
and backward interpolated truth trajectory. A weighted average (the weighting factor was
based on the distance from the reference point) of these two trajectories has formed the
ground truth reference trajectory (Figure 6.2).
A High Precision Reference Data Set for Pedestrian Navigation using Foot-Mounted Iner-
tial Sensors [58] is freely available, too; although the ground truth is more precise, only the
foot-mounted IMU measurements are included.
Figure 6.3: Floor layout in I-prop environment
6.1.2 I-Prop Environment
I-Prop is a software tool for coverage planning of indoor wireless systems. Propagation predic-
tion models for multi-ﬂoor buildings enable a coverage analysis and design of 3D picocellular
networks [59].
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Although the reference measurement data set includes the RFID readings, the signal cov-
erage is very weak and the RSS measurements between the RNs are missing. Since these
measurements are crucial for the dual wireless channel loss mapping, the I-Prop environment
was combined with the reference measurement data set to form a new data set of logged/
simulated measurements needed for proposed algorithm. The I-prop environment with the
layout of relevant ﬂoor of the reference measurement data set, simulated RNs and the ground
truth check points, where the estimated position can be validated, are depicted on the Figure
6.3.
6.2 Evaluation Deﬁnition
To evaluate the proposed solution and appropriateness of each design decisions 6 diﬀerent
versions of fused navigation algorithms are evaluated. The LMS snap-shot solution based only
on RSS measurements is used as a baseline algorithm and ﬁnally, WLMS snap-shot solution
based on the RSS measurements and the dual wireless channel loss mapping is used to assess
the contribution of the mapping. Although in the real applications MLE is typically used
the LMS has very similar results (depends on the number of iterations of both algorithms)
and enables a simple update to the weighted least mean squares with wireless channel loss
mapping.
The snapshot algorithms were evaluated in every cell of the reference trajectory, but the
ﬁltered algorithms were evaluated every time the step was detected. Less evaluation points for
ﬁltered algorithms, then for snap-shot ones, will be seen, because the step length is typically
bigger than the selected grid distance.
6.2.1 Evaluated Algorithms
Two snap-shot algorithms (LMS and WLMS) and 6 diﬀerent versions of PFs were evaluated.
The number of PF states (4, 6, and 8) and usage of wireless channel loss mapping varies.
Least Mean Squares
As stated previously, LMS operates on the RSS measurements only. Though LMS is typically
implemented as iterative algorithm only a single iteration is required for our case, because
the ﬁrst evaluation point is initialized to the true position and then every new evaluation is
linearized based on the previous position, which in fact is always just the neighboring grid
point. So the further iterations would not bring an accuracy increase.
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Weighted Least Mean Squares with Dual Wireless Channel Loss Mapping
As compared to the LMS, WLMS uses on top of the RSS measurements also the dual wireless
channel loss mapping, which deﬁnes not only the mean of the channel loss but also the prob-
ability density function (in form of a sum of two Gaussian distributions). This is actually the
reason why the LMS needs to be weighted. Since the WLMS requires a Gaussian distribution
the two dual Gaussian hypotheses (resulted from the dual mapping) are merged into a single
Gaussian as described in Subsection 3.8.1.
4-state Particle Filter
The ﬁrst PF conﬁguration fuses the processed inertial data and RSS measurements. These
states are modeled: horizontal position (2 dimensions), heading, and vertical gyroscope bias.
The PF is triggered by the step detection, which also constitutes the evaluation points of the
trajectory.
4-state Particle Filter with Dual Wireless Channel Loss Mapping
This PF conﬁguration has the same 4 states as previous one but uses the dual wireless channel
loss mapping, too. Since PF is deployed the dual wireless channel loss probability density
function represented by mixture of two Gaussians can be used directly and a single Gaussian
does not have to be constructed as for WLMS.
6-state Particle Filter
The states modeling wireless channel parameters are added in this conﬁguration of PF. The
received reference power and path loss exponent diﬀerences to the nominal values are esti-
mated.
6-state Particle Filter with Dual Wireless Channel Loss Mapping
This PF conﬁguration has the same 6 states as previous one but uses the dual wireless channel
loss mapping, too.
8-state Particle Filter
The states modeling the linear function between the vertical acceleration diﬀerence and the
walking speed are added in this conﬁguration of PF. The slope and intercept diﬀerences to
the nominal values are estimated.
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8-state Particle Filter with Dual Wireless Channel Loss Mapping
This PF conﬁguration has the same 8 states as previous one but uses the dual wireless channel
loss mapping, too.
6.2.2 Algorithms Alignment
The PFs were initialized as described in Subsection 5.1.8. Because the LMS and WLMS are
snap-shot estimation algorithms the initial horizontal position was used only to deﬁne the ﬁrst
linearization point.
6.3 Results
As can be seen in Figure 6.6, 6.7, 6.8, 6.9, 6.10, and 6.11 and mainly in Table 6.1, all design
decisions were correct; the 8-state PF with dual wireless channel loss mapping is the most
accurate estimator and compared to the baseline LMS the accuracy was increased more than
twice. It is also interesting that the dual wireless channel loss mapping deployment has
comparable performance increase as the fusion with inertial sensors; compare the WLMS with
dual wireless channel loss mapping and all the PF without dual wireless channel loss mapping.
Table 6.1: Simulation results
Estimation
algorithm
LMS
WLMS &
Dual mapping
4-state PF
4-state PF &
Dual mapping
Linear error
[m]
1.063 0.601 0.717 0.660
Root mean
square error [m]
1.291 0.726 0.832 0.745
Estimation
algorithm
6-state PF
6-state PF &
Dual mapping
8-state PF
8-state PF &
Dual mapping
Linear error
[m]
0.572 0.485 0.527 0.479
Root mean
squared error [m]
0.653 0.581 0.599 0.569
One might be surprised by the high estimation accuracy (around 1 or even 0.5 m), it is
due to high density of simulated RNs. If a smart building, where the control is realized via
wireless network, would be assumed the results are representative.
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Figure 6.4: LMS estimation error
Figure 6.5: WLMS & Dual mapping estimation error
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Figure 6.6: 4-state Particle ﬁlter estimation error
Figure 6.7: 4-state Particle ﬁlter & Dual mapping estimation error
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Figure 6.8: 6-state Particle ﬁlter estimation error
Figure 6.9: 6-state Particle ﬁlter & Dual mapping estimation error
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Figure 6.10: 8-state Particle ﬁlter estimation error
Figure 6.11: 8-state Particle ﬁlter & Dual mapping estimation error
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The heading estimation error (depicted on Figure 6.12) is not very representative since
the reference heading was reconstructed from the inertial measurements only and there was
simulated just a single trajectory. All the estimated headings are comparable, we could prob-
ably say that at the end of trajectory the PF conﬁgurations with dual wireless channel loss
mapping are able to estimate the heading more accurately.
Neither of PF conﬁgurations was able to estimate the vertical gyroscope bias (see Figure
6.13). For the grade of used sensor we would expect static bias to be around 1 deg/s. Not
only the estimated values were far away from it, but neither of the estimates were stable.
It can be said that proposed ﬁlter set-up with heading estimation based only on gyroscope
measurements and the track angle (computed from two consecutive positions) with very poor
visibility does not enable the gyroscope bias estimation. In other words, the gyroscope bias is
not statistically observable.
In our RSS measurement model used in I-prop, the value of path loss exponent was set up
to 2, but the nominal value in our ﬁlters was set up to 2.6. As we can see on Figure 6.14, the
both 6-state PFs were able to estimate the path loss exponent quite well, but both the 8-state
PFs just kept the nominal value. It can be caused by the extended state space, which is for
8-state PFs not completely observable.
As we can see on Figure 6.15, all 6-state and 8-state PFs are oscillating around the nominal
value (31 dB) of received reference power. Oscillations of both 6-state PFs are of higher
magnitude, probably due to incorrect step estimation.
The parameters modeling the linear function between the vertical acceleration diﬀerence
and the walking speed (see Figure 6.16 and 6.17) converged for both versions (with and without
the dual wireless channel loss mapping) of 8-state PF.
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Figure 6.12: Heading estimation error
Figure 6.13: Gyroscope bias estimation
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Figure 6.14: np factor estimation
Figure 6.15: P0 oﬀset estimation
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Figure 6.16: As factor estimation
Figure 6.17: Bs oﬀset estimation
Chapter 7
Conclusions and Future Work
7.1 Thesis Summary
In this thesis, the focus was put on pedestrian navigation systems for indoor and urban areas.
The literature survey was conducted ﬁrst (Chapter 3). Then the objectives (formulate in
Chapter 2) were transformed into derived requirements (Chapter 4) which had the direct
eﬀect on the design decisions. Based on them, the appropriate sensor and environment models
were selected and the fusion of all available information was proposed in Chapter 5. All
the algorithms were designed in eﬀective and novel way, combining knowledge from diﬀerent
navigation applications (personal, robotics and aerial navigation).
The evaluation of proposed solution was done via simulations (Matlab) with usage of
external tools (Reference measurement data set for multisensor pedestrian navigation with
accurate ground truth and I-prop modeling environment) and it is shown in Chapter 6.
7.2 Achievements Evaluation
There was developed a navigation algorithm, which is suitable for low-cost pedestrian naviga-
tion system for indoor and urban environments where a network of wireless nodes was already
installed. The already installed should be understood in way that no special RF beacons are
required since the algorithm is based on RSS ranging and RSSI is typically available in most
modern wireless networks.
PF was deployed to fuse all the available information. This type of BF is able to process
high non-linearities, which were mainly in the proposed measurement model. The deployment
of tightly integrated ﬁlter has ensured a high ﬁdelity of the RSS measurement error spatial
distribution. A novel and accurate system dynamics model was proposed, too. This model
was incorporating correct statistical characteristics (no magic, artiﬁcial constants were used),
had reﬁned the step length estimation and estimation of the main RF channel parameters.
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The RN to RN measurements and their known positions were used to build a wireless
channel loss map distributed among the navigation area. The deployment of such a map in
navigation algorithms signiﬁcantly increases the positioning accuracy. There were proposed
two versions of wireless channel loss mapping: full (exhaustive) and dual (approximative).
The full mapping correctly enumerates the probabilities (weights) of each hypothesis. The
complexity of the full map forming algorithm is an issue because the number of variables
(representing the hypothesis probabilities) can increase up to hundreds in the real applications.
Since these variables are heavy correlated a solution of the system of equations needs to be
computed; which can be very computationally demanding and so simpliﬁed (dual mapping)
method was proposed. The discussed computational complexity was also the reason why only
the dual (approximative) wireless channel loss mapping was evaluated via simulations. This
approach approximates all the possible hypothesis by just two (loss/ no-loss).
The combination of main RF channel parameters estimation and wireless channel loss
mapping represents a novel and very eﬀective way of RSS ranging errors elimination and
easily balances out the disadvantage that the proposed solution was not tuned on the real
RF data. Such a tuning would also be valid just for the local area where the measurements
would have been collected. On the contrary, the proposed approach enables an automated
adaptation to arbitrary environments.
Let us switch from qualitative to quantitative conclusions. The proposed algorithm was
able to increase the accuracy more than twice as compared to the baseline LMS operating on
the RSS measurements (see Table 6.1 for complete numerical results)! LMS, WLMS, and 6
version of PF were evaluated, see Chapter 6 for detailed discussion on the results. The 8-state
PF with dual mapping should be considered as an algorithm proposed in this thesis. Based on
the results, it might be considered not to estimate the gyroscope bias. Because the pedometer
parameters estimation converged for 8-state PF but the wireless channel parameters only for
6-state PF there could be also developed a scheme where the pedometer parameters estimation
would be controlled.
Since the evaluation of proposed solution was done via simulations (Matlab) with usage of
external tools, it was assured that not only the fusion algorithms but also the models selected
in the solution were assessed independently.
Although only 2-D position estimation was proposed, the diﬀerence between transmitter
and receiver was compensated in the range measurements. The 2-D approach is well aligned
with the wireless channel loss mapping, which is also done in 2-D because the walls (the main
sources of channel loss) are typically vertical and are built from the ground to the ceiling. For
multi-ﬂoor buildings, the navigation algorithm should be supplement with ﬂoor detection.
The PF measurement update is triggered by the step detection and a part from the vertical
angular rate integration all the states dynamics are distretized with the sampling rate given
by this step detection. This fact might be a problem when the pedestrian stops and the
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integration interval is too long for Euler integration. So for real time implementation, the
system dynamics update triggering should be separated from the measurement update.
7.3 Next Steps
Firstly, the full (exhaustive) wireless channel mapping should be evaluated against the dual
(approximative) one. Selection of appropriate solver for the system of equations for the full
mapping would not be a simple task and the increase in computational demands would be
with high probability extreme so the accuracy vs. computation complexity trade-oﬀ between
the two options is of high interest.
Later, it might be decided to implement the proposed solution into a real platform. The
algorithms described in this thesis are solving the main functionality of the pedestrian nav-
igation system, but to be implementable to a real application a few simpler tasks should
be completed, for example: ﬂoor detection algorithm development, independent trigger for
prediction.
Additional possible updates of the proposed solution can be divided onto two types: po-
tential accuracy improvements and computational demands optimization.
Potential accuracy improvements:
 The wireless channel map forming could be improved, too. Firstly, the previously trav-
eled trajectories could be used (the pedestrian cannot walk through the walls). Secondly,
the map resulting from the RN to RN measurements could be postprocessed to highlight
the shapes (the walls are typically lines and their layout has a pattern, too). In the end,
the map can be estimated on-line, but such an approach would be very complex and
computationally demanding and the PF could not be used at all.
 In proposed solution, the tilt (in terms of roll and pitch angles) is estimated only from
the ﬁltered accelerometer measurements. To increase the tilt estimation accuracy an
integrated algorithm (integrating accelerometer and gyroscope measurements) could be
deployed. (Note: Such an algorithm is in the aerial navigation area typically called
attitude and heading reference system.)
Computational demands optimization:
 The PF could be replaced by some other parametric fuser. Due to the high non-linearities
in both system dynamics and measurement models the selection is not easy. The best
(and probably the only) candidate would be Gaussian sum ﬁlter with a bank of Unscented
Kalman ﬁlters or some other higher order ﬁlters. But since the unscented transform
would need to be done for both system dynamics and measurement models and it is
not sure that the three sigma points approximation (corresponding to the second order
linearization) would be enough, the computation demands optimization is questionable.
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 The dual wireless channel mapping could be further approximated/ simpliﬁed by a single
Gaussian for the longer range measurements. It could also be studied if this further
approximation could not be used for all the range measurements without a signiﬁcant
accuracy loss. Since the dual channel loss mapping is the only reason that Gaussian sum
ﬁlter was proposed in the previous paragraph, the single Gaussian could save up to ﬁfty
percent of computational demands in case of a parametric ﬁlter deployed without the
Gaussian sum extension.
 The wireless channel loss map grid size could be optimized.
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List of Abbreviations
3-D Three-Dimensional
AHRS Attitude and Heading Reference System
AOA Angle of Arrival BF Bayesian Filters
BN Blindfolded Node
DLR Deutschen Zentrums fuer Luft- und Raumfahrt
EKF Extended Kalman ﬁlter
FIX Fixed frame
FRD Forward-Right-Down frame
GNSS Global Navigation Satellite System
GPS Global Positioning System
GSF Gaussian Sum Filter
HF Histogram Filter
IF Information Filter
IMU Inertial Measurement Unit
IMU IMU frame
INS Inertial Navigation System
KF Kalman ﬁlter
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LA Localization Algorithm
LMS Least Mean Squares
LPS Local Positioning System
LVL Leveled frame
MEMS Micro-Electro-Mechanical Systems
MLE Maximum Likelihood Estimation
NED North-East-Down local level frame
PDF Probability Density Function
PF Particle ﬁlter
PVA Position, Velocity, and Attitude
RF Radio Frequency
RFID RF Identiﬁcation
RN Reference Node
RSS Received Signal Strength
RSSI Received Signal Strength Indicator
SIR Sampling Importance Re-sampling PF
SIS Sequential Importance Sampling PF
SLAM Simultaneous Localization and Mapping
TDOA Time Diﬀerence of Arrival
TOA Time of Arrival
UWB Ultra Wideband
WLMS Weighted Least Mean Squares
WSN Wireless Sensor Network
ZB ZigBee
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Symbol Accents
x True value of variable X
x˜ Measured value of variable X
x Estimated value of variable X
x̂ Nominal value/ coarse a priory estimate/ predicted value/ updated value of vari-
able X
δx Diﬀerence between estimated and nominal value of variable X
List of Used Symbols
Astep Walking speed linearized relationship slope
a (t) Acceleration
Bstep Walking speed linearized relationship intercept
B (t) Control-input matrix
bfrdgyr,z Vertical gyroscope bias
dGRID Grid cell dimension
di,j Range between nodes i and j
F (t) State transition matrix
f (t) Speciﬁc force
g (t) Gravity vector
H (t) Measurement model matrix
hi,j (t) Impulse response of the wireless channel between devices i and j
I Identity matrix
K (t) Kalman gain
L̂wall Nominal value of the loss due to the wall/obstacle
M Number of samples
Mc Count of cells which all have the same set of (more then one) hypotheses
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Meff Eﬀective sample size
M threff Eﬀective sample size threshold
Navr Count of cells with no RN to RN hypothesis (Dual mapping)
Nc Count of hypothesis assigned to currently investigated cell
Nd Count of elements of set, which contains the cells, which intersects the RN i and RN
j connection but has more then one RN to RN measurement hypothesis available
NHi Count of hypothesis belonging to the investigated RN to BN measurement
Nr Count of elements of set, which contains all RN to RN measurements (Dual map-
ping)
Ns Count of (more then one) cells on the connection between the RN and BN, which
have the same hypothesis
np Path-loss exponent
P0 Reference power loss at short reference distance d0
Pi,j (dBm) Received power between nodes i and j expressed in dBm
Pw,L Power loss of single loss hypothesis (Dual mapping)
Pw,nL Power loss of no loss hypothesis (Dual mapping)
PwRNi,j Power loss between RNs i and j
pL Probability of single loss hypothesis (Dual mapping)
pnL Probability of no loss hypothesis (Dual mapping)
pL,thr Maximum probability assigned to single loss hypothesis (Dual mapping)
pRNi,j Probability that the power loss is situated in one of the cells connecting RNs i and
j
p (x (t) |u (t) ,x (t− 1)) System dynamic model depending on previous state and control sig-
nals
p (x (t) |u (t) ,x (t− 1) ,m) System dynamic model depending on previous state, control sig-
nals, and environment map
p (y (t) |x (t)) Measurement model
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Q (t) Covariance matrix of system dynamics noise
R (t) Covariance matrix of measurement noise
Slen Step length
Tij Time of ﬂight of the RF signal between nodes i and j
u (t) Control vector
vp RF signal propagation velocity
v (t) Translational velocity control signal
w Vector of weights
wAstepGM Gauss Markov model driving noise of walking speed linearized relationship slope
wBstepGM Gauss Markov model driving noise of walking speed linearized relationship inter-
cept
wfrdgyr,z Gyroscope angular random walk (additive white noise)
wfrdgyr,z,GM Gauss Markov model driving noises of gyroscope bias
wnpGM Gauss Markov model driving noise of path-loss exponent
wP0GM Gauss Markov model driving noise of reference power loss
wRSS The small scale variations (fast fading) and receiver measurement noise
wstep Step estimation additive noise
x (t) State vector
y (t) Measurement vector xy
ψ
 Reduced node position and orientation
α1,...,6 Sampling variables
αi,j (l) Amplitude of the l-th wireless channel multipath component (l = 0 is the line-of-
sight component)
∆t Sampling period
∆tstep Step duration
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δrot1 Initial rotation of odometry motion model
δtrans Translation of odometry motion model
δrot2 Second rotation of odometry motion model
Σ Covariance matrix of random vector x
Σ (t) Covariance matrix of state vector x (t)
ε (t) Gaussian random vector representing system dynamics noise
θ Pitch angle
θ¯ RF nodes 3-D coordinates
µ Mean of random vector x
µ (t) Mean of the state vector x (t)
ν (t) Gaussian random vector representing measurement noise
ξ Information vector of random vector x
σPw,L Standard deviation of noise of single loss hypothesis (Dual mapping)
σPw,nL Standard deviation of noise of no loss hypothesis (Dual mapping)
σPwRNi,j Measurement noise standard deviation of averaged measurement between RNs i
and j
σRSS Standard deviation of random variable wRSS
τAstep Gauss Markov model time constants of walking speed linearized relationship slope
τa Time constant of acceleration averaging low-pass ﬁlter
τBstep Gauss Markov model time constants of walking speed linearized relationship inter-
cept
τg Time constant of the Gravity averaging low-pass ﬁlter
τ frdgyr,z,GM Gauss Markov model time constant of gyroscope bias
τi,j (l) Time delay of the l-th wireless channel multipath component (l = 0 is the line-of-
sight component)
τnp Gauss Markov model time constant of path-loss exponent
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τP0 Gauss Markov model time constant of reference power loss
φ Roll angle
φi,j (l) Phase of the l-th wireless channel multipath component (l = 0 is the line-of-sight
component)
ψ Heading/ yaw angle
Ω Information matrix of random vector x
ω (t) Rotational velocity control signal
ω (t) Angular rate
p[x,y] Probability assigned to cell [x, y]
Pw[x,y] Power loss assigned to cell [x, y]
σPw[x.y] Noise standard deviation assigned to cell [x, y]
