Generalizations of Fine and Wilf's Periodicity Theorem are obtained for the case of bidimensional words using geometric arguments. The domains considered constitute a large class of convex subsets of R 2 which include most parallelograms. A complete discussion is provided for the parallelogram case.
Introduction
The concept of periodicity has played over the years a central role in the development of combinatorics on words, and has been a highly valuable tool for the design and analysis of algorithms. One of the main results on periodicity of words is Fine and Wilf's Theorem [7, 14; Chapter 9] , which states that any word having periodicities p and q and length ¿p+q−gcd(p; q) has periodicity gcd(p; q), where gcd(p; q) denotes the greatest common divisor of p and q. Moreover, the bound p + q − gcd(p; q) is optimal since counterexamples can be provided for words of smaller length.
In their seminal and fundamental work (cf. [2, 1, 3] ) Amir and Benson introduced the notion of bidimensional periodicity (in particular the notions of symmetry and periodicity vector) and proved theorems analogous to the "periodicity lemma" (cf. [13] ). After them, many researchers have worked on bidimensional periodicity and its applications (cf., for instance, [4-6, 15, 12] and references therein). In particular Galil and Park developed in [8, 9] this line of research to obtain the ÿrst totally alphabetindependent bidimensional pattern matching algorithm.
In [10, 11] , Giancarlo and Mignosi considered similar periodicity problems including the Fine and Wilf's Theorem on the more general framework of Cayley graphs of groups. In the bidimensional case, their results concern rectangular domains and they leave open the problem for which convex domains their results hold true.
In the present paper, the Fine and Wilf's theorem is extended to a large class of convex domains through a geometric approach that reduces the technical complexity of the proofs. These convex domains, called smooth, are discussed in Section 3. These results are applied to the particular case of parallelograms in Sections 4 -6, considering separately the cases wide=thin and balanced=unbalanced. All these concepts are deÿned relatively to a ÿxed pair of noncolinear periodicity vectors. The ÿnal section is devoted to the simpler case of colinear periodicity vectors.
Preliminaries
Let k ∈ N. A k-pointed word is a partial function from Z k into a ÿnite nonempty set. If f is a k-pointed word, we denote the domain of f by dom(f).
Since Z k under addition constitutes an abelian group, we can consider (additive) subgroups of Z k . Given p 1 ; : : : ; p n ∈ Z k , we denote by p 1 ; : : : ; p n the subgroup of Z k generated by p 1 ; : : : ; p n . Since Z k is abelian, it is immediate that
If f is a k-pointed word and L is a subgroup of Z k , we say that f is L-periodic if
that is, if f is constant on the restriction of every L-coset to its domain. This paper is devoted to 2-pointed words, and the geometric nature of our proofs demands the introduction of adequate notation. In the plane R 2 , let O denote the point (0; 0). Given X; Y ∈ R 2 , we denote by [X; Y ] the line segment connecting X and Y , that is,
Given A ⊆ R 2 , the convex hull of A is deÿned to be the smallest convex subset of R 2 containing A. The existence of such a subset follows easily from the fact that the intersection of convex subsets of R 2 is itself convex. In particular, if X; Y; Z ∈ R 2 are noncolinear (as points), we denote by [X; Y; Z] the convex hull of {X; Y; Z} and call it a triangle. Finally, given distinct points X; Y ∈ R 2 , we denote by l(X; Y ) the line deÿned by them.
Next we state the classical Fine and Wilf's Theorem using our terminology and notation.
Theorem 2.1 (Fine and Wilfe [7] ). Let p; q ∈ N be such that p does not divide q and q does not divide p. (i) Let f be a 1-pointed word with dom(f) = {k; : : : ; k + m − 1}. If f is p -periodic and q -periodic and m¿p + q − gcd(p; q); then f is p; q -periodic. (ii) There is a 1-pointed word g with dom(g) = {k; : : : ; k + p + q − gcd(p; q) − 2} which is p -periodic and q -periodic but not p; q -periodic.
Part (ii) of the theorem is usually referred to as the tightness part, showing that the bound stated in part (i) is optimal.
In the case of 2-pointed words the situation is much more complicated due to the variety of shapes we may possibly have for a domain. The natural generalization of the intervals considered in Theorem 2.1 are convex subsets of R 2 restricted to Z 2 . Therefore, given p; q ∈ Z 2 , we deÿne the following proposition (on the free variable x): Â pq : For every 2-pointed word f with dom(f) = x ∩ Z 2 , if f is both p -periodic and q -periodic then f is p; q -periodic.
In general, the subscript pq shall be omitted. If D ⊆ R 2 satisÿes Â pq , we write D |= Â pq .
Our main aim is to ÿnd nice su cient conditions for a convex subset D of R 2 to satisfy Â pq , that is, the analogue of Fine and Wilf's Theorem. General tightness results at this level are frankly out of reach, due to the great variety of shapes we can have for a convex subset of the plane.
Smooth subsets
From this point to the end of Section 6, we ÿx a pair of noncolinear vectors p; q ∈ Z 2 . Most of the deÿnitions to be introduced depend on both p and q. To simplify the notation, we shall often omit any reference towards them.
Given a convex subset D ⊆ R 2 , we deÿne a (non-directed) graph D as follows. The vertex set is D ∩ Z 2 . Two vertices u and v are connected by an edge if u−v ∈ {±p; ±q}. We deÿne also a proposition (on the free variable x) as follows.
Â : For all Y ∈ x ∩ Z 2 ; = ± 1 and r; s ∈ N,
The symmetry of this condition with respect to p and q will follow from the next result:
Proof. Assume that D |= Â and let X ∈ D ∩ Z 2 ; = ± 1 and r; s ∈ N. Suppose that X + p; X + q = ∈ D and X + rp + sq ∈ D. We deÿne a 2-pointed word f with domain
Clearly, f is p -periodic and q -periodic because dom(f) is convex and f is constant on every connected component of D . Since D |= Â, we conclude that f is p; q -periodic. Since X; X + rp + sq ∈ dom(f) belong to the same p; q -coset, it follows that f(X + rp + sq) = f(X ) = 0. Hence X and X + rp + sq lie in the same connected component of D . Let where, for j = 1; : : : ; t, we have
In particular, we have a j ; b j ∈Z for every j. Since a t ¿0=a 0 , there is some k ∈{1; : : : ; t} such that a k ¿0 and a 0 ; : : : ; a k−1 60. By (1), we must have a k = 1. Since X + p = ∈ D, it follows that b k = ∈ 0. Suppose ÿrst that b k ¿0. By minimality of k we have a k−1 = 0 and so
and so the convexity of D yields X + q ∈ D, a contradiction.
Thus we must have b k ¡0. Since
and D is convex, we have X + p + (s=r)q ∈ D. But then
Conversely, assume that D |= Â and let f be a p -periodic and q -periodic 2-pointed word with domain D ∩ Z 2 . We must show that
Since p; q = Zp + Zq, this amounts to prove that
Since u and v may be interchanged, we may restrict ourselves to the case r¿0 and it is enough to show that
or, equivalently,
To prove this, and in view of f being p -periodic and q -periodic, we only need to show that
We use induction on r + s, assuming that (2) holds for smaller such values. Since
Anyway, we may write
for some r ; s ∈ N 0 with r + s = r + s − 1¡r + s. If r = 0 or s = 0 the convexity of D yields that Y and Y + r p + s q = X + rp + sq are connected in D ; otherwise we reach the same conclusion using the induction hypothesis. Since X is also connected to Y , we conclude that (2) holds and so D |= Â as required.
We deÿne
referred to as the cross and the parallelogram. We say that a convex subset D ⊆ R 2 is smooth (with respect to p and q) if
In other words, the cross at an arbitrary point of D must meet some translated parallelogram fully contained in D.
We illustrate this deÿnition with an example (cf. Fig. 1 ).
Proposition 3.2. Let D ⊆ R 2 be convex and smooth. Then D |= Â.
Proof. By Lemma 3.1, it is enough to show that D |= Â . Suppose not. Then there exist X ∈ D ∩ Z 2 ; r; s ∈ N and ∈ {1; −1} such that
Since D is smooth relatively to p and q if and only if it is smooth relatively to p and −q, we may assume that = 1 without loss of generality. Moreover, we may assume that r + s is minimal, hence X + r p + s q = ∈ D whenever 0¡r + s ¡r + s and r ; s ¿0. Let Y; Y ∈ D be such that
Clearly, the lines
are all parallel. We need the following lemma. Lemma 3.3. 2 = 1 + ap and 3 = 2 + bp for some a; b¿0.
Proof. We may write Y = X +up+vq for some u; v ∈ R. We use geometric arguments. In fact, since p and q constitute a basis for R 2 , we can use a cartesian representation for the coordinates of the elements of R 2 relative to this basis. In particular, this will allow us to make use of expressions such as "above", "below", "to the left of " or "to the right of " with obvious meanings. We want to discuss the possible positions for Y in the diagram of Fig. 2 .
Suppose that Y lies above l(X; X + p), that is, v¿0. Since X + C intersects Y + P, we have a subset of the form shown in Fig. 3 , that is in D and so X + q belongs to the triangle [X; Y + q; X + rp + sq]. Since D is convex, it follows that X + q ∈ D, a contradiction.
Suppose now that Y ∈ l(X; X + p), that is, v = 0. If Y is on the left of X (that is, Y ∈ X + R − p), the preceding argument may be also applied since X + q is still a point of the aforementioned triangle. Otherwise, we have X + p ∈ [X; Y + p] ⊆ D, yet again a contradiction. Thus v¡0. Symmetrically, we show that u¡0. Since
and we have a = − (u + v)¿0.
Analogously, we show that Y = X + u p + v q for some u ¿r − 1 and v ¿s − 1, playing this time at the opposite corner of the board, as shown in Fig. 4 . Since
and we have b = u + v ¿r + s − 2 ¿ 0. Back to the proof of Proposition 3.2, let H denote the convex hull of {Y + p; Y + q; Y + p; Y + q}. Once again, we make use of geometric arguments. By Lemma 3.3, we can describe the relative position of H and 2 by the diagram in Fig. 6 .
Using the notation of the proof of the lemma, we have We proceed by discussing the position of X + p and X + q relative to H . Since the distance between X + p and X + q equals the distance between Y + p and Y + q (or Y + p and Y + q), and X + q; X + p = ∈ H ⊆ D, one of the following conditions must hold:
(i) X + p lies above l(Y + q; Y + q); (ii) X + q lies below l(Y + p; Y + p). Suppose that (i) holds. If X + p lies below Y + q, it follows that X + p belongs to the triangle [X; Y + q; Y + q] ⊆ D (cf. Fig. 7) .
Otherwise, it belongs to the triangle [X; Y + q; X + rp + sq] ⊆ D shown in Fig. 8 , and we reach a contradiction in either case. Fig. 9 ).
Otherwise, it belongs to the triangle [X; Y + p; X + rp + sq] ⊆ D (cf. Fig. 10) , and here as well we are always led to contradiction.
Therefore D |= Â as required.
Wide balanced parallelograms
Next we introduce two more deÿnitions (with respect to p and q, always assumed to be ÿxed). A convex subset D ⊆ R 2 is said to be wide if X 0 + P ⊆ D for some X 0 ∈ R 2 , that is, if D contains a translated parallelogram. Otherwise we say that D is thin. otherwise, we say that D is unbalanced.
We can give a geometric interpretation of this concept. Indeed, the lines l(O; a) and l(O; b) divide the plane in 4 zones (where we include the boundary). The 4 vectors p; q; −p; −q may be distributed by these 4 zones in two di erent patterns: if every zone contains at least a vector, we have the balanced case. If two opposite zones contain two vectors each and the others none, we have the unbalanced case. Proof. Once again, we make use of a cartesian description of the plane on the basis {p; q}. Note that, when we change the basis in R 2 , parallel lines are transformed in parallel lines and consequently parallelograms are transformed in parallelograms. Assuming that p corresponds to (1; 0) and q to (0; 1), it is straightforward to see that the possible shapes for D (represented in this basis) are described in Fig. 11 .
We consider ÿrst the top leftmost case. Let X ∈ D. The cross X + C divides the plane in 4 zones as shown in Fig. 12 .
Since D is wide, we have X 0 + P ⊆ D for some X 0 ∈ R 2 . If (X 0 + P) ∩ (X + C) = ∅ we are done, hence we may assume that
Hence X 0 + P is fully contained in one of the zones z 1 ; z 2 ; z 3 ; z 4 . Whichever the zone, there is always a side s of D that does not intersect its interior. We intend to "slide" X 0 + P towards that particular side, the direction being determined by the sides of D which are adjacent to it. We illustrate this procedure with the following diagram, where X 0 + P is assumed to lie inside z 1 (cf. Fig. 13) .
Eventually, the translated square must reach the boundary of z 1 , contained in X + C. Let Y + P denote, among all the translated squares which intersect X + C, the closest to X 0 + P, that is, with Y ∈ X + C. We want to show that Y + P ⊆ D. It should be clear, by the direction we chose for our translation, that we cannot cross the sides adjacent to s. On the other hand, we are getting away from the side opposite to s, so the only chance of not having Y + P ⊆ D would be to cross s somewhere between X 0 + P and Y + P. However, this would imply that s intersects the interior of z 1 , a contradiction. Thus Y + P ⊆ D and D is smooth in this case.
We consider now the top rightmost case of Fig. 11 . Since D is wide, we have X 0 + P ⊆ D for some X 0 ∈ R 2 . Clearly, we can "slide" the square X 0 + P along the direction deÿned by the nonvertical sides of D until we reach the vertical sides, and remain in the whole process inside D (cf. Fig. 14) :
Clearly, any point of D can be joined by a vertical line to one of these translated squares. Thus D is also smooth in this case. The remaining cases can be obviously dealt with similarly to the preceding one and will therefore be omitted.
The following corollary is a direct consequence of Proposition 3.2. 
Wide unbalanced parallelograms
Next we consider the case of wide unbalanced parallelograms. Assuming once again a cartesian representation on the basis {p; q}, it follows from the deÿnitions that we must have one of the situations described in Fig. 15 .
No chance of smoothness here and it is a simple exercise to construct examples where D |= Â pq . Following the approach of Galil and Park [8, 9] , we shall consider the largest subsets of D which are still convex and smooth. Since cases I and II are absolutely symmetric, restrict our attention to the ÿrst. The notation introduced has obvious analogues for case II that will therefore be omitted.
For every r ∈ R, let r denote the line deÿned by the equation y = x + r, and write D r = D ∩ r . Since D r is a (possibly empty) line segment, we may deÿne r to be the length of this segment. Since D is wide, we have r ¿ √ 2 for some r ∈ R. Since the function : R → R + 0 assigning r to r is obviously continuous, and r = 0 for |r| su ciently large, we conclude that there exist r 1 ; r 2 ∈ R such that
r ¡ √ 2 for every r¿r 1 ; r ¡ √ 2 for every r¡r 2 :
The meaning of Z 1 ; Z 2 ; G and H is obvious from Fig. 16 . We deÿne D 0 to be the convex hull of {U 1 ; W 1 ; V 1 ; H; V 2 ; W 2 ; U 2 ; G}. We deÿne also
as we illustrate in Fig. 17 . 
Thin parallelograms
How do thin parallelograms behave? Anything can happen, really, but we can provide a necessary and su cient condition valid also for other domains. This is essentially a particular case of Theorem 8 of [10] (see also [11] ) but we provide a simpler proof.
Given D ⊆ R 2 ; let Ã D denote the number of p; q -cosets of Z 2 intersecting D. Assume now that (*) does not hold. Let X; Y ∈ dom(f) lie in the same p; q -coset of Z 2 ; but in distinct connected components of D . We deÿne a pointed word f with domain D ∩ Z 2 that assigns to every X ∈ D ∩ Z 2 the respective connected component of D . Clearly, f is both p -periodic and q -periodic. However, f is not p; q -periodic since f(X ) = f(Y ). Thus D |= Â as required.
We conclude this section by showing that the preceding result can be applied to thin parallelograms. Proof. Let D ⊆ R 2 be convex and suppose that D is not a forest. We show that D is wide.
Since D is not a forest, there is a cycle c : X 0 ; X 1 ; : : : ; X n = X 0 of minimal length in D . For j = 0; : : : ; n; we can write
for some unique a j ; b j ∈ Z. Since c is a cycle, we must have a j = 0 for some j. Without loss of generality, we may assume that a j ¿0 for some j. Let a = max{a j ; j = 0; : : : ; n}.
Then we have a subpath of c of the form X i ; : : : ; X i+k (k ¿ 2); where
Since D is convex, we have [X i ; X i+k ] ⊆ D and the shortest path between X i+k and X i in D has length k and is unique. By minimality of c; c must be the concatenation of X i ; : : : ; X i+k with (up to initial vertex). Using the coordinates given by (4), c must be of the form is a square contained in D and D is wide as required.
The following corollaries follow immediately from the preceding results. 
Colinear vectors
To complete our study, we assume now that the vectors p; q ∈ Z 2 are colinear. Since the case of null vectors is trivial, we assume that p; q = (0; 0). It follows that p = q for some ∈ R − {0}. Write p = (p 1 ; p 2 ) and q = (q 1 ; q 2 ). Hence p i = q i (i = 1; 2). Since q 1 and q 2 are not both zero, we have = p i =q i for some i and so we may write = m=n for some m; n ∈ Z such that gcd(m; n) = 1. Without loss of generality, we may assume that m; n = ± 1; otherwise the whole discussion becomes trivial. Thus np i = mq i (i = 1; 2). Since n divides mq i and gcd(m; n) = 1; we get n | q i for i = 1; 2. Let v = (q 1 =n; q 2 =n). It follows that p = mv; q = nv:
Given D ⊆ R 2 ; let D denote the (non-directed) graph deÿned as follows: the vertex set is D ∩ Z 2 and two vertices a; b are connected by an edge if and only if a − b = ± v. Given s ∈ N; call two vertices s-adjacent if they are connected by a path of length s. Proof. Let g = gcd(m; n). Since p; q = gv ; we have that D |= Â if and only if every p -periodic q -periodic 2-pointed word with domain D ∩ Z 2 is also gv-periodic. Since D is convex, this is equivalent to say that every 2-pointed word with domain D ∩ Z 2 that is constant on both |m|-adjacent vertices and |n|-adjacent vertices is constant on |g|-adjacent vertices. This a ects each connected component separately, and considering the position of the vertices in each such component (they are ordered linearly) we can apply straightforwardly Theorem 2.1 and get the desired conclusion. Note that we refer only to components with cardinal ¿ gcd(m; n) since smaller components will yield gv-periodicity trivially.
