Abstract-The application of machine learning to software fault injection data has been shown to be an effective approach for the generation of efficient error detection mechanisms (EDMs). However, such approaches to the design of EDMs have invariably adopted a fault model with a single-fault assumption, limiting the practical relevance of the detectors and their evaluation. Software containing more than a single fault is commonplace, with prominent safety standards recognising that critical failures are often the result of unlikely or unforeseen combinations of faults. This paper addresses this shortcoming, demonstrating that it is possible to generate similarly efficient EDMs under more realistic fault models. In particular, it is shown that (i) efficient EDMs can be designed using fault data collected under models accounting for the occurrence of simultaneous faults, (ii) exhaustive fault injection under a simultaneous bit flip model can yield improvements to EDM efficiency, and (iii) exhaustive fault injection under a simultaneous bit flip model can made non-exhaustive, reducing the resource costs of experimentation to practicable levels, without sacrificing resultant EDM efficiency.
I. INTRODUCTION
The design of error detection mechanisms (EDMs) is integral to the development of dependable software systems [1] . EDMs are fundamentally concerned with the detection of erroneous software states. Once detected by an EDM, erroneous software states can be handled by error recovery mechanisms (ERMs) to maintain proper function. A failure to contain the propagation of erroneous state is known to make recovery more difficult, leading to a focus on the efficiency of EDMs through measures such as coverage and latency [2] , [3] .
The effectiveness of an EDM has been shown to depend on two factors. These factors are (i) the error detection predicate that it implements and (ii) its location in a software system [4] . This gives rise to two related problems. Firstly, the EDM design problem, which is concerned with the derivation of an error detection predicate over program variables that can be used for the detection of erroneous system states. Secondly, the EDM location problem, which is concerned with the identification of those software locations at which an EDM will be most effective. Though often treated as orthogonal for simplicity, the interaction of the implemented error detection predicate and the software location are demonstrably critical to the efficiency of an EDM [5] , [6] .
The efficiency of a particular EDM can be characterised by completeness and accuracy [4] . Completeness is the capability of an EDM to detect erroneous states, i.e., its associated true positive rate. In contrast, accuracy is the capability of an EDM to avoid incorrectly detecting erroneous states, i.e., its associated false positive rate. An erroneous state is one that will lead to system failure if the error is not handled, where a failure is characterised as a violation of a system specification. An EDM that is complete and accurate is commonly known as a perfect detector. Due to implementation constraints, it is not generally possible to generate or guarantee the existence of a perfect detector for a particular software location [7] .
The role of a fault model is to provide a means for analysing the response of software system to the presence a well defined set of faults, such that appropriate EDMs and ERMs can be designed to impart dependability. The assumption that faults do not occur simultaneously or interact is a limitation of many fault models and the software fault injection frameworks that implement them, not least because software containing more than a single fault are now commonplace [8] . In addition, numerous existing safety standards recognise that critical system failures are often the result of unlikely or unforeseen interactions combinations of faults [9] .
It has been shown that efficient error detection predicates for EDMs can be designed through the application of machine learning algorithms to data sets generated during software fault injection [10] . This approach demonstrated, under a transient data value fault model, that it was possible to generate error detection predicates for specified locations with a true positive rate of nearly 100% and a false positive rate close to 0% for the detection of failure-inducing states. As is consistent with the overwhelming majority of software fault injection frameworks, these results were achieved under a single-fault assumption, calling into question their relevance in the context of real-world software systems.
More generally, when generating error detection predicates for EDMs through the application of machine learning to fault injection data, an implication of the single-fault assumption is that the efficiency properties of the EDMs are principally relevant in the context of a single fault, thus limiting their application in practical software systems. This paper directly addresses this issue by demonstrating that efficient EDMs can be designed using fault injection data collected under models accounting for the occurrence of simultaneous faults. Moreover, it is shown that the adoption of such fault models in fault injection can yield EDMs with improved efficiency, including where non-exhaustive fault injection is performed in order to reduce the resource cost of conducting exhaustive experiments under a simultaneous fault model.
A. Contributions
This paper makes several specific contributions to the design of efficient EDMs for practical software. In particular, the research presented demonstrates that:
• Efficient EDMs can be designed using fault injection data collected under models accounting for the occurrence of simultaneous faults; • Exhaustive fault injection under a simultaneous bit flip model can yield better EDM efficiency than under a nonsimultaneous fault model; • Exhaustive fault injection under a simultaneous bit flip model can be made non-exhaustive without sacrificing the efficiency of the resultant EDMs, thus reducing the resource costs of experimentation to a practicable level. The overarching contribution of this paper is to demonstrate a practicable simultaneous fault model for the generation of efficient EDMs based on the application of machine learning to software fault injection data. In keeping with the simultaneous fault models employed, the generated EDMs are resilient to the single-fault assumption that limits the true efficiency and relevance of EDMs currently designed using such an approach.
B. Paper Structure
The remainder of this paper is structured as follows: Section II provides an overview of research relating to fault models for detector design. System III details the adopted system, data and fault models. Section IV provides an overview of how machine learning algorithms can be used to generate detection predicates for specified software locations. Section V provides details of the experiments conducted in this paper, including details of target software systems and applied machine learning algorithms. Section VI presents the results of the experiments conducted, alongside a discussion of their significance in the context of efficient error detector design. Section VII concludes the paper with a summary of findings and a brief discussion of future work in EDM design.
II. RELATED WORK
A fault model has been shown to be composed of two parts, a local model and a global model [11] . The local fault model states the type of faults that are assumed to occur, whilst the global model dictates the extent to which the local fault model can occur. Ideally software should be examined under a representative workload and fault model. However, analyses under such circumstances can be impractical due to numbers of test cases or the fault space, particularly in the case of simultaneous fault models that demand consideration of fault combinations. Research has addressed these problems through leveraging parallel architectures in the execution of the large number of fault injection experiments [12] , [13] , though more scalable techniques have focused on sampling strategies for the test cases and error spaces [14] , [15] , [16] .
The origin of the established bit flip fault model is in the diagnosis of hardware faults. In the context of software fault injection, bit flip and stuck-at fault models are often used to mimic transient and permanent hardware faults [17] . There has been much research on the representativeness of the faults captured by fault models used in software fault injection, motivated by results showing the issue can impact the validity of fault injection analysis. Results presented in [16] demonstrated that representativeness and resource efficiency in fault injection can be improved through the use of machine learning techniques and software metrics, a departure from fault-type focused approaches [18] , [19] .
The simultaneous fault models evaluated in this paper were proposed in [20] in response to a proliferation of software fault injection frameworks making the single-fault assumption, despite this being known to be unrealistic [8] . The models were developed on notions of coincidence and impact before being evaluated with regard to utility using metrics such as coverage and failure induction. Note that this focus is distinct from research exploring the simultaneous execution of fault injection experiments [21] .
The focus of this paper is on the generation of efficient error detection predicates for EDMs under simultaneous fault models. The application of machine learning to EDM design is appealing because it does not assume the availability of a formal system specification [22] or rely on the experience of software engineers [23] , the application of each has been shown to provide low efficiencies [24] . The approach is also applicable to practical software systems, as opposed to EDM design for smaller finite-state constructions [25] . Given that simultaneous fault models are more representative of practical software than models used to-date, the efficiencies presented in this paper provide a more representative commentary for the efficacy of machine learning as an EDM design approach.
III. MODELS
In this section the system, fault and data models used in this paper are described.
A. System Model
A software system S is taken to be a tuple, consisting of a set of software modules, M 1 [10] and compatible with the simultaneous fault models developed in [20] .
B. Fault Models
The simultaneous fault models described were developed to improve software fault injection by overcoming the single-fault assumption, thus permitting more meaningful analyses [20] . As the fault injection conducted in [20] focused on the point of entry to modules, the fault injection experiments in this paper focus on generating EDMs at the entry points to modules, an approach supported by existing research [26] . To maintain compatibility with existing research, software state was characterised by all variables in scope at the point of fault injection. All variables in scope were subject to fault injection experiments. The described fault models were systematically applied to exhaustive combinations of variables in scope, e.g., if n variables were in scope then each fault model was applied to every k-combination for 1 ≤ k ≤ n.
Fault models were used only for the collection of software fault injection data that served as input to the machine learning algorithms, i.e., the machine learning used took no account of the fault model or data generation process.
Bit Flip (BF)
The BF fault model injects a single bit flip fault into the representation of a single variable in each fault injection experiment, thus incorporating the single-fault assumption and providing a broad basis for comparison with simultaneous fault models. This is a well established model for software fault injection, being consistent with fault model used in previous work on the application of machine learning for the generation of efficient EDMs [10] , [17] , [27] .
Simultaneous Fuzzing (FuzzFuzz)
A single fuzzing injection involves the modification of a variable value to a random value of the same bit length. If fuzzing were simultaneously applied to a single variable, the result would not differ from a single fuzzing injection. This means there is no need to consider injection in the same variable. Rather, under the FuzzFuzz model, the values of more than one target variable are subject to fuzzing. Exhaustive software fault injection using fuzzing is impractical, since the number of possible injection values for an n-bit variable v is 2 n . For this reason we restrict experimentation to a fixed number of fault injections for each variable combination simultaneous targeted under FuzzFuzz, adhering to the experimental guidance derived from results presented in [20] and [28] .
Simultaneous Bit Flip (SimBF)
The SimBF fault model performs fault injections at the resolution of a single variable. In the original formulation of the model, only combinations of two bit flips were considered [20] . To ensure that initial experiments under this model could be said to exhaustive, bit flip fault injection was systemically applied to exhaustive k-combination combinations of bits in each variable representation. Coupled with the exhaustive consideration of k-combinations of variables in which to inject, this fault model requires a large number of experiments to consider exhaustively. It should be noted that this large number of experiments is not practical at larger scales. An exhaustive approach is initially adopted in this paper to set a standard for EDM efficiencies, such that the efficiencies of EDMs generated by non-exhaustive approaches can be better understood.
C. Data Model
In the application of machine learning, data pertaining to a real-world process is typically modelled as a set of entities, their attributes and their known relationship to other entities. This is commonly known as the relational model of data. Data generated, hence stored, within such a relational data model is a sample of all the data that may be generated by the process. Often, rather than being interested in the retrieval of stored data, it is more interesting and useful to be able to forecast behaviours of the process not previously encountered or derive knowledge about the process if the process itself is not well understood. For example, in the context of the research presented in this paper, it is interesting to understand how a software under test, as the process modelled, is likely to behave when confronted with an injected fault.
IV. EDM GENERATION USING MACHINE LEARNING
Recall that the effectiveness of an EDM has been shown to depend the error detection predicate it implements and its location in software. If the software location is known, EDM generation entails the generation of an error detection predicate for implementation, typically as a runtime assertion.
The premise of using machine learning on fault injection data is that the data generated during fault injection analysis captures aspects of the relationships between current software states and future system failure. Based on the software states sampled during fault injection analysis, machine learning algorithms can be applied to learn the relationship between the execution state of the software, as embodied by the values of all variables in scope, and the notion of system failure.
As data collected during fault injection analysis provides an indication of whether a sampled software state resulted in a failure, the generation of a an error detection predicate from that data is a supervised learning problem. Data is assumed to exist as a single relation consisting of a set of n input attributes that define an n-dimensional space called the Instance Space, I. Every point in I is a potential state of the process being modelled. In supervised learning a data mining algorithm is tasked with learning a good approximation,f , of an unknown function f , referred to as the target function, given a training data set, T ⊆ I, consisting of the N pairs x i , f(x i ) . If the function is discrete then the task is referred to as classification. In the case of learning a function from data generated during fault injection, the function known to be binary. This is because a software state either leads to a system failure or a successful execution. The task of learning a binary function is referred to as concept learning, which is a special case of classification. Within a data set, instances of the class of interest, known as the concept, are referred to as positive instances. Instances not belonging to the concept are referred to as negative instances.
A process for EDM generation using machine learning on fault injection data is described in [10] . The process consists of four generic stages, followed by the evaluation of detection efficiency. The stages of the process, as reflected in Sections IV-A-IV-E, are: Data Collection ( IV-A), Data Preprocessing ( IV-B), Model Generation ( IV-C), Model Refinement ( IV-D), and Model Evaluation ( IV-E).
A. Data Collection
The fault injection process in this context is a means for the generation of data that captures the functional relationship between software state and system failure. To a large extent, the fault model applied in fault injection dictates the nature and extent of the exploration of software states, making the selection and robust application of a representative fault model imperative. The exploration of simultaneous fault models is the fundamental concern of this paper, focusing fault injection analysis on the fault models described in Section III.
B. Data Preprocessing
Data preprocessing is performed to transform collected fault injection data, the format of which varies by fault injection framework, into a suitable relational data format for learning. This transformation provides an opportunity to address issues such as class imbalance, which can prevent the development of reliable predictive models in concept learning problems [29] . In particular, data sets resulting from fault injection analysis often contain significantly fewer instances of system failure than instances of successful software execution. This feature of the fault injection data must be accounted for before predictive models are generated. This is an appropriate point at which to tackle this problem because most approaches to address class imbalance require the generation of derivative data sets, a task made simpler if these are produced during data transformation.
C. Model Generation
Symbolic pattern learning algorithms are an effective class of algorithm for the generation of error detection predicates, not least because their output can easily be interpreted as first-order predicates. This paper applies the decision tree induction and rule induction as machine learning algorithms, since these have been shown to be capable of generating efficient, in some cases near-perfect, predicates for EDMs. The function approximation learnt, referred to as the model, by a classification algorithm needs to be evaluated, in order to obtain a measure of the expected accuracy of the model on unseen data. Typically the accuracy of a model is measured by the percentage of test data instances correctly classified, hence most algorithms seek to learn hypotheses that minimise the number of errors. Conveniently this is consistent with the notions of accuracy and completeness used in the measurement of EDM efficiency. However, this implicitly assumes that all types of misclassification incur an equal cost, which is not always the case. For example, in the case of safety-critical software, a model incorrectly classifying a failure-inducing state will typically result in a much more significant cost than a non-failure-inducing state being classified as failure-inducing.
D. Model Refinement
The models generated are refined by varying the parameters associated with the configuration of the associated machine learning algorithms. In practice this is realised by repeating the execution of the algorithms under different configurations on the undersampled and oversampled data sets generated during preprocessing in order to establish an algorithm configuration and data set which yields the most efficient error detection predicate. Achieving a perfect detector may not be possible for a given location. This is not a direct limitation of the machine learning approach, rather it is a theoretical constraint of the EDM design problem [7] .
E. Model Evaluation
The predictions of a model for a data set under test can be cross-tabulated with the actual classes assigned to the instances by the target function to produce a confusion matrix. Table I shows the general form of a confusion matrix for concept learning. TP is the number of positives instances labelled as positive instances byf , known as true positives, whilst FN is the number of positive instances labelled as negative, known as false negatives. FP is the number of negative instances labelled as positive, known as false positives, whilst TN is the number of negative instances labelled as negative, known as true negatives. Finally, n pos /n neg are the number of positive/negative instances in the test data andn pos /n neg are the number of instances predicted as positive / negative. Aggregate measures of module quality seek to balance the concerns of the confusion matrix shown in Table I . The most basic of these measures are true negative rate (TNR) and true positive rate (TPR).
These measures give rise to ROC analysis, which is based on a plot in two dimensions where each model is a point defined by the coordinates (1-TNR, TPR). Note that (1-TNR) is also referred to as the false positive rate (FPR).
Under different configurations, the same classifier will produce multiple points on such a plot. The area under the curve (AUC) obtained by joining these points to (0,0) and (1,1) is arguably the most common measure of model performance. As the focus of this paper is on evaluating the impact of more realistic fault models on EDM efficiency, understood as their accuracy and completeness, AUC is used in model evaluation.
Since misclassification costs are likely to vary in the context of dependable software systems, steps must be taken to ensure that high AUC values are not achieved through the neglect of accuracy or completeness. With this in mind, TPR and FPR are also considered in model evaluation.
V. EXPERIMENTAL SETUP
In this section the experimental approach employed in this paper is explained, including coverage of the target software systems and machine learning algorithms.
A. Data Collection
Four target software systems were subject to experimentation. Five randomly chosen modules in each system were chosen for experimentation. Failures were identified through comparison with a fault-free execution, where any discrepancy in output or the completion of the test case was deemed a failure.
7-Zip Archiving Utility (7Z):
7-Zip is a compression utility that supports archiving and encryption [30] . 7-Zip is widely-used, modular, written in C/C++ and has been designed, developed and maintained by a community of software engineers. Most source code and resources for 7-Zip are freely available under the GNU Lesser General Public License. A single file archiving procedure was executed as a test case.
FlightGear Flight Simulator (FG):
FlightGear is an open source flight simulator [31] . The software is modular, contains more than 250,000 lines of C/C++ and simulates a safety critical situation. All source code and resources for FlightGear Flight Simulator are available under the GNU General Public License. A takeoff procedure was executed as a test case.
MP3Gain (MG):
MP3Gain is an open source volume normaliser [32] . MP3Gain is modular, written in C/C++ and has been predominantly developed by a single software engineer. All source code for MP3Gain is available under the GNU General Public License. A single file volume normalisation procedure was executed as a test case.
ImageMagick (IM):
ImageMagick is an open source image editing suite that can be utilised from the command line [33] . ImageMagick is modular, written in C/C++ and has been designed, developed and maintained by a small team of software engineers. 
Fig. 1: Example decision tree generated under C4.5 [10] .
B. Data Preprocessing
The data generated during fault injection was stored using the PROPANE logging format, though the lack of simultaneous fault model support meant a bespoke framework was used for the injection of faults [34] . This meant a format transformation between the PROPANE logging format and the Attribute Relation File Format (ARFF) used by the Weka Data Mining suite for model generation [35] . In this format, each variable in scope is an attribute and the class label identifies failures. There are two approaches for addressing class imbalanced data sets. Either the data distribution can be implicitly changed or the data set can be resampled to make the class distribution more uniform. The former is commonly achieved through the association of weights with training examples [36] , [37] . The main problem with this in the context of EDM generation is the identification of appropriate weights. Resampling to make the class distribution more uniform does not suffer from this issue, since it is achieved by oversampling the minority class or, more commonly, undersampling the majority class [38] , [39] . Hence, Synthetic Minority Oversampling Technique (SMOTE) was used to address class imbalance. This approach generates synthetic samples for minority classes along the line segment joining an example to k-minority class nearest neighbours, with cross validation being used to set the level of oversampling and undersampling of the majority and minority classes [40] , [41] .
C. Model Generation
The Weka Data Mining suite provided the implementation of the algorithms used in model generation [35] . In particular, Weka provided implementation of the C4.5 decision tree induction and Repeated Incremental Pruning to Produce Error Reduction (RIPPER) algorithms [42] , [43] .
Decision tree induction learns a disjunction of conjunctive rules describing a concept. As shown in Figure 1 , a decision tree consists of two node types; decision nodes and leaf nodes. A decision node contains an input attribute value. Each edge emanating from a decision node is labelled with one of the unique values in the domain of the attribute labelling the decision node. A leaf node is labelled using one of the classification labels. Each path of the tree from the root node to a leaf node is interpreted as a set of conjunctive expressions that lead to the classification label at the leaf node. The algorithm performs a greedy search of the space of all possible trees choosing decision node attributes that maximise the reduction in entropy of the class label.
Rule Induction operates in distinct phases. Specifically, beginning with with the least represented class label, the algorithm repeatedly grows and prunes rules until there are no positive examples left or the error rate is greater than 0.5. A rule is grown by incorporating greedy conditions until the rule is perfectly accurate. This is done by attempting to incorporate every possible value of each attribute and selecting the condition providing most information gain. A rule is pruned by removing any final sequences of antecedents according to a fixed pruning metric, providing some facility to incorporate domain knowledge and combat overfitting.
D. Model Refinement
A total of 20 undersampling and 15 oversampling levels were used in model refinement. These levels were distributed over [5, 100] and [100,1500] for undersampling and oversampling respectively. The number of nearest neighbours considered in the sampling process were uniformly distributed over [1, 15] . These ranges were chosen arbitrarily to provide insight into achievable improvement, as opposed to performing a search of configurations in pursuit of optimal model performance.
E. EDM Evaluation
Following the application of each machine learning algorithm to each fault injection data set, 10-fold cross validation was used to generate the confusion matrices. The use of 10-fold cross validation meant that the entries in each data set are partitioned into 10 stratified samples, then for each cross validation run, one of these partitions is used as a test sample, whilst the other nine partitions are used as the training set for a particular machine learning algorithm.
VI. RESULTS
Following the application of the machine learning algorithms to each of the generated fault injection data sets, including undersampled and oversampled data, 10-fold cross validation was used to generate the confusion matrix for each algorithm on each data set. The use of 10-fold cross validation meant that the entries in each data set are partitioned into 10 stratified samples, then for each cross validation run, one of these partitions is used as a test sample, whilst the other nine are used as the training set for a particular algorithm.
Sections VI-A-VI-E present results for the error detection predicates learnt under varying fault models. For each of the machine learning algorithms applied, results are presented for the error detection predicates generated before and after optimisation. All optimisation performed in this paper was achieved through varying parameters that are independent of any data mining algorithm, i.e., the data set sampling levels applied prior to model generation. This ensures that the same refinement process can be applied regardless of the selected algorithm. In the tables presented in Sections VI-A to VI-E, the FPR and TPR columns give the mean false positive and true positive rates taken across ten cross validations. A true positive corresponds to a model correctly identifying a failure-inducing state, whereas a false positive corresponds to a model incorrectly detecting a state as being failure-inducing. The AUC column shows the area under the ROC curve, the aggregate measure of efficiency that balances the consideration of TRP against FPR. The Var column gives the AUC variance across all ten cross validations, providing an indication of how consistently efficient models were generated.
A. BF Fault Model
Evaluating error detection predicates generated under the nonsimultaneous BF fault model provides a convenient benchmark for the analysis of simultaneous fault models. It is desirable for error detection predicates generated under any simultaneous fault models to maintain the high efficiency and low variance that is associated with error detection predicates generated by the same approach under a non-simultaneous fault model. Table II demonstrates levels of efficiency commensurate with those previously observed when using decision tree induction and rule induction algorithms to generate error detection predicates [10] . The hallmarks of these algorithms for predicate generation can be seen in the consistently high AUC values, ranging from 0.89161 to 0.99991 for decision tree induction and from 0.88873 to 0.99780 for rule induction. Decision tree induction is the better performing of the two model generation algorithms, with higher TPR in most cases, another observation that is commensurate with existing work in machine learning for error detection predicate generation. An AUC of 0.90411 or higher can be found for every module subject to analysis, an indication that the predicates generated are effective classifiers for failure inducing states. It can also be observed that whilst some generated detectors were perfect with respect to accuracy (T P R = 1) and some perfect with respect to completeness (F P R = 0), no perfect detector (T RP = 1, F P R = 0) was generated.
B. FuzzFuzz Fault Model
The FuzzFuzz model is the first simultaneous fault model to be analysed. As the space of possible fault injections under the FuzzFuzz fault model makes exhaustive injections impractical, since the number of possible injection values for an single nbit variable v is 2 n , experimentation was restricted to a fixed number of fault injections for each combination of variables simultaneously targeted. Table III and Table IV present results where the number of fault injections for each combination of variables simultaneously targeted is 30 and 100 respectively.
The error detection predicate efficiencies shown in Table III would be inappropriate for implementation in a EDM, since the highest AUC value across all models is 0.81939. However, Table IV demonstrates that it is possible to generate efficient error detection predicates under a fuzzing model. Note that the efficiencies of these error detection predicates are below those observed under the BF fault model, both in this paper and in existing research, with an aggregate mean AUC of 0.90493.
It should be remembered that the levels of performance are not to the detriment of the simultaneous fault model, since the associated the set of injected faults will result in greater perturbation of software state. Intuitively, the impact of fuzzing for a fixed number of repeats is to incur a less structured and thorough exploration of erroneous software state, thus making it more difficult for a machine learning algorithm to discern the relationship between erroneous software state and system failure. This intuition is substantiated by the marked improvement the efficiencies of the error detection predicates generated using a larger number of fault injection experiments for each combination of target variables.
C. SimBF Fault Model
The SimBF fault model is the most computationally expensive set of experiments presented in this paper, since bit flip fault injection was applied to exhaustive combinations of bits in each variable representation across exhaustive combinations of variables. Whilst polynomial in bit representation and the number of variables, conducting this number of experiments in the development of most software systems is impractical. Despite this, the efficiencies shown are the strongest presented and warrant consideration regardless of the cost incurred. Table V shows that a perfect error detection predicate was generated under the SimBF fault model. The perfect detector is associated with module FG-2, though the error detection predicated associated with several other modules, most notably IM-3 and MG-1, are near perfect. The aggregate mean AUC for decision tree induction is 0.98861, meaning that it is once again the better performing of the two model generation algorithms. This is higher than the 0.93667 recorded under the BF fault model, despite SimBF being the stronger of the two fault models in terms of the faults imposed / perturbation of software state. Supporting preliminary findings in [10] , this is an indication that a comprehensive exploration of erroneous software states is fundamental to the generation of efficient error detection predicates using machine learning.
D. Simultaneous Fault Model Efficacy
Although simultaneous fault models are proposed to be more representative and cross validation allow the efficiency of the generated error detection predicates to be evaluated, gaining insight into the efficacy of simultaneous fault models is challenging. It is natural to consider the extent to which the error detection predicates generated under a simultaneous fault model can account for the set of faults injected under a nonsimultaneous model, since the latter is commonly used to inform EDM design. This is achieved by determining whether the error detection predicates generated under the SimBF fault model account for the faults injected under the BF fault model. These models are related, in that the set of faults injected under the BF fault model is a strict subset of the set of faults injected under the SimBF fault model.
The unsampled BF data set was evaluated against the best performing error detection predicates generated under the SimBF fault model. Table VI shows the efficiency of error detection predicates generated under the SimBF fault model and evaluated under the BF fault model. The efficiencies of the error detection predicates generated under the SimBF fault model when confronted by the set of faults associated with the BF fault model demonstrate the utility of simultaneous fault models. Once again, the more comprehensive exploration of erroneous state under the SimBF fault model enables the resultant error detection predicates to be more accurate and complete than those generated under the BF fault model. Most notably, at least one perfect detector has been generated for at least one module in each software system.
Simultaneous fault models aim to be more representative of faults that occur in real-world software. Whilst it can not be argued that results presented in Table VI further the argument of representativeness beyond what is shown in [20] , the results are a strong indication that simultaneous fault model provides considerations over and above the widely used BF model.
E. Restricted SimBF Fault Model
Having demonstrated the set of fault injections associated with BF is accounted for under SimBF, it is reasonable that SimBF could be used in fault injection analysis, not least with regard to the transient and permanent hardware faults that BF is commonly used to emulate. However, the computational expense of performing bit flip fault injection on exhaustive combinations of bits in each variable representation makes the model impractical for many software validation processes.
The problem of impractical experimental cost can be solved by restricting the number of fault injections performed or developing a strategy to intelligently sample the error space. To this point simultaneous bit flip fault injections have been exhaustive. That is, if n variables were in scope then the fault model was exhaustively applied to the representation of every k-combination of variables for 1 ≤ k ≤ n. By restricting the faults injected to being in every k-combination of bits in the representation for 1 ≤ k ≤ 2 and, similarly only k-combinations of variables for 1 ≤ k ≤ 2, the number of experiments is dramatically reduced whilst preserving the essence of simultaneous fault injection. Table VII shows the performance of the generated error detection predicates when simultaneous bit flip fault injection is restricted to every k-combination of bits in representation for 1 ≤ k ≤ 2 and k-combinations of variables for 1 ≤ k ≤ 2. This reduces the number of fault injection experiments on a single variable from
where n is the number of bits in the variable. Similarly reducing the number of variable combinations to
where n is the number of variables in scope. The performance of the error detection predicates generated under the SimBF model with 2 or fewer simultaneous faults, shown in Table VII , is identical to the performance of the exhaustive SimBF model for all but five software modules. In each of these cases the associated error detection predicates have decreased in TPR and FPR, hence a commensurate reduction in AUC, though the impact is less severe where the error detection predicates are generated using rule induction.
The TPR, FPR and AUC values of the five impacted software modules do not revert to the efficiencies of the BF model, despite the restricted model retaining near-perfect detection capability with regard to single fault injections. This represents a further indication that the consideration of the simultaneous fault model is providing greater depth of analysis, now at a more reasonable experimental cost. It is similarly interesting to note the consistency of the AUC variance across the exhaustive and restricted models, suggesting near identical error detection predicates are being generated, despite the cross validation process excluding informative instances for evaluation. Table VIII shows the performance of the generated error detection predicates when simultaneous bit flip fault injection is restricted to every k-combination for 1 ≤ k ≤ 3. This increases the number of fault injection experiments conducted for a single variable from The performance of the error detection predicates generated under SimBF with three or fewer simultaneous faults, shown in Table VIII , builds on the performance of the model with two or fewer simultaneous faults. The restricted model with three or fewer simultaneous faults yields identical performance to the exhaustive SimBF fault model for all but two software modules, where these are limited to a single software system.
The results presented demonstrate that the Restricted SimBF model provides a practical simultaneous fault model for the generation of efficient EDMs based on the application of machine learning to software fault injection data sets. The efficiencies of the generated error detection predicates surpass those of predicates generated under the BF model when evaluated again non-simultaneous or simultaneous faults. It should be noted that the results presented were derived under synthetic workloads and simultaneous fault models developed by existing research, a common limitation of work in the design of error and anomaly detection approaches.
VII. CONCLUSION
In this section the contributions of this paper are summarised and future work discussed.
A. Summary
The application of machine learning to fault injection data has been shown to be amongst the most effective approaches for the generation of efficient EDMs. However, such approaches to design of EDMs have invariably adopted a fault model with a single-fault assumption. Although simultaneous faults do not necessarily exist in all scenarios, the single-fault assumption limits the practical relevance of research in fault injection and fails to recognise the demands of established safety standards. This paper addresses this problem, demonstrating that efficient EDMs can be generated using fault injection data collected under fault models accounting for simultaneous faults. In particular, it is shown that (i) efficient EDMs can be designed using fault data collected under models accounting for the occurrence of simultaneous faults, (ii) exhaustive fault injection under a simultaneous bit flip model can yield improvements to EDM efficiency, and (iii) exhaustive fault injection under a simultaneous bit flip model can made non-exhaustive, thereby reducing the resource costs of experimentation to practicable levels, without sacrificing the efficiency of the resultant EDMs.
B. Future Work
The results presented have motivated further consideration of simultaneous fault model representativeness. The examination of fault injection data and efficient error detection predicates is a means for gaining insight into fault model representativeness. In contrast, the task of sampling error states and test cases to reduce experimental cost is well researched. Despite this, existing methods for error state and test case sampling require domain knowledge. Examining the software states captured by efficient error detection predicates will provide insight into how to better sample error spaces and test cases. 
