Abstract Sample-timing error can cause significant performance degradation for the interleave-division multiple-access systems (Wang et al. 2009) . In this paper, we propose a nondata-aided timing acquisition scheme to mitigate sample-timing error due to the asynchronous transmission of random allocated user ends (UEs) on the uplink. A closed-loop timing control scheme is constructed for the asynchronous IDMA system in this paper. We use the extrinsic information generated during the iterative detection algorithm with signal noise ratio evolution to estimate the timing offset for the asynchronous uplink in the base station (BS) receiver. The BS receiver returns the timing control bits, which is generated with estimated timing offsets, to the corresponding UE. And the UE uses the timing control bits to adjust local transmission time to guarantee the sampling performance at the BS receiver. The simulation results show that the proposed acquisition scheme based on feedback loop can provide high acquisition probability and low false alarm probability. The proposed scheme can overcome the bit-error-rate performance bottleneck, which is caused by the sample-timing error in BS receiver due to the asynchronous signals in the uplink.
Introduction
In the IDMA systems [1] , the air signal, which is the overlapped version of different UEs transmission signals in frequency and time domain, is sampled at the digital front end of the BS receiver. Then the BS receiver performs the iterative detection algorithm to eliminate the multiple-access interference (MAI) and inter-symbol interference (ISI) with low computation complex. For the ideal scenario, in which the signals from different user are perfectly synchronized at the BS receiver, the IDMA systems can achieve excellent MAI and ISI cancellation performance at the BS. Recent researches [1] [2] [3] are carried out with perfect synchronization of the uplink. That is, the BS receiver can get the best sampling point for all of the UEs. However, we can not guarantee the synchronization of the received signals from different users due to the random geographic distribution of the UEs. Thus, the uplink signals in the practical IDMA systems become asynchronous. Ref. [4] studied the impact of the sample-timing error for the IDMA system and demonstrated that the performance of IDMA system is sensitive with the sample-timing error. Ref. [4] also showed that the sample-timing error can introduce severe MAI and ISI into the system to cause serious BER performance degradation. In the traditional timing synchronization schemes for the multiple-access (MA) systems, pilot, which can be pseudo-noise (PN) sequence, can help to recover timing error. However, the system has to sacrifice the capacity for the pilots. Thus, a non-data-aided synchronization scheme is studied to achieve high efficiency in this paper.
In this paper, we propose a novel timing acquisition scheme for the uplinks in the asynchronous IDMA system to achieve near best sampling point for the received signals from different users at BS. Differing from the conventional CDMA signals, the different interleaving diagram is the only way for us to distinguish each user in the BS receiver. Therefore, it is hard for the IDMA receiver to mitigate the timing error directly with the chip level information. But we can estimate the transmission timing error with SNR-variance evolution techniques [5] [6] [7] . Thus, it is a possible solution that the BS returns the estimated timing error to the corresponding user to calibrate its transmission timing [8] . We estimate the timing error for each user with the SNR-variance evolution during the iterative detection process for the uplink at the BS. And then the timing error is transmitted to the corresponding user through downlink to adjust local transmission time to achieve near perfect synchronization for uplink signals. The numerical results show that the proposed scheme can achieve near ideal synchronous performance for the multi-user applications. Because the pilot is not used in the proposed scheme, our scheme has higher system efficiency than that with pilot. To avoid inter-block interference (IBI), zero padding (ZP) scheme [9] [10] [11] is applied in our system. Perfect power control is also assumed in the system, which means that the received signal from each user has equal power. We also show that our timing acquisition scheme is simple, fast and accurate in simulation study.
The rest of this paper is organized as follows. We provide the system model and sampletiming error analysis in Sect. 2. The timing acquisition scheme is proposed in Sect. 3. We perform the simulation study for the proposed scheme in Sect. 4. Finally, we draw our conclusion.
System Model and Sample-Timing Error Analysis

System Model
The system model with K simultaneous users is shown in Fig. 1 . In the IDMA system, the input data sequence d k of user k is encoded based on a low-rate code C, generating sequence 
where J is the block length. Then c k is permutated by an interleaver π k , yielding
We call the elements in x k as "chips". After base-band shaping, the signal enters the "Delay" module to simulate the asynchronous timing on the transmission. At the receiver end of the IDMA system, the received signal after sampling, r ( j), is used to perform iterative processing with the elementary signal estimator (ESE) and decoder (DEC) [1] .
For the conventional cellular wireless system, the uplink assignment for different user is performed one after another. We apply this method in our asynchronous IDMA system. There is only one access channel for the uplink of IDMA system that can be monopolized by only one user at a certain time. That is, the multiple users can access into the IDMA system one by one. During the accessing procedure, the BS receiver estimates the timing error and returns the timing adjustment to corresponding user to achieve timing synchronization, which can be seen as a closed loop shown in Fig. 1 . Thus, the accessed users all have achieved synchronization when a new user adds into the system. In our proposed system model, we use the subscript K to denote the new user that tries to add into the system.
Without losing generality, we use raise cosine filter to shape the transmitted signals in the system. The shape pulse Rc(t) can be represented as
where R denotes the roll-off coefficient, and T c denotes the chip duration. Now we consider that user-K is trying to access into the system. In the system model, we can assume a scenario that every user in the system has perfect timing before user-K is added in the system. Let τ k denote the timing error of user-K from the viewpoint of BS receiver. We get
And we assume that the timing error of user-K is a random variable. According to [4] , we only use a fraction of T c to quantify the random delay for user-K in our system. Without loss of generality, we assume that τ K satisfies the uniform distribution within one T c. That is,
Thus, the received signal for the multiple-access system with K − 1 simultaneous users can be presented as
where x k ( j) is the jth chip for user-k in a block after interleaving, while h k represents the channel coefficient for user-k and n(t) is white Gaussian noise with two-sided power spectral density N 0 /2 = σ 2 . In order to conquer inter-block-interference (IBI), a string of zeros (ZP) is appended after information sequence x k . The length of the zero string should be larger than the summery of channel memory length and the maximum probation delay. Now we discuss the situation that user-K adds into the system, and then r (t) can be represented as
Considering (2) and (3), (5) can be rewritten as
The estimated timing error for the corresponding user is denoted by τ . Then the timing control bits generator (TCBG) encodes the estimated τ to control bits (CB) and transmit to the UE through the downlink. When user-K receives CB from the downlink, the UE adjust their transmission timing with the timing error information, τ . After adjustment, the received signal at BS is
The optimal adjustment of transmission timing can be represented by
where Dis(K ) represents the synchronization performance for user-K in our analysis.
In the next section, we will analyze the effect of sample-timing error in the signal detection in IDMA systems, and the idea of our synchronization scheme.
Analysis of Sample-Timing Error
In this part, we analyze the impact of sample-timing error on SNR-variance evolution in the iterative detection of IDMA system. Our analysis is based on the scenario that the BS receiver can achieve the ideal sample timing for all of the accessed users when user-K adds into the system. That is, Dis(k) = 0, k = 1, 2, . . . , K − 1. Figure 2 shows the pulse shape which we use in the system. For simplification, we can only analyze the main lobe of the pulse since the magnitude of the side lobe is very small compared with the main lobe. We use Rc main (t) to represent the main lobe of the pulse shape. So we simplify (1) 
The effect of timing error for sampling
Now we focus on the sampling procedure before ESE. According to Nyquist Theorem, we set the sampling period T s equivalent to the chip duration T c. According to (6), we get the sampled signal as
Substituting (10) into (11), we get
Equation (12) represents the sampled digital signal, which is sent into ESE. The second term on the right part of (12) represents the useful signal for user-K , while the other terms represent the distortion components for user-K . In (12), x K ( j ± 1) is the ISI for x K ( j). We use the main lobe of pulse shape to approximate the whole pulse in time domain. Thus, only
can be the distortion components in (12) , which is shown in Fig. 3 .
The outputs of ESE are the extrinsic log-likelihood ratios (LLRs) of {x k ( j)}, which is defined below [1] :
With regard to (12) , τ K is a random variable in the practical system. But we can assume that τ K is known a prior at the receiver in order to discuss the impact of timing error. So (13) can be rewritten as
Let ζ k ( j) denote the distortion components for user-k. We rewrite (12) as
According to the central limit theorem, ζ k ( j) can be approximated as a Gaussian variable, when number of simultaneous users is large. In order to study the impact of τ K for the detection algorithm, we explore the ESE detection algorithm as follows. We assume that τ K is available in the detection. E() and V ar() are the mean and variance functions, respectively. Initially, we set E(x k ( j)) = 0 and V ar(x k ( j)) = 1 for ∀k, j, implying no extrinsic information at the beginning of the iterative detection for IDMA signals. To simplify our analysis, we only apply the single path channel in our analyzing. The similar conclusion can be obtained for the multiple path channel environments.
ESE Detection Algorithm with Timing Offset in a Single Path Channel:
Step(i): Estimation of Interference Mean and Variance
Step(ii): LLR Generation
Remark • Our numerical simulations showed that the performance of the accessed users (user-1 ∼ K − 1) decrease slightly due to the asynchronous user-K , when there is a large number of simultaneous users in the system.
In our study, we approximate V ar(ζ K ( j)) with the mean of V ζ K , which is defined in (7). This pessimistic approximation leads greatly simplifies to our analysis with slightly performance sacrifices. The similar analysis method has been used in [12, 13] for CDMA receiver and [1] for IDMA receiver. According to the ESE function, the output of ESE for user-K , e ESE (x K ( j)), can be represented by
where
From (21) and (22), the average output SNR of ESE for user-K for symbol j, snr K , is
In a quasi-static wireless channel model, the channel coefficient h k can be seen as constant.
The V k can be represented as a function of τ K , according to Appendix A. Therefore, snr K can be represented as a function of τ K as follows:
In our study, we only discuss the monotonicity of S( τ K ) to simplify the analysis. For the best system performance, we should achieve the maximum SNR for ESE output. From Appendix A, we obtain that
is a monotonically increasing function. Thus, S( τ K ) gets its maximum value when τ K = 0. We can use the shape '∩' to approximate the profile of function S( τ K ).
SNR-Variance Evolution Technique
In this section, we first briefly describe the SNR-variance evolution in a ZP-IDMA system. Details of SNR-variance evolution can be found in [5] . We just summarize the main results of [5] . Then we deduce the algorithm to estimate timing error with SNR-variance evolution.
In the ZP-IDMA, the received signal can be expressed in the matrix form as
denote the channel coefficient matrix for ZP-IDMA system. We can rewrite Eq. (25) as
We can freely selectH k to construct H Z P k , which is a circulant matrix, becauseH k corresponds the zero appended signals (27) and (28) shows the selected circulant matrix when L = 3, where L is the multi-path number. . 4 The structure of overall iterative evolution process
. . .
Note that the size of H Z P k is expanded to a square matrix with the dimension {J + (L − 1)} × {J + (L − 1)}. In this way, the channel matrix of the ZP-IDMA system is circulant. From the analysis results of [5] , the ESE function can be represented as the evolution between output SNR and the users' average variance for the systems with the circulant channel matrix. This evolution is defined as SNR-variance evolution in [5] . Figure 4 shows the simplified iterative receiver. According to the analysis in [6] , we give the essence of the SNR-variance techniques in ZP-IDMA system as follows.
SNR-Variance Evolution Technique:
For the ZP-IDMA system with the circulant channel matrix, we can perform iterative process of IDMA system with the average variance (denoted byῡ) and SNR (denoted by ρ) for ESE and DEC. That is, the iterative process is carried out with the recursion between ρ andῡ. The transfer functions of the ESE and DEC can be denoted by ρ = φ(ῡ) andῡ = ψ(ρ), respectively.
According to [5] , the transfer function of ESE can be present as
whereῡ and g j areῡ
We can easily get that the Eqs. (30) and (7) have the same meaning. According to [5] , the value of ρ can be used to predict the system performance for the iterative processing. This strategy performs well in both quasi-static fixed channels and fading channels.
In our study, we use the average varianceῡ to replace ρas the measure of system performance prediction for simplification. Sinceῡ is in the interval (0, 1] , the function ρ = φ(ῡ) monotonically decreases. The details can be found in Appendix B. That means the system can obtain the best performance when the averageῡ reaches the minimum value.
The Relationship Between Timing Error and Average Variance
For the system model used in this paper, we can construct the new channel coefficient h K for Eq. (21). The new channel coefficient h K is
In this approximation, the new channel matrix is also circulant as shown in (34), in which we assume there are three paths in the transmission.
In (34), H K can be written in a same way like (27) but using the new channel coefficients
, respectively. Therefore, the SNR-variance evolution techniques can be adopted in our system model. Recall the expression of ESE output for user-K in (24):
Using the results of SNR-variance in Sect. 2.2, we can establish the relationship between the timing error τ K and the average variance V K for the particular iterative processing results,
According to the analysis in Sect. 2.2, we can obtain the inverse function for the ESE function, ρ = φ(ῡ), because of the constant monotonicity of ESE function. We define the inverse function of ρ = φ(ῡ) asῡ 
We define the function of V K for τ K as
From the characteristic of the function S() and φ −1 () analyzed above, we can get the regularity as follows. When the timing error τ K trends to zero, V K gets to the minimum value, while snr K gets to the maximum value. In this case, the system performance is the best. We can found that V K increases with the abstract value of τ K to cause the degradation of the system performance. We demonstrate this regularity with numerical results. Figure 5 shows the relationship of V K and τ K from our simulation results when K = 2. The details can be found in Sect. 4.
In Fig. 5 , we use dashed line to depict the fitting curve of (38), which has the profile of '∪'. For the system model with an asynchronous user-K who enters the system, we can predict that the timing error τ K = 0 with high probability if we provide a scheme to let V K close to the bottom of the fitting curve. This regularity provides the theoretical clues for the timing estimation. In the following, we present the details of the timing acquisition scheme.
Timing Acquisition Scheme
For the timing estimation, our target is that the V K performance of the BS receiver gets to the bottom area of the fitting curve shown in Fig. 5 . According to the previous analysis, the tiny timing error can cause severe performance degradation, and ψ( τ K ). also displays the characteristics of periodic function with the period T = T c. The demonstration is given below,
If we get the value of ψ( τ K ). for one entire period, we can easily obtain the minimum V K . Let the user-K adjusts the transmission timing τ K in a fixed step t every block in the same direction, we will finally get the entire period value of ψ( τ K ) for τ K . Let T b denote the duration time of one block. We define the function in the time domain of the received V K as:
In (40), t = 0 means that user-K initiates adding into system and starts to transmit the first data block through the uplink.
t is the timing error at timing t. Thus, the timing error for the first block is τ K .
Let T u denote the shortest time to get the entire period of V K , and it can be represented as
Actually, we can take T u as the period of the received ψ r (t) in the BS, demonstrated as:
In order to increase the acquisition probability, we can use several periods of T u to achieve the timing synchronization for user-K . After the fixed step timing adjustment procedure, the TE can estimate where the minimum value of the received ψ r (t) locates. Figure 6 shows the profile of two periods ψ r (t) in the time domain. Let T a denote the duration of fixed step timing adjustment. And Fig. 6 indicates that T a = 2T u . When t = T 0 , we get the minimum value of ψ r (t). Therefore, TE can find the best adjustment value to finish timing acquisition,
τ is the estimation value for τ K . After timing acquisition, we can perform the timing tracking with this closed-loop between BS and UE in further research. TE tracks the change of the timing error of user-K with the variation of V K , and updates the best adjustment τ . According to τ , TCBG generates the timing control bits (TCB), which is sent to user-K through downlink path to calibrate transmission timing.
Basic TE Function:
In our analysis, we make the approximations to get the basic profile of ψ( τ K ). However, in the practical systems, the received signal ψ r (t) gets distorted by the random noise. Therefore, we use a low pass filter to mitigate the effect of noise for the received signal ψ r (t). Due to the periodic characteristic for ψ r (t), the normalized digital pass band for the low pass filter can be computed as follows: 
(44) Figure 7 shows the operation in TE. After filtering the received signal, TE estimates the timing errors.
Basic TCBG Function:
Actually, the timing control bits generator (TCBG) is a map from timing adjustments t (the fixed step) or τ (the estimated timing error) to the binary control messages. For the mobile station, the timing control bits of the adjustment are used to adjust its transmission timing. We assume t that both known a priori at the BS and MS in the scheme. Table 1 shows the example of TCBG mapping for t = T c/31.
Simulation Results
We first outline the settings and definitions used in the simulations. The quasi-static AWGN channels are used. The coefficients of multi-path channel are 1, 0.3, 0.01. In the simulation, the ZP is applied in the transmission to ensure the channel matrix is circulant. The influence of ZP to the power and spectral efficiency in not considered in this paper. Each user's information symbol is encoded by a rate 1/16 repeated code. The coded signals are interleaved by randomly generated interleavers. And the roll-off coefficient R of the raise cosine filter is 0.5. Let I T denote the number of iterations in the detection. The initial timing error for every user is a random value that uniformly distributes in the interval between −T c/2 and T c/2. For transmission, we set the length of the block J = 256. Since the duration of timing acquisition is very short, we can assume that users are geographically fixed during the acquisition procedure. We also assume an ideal power control to obtain the equal power for every user in the BS receiver. Figure 8 shows the received signal V K = r (t) in the procedure of user-2 adding into the system, which indicates K = 2. In order to get the profile clearly, BS chooses the fixed step t = T c/33 and returns the TCB to inform user-2 to adjust its timing every 100 blocks. The initial timing error for user-2 is τ K = 0. Finally, we obtain the '∪' profile for V K after timing adjustment. To make the profile smooth, we feed the output signal into the low pass filter. Figure 9 shows the results of the filtering. These two simulation results prove our approximations on signal ψ( τ K ) in Sect. 2.4.
In the following, we will display the performance of our proposed timing acquisition scheme. The adjustment step is t = T c/33. And in the BS receiver, we configure the duration of timing adjust procedure T a = 2T u . We use Dis(K ) which is defined in (9) to represent the distance between the true value and the estimated value. And each user adds into the system from user-1 to user-16 one after another. Table 2 shows the timing acquisition performance for every user. From Table 2 , we can see that there is no severe deterioration from the first accessed user to the last one. So the acquisition scheme is stable for different users. We also calculated the expectation and standard deviation of Dis(K ), denoted by E(Dis(K )) and V ar(Dis(k)), respectively. The results also show the performance consistence for different users. From the previous research [4] , we can see that when |Dis(K )| > T c/4 the system suffers severe performance loss. Therefore, we define the miss-acquisition when |Dis(K )| > T c/4 in the numerical simulations.
In the previous study [4] , if the system can rectify the timing error into a uniform distribution that subjects to (0, (T c/16) 2 ), the performance of the system can be acceptable. Therefore, the mean and variance of Dis(K ) can be the evaluated as the measure of acquisition performance. Table 3 shows the performance of acquisition performance with E b /N 0 . The miss probability and the standard deviation both decreases with E b /N 0 . When E b /N 0 = 0 dB, we have the worst acquisition performance in Table 3 . With E b /N 0 increas- ing, the acquisition performance becomes better. Therefore, we can obtain that our acquisition scheme can calibrate the timing error to achieve better performance for higher SNR. Figure 10 shows the BER performance of the asynchronous IDMA system after timing acquisition. We also set the fixed step t = T c/33 and the duration time of the adjustment T a = 2T u in this simulation. We show the system performance with different number of users which is 3, 8 and 16, respectively. We also depict the asynchronous system performance without timing calibration to make a comparison. From this comparison, we can obtain that the system performance get enhanced after timing calibration. In Fig. 10 , there is no performance floor for the proposed scheme to get the enhancement of the system performance. Furthermore, the BER performance of the perfect synchronous system is also shown in the figure. We can see that our scheme can approach the near ideal synchronous performance closely.
Conclusion
In this paper, we proposed a closed-loop timing acquisition scheme based on the SNR-variance techniques. With the help of ZP, the average variance computed from each data block can be used in the timing error estimation. We have analyzed the relationship between timing error and the output SNR, which is demonstrated by numerical results. This analysis results can be applied in further implementations.
The simulations results show that our timing acquisition scheme performs well with acceptable acquisition probability and miss probability. And we are currently looking at the extension of this scheme to apply in the timing track for high speed users.
We define the output of DEC as e dec (x k ( j)). For simplicity, we use repetition code with S length in our system. Ignoring the influence of the random interleaver, then e dec (x k ( j)) can be represented as follows:
In (A.1), V k can be seen as a function with the variable τ K as follows:
where e ese (x k ( j), τ K ) can be obtained by substituting (16)-(19) into (20). From (A.1) and (A.3), mathematical analysis for this function is a sophisticated issue, which is hard for us to get the close form function. Fortunately, we only care about the monotonicity of (A.1), Monte Carlo method can help us to analyze the function easily. This only takes the BS to compute V k in the detection. Figure 11 shows the received V k ( τ K ) in the entire value domain of τ K . The profile of this function is very similar to (36), and we can also use profile "∪" to approximate it.
From the simulation results, we can obtain the regularity of V k ( τ K ):
• From the view point of statistics theory V k ( τ K ) is an even function, • The profile of V k ( τ K ) monotonically increases in the domain [0, T c/2) for τ K .
Therefore, S( τ K ) is an even function and when τ K ∈ [0, T c/2] the monotonicity of (A.1) can be obtained as: ∃ξ → 0 + to make and
and we can easily get that: A 1 > 0 and A 2 > 0, and also A 1 > A 2 . Therefore, (A.4) can be rewritten as To get the monotonicity of (29), we differentiate (B.2) as follows: The function φ(ῡ) monotonically decreases in the value domain ofῡ, 1 ≥ῡ > 0.
