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Prefacio
Si tuvie´ramos que elegir un conjunto de palabras clave para definir la sociedad actual, sin duda el te´rmino
informacio´n serı´a uno de los ma´s representativos. Vivimos en un mundo caracterizado por un continuo flujo
de informacio´n en el que las Tecnologı´as de la Informacio´n y Comunicacio´n (TIC) y las Redes Sociales
desempen˜an un papel relevante. En la Sociedad de la Informacio´n se generan gran variedad de datos en for-
mato digital, siendo la proteccio´n de los mismos frente a accesos y usos no autorizados el objetivo principal
de lo que conocemos como Seguridad de la Informacio´n.
Si bien la Criptologı´a es una herramienta tecnolo´gica ba´sica, dedicada al desarrollo y ana´lisis de siste-
mas y protocolos que garanticen la seguridad de los datos, el espectro de tecnologı´as que intervienen en la
proteccio´n de la informacio´n es amplio y abarca diferentes disciplinas. Una de las caracterı´sticas de esta
ciencia es su ra´pida y constante evolucio´n, motivada en parte por los continuos avances que se producen en
el terreno de la computacio´n, especialmente en las u´ltimas de´cadas. Sistemas, protocolos y herramientas en
general considerados seguros en la actualidad dejara´n de serlo en un futuro ma´s o menos cercano, lo que
hace imprescindible el desarrollo de nuevas herramientas que garanticen, de forma eficiente, los necesarios
niveles de seguridad.
La Reunio´n Espan˜ola sobre Criptologı´a y Seguridad de la Informacio´n (RECSI) es el congreso cientı´fico
espan˜ol de referencia en el a´mbito de la Criptologı´a y la Seguridad en las TIC, en el que se dan cita perio´di-
camente los principales investigadores espan˜oles y de otras nacionalidades en esta disciplina, con el fin de
compartir los resultados ma´s recientes de su investigacio´n. Del 2 al 5 de septiembre de 2014 se celebrara´ la
decimotercera edicio´n en la ciudad de Alicante, organizada por el grupo de Criptologı´a y Seguridad Compu-
tacional de la Universidad de Alicante. Las anteriores ediciones tuvieron lugar en Palma de Mallorca (1991),
Madrid (1992), Barcelona (1994), Valladolid (1996), Torremolinos (1998), Santa Cruz de Tenerife (2000),







RECSI 2014, Alicante, 2-5 septiembre 2014






Resumen—Se describe brevemente el nacimiento y los prin-
cipales hitos en el desarrollo histo´rico de la Criptografı´a con
Curvas Elı´pticas, sus fortalezas y vulnerabilidades. Se examinan
las condiciones exigibles a una curva elı´ptica para ser criptogra´fi-
camente fuerte y las estrategias para encontrar tales curvas.
Finalmente se analiza el caso particular de la Criptografı´a con
Curvas Elı´pticas en el contexto de las tarjetas inteligentes.
Palabras clave—curvas elı´pticas; logaritmo discreto; curvas
criptogra´ficamente buenas; isogenias; pairings; tarjetas inteligen-
tes
I. INTRODUCCIO´N
Las curvas elı´pticas han ocupado un papel central en Ma-
tema´ticas desde hace tres siglos y sus notables propiedades,
aritme´ticas y geome´tricas, han encontrado aplicacio´n en mu´lti-
ples problemas y campos matema´ticos.
Su empleo en Criptografı´a es sin embargo reciente, pu-
die´ndose situar su inicio en los dos artı´culos siguientes:
V. Miller: Use of elliptic curves in Cryptography, CRY-
PTO’85, 1985, [13].
N. Koblitz: Elliptic Curve Cryptography, Math. Comp.,
1987, [9].
En ambos, los autores proponen implementar el Problema
del Logaritmo Discreto (PLD) en el grupo de puntos de
una curva elı´ptica definida sobre un cuerpo finito, en lugar
de en el grupo multiplicativo de un tal cuerpo, como se
hacı´a cla´sicamente. La motivacio´n aducida es que tal grupo
de puntos resulta inmune a ataques criptoanalı´ticos, como el
Index-Calculus, lo que permite una seguridad equivalente con
longitudes de clave mucho menores.
Sin embargo, la idea de Miller y Koblitz
permanecio´ inicialmente en el a´mbito acade´mico y au´n
en 1997 R. Rivest escribı´a:
The security of cryptosystems based on elliptic curves is
not well understood, due in large part to the abstruse nature
of elliptic curves.
La implantacio´n del nuevo paradigma debe mucho a la
compan˜ı´a Certicom (creada en 1985 por S.A. Vanstone y R.
Mullin) y al grupo investigador de la Universidad de Waterloo
(A.J. Menezes, S.A.Vanstone, etc).
It was enterely Scott Vanstone and his students and
collaborators who transformed ECC from a gleam in two
mathematicians’eyes to something that was ready from prime
time. (N. Koblitz).
Actualmente la Criptografı´a con Curvas Elı´pticas (ECC)
es una disciplina madura y consolidada, teo´rica y tecnolo´gi-
camente. Los libros y artı´culos, los congresos y seminarios
sobre el tema son muy numerosos y compan˜ı´as e instituciones
como NIST, Certicom, IEEE, RSA Laboratories, etc incluyen
Criptografı´a Elı´ptica en sus standards.
Sin embargo, el camino recorrido no ha estado exento de
obsta´culos. Algunos de ellos han sido debidos a problemas de
implementacio´n:
1. Ca´lculo del cardinal del grupo de puntos de la curva
elı´ptica. Los algoritmos para su determinacio´n (SEA, T.
Satoh, etc, [1], [2]) son costosos.
2. Identificacio´n de los mensajes a cifrar m con puntos Pm
de la curva elı´ptica utilizada.
3. Optimizacio´n de las operaciones (suma y multiplicacio´n
escalar) con puntos de la curva. Diversos algoritmos,
utilizando diferentes tipos de coordenadas (afines, pro-
yectivas, etc) y diferentes ecuaciones para la curva
(Weiertrass, Hess, Montgomery, Edwards, etc), [8], [1]
han sido propuestos.
Por otra parte, en Criptografı´a, ninguna propuesta esta´ exen-
ta de vulnerabilidades. En el caso de las curvas elı´pticas, su
rica estructura matema´tica es un arma de doble filo, ya que
puede ser explotada tambie´n por el criptoana´lisis.
Un ejemplo cla´sico es el algoritmo de Menezes–Okamoto–
Vanstone (MOV, 1993), [14], que permite reducir el PLD para
una curva elı´ptica E, definida sobre el cuerpo finito Fq , al
PLD sobre un cuerpo extensio´n Fqk , para un cierto nu´mero k
(dependiente de E) al cual se denomina grado de inmersio´n
de la curva E. El algoritmo MOV utiliza como herramienta el
denominado pairing de Weil. Los pairing (de Weil, Tate, etc)
son aplicaciones bilineales definidas sobre una curva elı´ptica
y con valores en un grupo cı´clico, ver [2], [6].
La utilidad criptoanalı´tica del algoritmo MOV depende del
grado de inmersio´n k, ya que solo resulta eficiente si k
es pequen˜o. En particular Menezes, Okamoto y Vanstone
muestran que esto ocurre para las curvas elı´pticas denominadas
supersingulares, en las que el valor de k es a lo sumo 6. Por
ello tales curvas se consideran vulnerables para criptosistemas
basados en el PLD. Cabe sen˜alar que, sin embargo, las curvas
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supersingulares son ido´neas para su empleo en otra rama de
la Criptografı´a, la Criptografı´a Basada en la Identidad, [12].
La idea de Criptografı´a Basada en la Identidad fue intro-
ducida por A. Shamir (CRYPTO 1984), ver [12]. En ella la
clave pu´blica de un usuario puede deducirse de su nombre
(o cualquier otra informacio´n relacionada con su identidad).
Shamir propuso esquemas de firma e intercambio de claves
basadas en la identidad, pero no sistemas de cifrado. D.
Bonech y M. Franklin (CRYPTO 2001), [3], proponen un
criptosistema basado en la identidad, utilizando el pairing de
Weil sobre curvas elı´pticas.
Actualmente existen propuestas de criptosistemas, esquemas
de firma y esquemas de intercambio de claves basadas en
pairings. A diferencia de los criptosistemas basados en el PLD
elı´ptico la Criptografı´a basada en la identidad requiere curvas
elı´pticas con grado de inmersio´n pequen˜o, las denominadas
pairing friendly curves.
Otra herramienta, propia de las curvas elı´pticas, que permite
el disen˜o de criptosistemas y protocolos criptogra´ficos son
las isogenias. Una isogenia es una aplicacio´n lineal entre dos
curvas elı´pticas, ver [6]. En el caso de un cuerpo base finito
Fq dos curvas elı´pticas, definidas sobre Fq , son iso´genas (es
decir existe una isogenia no nula entre ellas) si y solo si tienen
igual cardinal.
Sin embargo, dadas dos curvas elı´pticas sobre Fq y con
igual cardinal, encontrar explı´citamente una isogenia entre
ambas es un problema computacionalmente difı´cil, lo que po-
sibilita utilizar este problema en el disen˜o de criptosistemas de
clave pu´blica. A. Rostovsov y A. Stolbunov (Eurocrypt’ 2006),
proponen un criptosistema basado en estrellas de isogenias,
[18].
Como un u´ltimo ejemplo de la fecundidad de las curvas
elı´pticas citemos su aplicacio´n en dos te´cnicas auxiliares
del criptosistema RSA, me´todos de factorizacio´n y tests de
primalidad:
Me´todos de factorizacio´n: algoritmo de H.W. Lenstra Jr.,
1987, [1], [6].
Tests de primalidad: test de S. Goldwaser–J. Kilian, 1996
y test de A.O.L. Atkins–F. Morain, 1993, [4].
II. CURVAS ELI´PTICAS
En la seccio´n anterior hemos resumido la aparicio´n y el
desarrollo de la Criptografı´a basada en curvas elı´pticas, pero
no hemos precisado que son tales curvas. Podemos tomar
como definicio´n la siguiente, [1], [6],
Definicio´n 1: Una Curva Elı´ptica E definida sobre un
cuerpo k (por ejemplo el cuerpo de los nu´meros complejos C,
los reales R, un cuerpo finito Fq , etc) es una curva proyectiva,
no singular, admitiendo una ecuacio´n, definida sobre k, en la
denominada Forma Normal de Weierstrass:
E : y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6, ai ∈ k
Una tal curva admite un u´nico punto en el infinito, el O =
(0 : 1 : 0) (punto del infinito en la direccio´n del eje y). Si
Car(k) 6= 2, 3 (es decir cuerpo no binario ni ternario) la forma
de Weiertrass puede reducirse a la ecuacio´n ma´s simple:
E : y2 = x3 +Ax+B, A,B ∈ k
La gra´fica de esta curva, para el cuerpo R de los nu´meros
reales, toma una de las dos formas siguientes:
Denotaremos con E(k) al conjunto de puntos de la curva
E con coordenadas en el cuerpo k (incluido el punto en
el infinito O). La utilidad de las curvas elı´pticas deriva de
la posibilidad de dotar a E(k) de una estructura de grupo
abeliano (con O como elemento neutro). La ley de grupo
puede definirse geome´tricamente. Por simplicidad supongamos
Car(k) 6= 2, 3 y E : y2 = x3+Ax+B y recordemos que, por
el teorema de Bezout, una recta L corta a E en tres puntos.
Definicio´n 2: La suma de dos puntos P, Q ∈ E(k) es
el punto sime´trico, respecto del eje x, del tercer punto de
interseccio´n con la cu´bica de la recta que une P y Q. Si
P = Q, (en cuyo caso se habla de doblado del punto) se
sustituye cuerda por tangente.
Las dos figuras siguientes muestran gra´ficamente las operacio-
nes de suma y doblado de puntos:










Doblado de Punto en Curva Elı´ptica
Consideremos ahora el caso particular de un cuerpo base
finito k = Fq, q = pm. Se tiene entonces, [1], [6].
Teorema 3: Sea E una curva elı´ptica definida sobre Fq .
1. Sea N = #(E(Fq)) el cardinal de la curva. Se verifica
el teorema de Hasse:
q + 1− 2√q ≤ N ≤ q + 1 + 2√q
Es decir N = q + 1− t, con |t| ≤ 2√q.
2. El grupo abeliano finito tiene la estructura siguiente,
E(Fq) ' Z/n1Z× Z/n2Z
donde N = n1n2, n2|n1, n2|q − 1.
En la Introduccio´n se ha hecho referencia a las curvas
elı´pticas supersingulares,
Definicio´n 4: Una curva elı´ptica E definida sobre el cuerpo
finito Fq, q = pm, se llama supersingular si p divide a t
III. LOGARITMO DISCRETO ELI´PTICO
Recordemos el Problema del Logaritmo Discreto (PLD),
[6].
Definicio´n 5: Sea G = 〈g〉 un grupo cı´clico finito con
cardinal N (cla´sicamente el grupo G considerado era F∗q =
Fq − {0} con cardinal N = q − 1). Si x ∈ G, se denomina
logaritmo discreto de x en la base g al entero natural n ≤ N
tal que gn = x.
Conocidos g y n es computacionalmente sencillo calcular
x. Sin embargo conocidos g y x, es computacionalmente intra-
table determinar n (Problema del Logaritmo Discreto).
Diversos sistemas criptograficos (J. Massey–J. Omura, T.
ElGamal), esquemas de firma electronica (T. ElGamal, C.
P. Schnorr, DSA) e intercambio de claves (W. Diffie–M. E.
Hellman) esta´n basados en el PLD, [8].
La seguridad del logaritmo discreto ha sido exhaustivamente
estudiada. Podemos clasificar los algoritmos para resolver el
PLD en tres tipos, [6]:
1. Algoritmos va´lidos en cualquier grupo (todos los cuales
tienen un coste exponencial): Rho de J. M. Pollard, Baby
Steps Giant Steps (BSGS), etc.
2. Algoritmo de R. Silver– G. C. Pohlig–M.E. Hellman:
Eficiente para grupos cuyo cardinal tiene todos sus
factores primos pequen˜os. En consecuencia el cardinal
del grupo deberı´a poseer un factor primo grande para
ser seguro.
3. Algoritmos tipo Index Calculus.
El me´todo del Index-Calculus se ha aplicado con e´xito
(coste subexponencial) a los cuerpos finitos Fq , en particular
los binarios F2m . Actualmente se considera necesario un
taman˜o mı´nimo para el cardinal de estos cuerpos de 1024 bits,
lo que obliga a aumentar el taman˜o de las claves y por tanto
los recursos computacionales necesarios.
Una posibilidad alternativa es substituir el grupo G = F∗q
por otros inmunes al Index Calculus. Esta fue´ la motivacio´n de
Miller y Koblitz para su propuesta del Problema del Logaritmo
Discreto Elı´ptico (PLDE): Dada una curva elı´ptica E sobre
Fq y puntos P y Q = nP en E(Fq) encontrar n.
El PLDE ofrece las siguientes ventajas sobre el PLD cla´sico:
Flexibilidad: Fijado el cuerpo Fq existen muchas curvas
elı´pticas sobre e´l, lo que ofrece la posibilidad de cambiar
perio´dicamente la curva, manteniendo Fq (y su aritme´ti-
ca).
El grupo E(Fq) es inmune al Index Calculus, lo que lo
hace ma´s seguro que el grupo F∗q :
1. El ataque al PLDE (utilizando el algoritmo de Po-
llard) para una curva elı´ptica sobre Fp, p primo de
160 bits, exige aproximadamente 1024 operaciones
elementales.
2. El ataque al DLP (utilizando el me´todo del Index
Calculus) para F∗p, p primo de 160 bits, necesita
solo 109 operaciones.
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Esta posibilidad de claves ma´s cortas hace especialmente
ido´nea a la Criptografı´a con curvas elı´pticas para su uso
en plataformas con capacidad computacional reducida
como tarjetas inteligentes, RFID, redes de sensores, etc.
Comparacio´n de taman˜os de clave (NIST)
PLD/RSA PLDE Ratio
1024 163 1 : 6
3072 256 1 : 12
7680 384 1 : 20
15360 512 1 : 30
Ataques al PLDE, como el ya mencionado me´todo MOV,
propiciaron la bu´squeda de otras alternativas como base del
logaritmo discreto. Es el caso de las Curvas Hiperelı´pticas,
[10], generalizacio´n de las elı´pticas. Estas curvas vienen dadas
por una ecuacio´n del tipo:
C : y2 + h(x)y = f(x) | gr(h) ≤ g, gr(f) = 2g + 1
(Las curvas elipticas corresponden al caso g = 1).
Sin embargo el PLD sobre (las jacobianas de) curvas
hiperelı´pticas se ha mostrado vulnerable, para g > 2, frente a
variantes del Index Calculus: algoritmos de L. M. Adleman–J.
De Marrais–M. D. Huang (1994) y de P. Gaudry (2000), [2],
[6].
III-A. Curvas elı´pticas criptogra´ficamente buenas
Aunque actualmente el PLDE se considera seguro, algunas
precauciones son necesarias en la eleccio´n de la curva elı´ptica
base E:
1. El cardinal de E debe ser adecuado (primo o con un
factor primo grande) para evitar el ataque de Silver-
Pohlig-Hellman.
2. Con grado de inmersio´n “grande”(en particular no su-
persingulares) para evitar el ataque MOV.
3. Evitar las denominadas curvas Ano´malas, curvas sobre
Fp (p primo), y con cardinal p, curvas para las que
el PLDE es fa´cil: ataques de I.A. Semaev (1998), T.
Satoh–K. Araki (1998) y N. Smart (1999), [6].
4. E debe ser inmune al ataque por Descenso de Weil, tipo
de ataque propuesto por G. Frey en 2001 y desarrollado
por P. Gaudry, A.J. Menezes, N. Smart, etc [2].
Dos vı´as, ambas costosas, pueden utilizarse para elegir una
curva elı´ptica buena (a salvo de las debilidades mencionadas):
Tomar curvas aleatoriamente, calcular su cardinal y com-
probar si es adecuado.
Construccio´n de curva elı´ptica con cardinal adecuado
prefijado. Ello es factible empleando un me´todo debido
a A. O. L. Atkin–F. Morain, [4]
Una tercera vı´a consiste en el empleo de isogenias. Como
se ha sen˜alado, dos curvas iso´genas tienen igual cardinal. Por
tanto, partiendo de una curva criptogra´ficamente buena (con
cardinal adecuado N ), todas las curvas obtenidas a partir de
ellas como ima´genes por isogenias sera´n tambie´n buenas. Ello
justifica el estudio de tales relaciones de isogenia.
Consideremos el conjunto de todas las curvas elı´pticas (defi-
nidas salvo isomorfı´a) sobre un cuerpo finito dado Fq, q = pm
y con cardinal N . Sea ` un primo diferente de la caracterı´stica
p del cuerpo y consideremos todas las posibles isogenias de
grado ` entre tales curvas (ver [6] para el concepto de grado de
una isogenia). Tal conjunto puede considerarse como un grafo
dirigido G(N , `), con aristas dichas `-isogenias. Es posible
asignar a estas aristas un cierto sentido (horizontal, ascendente
o descendente) y por tanto estratificar a G(N , `) en pisos o
niveles, [11].
Definicio´n 6: Cada componente conexa de G(N , `) se
denomina un `-volca´n.
El nombre de volca´n responde a su similitud con un cono
volcanico, de hecho en un `-volca´n se habla de cra´ter, ladera y
suelo. La nocio´n de grafo de `-isogenias y `-volcanes se debe
a D. R. Kohel (Ph. D. Thesis, 1996), [11] y posteriormente
su estructura y propiedades han sido estudiadas por otros
investigadores: M. Fouquet–F. Morain (LNCS 2369, 2002)
[5], J.Miret–R.Moreno–D.Sadornil–J.Tena–M.Valls (Applied
Mathematics and Computation, 2006 y 2008), [15], etc.
Estructura de un 3-Volca´n
El grafo total G(N , `) esta´ formado por varios `-volcanes
y puede denominarse una `-cordillera, [16].
IV. CURVAS ELI´PTICAS Y TARJETAS INTELIGENTES
Aunque las primeras tarjetas de cre´dito se remontan a 1950
(Diners Club), las Tarjetas Inteligentes (Smart Cards), con chip
incorporado, se popularizan a partir de 1980 (en 1986 se define
el standard ISO para ellas) y se integran en la telefonı´a mo´vil
(Tarjetas SIM: Subscriber Identificatio Module) a partir de
1990.
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Los usos actuales de las tarjetas hacen necesaria la implan-
tacio´n en las mismas de sistemas criptogra´ficos (esquemas de
cifrado, certificados, firma digital, etc).
La posibilidad ya mencionada de claves ma´s cortas y la
flexibilidad en la eleccio´n de las mismas, convierten a las cur-
vas elı´pticas en candidatos privilegiados para la Criptografı´a
implementada en tarjetas inteligentes:
En 1996 un grupo de empresas, Europay, MasterCard
y VISA (EMV) definieron la especificacio´n de tarjetas
inteligentes para su uso en servicios financieros.
En 2001 este grupo propone el empleo (EMV 40 Ellip-
tic Curve Technical Report), de curvas elı´pticas como
alternativa al RSA para Autenticacio´n Esta´tica de Da-
tos (SDA), Autenticacio´n Dina´mica de Datos (DDA) y
cifrado auto´nomo.
Adema´s de los ataques criptoanalı´ticos especı´ficos, propios
del sistema criptogra´fico concreto utilizado, la Criptografı´a en
tarjetas es susceptible de un tipo de ataques activos denomi-
nados Side Channel Attacks, [2]. Estos ataques se basan en
que la alimentacio´n y el reloj de las tarjetas inteligentes son
proporcionados por el lector.
Es posible entonces, si se tiene acceso a la tarjeta y
se dispone de instrumentos adecuados, medir el consumo,
tiempo de computacio´n, etc de la tarjeta, mientras e´sta realiza
operaciones criptogra´ficas. Tal informacio´n puede ser usada
por un atacante para obtener la clave privada guardada en la
tarjeta. Veamos en particular un tipo de side channel attacks
especı´fico de la Criptografı´a con curvas elı´pticas.
IV-A. Zero-Value Point Attacks
L. Goubin, 2003, [7], muestra como un atacante puede
detectar, midiendo el consumo de la tarjeta, la aparicio´n de
puntos de la curva con abscisa u ordenada nulos y despue´s de
varias ejecuciones, conseguir la clave secreta d almacenada
en la tarjeta. De forma ma´s precisa, suponiendo que un cierto
bit de la clave d es 0 o´ 1, el atacante intenta crear un punto
con alguna de sus coordenadas cero. Si tal punto realmente
aparece su suposicio´n era correcta. Posteriormente T. Akishita
y T. Takagi (LNCS 2851, Springer, 2003) generalizan el ataque
de Goubin a curvas en las que algunos para´metros intermedios
usados en el doblado y suma de puntos de la curva elı´ptica
son cero.
¿Es posible obtener curvas inmunes a los ZVPA? N. Smart
(LNCS 2779, Springer, 2003) y Akishita-Takagi proponen,
partiendo de una curva buena (con cardinal adecuado, etc)
buscar curvas isogenas a la dada hasta encontrar una ade-
cuada (en particular sin puntos con coordenadas nulas). Para
ello construyen `-isogenias, para sucesivos primos `, hasta
encontrar una curva resistente.
Un problema de este me´todo es que el coste de las `
-isogenias aumenta con el grado `, como puede apreciarse en










Si una curva resistente no se encuentra para los primeros
primos `, el coste de encontrar una curva buena puede ser
disuasorio.
Un me´todo alternativo (J.M. Miret–D. Sadornil–J. Tena–R.
Tomas–M. Valls, [17], consiste en la construccio´n de caminos
de isogenias mediante bu´squedas en los ` volcanes. Tal me´todo
encuentra la forma ma´s ra´pida para ir de una curva vulnerable
dada a otra resistente.
La tabla siguiente compara los resultados obtenidos
(para la curva 192r1 del SECG) con el me´todo de Smart
y el alternativo. Con el me´todo de Smart la primera curva
resistente se obtiene mediante una 23-isogenia. En nuestro
caso se obtiene con una 5-isogenia seguida de una 13-isogenia.
192r1 Smart Nuestra propuesta
Grado Iso´gena resistente 23 5-13
Tiempo de ca´lculo (seg.) 44.30 6.01
Tiempo de la bu´squeda (seg.) 51.24 6.99
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Abstract—Linear Consistency Test (LCT) is a widely used
algebraic attack against pseudorandom generator schemes. A
system of linear equations depending on a guessed part of
the key is assigned to the analyzed generator and checked for
consistency. If the guessed part of the key is not the right one, the
system will be inconsistent with high probability. In the presence
of noise, additional measures are necessary for this attack to
be successful. They must reduce the influence of intercepted
output bits complemented by noise. In this paper, a technique is
described that tries to guess which bit(s) of the intercepted output
sequence are complemented by noise and remove all the equations
from the linear system assigned to the generator that depend
on those bits. The technique is demonstrated on cryptanalysis
of a Binary Rate Multiplier (BRM). The experiments on this
generator show that such an attack is feasible if the noise level
is up to moderate.
Index Terms—Cryptanalysis, Irregular Clocking, Linear Con-
sistency Test (LCT), Linear Feedback Shift Register (LFSR)
I. INTRODUCTION
Linear Consistency test (LCT) is an algebraic attack against
a pseudorandom generator scheme that tries to recover its
whole initial state starting from some guessed bits of it. A
linear system in the unknown bits of the key is set up, in which
the right-hand side of every equation is an intercepted bit of
the output sequence of the generator, and its consistency is
checked. If the guessed part of the key is not the right one, such
a system will be inconsistent with high probability, see [7].
The attack proceeds as follows: first, a subset of the key bits
is guessed. Then, a system of equations, in which the rest of
the key bits are variables is set up. If the guessed key bit subset
is not the right one, the consistency probability of the obtained
system will be very small. The consistency of the system is
tested for all the possible choices of the guessed portion of
the key. If the length of the intercepted output sequence of the
generator is sufficient (see [7]), the right choice of the guessed
part of the key will lead to a consistent system, whose solution
will be the rest of the key.
If we consider a ciphertext-only attack scenario, in which
some of the intercepted output bits of the generator are
degraded (i.e. complemented) by noise, we have to com-
pensate the influence of the complemented intercepted bits
on the consistency of the system in order for the attack to
be successful. In this paper, we first guess which of the
intercepted bits are complemented by noise and then we
remove from the system assigned to the generator all the
equations involving the guessed complemented bits. Suppose
that the length of the intercepted output sequence is sufficient
for making decisions about consistency of the system assigned
to the analyzed generator. If the choice of the guessed portion
of the key is right, and the guess of the positions of the
intercepted bits affected by noise is right, the remaining system
will be consistent. If the guessed portion of the key is the
right one but the choice of the positions of the intercepted
output bits degraded by noise is wrong, the resulting system
might be consistent (the probability for this is significant).
But if the guess of the key portion is wrong, the system will
remain inconsistent with high probability even if the guess of
the positions of the bits of the intercepted output sequence
degraded by noise is right.
We apply the attack described in the previous paragraph on
a representative of a special class of pseudorandom sequence
generators, so-called irregular clocking generators. Specifi-
cally, we analyze how the new LCT attack can be applied
on a noised Binary Rate Multiplier (BRM) [2], but the same
ideas can be applied in attacks against other representatives
of the class as well - the Stop/Go generator, the Shrinking
generator, the Alternative Step generator and so on.
The attacks against BRM have been studied by many
authors, since that scheme is widely used in practice due to the
desirable properties of the output sequence achievable with it
(extremely long period and linear complexity, good statistical
properties etc.) Most attacks against BRM are correlation
attacks (for example [3], [4], etc.) The LCT attack against
BRM has also been attempted [5], but in a known-plaintext
attack scenario, i.e. without noise. The possibility of an LCT
attack against noised BRM was studied in [1] and [6]. This
attack tries to avoid influence of the bits of the intercepted
sequence affected by noise by changing the starting point in
the intercepted sequence from which the setting up of the
system of equations starts. The attack might be successful if
the noise level (i.e. the probability of ’1’ in the noise sequence)
is small, but false alarms and missing the event regarding the
right guess of the part of the key are inevitable and because of
that a more precise localisation of the bits affected by noise
is needed.
The structure of this paper is as follows: In Section II, the
BRM-based pseudorandom sequence generator is described.
In Section III, the detailed description of the new attack is
given. In Section IV, the experimental results are presented
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and discussed. Section V concludes the paper.
II. THE ANALYZED GENERATOR
We analyze the LCT attack on a noised pseudorandom
sequence generator involving a primitive known as The Binary
Rate Multiplier (BRM). BRM consists of 2 linear feedback
shift registers (LFSRs). One of them, the clocking LFSR
(LFSRs), determines the clocking sequence for the clocked






Fig. 1. The BRM primitive
The BRM operates as follows (Fig. 2): Without clocking by
LFSRs, the register LFSRu produces the binary sequence un.
At the clock pulse i of LFSRs, the bits from k positions of
LFSRs determine the integer si that represents the number of
bits from the sequence un that are going to be discarded. The
integers si, i = 1, 2, . . . make the sequence sn. The process of
discarding bits in this way is called non-uniform decimation
of the sequence un. The maximum value of the integer si
determines the maximum number of bits from the sequence
un that can be discarded at a time. The binary sequence zn is








Fig. 2. Operation of the BRM
The BRM primitive has become popular in the design of
stream ciphers since it can be shown [2] that the produced
sequence zn has extremely long period and high linear com-
plexity preserving at the same time good statistical properties
of a single LFSR.
III. THE NEW LCT ATTACK
In this section, we give details of the new LCT-based attack
against a noised BRM. The general description and remarks
about LCT have been exposed in the Introduction. To design
an LCT attack against BRM, we have to determine which
part of the BRM key (which consists of the initial states of
LFSRs and LFSRu, as usual) is to be guessed. It is shown in
[5] that assigning a linear system to a BRM when the initial
state of LFSRs is guessed is easy. Then the unknowns in the
system are the bits of the output sequence of LFSRu without
decimation together with the bits of the initial state of the same
LFSR and the right-hand side of any equation in the system is
the corresponding bit of the intercepted sequence. In our new
LCT attack on a noised BRM, we use the same approach. We
guess the initial state of LFSRs and make a system of linear
equations in the unknowns of the initial state of LFSRu and
the unknown bits of the output sequence of LFSRu without
decimation. The main point of our attack is the algorithm that
eliminates the influence of the bits of the intercepted sequence
complemented by noise.
Example 1
Suppose the BRM from Fig. 1 uses 4-bit LFSRs and the
primitive feedback polynomials of LFSRs and LFSRu are
fs(x) = 1 + x + x
4 and fu(x) = 1 + x3 + x4, respectively.
Let the number of output taps of LFSRs be k = 2 and the
tap positions are the first and the second (from the left).
Let the initial states of LFSRs and LFSRu be 1010 and
0110, respectively. Then the clocking sequence for LFSRu (i.e.
the integer sequence sn) is 31021002333 . . . and the output
sequence of the BRM is 11010110111 . . .
Let the cryptanalyst’s guess of the initial state of LFSRs
be right, i.e. 1010. In the LCT attack against the generator
without noise, the so-called decimation sequence is gen-
erated, containing the symbol ’2’ in the positions of the
unknown bits. Each symbol ’2’ will correspond to a new
variable in the system of equations assigned to the gener-
ator. In this case, the decimation sequence will be 2222 |
22212102212011220222122212221 . . .. The symbol | delimits
the variables of the initial state of the clocked register LFSRu
from the rest of the variables. The variables to the left from
the symbol | are given in the order x4, x3, x2, x1, whereas
the variables to the right from the symbol | are given in the
increased order of indexing, i.e. x5, x6, etc. Then the system
of linear equations assigned to the given BRM is:
x3 + x4 + x5 = 0
x2 + x3 + x6 = 0
x1 + x2 + x7 = 0
x1 + x5 = 1
x5 + x6 + x8 = 0
...
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The new ciphertext-only attack against a BRM is described
below:
1. Guess the initial state of the LFSRs.
2. Set up a system of equations assigned to such a BRM
without involving the intercepted bits. Such a system is
homogeneous and always consistent.
3. Set up a system of equations involving only the equa-
tions containing the intercepted bits.
4. Join the obtained systems and check the consistency of
the joint system. The following cases are possible:
4.1 There is no noise and the right initial state of LFSRs
was guessed - the joint system will be consistent and
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the missing bits of the initial state of LFSRu can be
obtained by solving the system.
4.2 There is no noise and the guess of the initial state of
LFSRs was wrong - the joint system will be inconsis-
tent with high probability, see [7].
4.3 The intercepted sequence was degraded by noise and
the guess of the initial state of LFSRs was right - the
joint system will be inconsistent with high probability
because of the bits of the intercepted sequence com-
plemented by noise.
4.4 The intercepted sequence was degraded by noise and
the guess of the initial state of LFSRs was wrong - the
joint system will be inconsistent with high probability.
5. Suppose that t bits of the intercepted sequence were
degraded by noise. Guess their positions. Remove all the
equations involving these complemented bits from the
joint system. Provided the intercepted sequence is long
enough (see [7]), the following cases are possible:
5.1 The guess of the initial state of LFSRs was right - if
the guess of the positions of the bits of the intercepted
sequence that were complemented by noise was right,
the system will become consistent and solving the sys-
tem will give the missing bits of the key of the BRM. If
the guess of the positions of the bits of the intercepted
sequence complemented by noise was wrong, there will
be relatively high probability (compared with that in
the case of a wrong guess of the initial state of LFSRs)
that the system will become consistent.
5.2 The guess of the initial state of LFSRs was wrong -
the system will not become consistent even if the guess
of the positions of the bits of the intercepted sequence
complemented by noise was right.
6. Repeat the step 5. of the algorithm for all the combi-
nations of guesses for the positions of the t bits com-
plemented by noise in the intercepted sequence, starting
from t = 1, then t = 2 and so on, until a consistent
system is obtained.
The success of the attack described above depends on
the level of noise, i.e. the ratio between the number of bits
complemented by noise in the intercepted sequence and the
length of the intercepted sequence. A relatively small level
of noise ensures relatively small number of combinations for
the guesses of the complemented bits, which makes the attack
feasible. In that case the attack is likely to be successful.
Example 2
Refer to the Example 1 above and suppose that the first
bit of the intercepted output sequence from the generator is
complemented by the noise sequence. This affects the equation
x1+x5 = 1 from Example 1 and other equations involving the
complemented bit (2 more equations, since the weight of the
feedback polynomial of LFSRu is 2). The system of linear
equations assigned to the given BRM becomes inconsistent
(with high probability). To mitigate this, we have to remove
the equations from the system that involve the complemented
bits (in our example, the number of complemented bits in the
intercepted sequence is t = 1). We guess the position of the
complemented bit. Suppose our guess is right, i.e. the first bit
in the intercepted sequence is complemented by noise. If we
remove all the equations involving that bit from the system, it
will become consistent again, since, as we said in Example 1,
our guess of the initial state of LFSRs was right. By solving
the system, we get the initial state of LFSRu. If the guess of the
position of the complemented bit in the intercepted sequence
is wrong, there is some probability that the system remains
consistent if the guess of the initial state of LFSRs was right.
2
Regarding the time complexity of the attack, we should note
that it is necessary to check all the possible initial states of
LFSRs in the attack, which gives the time complexity of the
attack of O(c · 2Ls), where Ls is the length of LFSRs and c
is the number of combinations for complementing the bits of
the intercepted sequence. c is small for low levels of noise,
which makes the attack feasible in those cases.
IV. EXPERIMENTAL WORK
The experimental setup involved LFSRs and LFSRu, both
of length 4, with primitive feedback polynomials (fs(x) =
1 + x + x4 and fu(x) = 1 + x3 + x4). 2 positions of the
register LFSRs determined the clocking of LFSRu, i.e. k = 2,
which means that up to 3 bits of the output sequence of LFSRu
without decimation could be discarded at a time. The length
of the intercepted output sequence was 20 and up to 2 bits
of the output sequence of the BRM could be complemented
by the noise, i.e. p(1) ≤ 10% in the noise sequence. The
experiment consisted of the following: for a fixed number of
bits of the intercepted sequence complemented by noise t,
t = 1, 2, all the possible combinations of positions of bits
complemented by noise were tried. For each such combination,
after complementing the intercepted sequence bits accordingly,
the new LCT attack was run and the number of cases in
which the guess of the initial state of LFSRs was right and
the consistent system was obtained was recorded. The number
of cases in which the guess of the initial state of LFSRs was
wrong and a consistent system was obtained (false alarms) was
also recorded. The cases where the number of false alarms
was greater than the number of correct guesses followed by
consistent systems were of particular interest, since in such
a case the solution of the cryptanalytic problem given by our
algorithm would be wrong. The goal of the experimental work
was to investigate how the number of such cases behaves when
t increases. In addition to the number of false alarms, the
number of initial states of LFSRs that the LCT-based attack
algorithm would label as solution states would be important
to study since in the case of a false alarm, the cryptanalyst
would have to check those states further in order to eliminate
the wrong solutions. We should bear in mind that the right
solution is always offered by the attack algorithm, even when
we get false alarms. The experimental results are given in
Table I. In that table, for t = 1 and t = 2, the numbers of false
alarms nf are listed. In addition, the maximum numbers of
solutions (i.e. the initial states of LFSRs offered by the attack
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TABLE I
THE NUMBERS OF FALSE ALARMS OBTAINED WITH THE NEW LCT
ATTACK (SEE TEXT)
N nf nf% ns fs fs%
t = 1 20 1 5 2 1 5
t = 2 190 62 33 5 2 1
algorithm) ns are given together with the numbers of cases fs,
in which the false alarms were generated with the maximum
number of solutions (that would be the worst possible case for
the cryptanalyst). In the table, N represents the total number
of possible combinations for complementing the bits of the
intercepted sequence.
From the Table I it can be noted that for t = 2 the
number of false alarm cases is quite high, approx. 33% of
all the cases. The maximum number of solution initial states
of LFSRs offered by the attack algorithm in that case is
ns = 5, which is 1/3 of the possible number of initial
states of that register. This number is also quite high, but to
recover from such a situation, ordering of these solution states
according to the corresponding numbers of consistent systems
obtained in the attack is possible to perform, which in most
cases places the right initial state to the second position. This
eliminates the problem of too many solutions offered by the
attack algorithm and also makes the problem of too many
false alarms easier. The greatest advantage of the new attack
compared with the attack from [1] and [6] is in the fact that
the new algorithm always produces the right solution, even
when it is accompanied by a false alarm.
V. CONCLUSION
In this paper, a new Linear Consistency Test (LCT)-based
attack against a noised pseudorandom generator scheme em-
ploying irregular clocking is described and analyzed. The
attack was applied against a specific representative of this class
of generators known as The Binary Rate Multiplier (BRM).
The attack first assigns a system of linear equations to the
BRM based on a guessed initial state of its clocking LFSR.
This system is then checked for consistency and if consistent,
the right initial state of the clocking LFSR was guessed. If
the obtained system is inconsistent, the equations involving
complemented bits of the intercepted sequence are eliminated
from the system and then the consistency of the system is
checked again. Which bits of the intercepted sequence are
complemented is also guessed. If the guess of those bits
is right, the obtained system will surely become consistent.
Otherwise, if the guess of the initial state of the clocking
LFSR was right, there is a significant chance that the newly
obtained system becomes consistent. In a contrary case, the
new system will be inconsistent with high probability. The
attack always gives the right solution for the initial state of
the clocking LFSR, but that solution may be accompanied
by other solutions (false alarms). The recovery procedure in
those cases is proposed as well. The attack is feasible if the
number of possible combinations for the bits of the intercepted
sequence complemented by noise is small, which means that
the level of noise is up to moderate.
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I. INTRODUCCIO´N
En la actualidad, los cifradores en flujo son los procedimien-
tos de cifrado ma´s ra´pidos que existen, por lo tanto, se utilizan
en numerosas aplicaciones tecnolo´gicas, como puede ser el
algoritmo A5 para la telefonı´a en el GSM (ve´ase [1]), el algo-
ritmo E0 para Bluetooth (las especificaciones de Bluetooth se
pueden ver en [2]) o el generador J3Gen para etiquetas RFID
de bajo coste [3]. A trave´s de una clave corta secreta y un
algoritmo pu´blico (el generador de la secuencia), un cifrador
en flujo genera una secuencia pseudoaleatoria, la secuencia
cifrante. Para cifrar nuestro mensaje, e´ste se suma mediante
operaciones XOR con la secuencia cifrante, obteniendo de
este modo el texto cifrado. Para recuperar el mensaje inicial,
simplemente hay que volver a ejecutar una operacio´n XOR
entre la secuencia cifrante y el texto cifrado. De aquı´, se
deduce la importancia de que la clave sea secreta y conocida
u´nicamente entre las dos partes que comparten la informacio´n.
Muchos generadores de secuencias cifrantes utilizan LFSR
(Linear Feedback Shift Registers) [4] de ma´xima longitud
combinados con una funcio´n booleana no lineal. Existen otros
tipos de generadores de secuencias muy populares en cripto-
grafı´a. Todos ellos producen secuencias de cifrado con una
complejidad lineal alta, largo periodo y buenas propiedades
estadı´sticas.
Por otro lado, se ha probado que algunos auto´matas li-
neales de una dimensio´n generan exactamente las mismas
secuencias que un LFSR de ma´xima longitud. Por lo tanto, un
auto´mata puede ser considerado un generador alternativo a un
LFSR de longitud ma´xima [5]. Adema´s, algunos generadores
criptogra´ficos disen˜ados a trave´s de varios LFSR pueden ser
modelados como auto´matas celulares lineales. En [5], [6],
los autores modelizaron los generadores shrinking y auto-
shrinking usando las leyes 150 y 90. La idea principal de
este trabajo es modelizar esos mismos generadores utilizando
las leyes 102 y 60. Estas leyes se han utilizado previamente,
junto con la ley 90, en otros a´mbitos, como la construccio´n del
tria´ngulo de Sierpinski [7], [8]. Tambie´n es posible encontrar
ambas leyes en el ana´lisis de auto´matas celulares complemen-
tados derivados del grupo de auto´matas lineales hı´bridos [9]
o como parte de me´todos propuestos para generar familias de
grafos expandidos a trave´s de auto´matas con frontera nula [10].
II. PRELIMINARES
En esta seccio´n, se presentan algunas definiciones necesarias
para la comprensio´n del resto del trabajo. En la primera
subseccio´n se introducen las definiciones de generador shrin-
king y generador auto-shrinking. En la segunda subseccio´n, el
concepto de auto´mata celular es recordado.
II-A. Generadores
El generador shrinking consta de dos LFSR, R1 y R2,
tales que la secuencia {ai} producida por el primer registro
R1 decima la secuencia {bi} producida por el segundo registro
R2. La secuencia de salida del generador {sj} se obtiene del
siguiente modo:{
Si ai = 1 entonces sj = bi.
Si ai = 0 entonces bi es rechazado.
Si L1 y L2 son las longitudes de R1 y R2, respectivamente,
el perı´odo de la secuencia {sj} es T = (2L2−1)2L1−1, siem-
pre que L1 y L2 sean primos entre sı´. A su vez, la complejidad
lineal, denotada por LC cumple L22L1−2 < LC ≤ L22L1−1.
Adema´s, es una secuencia casi equilibrada, ya que el nu´mero
de unos en dicha secuencia viene dado por 2L1+L2−2. El
generador shrinking tiene buenas propiedades criptogra´ficas
y es fa´cil de implementar [11], por lo tanto, es adecuado para
su implementacio´n en sistemas de cifrado en flujo.
Por otro lado, el generador auto-shrinking fue disen˜ado
por Meier y Staffelbach para uso en aplicaciones de cifrado en
flujo [12]. Es bastante atractivo, debido a su simplicidad ya que
implica el uso de un solo LFSR. Este generador consiste en un
LFSR de ma´xima longitud que produce una secuencia que es
decimada por ella misma, por lo tanto, es un caso simplificado
y concreto del generador shrinking. La regla de decimacio´n es
bastante simple; dado un par de bits consecutivos {a2i, a2i+1}
de la secuencia {ai} generada por el LFSR, la secuencia de
salida {sj} se obtiene del siguente modo:
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{
Si a2i = 1 entonces sj = a2i+1.
Si a2i = 0 entonces a2i+1 es rechazado.
El periodo de la secuencia viene dado por T = 2L−1
[12], siendo L la longitud del LFSR que genera la secuencia
de entrada del generador. Adema´s, la complejidad lineal,
denotada por LC, cumple 2L−2 < LC ≤ 2L−1−(L−2) [13].
Para ambos generadores, la clave es el estado inicial del
LFSR y el polinomio de realimentacio´n, tambie´n recomendado
como parte de la clave.
II-B. Auto´matas Celulares
Un auto´mata celular (CA) de una dimensio´n es un registro
compuesto de n celdas cuyo contenido (binario en este trabajo)
se actualiza de acuerdo a una ley o funcio´n de k variables [14].
Ası´, el estado de la celda que hay en la posicio´n i en el instante
t + 1, xt+1i , depende del estado de las k celdas vecinas en
el instante t. Si estas leyes se componen exclusivamente de
operaciones XOR, entonces el auto´mata se dice que es lineal.
En un auto´mata, todas las celdas pueden obedecer la misma
ley; en ese caso el auto´mata se dice que es uniforme o
regular. Si obedecen distintas leyes, se dice que es hı´brido.
Por otro lado, se dice que el auto´mata tiene frontera nula o
que es nulo, si se consideran nulos los valores adyacentes a las
celdas de los extremos. Si, por el contrario, las celdas de los
extremos se consideran adyacentes, se dice que el auto´mata
tiene frontera cı´clica o que es perio´dico.
En este trabajo, se consideran solamente auto´matas unifor-
mes de una dimensio´n tanto nulos como perio´dicos con las
leyes 102 y 60. Para k = 3, estas leyes vienen dadas por:
Ley 102: xt+1i = xti + xti+1
111 110 101 100 011 010 001 000
0 1 1 0 0 1 1 0
Ley 60: xt+1i = xti−1 + xti
111 110 101 100 011 010 001 000
0 0 1 1 1 1 0 0
Los nu´meros 01100110 y 00111100 son las representaciones
binarias de 102 y 60, respectivamente. De ahı´ que sean
llamadas ley 102 y ley 60.
La idea principal de este trabajo es proporcionar auto´matas
celulares lineales uniformes, donde una de las secuencias de
salida corresponde a la secuencia generada por los generadores
shrinking. La finalidad de esta modelizacio´n es expresar una
secuencia pseudoaleatoria no lineal en te´rminos de un modelo
lineal, para facilitar el posible criptoana´lisis de estas secuen-
cias.
III. MODELIZACIO´N
Las secuencias producidas por LFSR de longitud ma´xima
gozan de buenas propiedades criptogra´ficas, pero sufren del
mal de la linealidad. Gracias al algoritmo de Belekamp-
Massey [15], si se intercepta como mı´nimo un nu´mero de
bits igual al doble de la complejidad lineal de la secuencia
de salida de un LSFR, e´sta puede ser recuperada totalmente.
Por esta razo´n, se introdujo el uso de funciones booleanas no
lineales que rompieran esa linealidad.
Los generadores shrinking fueron introducidos para romper
esta linealidad, sin embargo, se puede comprobar en las
secciones III-A y III-B, que las secuencias producidas por
estos generadores, pueden ser obtenidas a su vez como salida
de una estructura lineal, auto´matas celulares uniformes lineales
en este caso. Esto implica que las secuencias sean sensibles a
sufrir un criptoana´lisis que explote esta linealidad.
III-A. Modelizando el generador shrinking
Sea F2 el cuerpo de Galois de dos elementos. Dados dos
polinomios primitivos p1(x), p2(x) ∈ F2[x], cuyos grados son
L1 y L2, respectivamente, primos entre sı´, el periodo de la
secuencia de salida del generador es T = (2L2 − 1)2L1−1.
Existe un auto´mata celular uniforme perio´dico de longitud
T que genera la secuencia de salida utilizando la ley 102.
En algunos casos, sin embargo, la longitud del auto´mata se ve
reducida hasta llegar a ser un divisor de T . Veamos el siguiente
ejemplo.
Ejemplo 1: Dados los polinomios primitivos p1(x) = 1+x+
x2 y p2(x) = 1+x+x3, la secuencia generada por el generador
shrinking tiene periodo T = (23 − 1)22−1 = 14. Si se toman
como estados iniciales 10 y 100, respectivamente, la secuencia
de salida del generador shrinking es 10111000110101. En
la Tabla I podemos ver un ejemplo de auto´mata uniforme
perio´dico que genera la secuencia dada. Si se considera el
auto´mata celular uniforme perio´dico de longitud 14 que utiliza
la ley 60, en vez de la ley 102, la secuencia buscada aparecerı´a
en u´ltimo lugar en vez de en primer lugar como pasa en el
auto´mata celular de la Tabla I. De hecho, el resto de secuencias
serı´an las mismas pero aparecerı´an en orden inverso. 
Diversas simulaciones para distintos valores de las longitu-
des L1 y L2 se han llevado a cabo utilizando Matlab. Para
todos los casos en los que la longitud del auto´mata celular
que genera la secuencia del generador shrinking es el T y
no un divisor de e´ste, es posible observar que aparecen 2L1−1
secuencias diferentes repetidas 2L2−1 veces y todas ellas con
periodo T .
III-B. Modelizando el generador auto-shrinking
Dado un polinomio primitivo p(x) ∈ F2[x] de grado L,
sabemos que el periodo de la secuencia de salida del generador
auto-shrinking es 2L−1.
Para esta secuencia con periodo T = 2L−1, existe un
auto´mata celular uniforme nulo que la genera utilizando la ley
102. Observando las simulaciones obtenidas en Matlab para
diversos valores de L, se deduce en todos los casos que la
longitud del auto´mata es exactamente la complejidad lineal de
la secuencia dada. Ve´ase el siguiente ejemplo.
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Tabla I
AUTO´MATA CELULAR QUE GENERA LA SECUENCIA CONSIDERADA EN EL EJEMPLO 1
102 102 102 102 102 102 102 102 102 102 102 102 102 102
1 1 0 1 0 0 1 0 0 1 1 0 1 1
0 1 1 1 0 1 1 0 1 0 1 1 0 0
1 0 0 1 1 0 1 1 1 1 0 1 0 0
1 0 1 0 1 1 0 0 0 1 1 1 0 1
1 1 1 1 0 1 0 0 1 0 0 1 1 0
0 0 0 1 1 1 0 1 1 0 1 0 1 1
0 0 1 0 0 1 1 0 1 1 1 1 0 1
0 1 1 0 1 0 1 1 0 0 0 1 1 1
1 0 1 1 1 1 0 1 0 0 1 0 0 1
1 1 0 0 0 1 1 1 0 1 1 0 1 0
0 1 0 0 1 0 0 1 1 0 1 1 1 1
1 1 0 1 1 0 1 0 1 1 0 0 0 1
0 1 1 0 1 1 1 1 0 1 0 0 1 0
1 0 1 1 0 0 0 1 1 1 0 1 1 0
Tabla II
AUTO´MATA CELULAR QUE GENERA LA SECUENCIA CONSIDERADA EN EL
EJEMPLO 2
102 102 102 102 102
0 0 0 1 1
0 0 1 0 1
0 1 1 1 1
1 0 0 0 1
1 0 0 1 1
1 0 1 0 1
1 1 1 1 1
0 0 0 0 1
Ejemplo 2: Dado el polinomio primitivo p(x) = 1+ x+ x4,
la secuencia generada por el generador auto-shrinking tiene
periodo T = 23 = 8. Si se toma el estado inicial 1001, la
secuencia de salida del generador es 00011110. El polinomio
caracterı´stico de esta secuencia es PM (x) = (1 + x)5, por
lo que la complejidad lineal sera´ cinco. En la Tabla II
se proporciona un ejemplo de auto´mata uniforme nulo de
longitud cinco que genera la secuencia dada. Como sucedı´a
en el ejemplo 1, si se considera el auto´mata celular uniforme
nulo de longitud 5 que utiliza la ley 60, en vez de la ley 102,
las secuencias de salida serı´an las mismas que en el auto´mata
celular de la Tabla II pero aparecerı´an en orden inverso. 
III-C. Comparacio´n con otros modelos lineales basados en
auto´matas celulares
En [5], [6], otros modelos basados en auto´matas celulares
hı´bridos y nulos fueron propuestos. En este caso, los autores
propusieron auto´matas celulares basados en las leyes 150 y
90, que tambie´n generaban las secuencias de salida de los
generadores shrinking.
III-C1. Generador shrinking: En el caso del generador
shrinking, las secuencias de salida tienen como polinomio ca-
racterı´stico PM (x) = P (x)p, con P (x) ∈ F2[x] un polinomio
de grado L2 y p un entero tal que 2L1−2 < p ≤ 2L1−1, donde
L1 y L2 son los grados de los polinomios de realimentacio´n
de los LFSR que generan las secuencias de entrada para el
generador. En [5], un algoritmo basado en la concatenacio´n
de auto´matas y en el algoritmo de Cattell y Muzio [16]
es propuesto. Este algorimto proporciona auto´matas celulares
nulos de longitud L22L1−1 basados en las leyes 150 y 90, que
generan las mismas secuencias que el generador shrinking.
Estos auto´matas tienen una longitud notablemente inferior a
la longitud de los auto´matas considerados en la seccio´n III-A.
Los auto´matas propuestos en este trabajo tienen una longitud
igual al periodo de la secuencia, T = (2L2 − 1)2L1−1, frente
a la longitud L22L1−1 de los auto´matas considerados en [5].
Sin embargo, en los auto´matas propuestos en la seccio´n III-A
aparecen 2L1−1 secuencias repetidas 2L2−1 veces, por lo que,
conociendo las primeras 2L1−1 secuencias, se deduce el resto
del auto´mata celular. Por lo tanto, tienen un comportamiento
ma´s predecible que puede ser de ayuda para recuperar la se-
cuencia, dada una cantidad de bits interceptada. En la Tabla I,
se puede observar que la primera secuencia es la misma que
la tercera secuencia despue´s de haber sufrido un traslacio´n
cı´clica de cuatro posiciones. A su vez, la quinta secuencia es
la misma que la segunda secuencia despue´s de haber sufrido
una traslacio´n cı´clica de cuatro posiciones tambie´n. En total,
la misma secuencia aparece siete veces pero trasladada. Lo
mismo ocurre con la segunda secuencia; aparece siete veces
despue´s de sufrir traslaciones de cuatro posiciones. Cuando la
longitud del auto´mata es un divisor de T , tenemos la misma
cantidad de secuencias 2L1−1, pero se repiten una cantidad de
veces inferior a 2L2 − 1; hecho favorable a la hora de realizar
un posible criptoana´lisis.
Por otro lado, para obtener los auto´matas celulares pro-
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puestos en [5], habı´a que aplicar el algoritmo de Cattell y
Muzio [16] y habı´a que aplicar, posteriormente, una conca-
tenacio´n. En este caso, con saber el periodo de la secuencia
conocemos el auto´mata, ya que e´ste sera´ un auto´mata uniforme
que utilizara´ la ley 102 (o´ la 60) en todas sus celdas, y
tendra´ longitud T .
III-C2. Generador auto-shrinking: Para el generador auto-
shrinking, al ser un caso especı´fico del generador shrinking,
el polinomio caracterı´stico es de la forma PM = (1 + x)p,
con 2L−2 < p ≤ 2L−1, donde L es la longitud del LFSR que
genera la secuencia de entrada para el generador. En este caso
existe un auto´mata celular nulo de longitud 2L−1 basado en
las leyes 150 y 90 que genera las mismas secuencias que el
generador auto-shrinking. Los auto´matas celulares obtenidos
tienen una estructura definida; se considera siempre la ley 90
en las celdas de los extremos y la ley 150 en el resto de celdas
(ve´ase [6]).
Los auto´matas celulares propuestos en este trabajo, poseen
tambie´n una estructura definida. Para los que utilizan la ley
102, aparece siempre la secuencia de unos en u´ltimo lugar y en
penu´ltimo lugar aparece siempre una secuencia de periodo dos
(la secuencia 0101 . . . o la secuencia 1010 . . .). Despue´s hay
dos secuencias de periodo cuatro, cuatro secuencias de periodo
ocho y, ası´ sucesivamente, hasta encontrar 2L−3 secuencias de
periodo 2L−2. El resto de secuencias (la longitud del auto´mata
menos 2L−2) son de periodo 2L−1, incluida la secuencia de sa-
lida del generador auto-shrinking. Por otro lado, sabemos que
la complejidad lineal cumple 2L−2 < LC ≤ 2L−1 − (L− 2),
por lo tanto, la longitud de estos auto´matas (exactamente LC)
es menor que 2L−1, la longitud de los auto´matas propuestos
en [6], con lo que se reduce la complejidad de computar estos
modelos.
En la Tabla II, podemos observar que de las cinco secuen-
cias, existe una secuencia de periodo uno, la secuencia de unos,
en el u´ltimo lugar. Tambie´n aparece la secuencia de periodo
dos en el penu´ltimo lugar y otras dos secuencias de periodo
cuatro. Por u´ltimo aparece una sola secuencia de periodo
ocho, la secuencia de salida del generador auto-shrinking. Para
modelizar esta misma secuencia utilizando las leyes 90 y 150,
se necesita un auto´mata celular de longitud seis (ve´ase [6]).
IV. APLICACIONES
La principal aplicacio´n de modelizar las secuencias de
salida de este tipo de generadores es el criptoana´lisis, ya que
estos generadores tienen buenas propiedades criptogra´ficas y
son adecuados para ser usados en cifrado en flujo. Dado un
modelo lineal que describe el comportamiento del generador,
el criptoana´lisis puede llevarse a cabo utilizando diferentes
herramientas.
En primer lugar, se puede hacer una bu´squeda exhaustiva
entre todos los estados iniciales posibles del auto´mata
celular. En el caso del generador shrinking, si los grados
de los dos polinomios que se utilizan para generar las
secuencias de entrada son L1 y L2, respectivamente, el
auto´mata tendrı´a longitud (2L2 − 1)2L1−1. La compleji-
dad computacional de probar todos los estados serı´a pro-
porcional a 2(2
L2−1)2L1−1 . Sin embargo, en este auto´mata
aparecen 2L1−1 secuencias repetidas 2L2 − 1 veces, por
lo que so´lo serı´a necesario generar las 2L1−1 primeras
secuencias. Una vez generadas estas secuencias, se puede
deducir el resto de las secuencias. La complejidad ascen-
derı´a a 22
L1−1 . En este caso, serı´a ma´s eficiente hacer una
bu´squeda exhaustiva entre los posibles estados iniciales
de los LFSR, ya que habrı´a que considerar 2L1+L2 casos.
Para el generador auto-shrinking, sucede algo parecido.
Sea L la longitud del LFSR que genera la secuencia de
entrada para este generador. Si se quisieran probar todos
los estados iniciales del LFSR, el nu´mero de estados
asciende a 2L. Por otro lado, la longitud del auto´mata
LC, cumple 2L−2 < LC ≤ 2L−1 − (L − 2). Por lo
tanto, el nu´mero total de estados iniciales del auto´mata
que se tendrı´an que probar 2LC , es mayor que 22
L−2
y,
a su vez, 22
L−2
> 2L para L > 4.
Por otro lado, si se recupera una cantidad de bits con-
secutivos igual a 2L1−1 + t, siento t la longitud de la
traslacio´n cı´clica que sufren las secuencias obtenidas
por los auto´matas que generan la secuencia de salida
del generador shrinking, podemos recuperar la secuencia
entera. Es posible ver que esta traslacio´n se puede obtener
dividiendo la longitud del auto´mata entre el nu´mero de
secuencias diferentes, esto es, 2L1−1. Por lo tanto, con
2L1 bits consecutivos es posible recuperar la totalidad de
la secuencia. No´tese que esta cantidad es menor que la
complejidad lineal de la secuencia, ve´ase la seccio´n II-A.
Para el generador auto-shrinking, basta interceptar una
cantidad de bits igual a la complejidad lineal de la
secuencia para recuperar la totalidad de e´sta. En ambos
casos cabe resaltar que la complejidad lineal es la mitad
de la cantidad de bits que se necesitan para llevar a cabo
el algoritmo de Berlekamp-Massey [15].
Es posible combinar los auto´matas celulares propuestos
en este trabajo y los auto´matas celulares propuestos en
[5], [6] con les leyes 150 90, para recuperar pequen˜as
cantidades de bits de las secuencias del auto´mata, que
pueden ayudar a recuperar la totalidad de la secuencia.
Por ejemplo, cuando el auto´mata que modeliza el genera-
dor shrinking comienza con la ley 150, las dos primeras
secuencias de estos auto´matas y los propuestos en la
seccio´n II-A, son las mismas. Por lo que recuperar una
parte de una de las secuencias en uno de los auto´matas
nos lleva a recuperar otra parte en el otro auto´mata.
V. CONCLUSIO´N
Los esfuerzos por parte de los cripto´grafos de incluir genera-
dores por decimacio´n con la finalidad de romper la linealidad
de las secuencias generadas por LFSR han sido inu´tiles, ya
que, las secuencias de salida de estos generadores pueden
modelizarse como secuencias de salida de estructuras linea-
les. Este trabajo analiza una familia de auto´matas celulares
uniformes lineales, basados en la ley 102 (60) que describen el
comportamiento de los generadores shrinking, disen˜ados como
no lineales.
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Resumen—Dada una secuencia binaria generada con una fun-
cio´n filtro no lineal aplicada sobre un registro de desplazamiento
lineal o LFSR (Linear Feedback Shift Register), siempre es
posible generar la misma secuencia a partir de cualquier otro
LFSR de la misma longitud mediante el uso de otra funcio´n filtro.
El problema au´n sin resolver es el ca´lculo de la funcio´n filtro
equivalente para cada LFSR. En este trabajo se analiza el caso en
el que se utiliza un LFSR recı´proco para generar un equivalente
de un filtrado no lineal de partida mediante el ca´lculo de la
relacio´n especı´fica entre ambas funciones filtro. Adema´s, desde un
punto de vista criptogra´fico, el me´todo aquı´ desarrollado permite
determinar filtrados equivalentes inseguros de otros que son
aparentemente seguros. Este resultado puede considerarse como
una demostracio´n de que, para que un generador de secuencia
cifrante pueda llegar a ser considerado totalmente seguro, debe
cumplir diferentes propiedades, algunas de las cuales son au´n
desconocidas.
Palabras clave—Criptografı´a de clave secreta (Secret key cry-
ptography), Generador pseudoaleatorio (Pseudorandom generator),
Cifrado en flujo (Stream cipher), Filtrado no lineal, LFSR.
I. INTRODUCCIO´N
Un cifrado en flujo esta´ compuesto por un generador de
secuencia cifrante cuya secuencia pseudoaleatoria de salida
se suma mo´dulo 2 con los bits del texto en claro. Dado que
la operacio´n de cifrado es muy ra´pida, se considera que los
cifrados en flujo son en general ma´s eficientes que cualquier
otro tipo de cifrado. Esta es la razo´n principal por la que
resultan especialmente adecuados para las comunicaciones
inala´mbricas como las de telefonı´a mo´vil, Wi-Fi o Bluetooth.
Una de las formas ma´s habituales de construir generadores
de secuencia cifrante es mediante el uso de un generador pseu-
doaleatorio conocido como registro de desplazamiento lineal o
LFSR (Linear Feedback Shift Register) [9], cuya secuencia de
salida es la imagen de una funcio´n lineal aplicada sobre sus
estados sucesivos. Si se cumplen determinadas condiciones,
esta estructura produce secuencias con caracterı´sticas muy
deseables para uso criptogra´fico. En particular, si su polinomio
caracterı´stico es primitivo, la secuencia generada, llamada m-
secuencia, tiene algunas propiedades muy u´tiles, tales como un
perı´odo grande y una buena distribucio´n estadı´stica de ceros
y unos. Sin embargo, la secuencia producida por un LFSR
nunca debe utilizarse como secuencia cifrante en un cifrado
en flujo porque la linealidad inherente de la estructura podrı´a
ser fa´cilmente utilizada para romper el cifrado.
Figura 1. Filtrado No Lineal
Un interesante generador de secuencia cifrante basado en
un LFSR es el filtrado no lineal, que produce una secuencia
cifrante a partir de la salida de una funcio´n booleana no lineal
aplicada sobre los estados de un LFSR. En particular, un
filtrado no lineal consta de dos partes (ver Fig. 1):
1. Un LFSR de longitud L, con polinomio caracterı´stico
P (x) = xL+c1 ·xL−1+···+cL−1 ·x+cL de coeficientes
binarios que, a partir de un estado inicial IS (Initial
State), genera una secuencia de salida {an}.
2. Una funcio´n booleana no lineal F : GF (2)L → GF (2),
llamada funcio´n filtro, cuyas variables de entrada son
los L bits de los sucesivos estados del LFSR, y cuya
imagen es la secuencia binaria {Zn}.
Aunque las secuencias producidas por LFSR esta´n bien
estudiadas, no puede decirse lo mismo de las secuencias
obtenidas con filtrados no lineales.
Este trabajo trata sobre la relacio´n entre los diferentes filtra-
dos no lineales que producen exactamente la misma secuencia.
El objetivo principal es mostrar que, aunque el estudio de
las propiedades de un generador puede llevar a la conclusio´n
de que las propiedades de la secuencia generada son buenas,
a veces esa deduccio´n puede ser erro´nea. En particular, este
trabajo muestra que dos estructuras con niveles de seguridad
aparentemente diferentes pueden producir la misma secuencia
cifrante. De hecho, este resultado puede verse como una
demostracio´n de que el nivel de seguridad real de un generador
es siempre el nivel de seguridad del elemento ma´s de´bil de la
clase de generadores equivalentes.
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La organizacio´n de este trabajo es de la siguiente forma. La
seccio´n II incluye una breve revisio´n de algunos trabajos rela-
cionados. En la seccio´n III, tras los preliminares necesarios, se
aborda el problema del recuento general de filtrados no lineales
equivalentes, ası´ como un estudio de la relacio´n entre ellos.
Despue´s, la seccio´n IV presenta una breve explicacio´n de la
propuesta, que esta´ basada en el nuevo concepto de filtrados
recı´procos, e introduce un nuevo me´todo para el ca´lculo
de equivalentes de´biles de filtrados no lineales mediante un
ejemplo dida´ctico. Finalmente, la seccio´n V describe algunas
conclusiones y posibles lı´neas futuras de investigacio´n.
II. TRABAJOS RELACIONADOS
Una herramienta bastante u´til para estudiar secuencias bina-
rias es el algoritmo de Berlekamp-Massey [12], que determina
el LFSR ma´s corto que permite generar cualquier secuencia
binaria finita de entrada. La longitud de dicho LFSR se co-
noce como complejidad lineal de la secuencia. Algunas cotas
generales, tanto inferiores como superiores, de la complejidad
lineal de las secuencias filtradas han sido publicadas en [10]
y [5], mientras que cotas ma´s ajustadas pero para casos
especı´ficos pueden encontrarse en [16] y [17].
El proyecto eSTREAM [3] representa el esfuerzo ma´s
importante en cuanto al disen˜o de cifrados en flujo. Fue un
proyecto de varios an˜os que tenı´a como objetivo promover el
disen˜o de sistemas de cifrado en flujo eficientes adecuados
para su adopcio´n generalizada. Como resultado fueron esco-
gidos siete generadores de secuencia cifrante con dos perfiles
diferentes, software y hardware. Uno de ellos, el llamado
SOSEMANUK, es un generador basado en un LFSR donde
la longitud del LFSR utilizado es 10 y el contenido de cada
etapa es un elemento de GF (232). Dicho generador responde
a principios de disen˜o similares a los del generador SNOW
2.0, predecesor del generador SNOW 3G, que constituye el
nu´cleo de los algoritmos de proteccio´n de la confidencialidad
y de la integridad en la cuarta generacio´n de comunicaciones
de telefonı´a mo´vil, LTE y LTE-Advanced, [19].
Existen varias referencias bibliogra´ficas interesantes de ata-
ques criptogra´ficos contra filtrados no lineales.
El primer ataque de correlacio´n ba´sico contra un filtrado no
lineal fue publicado en [18]. En e´l, las correlaciones entre la m-
secuencia {an} producida por el LFSR y la secuencia filtrada
{Zn} son utilizadas para construir un generador equivalente
consistente en una combinacio´n no lineal de varios LFSR.
Los principales inconvenientes de ese ataque son la enorme
cantidad de tiempo requerido para calcular las correlaciones
necesarias, y el requisito de que la funcio´n filtro F debe
tener una alta correlacio´n con una funcio´n afı´n. Tras definir
la no linealidad de una funcio´n booleana como la distancia de
Hamming mı´nima entre esa funcio´n y una funcio´n afı´n, una
consecuencia pra´ctica del ataque de correlacio´n ba´sico es que
todo disen˜ador debe elegir siempre funciones filtro altamente
no lineales para los filtrados no lineales. Luego, el concepto
subyacente a los ataques de correlacio´n ba´sicos fue mejorado,
proponie´ndose el ataque de correlacio´n ra´pido descrito en [13].
Dos desventajas comunes de las diferentes versiones de esos
ataques son el gran nu´mero de bits de secuencia cifrante
interceptados que son necesarios para llevarlos a cabo, y la
suposicio´n de que la funcio´n filtro no es altamente no lineal.
Un ataque general de inversio´n fue propuesto en [8] contra
cualquier funcio´n filtro. Como consecuencia, se obtuvo una
caracterizacio´n sencilla de los filtrados que son resistentes
contra dicho ataque de inversio´n. Por otra parte, los trabajos
[6] y [4] propusieron el llamado ataque por decimacio´n contra
cualquier generador de secuencia cifrante basado en un LFSR.
La idea es considerar una secuencia decimada de la secuencia
cifrante interceptada de manera que la secuencia decimada
pueda ser generada a partir de una secuencia generada por el
LFSR decimada. Sin embargo, segu´n [16] si la longitud L del
LFSR es un nu´mero primo, entonces el ataque por decimacio´n
no proporciona ninguna ventaja.
En los u´ltimos an˜os se han publicado varios ataques alge-
braicos contra cifrados en flujo. En ellos, el atacante utiliza
los bits de la secuencia interceptada para establecer un sistema
no lineal de ecuaciones polino´micas en funcio´n de los bits
generados por el LFSR. El principal problema con respecto
a este tipo de ataques es que, como se muestra en [7], el
problema para obtener la solucio´n de un sistema no lineal
de ecuaciones multivariantes es NP-duro, incluso si todas las
ecuaciones son de segundo grado y el cuerpo subyacente es
GF (2). Para hacer frente a este problema, se propuso el
conocido como me´todo algebraico XL [2] que permite resolver
un sistema no lineal de ecuaciones cuadra´ticas para algunos
filtrados no lineales. Con el fin de incrementar la resistencia
frente a este ataque, la funcio´n filtro debe ser no so´lo altamente
no lineal, sino tambie´n tener una gran distancia con respecto
a aproximaciones de pequen˜o grado algebraico.
Los ataques basados en el equilibrio tiempo-memoria-datos
(time-memory-data tradeoff) [1] pueden evitarse fa´cilmente en
los filtrados no lineales mediante el uso de LFSR de gran
longitud. Hay otro ataque interesante, llamado de suposicio´n
y determinacio´n (guess and determine) [14], que explota la
relacio´n entre los valores internos (tales como la recurrencia
lineal en el LFSR), y la relacio´n utilizada para construir la
secuencia cifrante a partir de esos valores internos. Como su
nombre indica, este ataque trata de adivinar algunos valores
internos para luego usar las relaciones mencionadas y determi-
nar otros valores internos. Despue´s de un ataque de ese tipo,
el cifrado se considera roto cuando un estado interno completo
ha podido ser determinado a partir de valores adivinados. Este
tipo de ataque puede evitarse mediante la eleccio´n adecuada
del polinomio del LFSR.
Uno de los trabajos ma´s estrechamente relacionados con el
presente es [11], donde se propuso un ataque por transfor-
macio´n lineal contra un filtrado no lineal. La idea detra´s de
ese ataque es transformar el generador dado en un filtrado no
lineal equivalente con el mismo LFSR pero con una funcio´n
filtro ma´s adecuada para algunos de los ataques mencionados.
Otro trabajo reciente es [15], donde se define una clase
de equivalencia de los filtrados no lineales, demostrando que
un nu´mero importante de propiedades criptogra´ficas no son
invariantes entre los elementos de la misma clase de equiva-
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lencia. Los propios autores reconocen que la determinacio´n
del cifrado equivalente ma´s de´bil de dicha clase es una tarea
muy difı´cil debido a que el taman˜o de la clase de equivalencia
es muy grande. El presente trabajo no estudia dicha clase
de equivalencia completa, sino so´lo uno de sus elementos,
que hemos identificado que en muchos casos conduce a un
generador equivalente ma´s de´bil que el filtrado de partida.
En conclusio´n, cada ataque contra el filtrado no lineal suele
conducir a nuevas conclusiones sobre propiedades deseables
del LFSR y/o de la funcio´n filtro. En consecuencia, uno
de los principales temas de investigacio´n con respecto a
los filtrados no lineales es sobre co´mo construir una buena
funcio´n booleana para aumentar la resistencia contra los
ataques mencionados. Este trabajo se ocupa de esta cuestio´n ya
que demuestra que las propiedades del generador no siempre
garantizan la seguridad de las secuencias producidas.
III. ESTUDIO GENERAL DE FILTRADOS EQUIVALENTES
En esta seccio´n se obtiene el nu´mero de filtrados equiva-
lentes y luego se analiza la relacio´n entre ellos.
Dado un filtrado no lineal consistente en un LFSR con
polinomio caracterı´stico P1(x) y funcio´n filtro F1(x), siempre
es posible generar la misma secuencia con cualquier otro
LFSR de la misma longitud y otra funcio´n filtro.
Si α es una raı´z del polinomio caracterı´stico P1(x) a la vez
que un elemento primitivo de GF (2L) y (k, 2L − 1) = 1,
entonces se tiene que αk es tambie´n un elemento primitivo de
GF (2L). Por tanto, se concluye que hay φ(2L−1) elementos
primitivos de GF (2L). En particular, los L conjugados de
cualquier elemento (que son las sucesivas potencias cua-
dradas), por ejemplo, α, α2, α4, α8, ..., α2
L−1
, son elementos
primitivos de GF (2L) adema´s de raı´ces del mismo polinomio,
que puede calcularse mediante la expresio´n
∏L−1




Por tanto, hay φ(2L − 1)/L polinomios primitivos de
GF (2L), cada uno con L raı´ces que son todos los conjugados
de un elemento primitivo. Puesto que cada uno de estos
polinomios define un LFSR de longitud L, hay Φ(2L − 1)/L
LFSR diferentes de longitud L, cada uno correspondiente a un
conjunto de conjugados de un elemento primitivo de GF (2L).
En conclusio´n, dado que cualquier secuencia obtenida con
un filtrado no lineal puede ser generada mediante una funcio´n
filtro sobre cada LFSR, entonces hay Φ(2L−1)/L filtrados no
lineales diferentes que pueden ser utilizados para generarla.
La relacio´n entre dos elementos primitivos, α y β, raı´ces
de dos polinomios caracterı´sticos de dos LFSR diferentes
de longitud L viene dada por la expresio´n β = αk siendo
mcd(k, 2L − 1) = 1 y k 6= 2i· j (mod 2L − 1) con i, j > 0.
Esta informacio´n sobre la relacio´n entre los polinomios
caracterı´sticos P1(x) y P2(x) de dos LFSR podrı´a ayudar
a definir la relacio´n entre las dos funciones filtro F1(x) y
F2(x) que forman parte de los dos generadores equivalentes
que producen la misma secuencia filtrada.
Como se puede ver en la tabla I, los casos k = 1 y
k = 2L−1 − 1 siempre determinan diferentes conjuntos de
raı´ces conjugadas que definen diferentes LFSR. De hecho, los
Tabla I
EJEMPLOS DE RECUENTO DE FILTRADOS EQUIVALENTES
L 3 4 5 6
2L − 1 7 15 31 63
N. filtrados 2 2 6 6
k por filtro 1,2,4 1,2,4,8 1,2,4,8,16 1,2,4,8,16,32





polinomios correspondientes a las raı´ces α y β = α2
L−1−1
son siempre recı´procos.
Cualquier m-secuencia {an} puede escribirse en funcio´n de
las raı´ces del polinomio caracterı´stico del LFSR mediante la




consecuencia, dada una secuencia {an} generada por un LFSR
con polinomio P1(x) y raı´z α, y otra secuencia {bn} generada
por otro LFSR con polinomio P2(x) y raı´z β tal que β = αk,
se tiene que an =
∑L−1
i=0 α
n2i y bn =
∑L−1
i=0 α
kn2i . Esto se
muestra con un ejemplo en la tabla II.
Si dos filtrados definidos por los correspondientes poli-
nomios y funciones filtro (P1(x), F1(x)) y (P2(x), F2(x))
generan la misma secuencia, entonces se tiene que:


































La forma algebraica normal de una funcio´n booleana permi-
te escribir la secuencia generada por un filtrado (P1(x), F1(x))
en funcio´n de una raı´z α del polinomio P1(x) y coeficientes
binarios, de la siguiente manera:
F1(an, an+1, ..., an+L−1) =
= c0an + · · ·+ cL−1an+L−1 + c0,1anan+1+
+ · · ·+cL−2,L−1an+L−2an+L−1 + · · ·+
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Tabla II
EJEMPLOS DE RELACIONES ENTRE RAI´CES, POLINOMIOS Y m-SECUENCIAS
Raı´ces Polinomio m-secuencia
α, α2, α4, α8, α16 x5 + x4 + x3 + x2 + 1 {an}
α15, α30, α29, α27, α23 recı´proco= x5 + x3 + x2 + x+ 1 {bn} inverso de {an}




) = x5 + x4 + x2 + x+ 1 {cn}
(α3)15 = α14, α28, α25, α19, α7 recı´proco= x5 + x4 + x3 + x+ 1 {dn}inverso de {cn}




) = x5 + x3 + 1 {en}
(α5)15 = α13, α26, α21, α11, α22 recı´proco= x5 + x2 + 1 {fn} inverso de {en}














Por tanto, si la expresio´n se divide en cosets (conjuntos de
enteros E · 2i mod(2L − 1) con 0 ≤ i ≤ L− 1), entonces la
funcio´n se puede expresar como:







+ · · ·
con Ccosetj ∈ GF (2L).
Los pesos de los cosets cuyos coeficientes son distintos de
cero en la expresio´n anterior proporcionan informacio´n sobre
el orden de la funcio´n. En particular, si se conoce la relacio´n
β = αk entre dos filtrados (P1(x), F1(x)) y (P2(x), F2(x))
que generan la misma secuencia, entonces:







+ · · ·
con Dcosetj ∈ GF (2L).
Entonces, los cosets que aparecen en ambas expresiones
esta´n vinculados de manera que para cada coset cosetv en la










A partir de los resultados mostrados en la seccio´n anterior,
si se consideran dos LFSR con polinomios recı´procos P1(x)
y P2(x), se pueden obtener dos conclusiones.
1. Si se aplica la misma funcio´n filtro F (x) a ambos LFSR,
se generan secuencias diferentes. Se puede utilizar el
algoritmo de Berlekamp-Massey sobre las secuencias
filtradas resultantes y a partir de las factorizaciones de
los polinomios obtenidos, se concluye que siempre se
corresponden exactamente con los mismos cosets.
2. Para generar la misma secuencia con esos LFSR, se
deben utilizar dos funciones filtro diferentes F1(x) y
F2(x). Dado que la factorizacio´n del polinomio obtenido
con el algoritmo de Berlekamp-Massey corresponde a
los cosets complementarios especulares en los grupos
definidos por cada uno de los LFSR, sobre el orden de
las funciones filtro influyen los pesos de esos cosets. En
particular, se puede concluir que orden(Fi) = max(L-
(peso de cada clase lateral vinculado a la factorizacio´n
del polinomio de la secuencia)).
Por tanto, si existe un filtrado que produce una secuencia en
la que la factorizacio´n del polinomio so´lo corresponde a cosets
de peso > L/2, entonces existe un filtrado equivalente que es
menos fuerte ya que tiene orden < L/2. Con respecto a este
filtrado equivalente, es bien sabido que el LFSR es recı´proco
del original. Sin embargo, descubrir co´mo es la funcio´n filtro
es ma´s complejo.
Por otra parte, si una funcio´n filtro tiene orden ∼ L/2, dado
que el orden viene dado por el ma´ximo de los pesos de los
cosets asociados a la factorizacio´n, entonces existe un filtrado
equivalente de orden ≥ L/2, pues ese grado viene dado por
el ma´ximo de los pesos de los cosets. En consecuencia, si se
usa un LFSR recı´proco, se sabe que su peso es al menos L−
L/2. Esto puede verse como una demostracio´n de la conocida
recomendacio´n de uso de funciones filtro de orden ∼ L/2.
De todo lo anterior se puede concluir que para cualquier
filtrado, siempre puede obtenerse un filtrado equivalente para
generar la misma secuencia, llamado filtrado recı´proco. Con el
fin de determinar el filtrado recı´proco para cualquier filtrado
conocido, el procedimiento propuesto incluye los siguientes
cuatro pasos ba´sicos:
1. Determinar las relaciones entre las raı´ces de los polino-
mios caracterı´sticos del LFSR inicial y su recı´proco.
2. Expresar ambas m-secuencias mediante la funcio´n traza.
3. Calcular los coeficientes de los cosets en la expresio´n
de la funcio´n filtro.
4. Elegir los coeficientes adecuados para construir la fun-
cio´n filtro recı´proca.
Este procedimiento se ilustra con un ejemplo dida´ctico.
Ejemplo:
Dado un LFSR de longitud L = 5, polinomio caracterı´stico
P1(x) = x
5 + x3 + 1, y estado inicial IS1 = (1, 0, 0, 0, 0), se
aplica la funcio´n filtro de orden 4:
F1(a0, a1, a2, a3, a4) =
= a0a1a3a4 + a0a2a3a4 + a0a1a4 + a0a1a3 + a1a3a4+
+a0a3a4 + a1a2 + a1a3 + a2a4 + a0a2 + a0a3 + a1 + a2 + a3
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para producir la secuencia filtrada de periodo 25 − 1:
0010110110101101110000100101011.
El LFSR recı´proco tiene polinomio caracterı´stico P2(x) =
x5 + x2 + 1, cuya raı´z β se relaciona con la raı´z α de P1(x)
segu´n la expresio´n β = α2
5−1−1 = α15. Adema´s, gracias al
inverso modular de 15 (mod 31), puede obtenerse la relacio´n
inversa α = β29.
Al mismo tiempo, las m-secuencias {an} y {bn} obtenidas
de P1(x) y P2(x), respectivamente, pueden expresarse me-
diante sus expresiones traza:
an = α
n + α2n + α4n + α8n + α16n
bn = β
n + β2n + β4n + β8n + β16n.
En consecuencia, las funciones filtro F1 y F2 pueden
expresarse en funcio´n de los φ(25 − 1)/5 = 6 cosets
{15, 11, 7, 5, 3, 1}. En particular, el coeficiente C15 correspon-
diente al coset de orden ma´ximo 4 puede conseguirse mediante
el test de presencia de raı´ces [16], mientras que los coeficientes
C7 y C11 correspondientes a los cosets de orden 3 pueden
calcularse mediante agrupacio´n de te´rminos:
C15 = α
6, C7 = α
24, C11 = α
4.
A partir de estos valores se puede concluir que no existen




















Si se sustituye α = β29 en esa expresio´n, la funcio´n filtro




































En consecuencia, se puede concluir que en esta expresio´n
so´lo aparecen los cosets 1, 3 y 5. Por otra parte, sus coefi-
cientes D1, D3 y D5 vienen dados por:
D1 = C15 = α








4·4 = α16 = β29·16 = β30.
Dado que el peso ma´ximo de los cosets en esa expresio´n
es 2, se analizan los te´rminos no lineales de orden 2 en la
Tabla III
COEFICIENTES DE LOS COSETS 3, 5 Y 1 PARA TODOS LOS POSIBLES
TE´RMINOS DE ORDEN 2
D3 D5 D1
b0b1 β19 β30 β16
b0b2 β7 β29 β
b0b3 β β19 β17
b0b4 β14 β27 β2
b1b2 β22 β4 β17
b1b3 β10 β3 β2
b1b4 β4 β24 β18
b2b3 β25 β9 β18
b2b4 β13 β8 β3
b3b4 β28 β14 β19
expresio´n de F2. Como antes, para cada te´rmino no lineal de
orden 2, se pueden obtener los coeficientes D3 y D5 mediante
el test de presencia de raı´ces, mientras que el coeficiente D1
correspondiente al coset de peso 1 puede calcularse agrupando
te´rminos, como se muestra en la tabla III.
Una versio´n interesante del problema de la mochila discreta
definido mediante los coeficientes de la tabla III es entonces
resuelto de manera que para cada una de las dos primeras
columnas correspondientes a los cosets de peso ma´ximo, se
calculan los elementos cuya suma coincide con el correspon-
diente coeficiente conocido. En particular, la solucio´n muestra
que los coeficientes correspondientes a los productos b0b2,
b1b2, b1b3, b1b4 y b3b4 dan dos valores:
D3 = β
7 + β22 + β10 + β4 + β28 = β28
D5 = β
29 + β4 + β3 + β24 + β14 = β30.
Este resultado aplicado sobre la u´ltima columna implica que,
para obtener la suma final D1 = β19, tienen que incluirse los
elementos lineales b1 + b2 + b4 en la funcio´n filtro F2:
D1 = β + β
17 + β2 + β18 + β19 + β + β2 + β4 = β19.
Por tanto, se obtiene la expresio´n final de la funcio´n filtro
equivalente:
F2(b0, b1, b2, b3, b4) =
= b0b2 + b1b2 + b1b3 + b1b4 + b3b4 + b1 + b2 + b4.
Esta funcio´n aplicada sobre el LFSR recı´proco con poli-
nomio caracterı´stico P2(x) = x5 + x2 + 1 y estado inicial
IS2 = (1, 0, 0, 1, 0), produce la misma secuencia que el
filtrado de entrada
0010110110101101110000100101011.
F2 es una funcio´n de orden 2 con el mismo nu´mero de
te´rminos de orden 2 y de orden 1 que F1, pero sin te´rminos
de orden 3 ni de orden 4. Por tanto, desde un punto de vista
criptogra´fico, el atacante podrı´a lanzar un ataque ma´s eficaz
contra F2 que contra F1, aunque ambos filtrados generan
exactamente la misma secuencia.
Por tanto, este ejemplo muestra que el me´todo propuesto se
puede aplicar sobre cualquier filtrado conocido para producir
18 A. Fu´ster-Sabater, P. Caballero-Gil
un filtrado equivalente, que en el caso del LFSR recı´proco es
de un orden inferior. Esta es una demostracio´n de que para
algunos generadores aparentemente seguros pueden existir
equivalentes ma´s de´biles, y lo que es ma´s importante, que
estos equivalentes pueden ser calculados.
V. CONCLUSIONES Y TRABAJOS FUTUROS
Este trabajo ha abordado el problema del ca´lculo de filtrados
no lineales equivalentes que producen la misma secuencia que
un filtrado conocido. En particular, se presenta el ana´lisis
de un caso en el que un LFSR recı´proco se utiliza para
definir un filtrado equivalente. De hecho, en esas condiciones
existen relaciones especı´ficas entre ambas funciones filtro que
permiten la definicio´n de un me´todo especı´fico para calcular
la funcio´n filtro equivalente de una de partida. El estudio
concluye que el generador equivalente puede tener un nivel de
seguridad inferior al del filtrado original. Por tanto, el me´todo
propuesto permite la construccio´n de equivalentes ma´s de´biles
que los filtrados de partida. En conclusio´n, este trabajo muestra
que dos estructuras con niveles de seguridad aparentemente
diferentes en funcio´n de sus propiedades, pueden de hecho
producir exactamente la misma secuencia cifrante, por lo que
en realidad ambos generadores debe ser considerados tan
inseguros como el ma´s de´bil de los dos.
Dada la dificultad del tema, todavı´a quedan muchas cues-
tiones abiertas. En particular, una de ellos es el desarrollo
de me´todos o´ptimos para la eleccio´n de los coeficientes
correspondientes que aparecen en la u´ltima fase del me´todo
propuesto. Adema´s, un estudio similar al que se muestra en
este trabajo, pero sobre otros equivalentes que no se basen
en el LFSR recı´proco, podrı´a ser u´til para llevar a cabo
potenciales ataques contra los filtrados no lineales.
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Aportes para el estudio de anillos en ataques
cı´clicos al criptosistema RSA
Juan Pedro Hecht, Universidad de Buenos Aires, Jorge Ramio´ Aguirre, Abel Casado,
Universidad Polite´cnica de Madrid
Resumen—Se aporta un ana´lisis teo´rico sobre un software
desarrollado para analizar experimentalmente los anillos o ciclos
de recifrado en el algoritmo RSA. La idea es predecir analı´tica-
mente las longitudes de anillos observadas y en casos particulares
predecir la frecuencia de aparicio´n de las distintas longitudes
cuando se aplica el me´todo a los mensajes m ∈ Zn . Tambie´n se
discuten consideraciones vinculadas a la potencial factorizacio´n
del mo´dulo y la obtencio´n de la clave privada a partir de la clave
pu´blica.
Palabras clave—Aritme´tica modular (modular arithmetics), ata-
que cı´clico (cycle attack), campos finitos (finite fields), criptografı´a
de clave pu´blica (public key cryptography), criptosistema RSA
(RSA cryptosystem), grupos cı´clicos (cyclic groups), generado-
res congruenciales modulares (modular congruential generators),
teorı´a de nu´meros (number theory).
I. NOMENCLATURA
Adoptamos la siguiente nomenclatura:
p, q primos
n = pq mo´dulo del cifrado RSA
ϕ(n) = (p-1)(q-1) funcio´n indicador de Euler
λ(n) = ϕ(n)/(p-1, q-1) =[p-1, q-1]
donde λ() es la funcio´n de Carmichael
e coprimo con λ(n)
exponente pu´blico de cifrado RSA
d exponente privado de cifrado RSA
donde ed ≡ 1 mod λ (n)
m (entero, (0 ≤ m ≤ n-1) mensaje a cifrar
c (cifrado) = me (mod n)
k longitud de anillo o perı´odo de ciclo
Zn enteros mo´dulo n
Z∗n enteros mo´dulo n coprimos con n
a|b a divide a b
(a, b) ma´ximo comu´n divisor de a y b
[a,b] mı´nimo comu´n mu´ltiplo de a y b
{A}conjunto A
|A|cardinal u orden del conjunto A
<g> grupo cı´clico generado por g
ordm (e) orden multiplicativo de e mo´dulo m
II. INTRODUCCIO´N
Fruto de la investigacio´n realizada durante los u´ltimos meses
de 2013 e inicio de 2014 en el Proyecto Fin de Grado
de tı´tulo “Software para el estudio del comportamiento de
los ataques por cifrado cı´clico en RSA” [1] en la Escuela
Te´cnica Superior de Ingenierı´a de Sistemas Informa´ticos de la
Universidad Polite´cnica de Madrid, su director presenta en [2]
unos primeros resultados sobre la generacio´n de anillos que se
producen en dicho ataque, utilizando el software educacional
RingRSA desarrollado en el proyecto que sera´ pro´ximamente
de dominio pu´blico, plantea´ndose un interesante tema alge-
braico vinculado a dos aplicaciones criptogra´ficas; a saber, el
orden de los generadores congruenciales modulares (ver Blum-
Blum-Shub [3]) y el ataque cı´clico al criptosistema RSA [3,
4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. Ambos han sido estudiados
de manera extensa a lo largo de los an˜os; basta consultar la
bibliografı´a citada en las referencias arriba indicadas.
Para el caso del ataque a RSA, esta´ demostrado que este
me´todo de cifrado cı´clico permite descifrar un criptograma que
cuenta con confidencialidad, es decir un mensaje secreto que
se ha cifrado con la clave pu´blica de destino, contando para
ello solamente con los datos pu´blicos de la clave en cuestio´n de
la vı´ctima, esto es los valores n y e. En teorı´a, permite adema´s
quebrar el criptosistema ya que brinda un me´todo para obtener
la clave privada d a partir de la clave pu´blica e a trave´s de
la factorizacio´n del mo´dulo [3, 4]. El objetivo del presente
trabajo es:
a. Computar analı´ticamente las posibles longitudes de los
anillos generados por el programa RingRSA.
b. Para determinados casos, calcular analı´ticamente las
frecuencias de aparicio´n de las distintas longitudes de los
anillos generados por el programa RingRSA.
Como se demuestra ma´s adelante, ambos objetivos se cum-
plen satisfactoriamente.
III. PLANTEAMIENTO DEL PROBLEMA
El problema central consiste en computar sucesivamente







k ≡ m (mod n)
m ∈ Zn y (e, λ (n)) = 1
Dado que las referencias a las ecuaciones sera´n siempre
locales, e´stas no se enumerara´n.
La existencia de k esta´ asegurada [3, 9, 12]; existe un
exponente de cifrado para el cual se recupera el mensaje m,
exactamente una iteracio´n previa al volver al cifrado original
c [3].
Queda claro que los sucesivos exponentes de recifrado
forman un grupo multiplicativo cı´clico cuyo generador es el
exponente e:
< e > :
{
e1, e2, e3, e4, ..., ek ≡ 1} mod λ (n)
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k = ordλ(n)(e)
Donde k es el orden multiplicativo de e mo´dulo λ (n). El
ma´ximo valor de k, la cota superior de recifrados necesarios
para recuperar el mensaje, esta´ dada por:∣∣∣Z∗λ(n)∣∣∣ = max(k) = λ(λ(n))
Los posibles valores de k son divisores de max (k) [12]:
k | λ(λ(n))
ya que los o´rdenes de los subgrupos son divisores del orden
de un grupo [10].
IV. DISTRIBUCIO´N ESTADI´STICA DE VALORES Z∗λ(n)
Para el estudio de la distribucio´n estadı´stica, se buscan
primos p, q al azar y sin estructura.
Sabemos que los posibles valores de k son divisores de
λ (λ (n)). Se puede estudiar su distribucio´n analı´tica o es-
tadı´sticamente segu´n co´mo se elijan los valores de los primos
p, q.
Desde el punto de vista estadı´stico, si se define r el mayor
factor primo del indicador (y de lambda) de uno de los primos,
digamos p, entonces r es un divisor de p-1. Acorde a lo
demostrado en [9] respecto a la factorizacio´n tı´pica y el mayor
factor primo, r tendra´ un taman˜o cercano al 63 % del taman˜o
de p-1. O sea para n de 1.024 bits, r sera´ del orden de 322
bits (el 63 % de 512 bits). Segu´n [4] esto implica que:
1. Si se elige al azar un e cuyo k es mu´ltiplo de r, la
longitud del ciclo sera´ al menos de taman˜o r, lo que
hace inviable el ataque cı´clico.
2. La probabilidad de elegir al azar un e con un orden
multiplicativo que no sea mu´ltiplo de r es 1/r, lo que
resulta despreciable (para n de 1024 bits p˜10−322). La
deduccio´n de esta consecuencia puede obtenerse de la
discusio´n planteada en [4].
3. Debe quedar en claro que lo antedicho es va´lido para
todo valor e.
En conclusio´n, la inmensa mayorı´a de pares de los valores
(m,e,p) elegidos para el ataque cı´clico resultan ser extrema-
damente costosos en tiempo [4]. Obviamente, los ensayos
computacionales con RingRSA ası´ lo ilustran. Dado que
el generador congruencial modular representa un generador
pseudoaleatorio de calidad criptogra´fica [3] y que no parece
haber regularidad en la distribucio´n de divisores de λ(n), no
tiene sentido buscar una funcio´n de densidad de probabilidades
a priori cuando los primos se eligen al azar y son desconocidos
[7]. Sin embargo, para ciertos valores especiales de primos
p, q es posible dar una respuesta. Para dar sustento analı´tico
a lo antedicho, en el siguiente apartado se deduce que es
posible obtener la funcio´n de densidad de longitudes de anillos
si se conoce la factorizacio´n del mo´dulo n en sus primos
componentes.
V. DISTRIBUCIO´N ANALI´TICA DE LONGITUDES DE
CICLOS EN Z∗λ(n)
Formalizando el ana´lisis de los generadores congruenciales
modulares, se parte de
my ≡ my−1e (mod n) 0 ≤ my ≤ n− 1
y = 1, 2, 3, ...
Donde m0 el valor inicial debe ser coprimo con n y el
exponente e ≥ 2. Se demuestra [6] que si (e, λ (n)) = 1 la
secuencia resulta perio´dica pura (sin fase aperio´dica inicial)
con perı´odo k, entonces
k = ordx (e) donde x = ordn(m0)
Evidentemente esta u´ltima relacio´n [6] permite calcular,
para cada m0 coprimo con n y cada e coprimo con λ (n), la
longitud del perı´odo multiplicativo o longitud del anillo, con
lo cual se cumple uno de los objetivos del trabajo. Obviamente
cada resultado obtenido con RingRSA ası´ lo verifica.
De aquı´ en adelante consideramos que m y e se ajustan a
las condiciones que generan secuencias perio´dicas puras. Para
estudiar la distribucio´n analı´tica, se buscan primos p, q con
estructura especial.
Sea n = pq donde p, q son primos de Sophie Germain.
Entonces p = 2r+1 y q = 2s+1 donde r, s son primos, que si
tambie´n fuesen de Sophie Germain, r = 2t+1 y s = 2u+1 donde
t, u son primos. Ambos conjuntos de primos (t, r, p) y (u, s,
q) constituyen cadenas de Cunningham de primera especie.
Los o´rdenes multiplicativos posibles de los integrantes del




MCD(p− 1, q − 1) =
(p− 1) (q − 1)
2
= 2rs
De las propiedades bien conocidas de los grupos cı´clicos
(por ejemplo ver 2.172 y 2.173 de [3]) surge claramente que
cada divisor d | 2rs define un u´nico subgrupo cı´clico de orden





y el cardinal del grupo es:
|Z∗n| = ϕ(n) = 4rs
Ası´ resulta que ϕ(d) es la multiplicidad de veces con las
cuales se presenta cada divisor d, o sea cua´ntos elementos
tienen un orden determinado. A su vez, los o´rdenes multipli-
cativos de los integrantes del grupo multiplicativo Z∗λ(n) de
exponentes de cifrados RSA [5, 6, 7, 8] son los divisores de:
λ (λ (n)) = [λ (2) , λ (r) , λ (s)] = [1, 2t, 2u] = 2tu
Aportes para el estudio de anillos en ataques cı´clicos al criptosistema RSA 21
Y el cardinal del grupo en cuestio´n es [12]:
|Z∗λ(n)| = ϕ (λ (n)) = ϕ (2)ϕ (r)ϕ (s) =
= 1 (2t) (2u) = 4tu
Tambie´n los exponentes forman un grupo multiplicativo
cı´clico, por lo tanto vale lo expresado antes (2.172 y 2.173
de [3]), por lo cual es evidente que cada divisor d | λ(λ (n))






Para λ (n) = 2rs, resulta:
c ∈ Z∗λ(n), donde c ≡ a (mod r) y c ≡ b (mod s)
y se cumple la siguiente relacio´n entre los o´rdenes de ciclos
de potencias modulares:
ord (c, λ (n)) = [ord (a, r) , ord (b, s)]










Suma 2t =|Z∗r |






Suma 2u =|Z∗s |
Cuando se computan las multiplicidades de los o´rdenes en




Por ejemplo, para el orden 2 en Z∗λ (n) es necesario que la
combinacio´n de o´rdenes en Z∗r y Z
∗
s genere un mcm cuyo
resultado sea 2. En este caso, hay tres combinaciones posibles
con ese resultado : [1,2], [2,1] y [2,2]. La multiplicidad de
2 en Z∗λ (n) resulta en la suma de los productos de las
multiplicidades de estas tres combinaciones:
Multiplicidad
(
orden 2 en Z∗λ(n)
)
= ϕ (1)ϕ (2) + ϕ (2)ϕ (1) + ϕ (2)ϕ (2) = 3
Finalmente, los divisores de λ (λ (n)) = 2tu resultan ser:
{1, 2, t, u, 2t, 2u, tu, 2tu}
y generan los siguientes subgrupos de exponentes que se
presentan en la siguiente tabla.
Cuadro III: SUBGRUPOS DE EXPONENTES EN Z∗λ(n)
Orden Multiplicidad Detalle
1 1 =ϕ(1)ϕ(1)
2 3 =ϕ(1)ϕ(2) + ϕ(2)ϕ(1) + ϕ(2)ϕ(2)
t t-1 =ϕ(t)
u u-1 =ϕ(u)
2t 3t-3 =ϕ(2t)ϕ(1) + ϕ(t)ϕ(2) + ϕ(2t)ϕ(2)
2u 3u-3 =ϕ(1)ϕ(2u) + ϕ(2)ϕ(u) + ϕ(2)ϕ(2u)
tu tu-t-u+1 =ϕ(t)ϕ(u)




Disponiendo de esta tabla y su segunda columna, verdadero
aporte de este trabajo al no existir antecedentes publicados, se
posee la distribucio´n estadı´stica de las frecuencias de aparicio´n
de los ocho o´rdenes posibles, cualesquiera sean los primos
t, u y el valor del mensaje m y exponente e al aplicar el
ataque cı´clico al RSA. A continuacio´n se ilustra su aplicacio´n
a un ejemplo nume´rico sobre dos cadenas de Cunningham de
primera especie.
VI. EJEMPLO NUME´RICO DE LA DISTRIBUCIO´N
ANALI´TICA DE VALORES DE LONGITUDES DE CICLOS EN
Z∗λ(n)
Adoptando los sı´mbolos del apartado previo, sean:
t = 5, r = 11, p = 23 y u = 89, s = 179, q = 359 cadenas
de primos Cunningham de primera especie. Ası´ resulta:
n = pq = 8.257
|Z*n|= ϕ(n) = (p-1)(q-1) = (2r)(2s) = 4rs = 7.876
λ(n) = ϕ(n)/2 = 2rs = 3.938
|Z*λ(n)|= ϕ(λ(n)) = ϕ(2rs) = ϕ(2)ϕ(r)ϕ(s)
= 1*2t*2u = 4tu = 1.780
λ(λ(n)) = [λ(2), λ(r), λ(s)] = [1, 2t, 2u] = 2tu = 890
Divisores de λ (λ(n)) = {1, 2, t, u, 2t, 2u, tu, 2tu} =
{1, 2, 5, 89, 10, 178, 445, 890]
Y se generan los siguientes ciclos de anillos:
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Cuadro IV: SUBGRUPOS DE EXPONENTES EN Z∗λ(n)
Orden Multiplicidad Detalle del co´mputo
1 1 =1
2 3 =3
5 4 =t− 1
89 88 =u− 1
10 12 =3t− 3
178 264 =3u− 3
445 352 =tu− t− u+ 1




Es menester aclarar que esta tabla emplea las mismas
fo´rmulas deducidas para la tabla final del apartado previo.
Cualquiera sea me (mod n), la longitud del ciclo de recifrado
sera´ un miembro de la lista de la primera columna. La funcio´n
de densidad de longitudes se desprende de la segunda columna.
Analizando dicha columna, se observa que la mayorı´a de
longitudes de ciclo son relativamente grandes. Ası´ de las ocho
longitudes de ciclo disponibles para combinaciones de (m, e)
tomadas al azar, el 60 % posee la ma´xima longitud posible.
En la figura 1 se genera esta clave con RingRSA eligiendo
un exponente va´lido al azar.
Una vez generada la clave, puede comprobarse de manera
experimental que las longitudes de los ciclos de recifrado son
miembros divisores de λ(λ(n)), que esta´n reflejados en la lista
de la primera columna.
Este exponente, al igual que cualquier otro, genera su o´rbita
de valores divisores. En la Figura 2 se ven que esta´n presentes
los valores de la primera columna {1, 10, 89, 890}; pero no
los valores {2, 5, 178, 445}.
Por ejemplo si ahora elegimos e=31, se generan anillos de
longitudes {1, 5, 89, 445} como se nuestra en la figura 3.
VII. TRABAJOS FUTUROS
1. El ataque cı´clico al RSA como algoritmo de factoriza-
cio´n
Si se obtiene alguna longitud de anillo (orden k de
recifrado), parece ser posible llegar a factorizar [4] y
obviamente obtener luego la clave privada. Este te-
ma esta´ siendo analizado por nosotros. Tambie´n hay
evidencia de que es posible factorizar si se obtiene
computacionalmente un mu´ltiplo de ϕ(n) [13]. De todas
maneras, cabe an˜adir que completar experimentalmente
un anillo no es tarea fa´cil si el orden del mo´dulo
es suficientemente grande, por lo cual el me´todo de
factorizacio´n de ataque cı´clico es inviable en la pra´ctica.
Sin embargo, el ataque siempre es teo´ricamente exitoso
al menos para obtener el mensaje original.
Figura 1: Generacio´n de la clave p=23, q=359, e=17
Figura 2: Anillos que se generan en la clave p = 23,
q = 359 utilizando e = 17
Aportes para el estudio de anillos en ataques cı´clicos al criptosistema RSA 23
Figura 3: Anillos que se generan en la clave p = 23,
q = 359 utilizando e = 31
2. Co´mo prevenir el ataque cı´clico al RSA
Para prevenir o dificultar que prospere el quiebre de
RSA a trave´s de un ataque cı´clico [12] se debe cumplir,
dados los recursos actuales, que:
λ (λ (n)) y ordλ(n) (e) > 10
200








Y lo mismo para q. Si p y q lo fuesen, se verifica:















Sin embargo hay opinio´n fundada que la primera condi-
cio´n p−12 serı´a suficiente para bloquear el ataque cı´clico
[3].
3. Complejidad computacional del ataque cı´clico
Este ataque, a pesar de ser teo´ricamente eficaz, parece
pertenecer a la clase de complejidad NP, es decir un
problema de tanta dificultad como el propio problema
de la factorizacio´n de enteros [3, 12]. La evidencia
empı´rica de lo antedicho es que si n se incrementa
lo suficiente, el ataque cı´clico se vuelve inu´til con los
recursos computacionales actuales. De hecho, en [6] se
demuestra que si se consideran primos tomados al azar,
el ataque cı´clico es de complejidad O(
√
n), lo que lo
hace equivalente al me´todo de factorizacio´n por divisio´n
de primos menores a la raı´z cuadrada [9].
No obstante, la aparicio´n de anillos basados en el
cifrado cı´clico y comentado en este artı´culo, presenta
interesantes aspectos para un posterior estudio. A modo
de ejemplo, una clave RSA de 50 bits con primos p y q
de 25 bits cada uno (n = pq = 29.221.417 x 24.917.353 =
728.120.362.549.201) para e=15.131 encuentra el men-
saje secreto 2 en 300 milisegundos, realizando tan so´lo
259.956 ca´lculos; pero si la clave pu´blica es e=65.537,
el mismo ataque tardara´ 21 segundos al necesitar ahora
realizar 13.777.668 ca´lculos.
En la figura 4 se muestra el resultado del ataque cı´clico
al mensaje 2 para dicha clave con exponente 65.537 en
21 segundos.
Ma´s au´n. Con RingRSA elegimos otra clave de dimen-
siones similares pero con un taman˜o un 20 % menor (n =
pq = 20.713.829 x 28.164.079 = 583.385.916.348.491)
usando e=65.537 y se buscan los anillos de la cla-
ve comenzando como siempre por el nu´mero 2. Des-
pue´s de mil minutos, se detiene la bu´squeda y con
48.040.766.272 valores ya obtenidos no se encuentra au´n
ese primer anillo. Queda por tanto la posibilidad de que
el nu´mero 2 se encuentre en uno de estos cuatro divi-
sores de Carmichael: 54.452.402.235, 72.603.202.980,
108.904.804.470 o bien 217.809.608.940 [14]. Para el
mayor divisor de Carmichael de esta clave, a una tasa
de 800.000 cifrados por segundo, el programa tardarı´a
ma´s de 75 horas en encontrar ese anillo.
Figura 4: Ataque al valor secreto 2 para la clave
con datos pu´blicos n = 728.120.362.549.201 y e = 65.537
En otras palabras, para un par de claves muy similares,
en el primer caso el ataque por cifrado cı´clico reque-
rira´ un co´mputo y un tiempo casi un millo´n de veces
menor que en el segundo, siendo incluso la primera clave
un 20 % mayor que la segunda. Otro aspecto interesante
a estudiar en el futuro.
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VIII. CONCLUSIONES
Se ilustra que es factible calcular las longitudes de ciclos
(anillos), las frecuencias de longitudes de ciclos de recifrado
en el me´todo de ataque cı´clico al RSA para elecciones
determinadas de valores n, m, e y que a partir de un u´nico
ataque cı´clico exitoso al RSA serı´a posible, en teorı´a, hallar
la clave privada a partir de la pu´blica.
Este trabajo plantea algunos temas abiertos como trabajo
futuro, entre los que se encuentran los presentados en el
apartado anterior: la deduccio´n pra´ctica de la clave privada
d mediante este tipo de ataques cı´clicos completando un solo
anillo, la posibilidad de dificultar o bloquear este ataque si se
utilizan primos seguros en el disen˜o de las claves, todo ello
con el soporte del mencionado software y el correspondiente
desarrollo analı´tico.
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Resumen—Para acortar los ciclos de disen˜o y desarrollo
de criptoprocesadores se propone utilizar LISA, un lenguaje
de descripcio´n de arquitecturas programables. LISA, adema´s,
permite minimizar el coste hardware del procesador criptogra´fico
ası´ como su consumo. Como caso de estudio se propone un
operador que da soporte al co´digo operacio´n de la exponenciacio´n
modular. Desde el punto de vista del hardware, el operador
de exponenciacio´n se implementa mediante cauces multifuncio´n
aptos para el procesamiento vectorial. Como caracterı´stica ma´s
sobresaliente, las operaciones se podra´n efectuar sobre operandos
de taman˜o arbitrario, es decir, la longitud k de la representacio´n
binaria de los operandos no estara´ limitada por el taman˜o n de
los registros del operador y se pasara´ como un operando ma´s
del co´digo de operacio´n.
Palabras clave—ASIP, Criptografı´a (Cryptography), Cripto-
procesador (Cryptoprocessor), Exponenciacio´n modular (Modu-
lar exponentiation), RSA, M2M, Montgomery, LISA.
I. INTRODUCCIO´N
En los u´ltimos an˜os, el mercado de la conectividad ma´quina
a ma´quina (M2M) ha aumentado notablemente. La necesidad
de incluir mayor seguridad en los sistemas crece dı´a a dı´a.
Se preve´ que a nivel global la demanda de dispositivos con
seguridad an˜adida se eleve hasta los 529 millones de unidades
en 2017 [1] especialmente en sistemas empotrados y en
sistemas que gestionan el Internet de las Cosas (IoT).
Los criptosistemas esta´n disen˜ados para proporcionar los
servicios de confidencialidad, autenticacio´n e integridad de
datos. En este escenario los procesadores criptogra´ficos se
esta´n haciendo imprescindibles.
En este trabajo se propone LISA como herramienta de
disen˜o. Su uso favorece minimizar el tiempo de desarrollo, el
coste hardware y el consumo energe´tico. LISA es un lenguaje
de descripcio´n de arquitecturas programables y repertorios de
instrucciones, unificado en una sola herramienta y centrado en
facilitar el disen˜o y desarrollo de procesadores de propo´sito
especı´fico como son los criptoprocesadores. Los requisitos
del procesador se describen sobre 6 modelos arquitecturales.
Como caso de estudio se propone un ejemplo de instruccio´n
de un criptoprocesador implementada sobre un operador que
calcula la exponenciacio´n modular mediante Montgomery.
La arquitectura del operador esta´ basada en 3 cauces multi-
funcio´n configurables. El co´digo de operacio´n ejemplo utiliza
dichos cauces para computar el algoritmo de Montgomery
sobre una longitud de operandos de k-bits parametrizable. Evi-
dentemente, los 3 cauces multifuncio´n son capaces de realizar
otras muchas operaciones (sumas, desplazamientos, ca´lculos
modulares, etc.) asociadas a otros tantos co´digos de operacio´n
del repertorio de instrucciones. Esta caracterı´stica contribuye
a la minimizacio´n del coste hardware y del consumo.
El artı´culo esta´ estructurado de la siguiente manera: En la
Seccio´n II se hace una somera revisio´n del estado del arte
de los criptosistemas. En la Seccio´n III se describe LISA
mostrando el flujo de trabajo y las mejoras que aporta al
desarrollo de criptoprocesadores. La Seccio´n IV muestra un
caso de estudio referente a la implementacio´n de un co´digo de
operacio´n para efectuar la exponenciacio´n modular mediante
un operador implementado con cauces multifuncio´n. Y ya por
u´ltimo, en la Seccio´n V se ofrecen algunas conclusiones.
II. TRABAJOS RELACIONADOS
Los distintos sistemas hardware destinados a dar servicios
criptogra´ficos se disen˜an en base a primitivas, algoritmos y
protocolos criptogra´ficos. E´stos pueden clasificarse en distintos
tipos en funcio´n de las necesidades: procesadores de propo´sito
general modificados, criptocoprocesadores, criptoprocesadores
y criptoarrays.
Los procesadores de propo´sito general (PPG) ofrecen una
gran flexibilidad pero no son apropiados para aplicaciones de
alto rendimiento. Las amenazas de seguridad pueden apare-
cer asociadas a cualquiera de los niveles de abstraccio´n del
dispositivo.
Los procesadores de propo´sito general modificados con-
tienen unidades funcionales para ejecutar operaciones crip-
togra´ficas tales como Data Encryption Standard (DES) o
Advanced Encryption Standard (AES). Estas unidades esta´n
asociadas a un conjunto de instrucciones especı´ficas. Esta
solucio´n aumenta el rendimiento aunque el disen˜o del reper-
torio de instrucciones adicional presenta una gran dificultad.
Un ejemplo claro de ello es el procesador CryptoBlaze [3]
basado en el soft-core de Xilinx Picoblaze. Cryptoblaze ofrece
una serie de funciones y co´digos de operacio´n enfocados a
funciones criptogra´ficas. Recientemente los procesadores Intel
[4] comercializados a partir de 2010 incluyen en sus reper-
torios 6 nuevas instrucciones especı´ficas para trabajar con un
operador criptogra´fico AES implementado en la arquitectura
del procesador.
El te´rmino criptocoprocesador hace referencia a un dispo-
sitivo hardware dedicado a la ejecucio´n de funciones crip-
togra´ficas. Estos dispositivos no son programables pero puede
ser controlados y configurados utilizando un procesador host.
Un ejemplo de este concepto es la arquitectura SAFES [5]
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que propone un sistema que utiliza monitores para detectar
distintos tipos de ataques. Ası´, la contra-medida del sistema de
seguridad depende del ataque perpetrado. Pueden existir una
contra-medida individual o una contra-medida global cuando
se intenta una modificacio´n del sistema. Esta arquitectura
posee una parte reconfigurable en lo´gica programable donde
se implementan las primitivas de seguridad. Por el contrario,
los criptoprocesadores son dispositivos hardware programables
con un conjunto de instrucciones especializado en funciones
criptogra´ficas que incorporan uno o varios operadores dedica-
dos a la computacio´n criptogra´fica.
El procesador Criptonita [6] posee un repertorio especı´fico
enfocado a operaciones tales como permutacio´n, rotacio´n
y XOR. La propuesta HCrypt [7] es segura ante ataques
software ya que la ruta de datos se divide en dos zonas: una
zona protegida (claves y su almacenamiento) y una zona no
protegida (almacenamiento de datos y proceso). Las claves
almacenadas nunca pueden pasar sin cifrar a los registros de
datos. Los criptoprocesadores esta´n disen˜ados para ser empo-
trados en entornos multiprocesador system-on-chip (MP-SoC)
o en procesadores dedicados (como los DSP) representando
una eficiente solucio´n en te´rminos de flexibilidad, prestacio-
nes y rendimiento. Los sistemas multi-nu´cleo aumentan el
rendimiento y proporcionan soluciones para aplicaciones con
necesidades de ca´lculos criptogra´ficos heteroge´neos siendo
posible la configuracio´n al vuelo en lo´gica programable.
Otro tipo de dispositivo seguro es el criptoarray. La investi-
gacio´n ha demostrado que las arquitecturas reconfigurables son
altamente eficientes para computacio´n intensiva en sistemas
empotrados y para seguridad en los datos. La arquitectura
Celator [8] es un ejemplo de ello. Esta´ compuesta de una
matriz de elementos de proceso optimizada para computar
paralelamente el algoritmo AES y otros cifradores sime´tricos
como DES. El encaminamiento de las unidades de proceso
de Celator es configurable, siendo la lo´gica de control la que
determina la arquitectura y los elementos de proceso.
Los procesadores criptogra´ficos citados trabajan con opera-
dores de un taman˜o k fijo, es decir, con longitudes de 64, 512
o 1024 bits como ma´ximo.
III. FLUJO DE DISEN˜O LISA
Actualmente las te´cnicas de disen˜o de procesadores de
propo´sito especifico (ASIP) tales como los criptoprocesadores,
implican un disen˜o manual de las herramientas de desarrollo.
El flujo de disen˜o de los ASIP cuenta primariamente con
un disen˜o de la arquitectura, un disen˜o de las herramientas
software (compilador, enlazador, etc.) y, por u´ltimo, una fase
de integracio´n y validacio´n del conjunto. Esta metodologı´a
conlleva una separacio´n de los grupos de trabajo de ingenierı´a
y fa´cilmente supone aumentar el tiempo del desarrollo en el
caso que uno de los grupos se demore en sus tareas.
En este artı´culo se propone LISA (Language for Instruction-
Set Architecture) como un lenguaje, una metodologı´a y un
entorno de trabajo adecuado para desarrollar un criptopro-
cesador de manera eficiente. LISA es, principalmente, un
lenguaje enfocado a describir repertorios de instrucciones y
comportamientos de arquitecturas ASIP. La estructura del
lenguaje esta basada en la declaracio´n de recursos y de las
operaciones que se van a realizar. El flujo de trabajo de
LISA se desarrolla en cuatro fases principales [9]. Primera:
exploracio´n de la arquitectura. Se realiza el co-disen˜o del
sistema decidiendo que´ tareas se hara´n por hardware y cua´les
se hara´n por software. Tambie´n se lleva a cabo el disen˜o del
repertorio de instrucciones. Por u´ltimo se disen˜a la micro-
arquitectura que dara´ soporte a ese repertorio. Segunda: im-
plementacio´n de la arquitectura. Se genera un modelo HDL
del ASIP donde, con herramientas de sı´ntesis y a nivel de
puertas, se analiza el taman˜o ocupado en silicio, velocidad
del sistema y consumo de potencia. Si algunos de estos
para´metros no son los esperados sera´ necesario iterar de nuevo
sobre la primera fase. Tercera: generacio´n de las herramientas
software para el desarrollo de aplicaciones. Es pra´cticamente
automa´tica dando lugar al compilador-C, linkador y debugger
para la arquitectura disen˜ada. Por u´ltimo, la cuarta: integracio´n
y verificacio´n. Se generan los simuladores para verificar el
correcto funcionamiento de las herramientas software con la
arquitectura hardware.
Para que LISA pueda generar arquitectura y herramientas
de desarrollo son necesarios una serie de requisitos agrupados
en 6 modelos [9]. En primer lugar, un modelo de memoria
donde se definen los registros de la arquitectura y los rangos
de la memoria de datos y de la memoria de programa. En
el segundo modelo se describen los recursos requeridos y
unidades funcionales utilizados por las operaciones que se van
a ofrecer. El tercer modelo describe el comportamiento de las
estructuras del hardware y se utiliza u´nicamente para fines de
simulacio´n. El cuarto modelo, uno de los ma´s importantes,
describe el repertorio de instrucciones, expresando la sintaxis,
la codificacio´n y los operandos de una manera muy ra´pida e
intuitiva. El quinto, es el modelo temporal que especifica la ac-
tivacio´n secuencial de los distintas operaciones en el hardware.
Se describe, por ejemplo, la secuencia de funcionamiento de
los cauces. Y por u´ltimo, el sexto modelo (micro-arquitectural)
define las operaciones que se van a realizar en cada una de
las unidades funcionales.
Como se ha dicho anteriormente, el cuarto modelo describe
el repertorio de instrucciones. Este modelo es responsable
de la definicio´n de los recursos lo´gicos que dara´n soporte a
las instrucciones. Es importante realizar un disen˜o ajustado
del repertorio de instrucciones. Si un procesador posee un
repertorio de instrucciones I y, por otro lado, tiene un conjunto
de recursos hardware R para dar soporte al conjunto I de
instrucciones, se puede declarar un conjunto RI de recursos
hardware que da soporte a todo el repertorio de instrucciones
I [10]. Dada una instruccio´n i del repertorio de instrucciones
I , diremos que el subconjunto de recursos hardware Ri es el
responsable de dar soporte a esa u´nica instruccio´n i Ri ⊂ R





Modelado de un procesador criptogra´fico mediante LISA 27
Si aumenta el conjunto I de instrucciones soportadas por el
procesador irremediablemente el hardware RI se incremen-
tara´ tambie´n. No obstante, dentro del conjunto R de recursos
hardware, algunos son comunes a todas las instrucciones del
repertorio I . Lo ideal serı´a que el hardware comu´n fuera usado
por muchas instrucciones con el fin de minimizar el coste de
implementacio´n.
Un problema especı´fico puede usar un conjunto determinado
de instrucciones A cuyos recursos RA esta´n contenidos en
los recursos R del procesador RA ⊂ RI . Si el conjunto A
esta´ contenido en I se reducira´ el conjunto de recursos RA.
|RA|  |RI | (2)
En definitiva, la adecuada sintonizacio´n del repertorio de
instrucciones y de los recursos hardware puede optimizar el
coste y el consumo.
IV. OPERADOR DE EXPONENCIACIO´N MODULAR
Como caso de estudio que ilustre el ciclo de desarrollo con
LISA, se describira´ el hardware requerido para implementar
el opcode de la exponenciacio´n modular segu´n el algoritmo
de Montgomery (mnemonico EXMODMT opA, opE, opM,
opK). tal que:
C ≡ AEmodM (3)
Siendo C,A, E y M cuatro enteros representados en binario
sobre k-bits donde C,A y E pertenecen a ZM .
Para calcular la exponenciacio´n modular utilizaremos el
algoritmo expuesto a continuacio´n:
Exponenc i ac ionModu la r (A, E ,M, k )
{
/∗ Fase 1 . ∗ /
A1 = Represen tac ionMontgomery ( 1 , k ,M) ;
A2 = Represen tac ionMontgomery (A, k ,M) ;
whi le E != 0
{
/∗ Fase 2 . ∗ /
A3 = Algori tmoMontgomery ( A1 , A2 ,M) ;
A2 = Algori tmoMontgomery ( A2 , A2 ,M) ;
i f E ( 0 ) == 1
{
A1 = A3 ;
}
E = E >> 1 ;
}
re turn ( Algori tmoMontgomery ( A1 , 1 ,M) ) ;
}
La representacio´n de Montgomery de un numero binario se
computa a trave´s de operaciones ba´sicas de desplazamiento y
resta. Por otro lado, el algoritmo de Montgomery se computa
en base a dos sumas y un desplazamiento. A priori es necesario
utilizar dos entidades RM ide´nticas trabajando en paralelo
para que resuelvan estas dos representaciones de Montgomery
y generen el resultado A1 y A2. Posteriormente es necesario
realizar dos entidades AM para operar en paralelo de nuevo
y resolver la exponenciacio´n gracias al algoritmo de Montgo-
mery. Para controlar la ejecucio´n del bucle principal, desplazar
y analizar el exponente es necesario una quinta entidad que
trabaje de manera concurrente con respecto a las otras cuatro
entidades operativas.
Cada entidad se implementa arquitecturalmente mediante
segmentacio´n aritme´tica encauzada. A continuacio´n se muestra
un ejemplo de especificacio´n de recursos y declaracio´n de
etapas en LISA haciendo uso del hardware propuesto:
RESOURCE
{
PIPELINE p p u c a u c e m u l t i f u n c i o n = {LD; EXE1 ;
EXE2 ; EXE3 ; ST} ;
PIPELINE REGISTER IN p p u c a u c e m u l t i f u n c i o n {
b i t [ 6 ] OpCode ;
S32 ∗opA , ∗opE , ∗opM , ∗opK ;} ;}
OPERATION EXMODMT{
DECLARE { . . }
CODING { OpCode opA opE opM opK }
SYNTAX { ”EXMODMT” opA” , ”opE” , ”opM” , ”opK }
BEHAVIOR{ Exponenc i ac ionModu la r ( ) ; }}
OPERATION EXE1{
DECLARE { ENUM op= ADD, SUB;}
SWITCH( op ) {
CASE ADD: BEHAVIOR { R [ . . ] += R [ . . ] ; }
CASE SUB: BEHAVIOR { R [ . . ] −= R [ . . ] ; } } }
OPERATION EXE2{ . . }
OPERATION EXE3{
DECLARE { ENUM op= SHIFT R , SHIFT L ;}
SWITCH( op ) {
CASE SHIFT R : BEHAVIOR { R [ . . ] = R [ . . ] >> R
[ . . ] ; }
CASE SHIFT L : BEHAVIOR { R [ . . ] = R [ . . ] << R
[ . . ] ; } } }
El objetivo principal al encauzar la resolucio´n de estas ope-
raciones, es conseguir un alto nivel de paralelismo y alcanzar
un esquema de ejecucio´n vectorial que permita realizar ca´lcu-
los sobre operandos de k-bits. Si los registros del operador
tienen una anchura de n-bits, siendo k > n, sera´ necesario
un total de kn iteraciones sobre dicho operando para conseguir
computarlo en su totalidad.
Otro objetivo importante en el disen˜o de este criptosiste-
ma es conseguir optimizar el uso de los recursos hardware
favoreciendo que puedan ser utilizados por muchos co´digos
de operacio´n. Ası´, es posible disen˜ar un u´nico tipo de entidad
encauzada multifuncio´n (configurable) para que pueda resolver
la operacio´n presentada como caso de estudio y otras adicio-
nales. Los cauces multifuncio´n [11] pueden efectuar diferentes
operaciones variando adecuadamente la interconexio´n de sus
etapas a la vez que pueden iterar sobre los operandos para
resolver esquemas de ejecucio´n vectorial. En la Figura 1 se
muestra la arquitectura del operador.
Como se ve en la Figura, se establecen dos tipos de etapas:
etapas sumadoras-restadoras y etapas de desplazamiento. Cada
una de ellas necesita configurarse para establecer la operacio´n
a resolver. Dado el cara´cter vectorial del procesamiento de
nu´meros arbitrariamente grandes, cada una de las etapas posee
una bandera de cero y otra de acarreo para propagar dicha
informacio´n de estado al siguiente paso de co´mputo.
Para disen˜ar una u´nica entidad que pueda resolver la re-
presentacio´n de Montgomery, el algoritmo de Montgomery y























































































































Figura 1. Arquitectura del operador
el desplazamiento del exponente, es necesario disponer de 2
bloques con operadores de suma/resta y un bloque desplazador.
Cada una de estas etapas va a estar conectada entre sı´ mediante
multiplexores M que obtienen y vuelcan los datos en 4
buses A B C y D diferentes para ası´ variar el camino de
los datos segu´n se necesite. A su vez cada etapa tiene una
lı´nea de configuracio´n donde se puede elegir la operacio´n
exacta a realizar (suma o resta, desplazamiento a derecha
o izquierda). La etapa de load tiene como funcio´n obtener
los operandos desde la memoria y la etapa store se encarga
de volcar los resultados en memoria. Este cauce aritme´tico
segmentado se puede utilizar para computar otras operaciones
correspondientes a otros opcodes disen˜ados con LISA. En la















































Figura 2. Arquitectura del cauce multifuncio´n
De acuerdo al algoritmo propuesto, en la primera fase dos
cauces multifuncio´n se configuran para resolver la represen-
tacio´n de Montgomery. Posteriormente y una vez resueltas
ambas representaciones de Montgomery, se realiza el cambio
de funcio´n en los cauces para que puedan resolver el algoritmo
de Montgomery mientras el tercer cauce computa el desplaza-
miento de exponente para controlar el bucle de ejecucio´n del
algoritmo. Una vez desplazado todo el exponente se calcula
una u´ltima iteracio´n del algoritmo de Montgomery en uno de
los cauces.
V. CONCLUSIO´N
Los criptoprocesadores cubren necesidades de ca´lculo cada
vez ma´s demandadas. Hemos visto que el lenguaje LISA
unifica en un solo entorno el flujo de disen˜o de procesadores
de propo´sito especı´fico (ASIP), acortando el tiempo disen˜o y
disminuyendo los costes hardware y el consumo. La curva de
aprendizaje que deben experimentar los ingenieros implicados
es inicialmente abrupta pero el esfuerzo queda compensado a
corto plazo por la reduccio´n de los tiempos de desarrollo. Todo
apunta a que el empleo de LISA traera´ innegables beneficios
al a´rea de los criptoprocesadores.
Como caso de estudio se ha propuesto la implementacio´n
de una instruccio´n que calcula la exponenciacio´n modular. El
hardware asociado esta´ basado en cauces multifuncio´n con
capacidad de procesamiento vectorial. Aunque dicho hardware
da soporte al co´digo de operacio´n objeto del caso de estudio,
tambie´n da soporte a operaciones de suma, resta y desplaza-
miento sobre nu´meros de taman˜o arbitrario. Esta caracterı´stica
permite la reutilizacio´n del hardware para varios co´digos de
operacio´n abaratando el coste y disminuyendo el consumo.
Adema´s, el taman˜o k de los operandos es arbitrario.
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Resumen—En este artı´culo se exponen los retos para llevar a
cabo el disen˜o de un generador cao´tico, basado en el circuito de
Chua, en tecnologı´a CMOS submicro´nica. El disen˜o analo´gico
del generador cao´tico se complementa con un control digital,
que proporciona programabilidad para definir distintos estados
(claves) que aumenten la seguridad del cifrado. Adema´s, se
analizan distintas variables (temperatura, mismatching...) que
pueden afectar a la sincronizacio´n de dos sistemas idealmente
ide´nticos, impidiendo el descifrado de la informacio´n transmitida.
Palabras clave—Circuito de Chua, comunicacio´n segura, ge-
nerador cao´tico, tecnologı´a CMOS (Chaotic generator, Chua’s
circuit, CMOS technology, secure communication).
I. NOMENCLATURA
CMOS Complementary Metal-Oxide Semiconductor
PSSR Power Supply Rejection Ratio
VHF Very High Frequency
FHSS Frequency-Hopping Spread System
II. INTRODUCCIO´N
Las comunicaciones representan un pilar esencial de nuestra
sociedad. En particular, garantizar la privacidad se ha converti-
do en una tema´tica de investigacio´n prioritaria. Hasta el punto
de que se trata de uno de los retos identificados en la Estrategia
Espan˜ola de Ciencia y Tecnologı´a y de Innovacio´n. De igual
manera se consideran las TICs aplicables a este reto como
una de las Tecnologı´as Facilitadoras Esenciales identificadas
en el Programa Europeo Horizonte 2020. Esto se debe a que
la seguridad de las comunicaciones es fundamental en algunas
aplicaciones en el a´mbito civil (transmisio´n de datos bancarios,
datos personales...) y toma mayor relevancia en el a´mbito
militar. Existen multitud de sistemas de cifrado adaptados al
nivel de seguridad necesario para cada aplicacio´n concreta.
Los avances en los algoritmos y potencia de ca´lculo de los
descifradores exigen una continua mejora de los me´todos de
cifrado.
En el a´mbito de la defensa, las comunicaciones por radio
se transmiten cifradas en un rango de frecuencia reservado
de la banda VHF (30 - 88 MHz). El me´todo de cifrado es
doble, por un lado se usa el FHSS, que consiste en transmitir
la informacio´n sobre una onda portadora cuya frecuencia











Figura 1. Esquema conceptual de una transmisio´n basada en cifrado cao´tico
por el emisor y el receptor. Este me´todo evita que la sen˜al
se intercepte, por lo que impide, no solo que se conozca
la informacio´n transmitida, sino tambie´n la capacidad de
localizar el emisor mediante triangulacio´n. Adema´s, la sen˜al
transmitida se envı´a cifrada mediante un me´todo solo conocido
por el fabricante del sistema de radio.
Las sen˜ales cao´ticas, dada su naturaleza impredecible y su
amplio ancho de banda, son candidatas ido´neas para cifrar
sen˜ales vulnerables [1]. El sistema de comunicaciones (figura
1) se basa en dos generadores cao´ticos ide´nticos y sincroniza-
dos [2]. La sen˜al a transmitir se mezcla con la sen˜al cao´tica
(representado simbo´licamente como una suma) y se recupera
la sen˜al transmitida mediante el desacoplo de la misma sen˜al
cao´tica (representado simbo´licamente como una resta). Ya se
ha demostrado que el cifrado cao´tico no es 100 % seguro [3],
[4], pero incluir este sistema puede ofrecer un aumento del
nivel de seguridad por complementariedad a los me´todos ya
implementados.
El proceso de fabricacio´n de circuitos integrados dominante
en la actualidad es el CMOS. Se basa en la construccio´n de los
elementos activos basados en transistores MOS en una misma
oblea de material semiconductor (silicio) mediante difusiones
donadoras (N) y aceptoras (P), un aislante (oxido de silicio) y
un material conductor (polisilicio). Adema´s, se an˜aden varias
capas de metalizacio´n para la interconexio´n de los distintos
elementos (figura 2). Esta tecnologı´a ofrece las prestaciones
necesarias para trabajar en un rango de alta frecuencia con
bajo consumo [5].
En este artı´culo se presenta el inicio de una lı´nea de
investigacio´n que tiene por objeto desarrollar un sistema de
comunicaciones seguro basado en tecnologı´a CMOS. En la
30 F. Aznar, C. Sa´nchez-Azqueta, C. Gimeno
Figura 2. Seccio´n de un proceso de fabricacio´n CMOS con tres niveles de
metalizacio´n
seccio´n III se aborda el disen˜o del generador cao´tico en tec-
nologı´a CMOS submicro´nica, incorporando programabilidad
para dotar al sistema de multiples claves criptogra´ficas. En la
seccio´n IV se analizan los aspectos ma´s relevantes que afectan
al comportamiento de dos generadores cao´ticos teo´ricamente
ide´nticos, por lo que se perderı´a el sincronismo, y por lo tanto
no se podrı´a recuperar la sen˜al transmitida. Por u´ltimo, las
conclusiones son expuestas en la seccio´n V.
III. DISEN˜O DEL GENERADOR CAO´TICO
El generador cao´tico en el que nos basamos es el circuito
de Chua, mostrado en la figura 3, que representa el circuito
electro´nico cao´tico ma´s sencillo ya que cumple los requisitos
mı´nimos necesarios: un sistema de tres ecuaciones diferencia-
les de primer orden, formado por L, C1 y C2, y un elemento




















Siendo f la funcio´n que define la resistencia no lineal. La
solucio´n de este sistema de ecuaciones diferenciales puede
presentar un comportamiento cao´tico, tal y como se demuestra
en [6].
III-A. Implementacio´n microelectro´nica del circuito de Chua
La industria microelectro´nica ha realizado un increı´ble
avance tecnolo´gico en los u´ltimos an˜os. Sin embargo, dicho
avance se centra ba´sicamente en la miniaturizacio´n del tran-
sistor MOS, dotando de mejores prestaciones a los circuitos
digitales fundamentalmente. Si queremos disen˜ar en tecnologı´a
CMOS un circuito analo´gico como el circuito de Chua, nos
encontramos con serias limitaciones a la hora de implementar




























Figura 5. Implementacio´n de la resistencia no lineal incluyendo diodos
Afortunadamente, el hecho de que para cubrir algunas apli-
caciones sea imprescindible contar con electro´nica analo´gica
ha propiciado que el proceso de fabricacio´n CMOS ofrezca
la implementacio´n de resistencias fabricadas en polisilicio,
condensadores plano-paralelos entre dos de sus niveles de
metalizacio´n (o bien, dos capas de polisilicio) e inductores
basados en pistas meta´licas con forma espiral.
El orden de magnitud de la resistencia por cuadro (1kΩ)
y la capacidad por unidad de a´rea (1fF/µm2) que ofrece
un proceso CMOS de coste moderado conlleva que el a´rea
ocupada por el circuito sea considerable. Por lo tanto, para
minimizar el coste final, que esta´ directamente relacionado con








Figura 6. Implementacio´n del inductor mediante amplificadores operacionales
el a´rea ocupada, deberemos buscar estrategias de optimizacio´n.
Pero el gran reto de la implementacio´n microelectro´nica del
circuito de Chua viene de la mano de la resistencia no
lineal y, especialmente, el inductor. La implementacio´n de
una resistencia no lineal se puede llevar a cabo mediante
dos resistencias negativas en paralelo [7], basa´ndonos en
amplificadores operacionales (figura 4). Otra posibilidad es
utilizar diodos [8] (figura 5), los cuales aportan la caracterı´stica
no lineal, derivado de su comportamiento asime´trico en cuanto
a la conduccio´n de la corriente. En la literatura se pueden
encontrar diversos trabajos que demuestran el comportamiento
cao´tico con elementos discretos, por ejemplo para transmisio´n
de audio en frecuencia modulada [9]. La resistencia no lineal
tambie´n se puede implementar con amplificadores de trans-
conductancia [10], formados u´nicamente por transistores, lo
que facilita la integracio´n en tecnologı´a CMOS [11], [12].
El inductor es difı´cil de implementar debido a su natu-
raleza de elemento tridimensional. Existen implementaciones
en tecnologı´a CMOS basadas en estructuras bidimensionales,
pero ofrecen pobres prestaciones y contribuyen a aumentar
el a´rea del circuito significativamente (para inductancias de
nH, factor de calidad limitado en torno a 10 y radios 100
µm aproximadamente). Basa´ndonos tambie´n en amplificadores
operacionales podemos emular un inductor [13] a partir de
resistencias y condensadores (figura 6). El valor de la in-
ductancia viene determinado por la expresio´n L = CRRL.
Esta alternativa optimiza el a´rea integrada manteniendo una
filosofı´a de integracio´n comu´n.
III-B. Programabilidad
Dado que los valores de los elementos que componen el
sistema cao´tico son la clave para descifrar la transmisio´n, una
manera de aumentar la seguridad de la comunicacio´n es dotar
al sistema de mu´ltiples estados, ofreciendo la posibilidad de
cifrar la transmisio´n bajo ma´s de una clave criptogra´fica. O,
lo que es lo mismo, implementar un circuito programable.
La programabilidad ma´s robusta esta´ basada en una sen˜al
digital de control formada por un nu´mero determinado de bits,
los cuales ofrecen dos estados claramente definidos. Para una
sen˜al digital de n bits, dependiendo del co´digo usado, podemos
tener hasta 2n posibles claves. Por tanto, la implementacio´n del
circuito de Chua programable tiene cara´cter mixto (analo´gico-
Figura 7. Variacio´n de la relacio´n entrada-salida para un amplificador
diferencial CMOS bajo una fluctuacio´n del±5% en el voltaje de alimentacio´n
digital).
La programabilidad digital esta´ basada en el hecho de
que los transistores actu´an como conmutadores entre dos
estados (conduccio´n y corte) en funcio´n del estado de la sen˜al
de control asociada. Ası´, resultando en que uno (o varios)
elementos del circuito de Chua varı´an su valor al formarse
por varios elementos que esta´n interconectados en paralelo
cuando los transistores asociados esta´n en conduccio´n. En
la literatura se encuentran trabajos realizados en tecnologı´a
CMOS que incluyen programabilidad digital y trabajan en
rangos frecuenciales elevados [14], [15].
IV. SINCRONISMO
L. M. Pecora y T. L. Carroll demostraron en 1990 que
dos circuitos cao´ticos ide´nticos se sincronizan [16], es de-
cir, ofrecen un comportamiento dina´mico ide´ntico. La sen˜al
transmitida cifrada puede actuar directamente como elemento
sincronizador, como ya se reflejaba en la figura 1. El sin-
cronismo se degrada cuando los circuitos cao´ticos difieren.
Por lo tanto, queremos implementar un circuito programable
con diferentes estados que so´lo sincronicen con los estados
equivalentes. Para ello debemos estudiar y analizar el impacto
que tienen diferentes factores que afectan a los valores de los
elementos que forman el circuito cao´tico. Los factores ma´s
relevantes son el voltaje de alimentacio´n, la temperatura y la
tolerancia propia de la fabricacio´n microelectro´nica.
IV-A. Voltaje de Alimentacio´n
Los elementos activos requieren un voltaje de alimentacio´n
para su funcionamiento. La variacio´n del valor de esa tensio´n
puede afectar a su punto de operacio´n, y por tanto, al compor-
tamiento del sistema cao´tico. El para´metro que cuantifica la
inmunidad del circuito activo frente a variaciones del voltaje
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Figura 8. Variacio´n con la temperatura para una resistencia propia de la
tecnologı´a (no compensada) y una combinacio´n de dos resistencias con
dependencia complementaria (compensada)
Siendo VO y AV el voltaje de salida y la ganancia del
circuito activo, respectivamente.
El bloque constituyente ba´sico de un amplificador opera-
cional es un amplificador diferencial. La figura 7 muestra la
variacio´n de la respuesta de un amplificador CMOS diferencial
para una fluctuacio´n del voltaje de alimentacio´n de ±5 %. Esto
lleva a un resultado en torno a PSRR = 51dB. Los am-
plificadores operacionales comerciales basados en transistores
CMOS [17] ofrecen un PSRR de 75 dB como valor tı´pico,
lo que garantiza esta tecnologı´a puede ofrecer una inmunidad
sufienciente frente a variaciones del voltaje de alimentacio´n.
IV-B. Temperatura
La temperatura de trabajo puede variar considerablemente
dependiendo del entorno. Como ejemplo, el rango de tempe-
raturas de trabajo para una circuito digital de aplicacio´n civil
cubre de 0 a 70 oC, mientras que para aplicaciones militares
se extiende de -55 a 125 oC.
Los elementos que se ven alterados por los cambios de
temperatura son las resistencias, los amplificadores de trancon-
ductancia [18] y los diodos que forman parte de la resistencia
no lineal. El valor de los condensadores se rige por factores
geome´tricos y por el valor de la constante diele´ctrica, mientras
que los amplificadores operacionales se disen˜an con una
ganancia muy elevada, lo que ofrece inmunidad ante dicho
valor por lo que el comportamiento del circuito activo viene
determinado por los elementos pasivos que lo acompan˜an
(resistencias y condensadores).
Las resistencias implementadas en tecnologı´a micro-
electro´nica ofrecen una dependencia con la temperatura ca-
racterizada por el propio fabricante. Afortunadamente, existen
varios tipos de resistencias que ofrecen un comportamiento con
la temperatura complementario. Ası´, combinando ambos tipos
podemos implementar resistencias con un valor muy constante
en el rango de temperaturas de trabajo [19], tal y como queda
reflejado en la figura 8.
Una implementacio´n del circuito de Chua basada en ampli-
ficadores de transconductancia ofrecera´ una variabilidad frente
Figura 9. Curva intensidad-tensio´n para la resistencia no lineal para los
valores nominales y corners
Figura 10. Distribucio´n del valor de la pendiente para pequen˜a sen˜al de la
resistencia no lineal segu´n la simulacio´n de Montecarlo
a cambios de temperatura. Los diodos ven modificada su
respuesta ya que la temperatura afecta a la tensio´n umbral
y a la corriente inversa de saturacio´n. Este efecto podrı´amos
considerarlo despreciable para el comportamiento del genera-
dor cao´tico, pero la construccio´n de la resistencia no lineal sin
diodos ofrece un comportamiento ma´s robusto en funcio´n de
la temperatura, siendo por tanto la opcio´n predilecta.
IV-C. Mismatching
La repetitibilidad de los valores a la hora de fabricar
elementos electro´nicos no esta garantizada. De hecho, las
tolerancias de fabricacio´n de elementos discretos varı´an entre
un 10 % y un 1 %. La industria microelectro´nica propicia una
minimizacio´n de la variabilidad de los para´metros, derivada de
la fabricacio´n simulta´nea de varios circuitos. Adema´s se siguen
criterios de optimizacio´n tales como respetar la orientacio´n, no
usar dimensiones mı´nimas y estructuras en centroide comu´n.
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Ası´, las tolerancias se minimizan, sobre todo para los valores
relativos entre elementos fabricados en una misma oblea. Los
fabricantes ofrecen modelos para el simulado de la variabilidad
de los para´metros bajo criterios extremos (corner) y con
dispersio´n gaussiana siguiendo modelos de Montecarlo.
Como ejemplo, la figura 9 muestra el efecto de las varia-
ciones corner sobre la resistencia no lineal, fundamentalmente
causadas por la variacio´n del valor de las resistencias. Esta
simulacio´n conlleva una variacio´n de la pendiente para pe-
quen˜a sen˜al (denominada m1) de −22 % y 37,5 % respecto
del valor nominal. Estos valores esta´n sobreestimados ya que
representan casos extremos. Una simulacio´n de Montecarlo
ofrece una dispersio´n gaussiana (figura 10) de menos de
3 % (bajo el criterio de dos veces la desviacio´n tı´pica) sin
implementar te´cnicas de minimizacio´n. Al implementar dichas
te´cnicas, quedarı´a garantizada una baja dispersio´n de los
para´metros de la resistencia no lineal.
V. CONCLUSIONES
El factor determinante para la viabilidad de un sistema
basado en cifrado cao´tico es el sincronismo entre transmisor
y receptor. La arquitectura del generador cao´tico basada en
resistencias, condensadores y amplificadores operacionales se
postula como la ma´s robusta. Un PSRR elevado, la compen-
sacio´n de la dependencia con la temperatura de la resistencia
y la minimizacio´n de la dispersio´n causada por la fabricacio´n
del circuito integrado son los factores detectados como clave
durante la etapa de disen˜o en un proceso CMOS submicro´nico.
Una tecnologı´a CMOS actual de bajo coste ofrece altas
prestanciones en te´rminos de frecuencia y consumo. Adema´s,
se incluye la posibilidad de incluir programabilidad para
aumentar la seguridad de la transmisio´n.
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Resumen—La Criptografı´a Basada en la Identidad hace uso
de curvas elı´pticas que satisfacen ciertas condiciones (pairing-
friendly curves), en particular, el grado de inmersio´n de dichas
curvas debe ser pequen˜o. En este trabajo se obtienen familias
explı´citas de curvas elı´pticas ido´neas para este escenario. Dicha
criptografı´a esta´ basada en el ca´lculo de emparejamientos sobre
curvas, ca´lculo factible gracias al algoritmo de Miller. Propone-
mos una versio´n ma´s eficiente que la cla´sica de este algoritmo
usando la representacio´n de un nu´mero en forma no adyacente
(NAF).
Palabras clave—Algoritmo de Miller (Miller’s Algorithm);
Criptografı´a Basada en la Identidad (Identity Based Encryption);
Curvas elı´pticas (Elliptic curves); emparejamientos (pairings);
Forma No Adyacente (NAF); grado de inmersio´n (embedding
degree).
I. INTRODUCCIO´N
Para evitar los problemas de la autentificacio´n de las cla-
ves pu´blicas (certificados y autoridades de certificacio´n) que
planteaba la Criptografı´a de Clave Pu´blica cla´sica, Shamir
en 1984 [12] propuso un nuevo paradigma: la Criptografı´a
Basada en la Identidad, en la cual la clave pu´blica de un
usuario es su propio nombre o cualquier otro atributo ligado al
mismo. Una de las formas en que es posible realizar la idea de
Shamir es utilizando emparejamientos (pairings) sobre curvas
elı´pticas ([5]) (otras aproximaciones basadas en el problema
de la residuosidad cuadra´tica han sido desarrolladas por Cooks
[1] o por Boneh [4]).
En lo que sigue, E representara´ una curva elı´ptica definida
sobre un cuerpo finito con q elementos Fq , q = pm, p primo,
p ≥ 5, con ecuacio´n en la forma cano´nica de Weierstrass y2 =
x3 + Ax + B; A,B ∈ Fq . Recordemos ([9]) que el conjunto
E(Fq) de puntos de esta curva sobre Fq tiene cardinal N =
q + 1− t, con |t| ≤ 2√q y E(Fq) admite una estructura de
grupo abeliano.
Los emparejamientos, Weil, Tate, etc, ([3]) sobre la curva E
son aplicaciones bilineales con valores en un cuerpo extensio´n
Fqk . El nu´mero k grado de inmersio´n, viene dado por la
siguiente,
Definicio´n 1: Sea ` un divisor de N = ]E(Fq) (habitual-
mente ` primo). Se denomina grado de inmersio´n de E/Fq
respecto de ` al mı´nimo entero positivo k verificando las
condiciones equivalentes:
i) ` | (qk − 1).
ii) F∗qk contiene un subgrupo cı´clico de orden `.
Si ` es el mayor divisor primo de N , k se denomina simple-
mente grado de inmersio´n de E/Fq .
Por razones computacionales, la Criptografı´a Basada en la
Identidad requiere curvas con grado de inmersio´n pequen˜o. En
particular, las denominadas curvas supersingulares (aquellas
para las que p|t) son ido´neas para este propo´sito ya que estas
curvas tienen siempre k ≤ 6 ([9]). Por contra, las curvas
elı´pticas ordinarias (aquellas no supersingulares) con grado de
inmersio´n pequen˜o son una minorı´a en el conjunto de todas las
curvas posibles y su caracterizacio´n es complicada (ver [7]).
Un ca´lculo efectivo de los emparejamientos se puede realizar
usando el algoritmo de Miller ([10]).
En el presente artı´culo consideramos la familia de curvas
elı´pticas con ecuacio´n de Weierstrass y2 = x3 + Ax cuyas
propiedades han sido estudiadas ampliamente, en particular la
caracterizacio´n de sus clases de isomorfı´a ([11]). Esta familia
proporciona ejemplos de curvas tanto supersingulares como
ordinarias. En la seccio´n II se estudiara´ el grado de inmersio´n
de curvas en esta familia, en el caso supersingular, su grado
de inmersio´n puede ser obtenido fa´cilmente y para el caso
ordinario proponemos un me´todo para determinar las curvas
con un grado de inmersio´n pequen˜o y prefijado.
En la seccio´n III presentamos una variante del algoritmo
de Miller basada en la expresio´n en forma no adyacente de
un nu´mero natural. En la seccio´n IV se presentan ejemplos
nume´ricos y tiempos de ejecucio´n de la implementacio´n
realizada del algoritmo de Miller y las variantes propuestas.
Finalmente, en la seccio´n V se detallan las conclusiones
obtenidas en la presente comunicacio´n.
II. CURVAS CON GRADO DE INMERSIO´N PEQUEN˜O
En [11] se caracterizan todas las clases de isomorfı´a de
curvas elı´pticas con ecuacio´n de Weierstrass del tipo y2 =
x3 +Ax.
Proposicio´n 2: El nu´mero de clases de isomorfı´a de curvas
elı´pticas de la familia mencionada sobre Fq , q = pm viene
dado por:
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i) Si q ≡ 1 mo´d 4 entonces existen cuatro clases con
representantes
Ei : y
2 = x3 + ωix, 0 ≤ i ≤ 3,
donde ω es un generador de F∗q . Para p ≡ 3 mo´d 4, (por
tanto m par), e´stas son supersingulares. E1, E3 tienen
cardinal q+1 mientras que E0 tiene cardinal q+1±2√q
y el cardinal de E2 es q+1∓2√q (el signo corresponde
a m ≡ 2, 0 mo´d 4).
Si p ≡ 1 mo´d 4 las cuatro curvas son ordinarias.
i) Si q ≡ 3 mo´d 4 (p ≡ 3 mo´d 4 y m impar) entonces
existen dos clases con representantes
E′1 : y
2 = x3 + x, E′−1 : y
2 = x3 − x.
Ambas curvas son supersingulares con cardinal q + 1.
En el caso supersingular, el grado de inmersio´n k de las
curvas anteriores se deduce fa´cilmente a partir de su cardinal
(ver [9]). Explı´citamente, dicho grado se muestra en la tabla
I.
Tabla I







En lo que sigue consideraremos u´nicamente las curvas
ordinarias, es decir las curvas Ei sobre Fq , q ≡ 1 mo´d 4.
Para caracterizar su grado de inmersio´n respecto de ` sera´ u´til
el resultado siguiente ([6]).
Lema 3: Una curva elı´ptica E tiene grado de inmersio´n k
con respecto de ` si y so´lo si t ≡ 1 + ζk mo´d `, con ζk una
raı´z de orden k de la unidad mo´dulo `.
Por ejemplo, si k = 1 se tiene que t ≡ 2 mo´d ` y si k = 2
se tiene que t ≡ 0 mo´d `. Por otra parte, ` debe dividir tanto
a q+ 1− t como a qk − 1. Fijado el grado de inmersio´n, para
cada primo `, se pueden obtener condiciones para entero q
(primo o potencia de un primo).
En particular para k = 1 y 2 hemos demostrado que:
Teorema 4: Una de las cuatro curvas Ei tiene grado de
inmersio´n 1 con respecto de ` si y so´lo si
q = (x2 + y2)`2 + 2x`+ 1, x, y ∈ Z, x ≡ y mo´d 2.
Teorema 5: Una de las cuatro curvas Ei tiene grado de
inmersio´n 2 con respecto de ` si y so´lo si
q = x2`2 + y`− 1, x ≡ y mo´d 2 y y`− 1 es un cuadrado.
No´tese que tal q debe ser primo o potencia de primo.
La curva concreta puede obtenerse teniendo en cuenta la
Proposicio´n 3.5 de [11].
Ejemplos concretos para algunos valores de los para´metros
x, y pueden verse en la tabla II.
Tabla II
CURVAS ELI´PTICAS CON GRADO DE INMERSIO´N 1 O´ 2
` x, y q Curva k
73 0,2 4`2 + 1 = 21317 E0 1
41 2,2 8`2 + 4`+ 1 = 13613 E2 1
79 1,1 2`2 + 2`+ 1 = 12641 E1 (E3) 1
101 1,1 `2 + `+ 1 = 10301 E0 2
101 3,1 9`2 + `− 1 = 91909 E2 2
1013 2,2 4`2 + 2`− 1 = 4106701 E1 (E3) 2
III. ALGORITMO DE MILLER CON FORMAS NO
ADYACENTES
Como se ha dicho en la introduccio´n, un emparejamiento
de orden `, e`, para una curva elı´ptica E sobre el cuerpo finito
Fq (usualmente ` primo y divisor del cardinal de la curva) es
una aplicacio´n bilineal que asigna a un par de puntos P,Q
de la curva una raı´z de orden ` de la unidad. Supondremos
que estas raı´ces se encuentran inmersas en Fqk siendo k el
grado de inmersio´n de la curva (ver definicio´n 1). En el caso
particular del emparejamiento de Weil, los puntos P,Q son
ambos de `-torsio´n (designaremos por E(Fqk)[`], el subgrupo
de puntos de `-torsio´n de E). No´tese que un punto de `-torsio´n
no necesariamente esta´ definido en el cuerpo base pero si en
Fqk ([2]).
Para los puntos P,Q, el valor del emparejamiento e` se
calcula como el cociente
e`(P,Q) =
f`,P (Q+R)f`,Q(S)
f`,P (R)f`,Q(P + S)
, (1)
donde R,S son puntos auxiliares de la curva y las funciones
f`,P , f`,Q son cociente de dos polinomios en dos variables
(para ma´s detalles ver [9]). La dificultad de este ca´lculo reside
en la construccio´n de estas funciones. El algoritmo de Miller
([10]) permite realizar dicha construccio´n de forma eficiente.
Las funciones f`,T para un punto cualquiera T , se obtienen
de forma recursiva a partir de las siguientes identidades:
f0,T = f1,T = 1





y LU,V = 0 es la ecuacio´n de la
recta que pasa por los dos puntos U y V , o la recta tangente
si U = V . No´tese que L(U+V,−(U+V ) es la recta vertical que
pasa por el punto U+V y por tanto so´lo depende de su abscisa.
Por tanto, dado un entero ` y un punto T de orden `, el
ca´lculo de la funcio´n f`,T se realiza de la siguiente forma:
Algoritmo 6:
Input: T ∈ E(Fqk)[`],
` = (`r−1, `r−2, . . . , `0)2 (representacio´n binaria de `)
Output: f`,T
f ← 1, W ← P .
for i from r − 2 to 0 do
f ← f2 LL′
(L recta tangente en W , L′ recta vertical por 2W )
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W ← 2W
if `i = 1 then
f ← f LL′
(L recta que pasa por T y W , L′ recta vertical por
T +W )




El algoritmo anterior se basa en una estrategia de cuadrados
repetidos (doblado y suma) en la que se hace uso de la
expresio´n binaria del entero `. Es claro que el nu´mero de
iteraciones en el algoritmo anterior es log2(`) y el nu´mero de
operaciones (ca´lculo de rectas) a realizar depende del peso de
Hamming de `. Por tanto, el algoritmo sera´ ma´s ra´pido cuanto
menor sea tal peso.
Los algoritmos que se basan en este tipo de estrategia
pueden adaptarse para usar, en lugar de la representacio´n
binaria, cualquier otra cadena de adicio´n-sustraccio´n. En par-
ticular, es posible minimizar el nu´mero de bits no nulos en
la representacio´n binaria de un nu´mero usando el siguiente
concepto en el que se permiten restas (hay que tener en cuenta
que la resta de puntos de una curva elı´ptica se puede hacer
con el mismo coste que una suma).
Definicio´n 7 ([8]): Dado un entero n, se define la forma no




i donde ki ∈ {0,±1}, kr−1 6= 0 y para todo
1 ≤ i ≤ r − 1, ki−1ki = 0.
A partir de las formas recurrentes dadas en (2), teniendo
en cuenta que f0,T = f1,T f−1,T gT,−T , es posible determinar
los pasos a an˜adir en el Algoritmo 6 cuando se cambia la
representacio´n binaria del entero ` por su representacio´n en
forma no adyacente. Ma´s concretamente, habrı´a que an˜adir
las o´rdenes siguientes:
if `i = −1 then
f ← f LL1L′
(L1 recta vertical por T , L recta que pasa por −T y W ,
L′ recta vertical por W − T )
W ←W − T
end if
Sin embargo, existe otra forma de obtener la funcio´n f`,T a
partir de la representacio´n NAF de `. Para ello, se sustituirı´an
las instrucciones anteriores por las siguientes:
if `i = −1 then
f ← f L′L
(L′ recta vertical por W y L la recta que pasa por los
puntos T y −W )
W ←W − T
end if
Te´ngase en cuenta que en este caso cuando `i = −1, se
calculan dos rectas mientras que en la versio´n anterior son
necesarias tres rectas. Aunque la forma natural de trasladar
el algoritmo cla´sico de Miller a su versio´n usando la repre-
sentacio´n NAF es la propuesta primera, la bu´squeda de una
solucio´n computacionalmente ma´s eficiente nos ha llevado a
esta segunda forma.
Tenemos entonces, tres formas diferentes para el ca´lculo de
la funcio´n f`,T : me´todo binario usando el algoritmo original
de Miller y dos versiones NAF I y NAF II utilizando la
representacio´n en forma no adyacente. En realidad, la funcio´n
obtenida en cada caso es diferente, sin embargo, al calcular
el emparejamiento con la fo´rmula (1), el resultado obtenido
con cualquiera de las tres funciones es el mismo, ya que dicho
valor e`(P,Q) es independiente del camino seguido ([3]).
IV. EJEMPLOS NUME´RICOS
Se han implementado las diferentes versiones mostradas del
algoritmo de Miller para el ca´lculo de la funcio´n f`,T usando
Maple v.13 en un ordenador con un procesador Intel Core 2
Duo de 2.13 GHz y 2 GB de memoria RAM.
En la tabla III se muestran los tiempos de ejecucio´n (en me-
dia) de los tres algoritmos: es decir, usando la representacio´n
binaria de ` en el primer caso, y en los otros dos tomando la
forma no adyacente de `.
Se han calculado previamente curvas elı´pticas con grado de
inmersio´n 1 respecto a algu´n primo ` de taman˜o 20, 40, 60 y
100 bits (con sus correspondientes puntos de orden `) para las
dos primeras familias de curvas elı´pticas ordinarias mostradas
en la Tabla II.
El primo ` se ha escogido de dos formas distintas. En el
primer caso no se ha considerado ninguna restriccio´n sobre
e´l mientras que en el segundo caso, se han escogido primos
` cuya representacio´n en forma no adyacente tiene peso de
Hamming pequen˜o. Para cada tipo se han tomado 500 de estos
primos para cada longitud (100 cuando ` tiene 100 bits).
Tabla III
TIEMPOS DE EJECUCIO´N DEL ALGORITMO DE MILLER (MS)
Curva/primo No de bits ` Binario NAF I NAF II
E0, p = 4`2 + 1
20 4.1 3.8 3.8
40 12.1 10.6 10.6
60 23.5 21.9 20.7
100 61.4 56.3 54.1
E0, p = 4`2 + 1
wNAF (`) ≤ 7
20 3.7 3.4 3.2
40 10.4 8.7 8.7
60 21.8 17.6 17
100 56.3 44.9 43.6
E2,
p = 8`2 + 4`+ 1
20 6.3 6 5.9
40 11.2 10.1 9.8
60 33.8 30.7 28.2
100 65.6 58.8 56.4
E2,
p = 8`2 + 4`+ 1
wNAF (`) ≤ 8
20 5.5 5.1 4
40 13.8 12.3 11.2
60 29.4 23.8 22.5
100 80.9 60.2 59.9
Tal como era de esperar, en ambos casos las versiones
basadas en formas no adyacentes son ma´s eficientes y, en
general, la versio´n NAF II es mucho ma´s ra´pida.
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El mayor descenso en tiempo de ejecucio´n se encontrarı´a
cuando ` es un primo de Mersenne, 2p−1, cuya representacio´n
binaria es 1111 . . . 111, mientras que su expresio´n en forma
no adyacente es 1000 . . . 000-1.
Finalmente, hemos considerado la curva elı´ptica E0 sobre
Fq , con q = 4`2 + 1 siendo ` = 2258 + 2242 − 1. Este primo
` es un ejemplo de los denominados primos de Solinas, reco-
mendados para su uso en criptografı´a elı´ptica. Las expresiones
binaria y NAF de este primo ` son:
10000000000000000
242bits︷ ︸︸ ︷
111 . . . 11
1000000000000000 1000 . . . 0-1︸ ︷︷ ︸
243bits
Los tiempos de ejecucio´n de las tres versiones del algoritmo
de Miller para este ejemplo son 468 ms para el caso binario,
234 ms para NAF I y 218 ms para NAF II.
V. CONCLUSIO´N
Partiendo de las curvas con el denominado j-invariante igual
a 1728, o lo que es lo mismo las curvas con ecuacio´n y2 =
x3 +Ax, hemos obtenido condiciones que permiten asegurar
que dichas curvas son buenas para su empleo en Criptografı´a
Basada en la Identidad. En particular, hemos proporcionado
ejemplos concretos de curvas elı´pticas con grado de inmersio´n
1 y 2.
La herramienta principal utilizada en Criptografı´a Basada
en la Identidad son los emparejamientos. Nos hemos ocupado
tambie´n de la implementacio´n del algoritmo de Miller que
es el algoritmo ba´sico en el ca´lculo de los emparejamientos,
tanto en su versio´n original como en variantes propuestas en el
trabajo basadas en la forma no adyacente del primo `. De esta
forma, se observa que las variantes propuestas, permiten un
ahorro significativo en los tiempos de ejecucio´n del algoritmo
de Miller.
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Resumen—En este artı´culo presentamos una construccio´n
explı´cita de un co´digo con propiedades de identificacio´n de
traidores, aplicable a entornos de fingerprinting. Nuestro trabajo
parte del estudio de una familia de co´digos conocidos como
co´digos separables, que en el campo del fingerprinting tambie´n
se conocen como co´digos seguros contra incriminaciones. A partir
de estos co´digos, nos centramos en una versio´n menos estricta de
ellos, en los que no se requiere que la propiedad de separacio´n se
cumpla en todos los casos, sino con alta probabilidad. Este tipo de
co´digos se conocen como co´digos cuasi seguros contra incrimina-
ciones. En este trabajo mostramos como construir explı´citamente
estos co´digos, basando nuestras construcciones en estructuras
conocidas como matrices de bajo sesgo. Adema´s, mostramos
co´mo es posible utilizar dichos co´digos para construir de forma
explı´cita una familia de co´digos binarios con propiedades de
identificacio´n, baja tasa de error y decodificacio´n eficiente.
Palabras clave—Fingerprinting, co´digo seguro contra incrimi-
naciones (secure frameproof code), co´digo separable (separating
code), identificacio´n de traidores (traitor tracing)
I. INTRODUCCIO´N
Los co´digos con propiedades de localizacio´n, tambie´n cono-
cidos como co´digos de fingerprinting, se utilizan para luchar
contra la redistribucio´n ilegı´tima de contenidos, llevada a cabo
por usuarios deshonestos. Un distribuidor que desee proteger
un determinado contenido entregara´ copias marcadas de e´ste
a los usuarios destinatarios. Cada marca introducida identi-
ficara´ a un u´nico usuario. Esto los disuadira´ de realizar una
redistribucio´n “ingenua” de su copia del contenido. No obstan-
te, puede suceder que diversos usuarios (traidores) confabulen
y generen una copia pirata, que no es ma´s que una mezcla,
de acuerdo a unas determinadas reglas, de sus propias copias.
La copia pirata, por tanto, contendra´ una marca corrupta. Por
tanto, el objetivo del distribuidor consistira´ en determinar un
conjunto de marcas tales que sea posible identificar, al menos,
a uno de los traidores.
El te´rmino de co´digo seguro contra incriminaciones (secure
frameproof code, co´digo SFP) [1], [2], [3], [4] es el nombre
que se dio a los co´digos separables [5], [6], [7], [8], [9],
[10], [11] cuando fueron redescubiertos dentro de los campos
del fingerprinting y de la identificacio´n de traidores. Este
artı´culo versa sobre la construccio´n de lo que denominamos
co´digos cuasi seguros contra incriminaciones (almost secure
frameproof code, co´digo cuasi SFP) y su aplicacio´n a la
construccio´n explı´cita de co´digos de fingerprinting. Estos co´di-
gos, una versio´n menos restrictiva de los co´digos SFP, fueron
introducidos en [12]. En ese trabajo, se mostro´ su aplicacio´n a
la construccio´n de co´digos de fingerprinting, al estilo de [13],
mejorando las cotas de existencia previas de dichos co´digos.
A efectos pra´cticos, la idea principal consiste en que el
reemplazo de co´digos SFP por co´digos cuasi SFP en ese tipo
de construcciones permite al distribuidor utilizar co´digos de
fingerprinting ma´s cortos, reduciendo ası´ tanto el coste de
insercio´n de las marcas como el coste de identificacio´n de
traidores [12], [14].
Sea C un co´digo. Informalmente, diremos que dos conjuntos
disjuntos de palabras co´digo U, V ⊆ C son separados si existe
una posicio´n en la que el conjunto de valores de las palabras
de U es disjunto al conjunto de valores de las palabras de V
en esa posicio´n. El co´digo C se denomina (c, c)-separable [5],
[6], [7], [8], [9], [10], [11] si cada par de conjuntos disjuntos
U, V ⊆ C de taman˜o c son separados.
Supongamos que, dado un conjunto U ⊆ C de ≤ c palabras
co´digo, generamos una nueva palabra en la que el valor en
cada posicio´n pertenece a alguna de las palabras de U en esa
posicio´n. Una palabra generada de esta forma se denomina
descendiente del conjunto U . Dado que las palabras co´digo
corresponden a las marcas de usuario, la generacio´n de un
descendiente modela la generacio´n de la marca corrupta de
la copia pirata. Un descendiente de U es unı´vocamente c-
decodificable si no es descendiente de cualquier otro conjunto
disjunto a U de ≤ c palabras co´digo. Un co´digo c-SFP es
aquel en el que todos los descendientes de conjuntos de ≤ c
palabras son unı´vocamente c-decodificables [1], [2], [3], [4].
No es difı´cil ver que esto es equivalente a la condicio´n descrita
para los co´digos (c, c)-separables. Es decir, un co´digo (c, c)-
separable y un co´digo c-SFP son el mismo concepto.
Consideremos ahora una versio´n menos estricta de ambas
definiciones, en el sentido de no exigir separabilidad completa
ni decodificacio´n unı´voca completa. Esto nos lleva a considerar
dos nociones diferentes, como se expuso en [12]. Un co´digo
cuasi (c, c)-separable es un co´digo en el que un subconjunto
de ≤ c palabras co´digo esta´ separado del resto de subconjuntos
disjuntos de taman˜o ≤ c con alta probabilidad. Por otra parte,
un co´digo cuasi c-SFP es un co´digo en el que cada descen-
diente es unı´vocamente c-decodificable con alta probabilidad.
En este artı´culo conectaremos los conceptos definidos ante-
riormente con el concepto de matrices de bajo sesgo [15], que
esta´ estrechamente relacionado con el concepto de espacios
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probabilı´sticos de bajo sesgo [16], [17].
Una matriz binaria de bajo sesgo es una matriz definida
sobre el cuerpo finito de dos elementos, F2 = {0, 1}, tal
que cualquier combinacio´n lineal de sus columnas tiene,
aproximadamente, el mismo nu´mero de ceros que de unos.
Bajo unas determinadas condiciones, una matriz binaria de
bajo sesgo A ∈ Fn×M2 exhibira´ la siguiente propiedad: para
cualquier subconjunto S de ≤ t columnas y cada posible
vector a ∈ Ft2, existira´ una fila tal que su proyeccio´n en
las columnas de S coincidira´ con a. Una matriz con esta
propiedad genera inmediatamente lo que se conoce como un
conjunto (M, t)-universal. Esta observacio´n sera´ clave para
nuestros propo´sitos, ya que un conjunto (M, 2c)-universal
genera inmediatamente un co´digo (c, c)-separable, es decir,
c-SFP.
Como se ha comentado, es fa´cil ver que un co´digo (c, c)-
separable y un co´digo c-SFP son el mismo concepto. No
obstante, cuando se consideran sus versiones relajadas am-
bas nociones difieren. Intuitivamente, parece claro que un
co´digo cuasi separable es ma´s restrictivo que un co´digo
cuasi SFP. Concretamente, se ha mostrado la existencia de
co´digos cuasi SFP de tasa mucho mayor que co´digos cuasi
separables [12]. La estrategia utilizada para establecer dichas
cotas de existencia esta´ basada en me´todos probabilı´sticos que,
desafortunadamente, no son me´todos constructivos que nos
lleven a la construccio´n pra´ctica de estos co´digos.
Introducidos estos conceptos, podemos dar una visio´n gene-
ral de la estructura de este artı´culo. En la Seccio´n II mostramos
las definiciones formales que necesitaremos, ası´ como una
breve revisio´n de resultados anteriores. Nuestra contribucio´n
la presentaremos en la Seccio´n III. Mostraremos como, par-
tiendo de construcciones existentes de matrices de bajo sesgo,
podemos obtener construcciones de lo que denominaremos
conjuntos cuasi universales. Finalmente, mostramos como esas
construcciones pueden emplearse para la construccio´n explı´ci-
ta de co´digos cuasi SFP, lo que culminara´ con la construccio´n
explı´cita de un co´digo de fingerprinting en la Seccio´n IV.
II. DEFINICIONES Y RESULTADOS PREVIOS
Dado un alfabeto Q de taman˜o |Q| = q, denotamos por
Qn el conjunto de todos los vectores q-arios de longitud n.
Por ejemplo, u = (u1, . . . , un) ∈ Qn. Un subconjunto C ⊆
Qn de taman˜o M se denomina un (n,M)-co´digo q-ario. Los
elementos de C se denominan palabras co´digo. Si Q es un
cuerpo finito de q elementos, lo denotaremos por Fq .
II-A. Co´digos cuasi separables y cuasi SFP
Dado un (n,M)-co´digo C, un subconjunto U =
{u1, . . . ,uc} ⊆ C de taman˜o c se denomina c-coalicio´n.
Denotaremos por Pi(U) la proyeccio´n de U en la posicio´n
i-e´sima, es decir, el conjunto de elementos del alfabeto del
co´digo en dicha posicio´n,
Pi(U)
def
= {u1i , . . . , uci}.
Dadas dos c-coaliciones U, V ⊆ C, diremos que U y V
esta´n separadas si Pi(U)∩Pi(V ) = ∅ para alguna posicio´n i.
Llamaremos a esa posicio´n una posicio´n separadora. Tambie´n
diremos que una c-coalicio´n U es separada si esta´ separada
de cualquier otra c-coalicio´n del co´digo.
Definicio´n 1: Un co´digo C es (c, c)-separable si cualquier
par de c-coaliciones U, V ⊆ C tienen una posicio´n separadora.
Equivalentemente, si todas las c-coaliciones U ⊆ C son
separadas.
Los co´digos separables fueron introducidos por Friedman et
al. en [5] hace ma´s de 40 an˜os. Un co´digo separable es una
estructura combinatoria con multitud de aplicaciones, como
por ejemplo en la construccio´n de funciones de hash, testeo
de circuitos combinacionales y sı´ntesis de auto´matas. Estos
co´digos han sido posteriormente estudiados por numerosos
autores, por ejemplo en [6], [7], [8], [9], [10], [11]. Se han
investigado cotas superiores e inferiores sobre su tasa, y se
ha mostrado su relacio´n con conceptos matema´ticos similares.
Ve´ase, por ejemplo, [6] y [10].
Con la aparicio´n del fingerprinting digital, los co´digos se-
parables han vuelto a suscitar intere´s de nuevo. Consideremos
una c-coalico´n U = {u1, . . . ,uc} ⊆ C de un (n,M)-
co´digo C ⊆ Qn. En un ataque de confabulacio´n, las reglas
de marcado (marking assumption) [18] establecen que las
posiciones i tales que todas las palabras de U tienen el mismo
sı´mbolo deben permanecer inalteradas en cualquier palabra
pirata z que generen. En concreto, el modelo de generacio´n
de palabras pirata que adoptaremos sera´ el conocido como
narrow-sense envelope model [13], donde para cada posicio´n
i tenemos que zi ∈ Pi(U). El conjunto de todas las palabras
piratas que U puede generar lo denotaremos por desc(U), y
bajo las presuposiciones mencionadas, tenemos que
desc(U)
def
= {z = (z1, . . . , zn) ∈ Qn : zi ∈ Pi(U), 1 ≤ i ≤ n}.
Normalmente, a las palabras pirata de desc(U) se les denomi-
na descendientes. Tambie´n se define el co´digo c-descendiente







Un descendiente z ∈ descc(C) es unı´vocamente c-
decodificable si z ∈ desc(U) para alguna c-coalicio´n U ⊆ C,
y z /∈ desc(V ) para cualquier c-coalicio´n V disjunta a U .
Definicio´n 2: Un co´digo C es c-seguro contra incriminacio-
nes (c-SFP) si para cualesquiera U, V ⊆ C tales que |U | ≤ c,
|V | ≤ c y U ∩ V = ∅, entonces desc(U) ∩ desc(V ) = ∅.
Equivalentemente, si todos los descendientes z ∈ descc(C)
son unı´vocamente c-decodificables.
El concepto de co´digo c-SFP fue introducido en [18], [1],
[2]. No es difı´cil ver que, en efecto, se trata de co´digos (c, c)-
separables.
Sea R = R(C) def= n−1 logq |C| la tasa de un (n,M)-
co´digo sobre un alfabeto q-ario Q. Denotaremos por Rq(n, c)
a la tasa ma´xima que puede alcanzar un co´digo q-ario (c, c)-




C ⊆ Qn: C es
(c, c)-separable
R(C).
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Consideraremos tambie´n los lı´mites asinto´ticos de dicha tasa
Rq(c) = l´ım inf
n→∞ Rq(n, c), Rq(c) = l´ım supn→∞
Rq(n, c).
En este artı´culo nos centraremos en co´digos sobre el alfabe-
to binario, es decir, Q = {0, 1}. Para co´digos binarios (2, 2)-
separables, se sabe que R2(2) ≥ 0, 0642 [7], [6] (cota tambie´n
va´lida para el caso de co´digos lineales [7]) y R2(2) < 0,2835




Como puede observarse, las cotas de existencias de co´digos
separables muestran que e´stos poseen una tasa muy baja.
Con el objetivo de obtener co´digos de mejor tasa, en [12]
se proponen dos versiones menos estrictas de estos co´digos.
Definicio´n 3: Un co´digo C ⊆ Qn es ε-cuasi (c, c)-separable
si la proporcio´n de coaliciones separadas de taman˜o c, entre
todas las posibles coaliciones de taman˜o c, es ≥ 1− ε.
Una secuencia de co´digos (Ci)i≥1 de longitud ni cre-
ciente es una familia asinto´ticamente cuasi (c, c)-separable
si cada co´digo Ci es un co´digo εi-cuasi (c, c)-separable y
l´ımi→∞ εi = 0.
Definicio´n 4: Un co´digo C ⊆ Qn es ε-cuasi c-SFP si la
proporcio´n de descendientes z ∈ descc(C) unı´vocamente c-
decodificables es ≥ 1− ε.
Una secuencia de co´digos (Ci)i≥1 de longitud ni creciente
es una familia asinto´ticamente cuasi c-SFP si cada co´digo Ci
es un co´digo εi-cuasi c-SFP y l´ımi→∞ εi = 0.
Cabe destacar que las definiciones anteriores permiten se-
parar los conceptos de “separacio´n” y “decodificacio´n unı´vo-
ca”, que coincidı´an en el caso de co´digos completamente
separables y SFP. Adema´s, estas nuevas definiciones permiten
obtener co´digos con mayor tasa.
Para una familia de co´digos C = (Ci)i≥1 definimos su tasa
asinto´tica como
R(C) def= l´ım inf
i→∞
R(Ci).
Nuestro intere´s reside en estimar el valor ma´ximo de dicha
tasa entre todas las familias de co´digos asinto´ticamente cuasi
(c, c)-separables y asinto´ticamente c-SFP. Denotaremos estas
tasas asinto´ticas por Rsep∗q (c) y RSFP∗q (c), respectivamente.
Por ejemplo, para el caso binario y coaliciones de taman˜o
c = 2 tenemos que Rsep∗2 (2) ≥ 0,1142, de [14], y RSFP∗2 (2) ≥
0,2075, de [12].
II-B. Matrices de bajo sesgo
En esta seccio´n presentamos los conceptos sobre matrices
de bajo sesgo que utilizaremos ma´s adelante en nuestras
construcciones. Para una explicacio´n ma´s detallada, remitimos
al lector a las referencias [17], [16], [15].
Como se ha comentado, nos centraremos en el caso binario,
ya que nuestro objetivo final sera´ la construccio´n de co´digos
binarios. Por tanto, de aquı´ en adelante trabajaremos con el
alfabeto F2.
Una (n,M)-matriz binaria A es una matriz de taman˜o
n × M donde sus elementos pertenecen a F2. Dada una
(n,M)-matriz binaria A y un subconjunto de posiciones
S ⊆ {1, . . . ,M} de taman˜o s, Denotamos por νS(a;A) al
nu´mero de filas de A cuyas proyecciones en las posiciones
de S coincide con el vector a ∈ Fs2. Obviamente, un vector
u ∈ Fn2 puede verse como una (n, 1)-matriz binaria. En este
caso, ν{1}(0;u) y ν{1}(1;u) denotan el nu´mero de ceros y el
nu´mero de unos de u, respectivamente.
Definicio´n 5: Sea u = (u1, . . . , un) ∈ Fn2 . El sesgo del
vector u se define como
n−1|ν{1}(0;u)− ν{1}(1;u)|.
Es decir, un vector u con, aproximadamente, el mismo
nu´mero de ceros y de unos tendra´ bajo sesgo.
Definicio´n 6: Sea 0 ≤ ε < 1. Una (n,M)-matriz binaria
A es (ε,t)-sesgada si cualquier combinacio´n lineal no trivial
de ≤ t de sus columnas tiene sesgo ≤ ε. Si t = M diremos
simplemente que A es ε-sesgada (o que tiene sesgo ε).
Definicio´n 7: Sea 0 ≤ ε < 1. Una (n,M)-matriz binaria
A es ε-cuasi t-independiente si para cualquier subconjunto
S ⊆ {1, . . . ,M} de s ≤ t columnas satisface∑
a∈Fs2
|n−1νS(a;A)− 2−s| ≤ ε.
Para nuestros propo´sitos, el concepto ma´s importante que
necesitaremos sera´ el de conjunto (M, t)-universal.
Definicio´n 8: Un conjunto (M, t)-universal B es un sub-
conjunto de FM2 tal que para cualquier subconjunto S ⊆
{1, . . . ,M} de t posiciones, el conjunto de las proyecciones
de los elementos de B en las posiciones S contiene todos los
vectores a ∈ Ft2.
Dada una (n,M)-matriz binaria A, si para cualquier sub-
conjunto S ⊆ {1, . . . ,M} de t columnas y cualquier vector
a ∈ Fs2, se satisface νS(a;A) > 0, entonces las filas de A
forman un conjunto (M, t)-universal. Nos interesan conjuntos
universales del mı´nimo taman˜o posible.
En [16] se establece la conexio´n entre conjuntos universales
y matrices cuasi independientes.
Proposicio´n 9: Sea A una (n,M)-matriz binaria. Para ε ≤
2−t, si A es ε-cuasi t-independiente, entonces las filas de A
forman un conjunto (M, t)-universal de taman˜o n.
Adema´s, en [19], [20], [16] tambie´n se relacionan estos
conceptos con matrices de bajo sesgo.
Corolario 10: Sea A una (n,M)-matriz binaria. Si A es
ε-sesgada, entonces A es 2t/2ε-cuasi t-independiente.
Por tanto, la construccio´n de conjuntos universales se reduce
a la construccio´n de matrices cuasi independientes mediante
la Proposicio´n 9, que a su vez se reduce a la construccio´n
de matrices de bajo sesgo, mediante el Corolario 10. Ma´s
adelante, presentaremos una construccio´n de matrices cuasi
independientes au´n ma´s eficiente que la aplicacio´n directa del
Corolario 10.
III. CONSTRUCCIONES
En esta seccio´n presentamos nuestras construcciones de
co´digos cuasi SFP. Antes de entrar en detalles explı´citos,
daremos un razonamiento intuitivo de nuestra propuesta.
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No es difı´cil ver que, en un (n,M)-co´digo aleatorio bi-
nario, la probabilidad de que dos coaliciones de taman˜o c
esten separadas se maximiza cuando se generan las palabras
co´digo segu´n un vector de probabilidad p = (p1, . . . , pn) con
p1 = · · · = pn = 1/2. Es decir, generamos al azar M palabras
co´digo (u1, . . . , un) tales que Pr{ui = 1} = pi = 1/2.
Pero ya que estamos interesados en co´digos ε-cuasi c-SFP,
se permitira´ un pequen˜o sesgo en estas probabilidades y, por
tanto, consideraremos matrices de bajo sesgo.
Existen construcciones explı´citas de (n,M)-matrices ε-
sesgadas con n = 2O(logM+log ε
−1) [16], que conducen a
obtener conjuntos (M, t)-universales, de taman˜o 2O(t) logM .
Si disponemos los vectores de este conjunto universal como
las filas de una matriz, las columnas de esta matriz formara´n
un co´digo c-SFP para t = 2c. Este co´digo tendra´ taman˜o
M , longitud 2O(2c) logM y tasa 2−O(2c). Nuestra idea consist
en relajar la propiedad de conjunto universal y permitir que
un determinado nu´mero de vectores a ∈ Ft2 no aparezcan en
cada proyeccio´n de t posiciones del conjunto. Esto da lugar a
conjuntos “cuasi universales”. Finalmente demostramos que
los conjuntos “cuasi universales” se pueden utilizar para
generar co´digos ε-cuasi c-SFP.
III-A. Conjuntos universales y cuasi universales
Los conjuntos universales se han descrito en la Definicio´n 8,
y mostrado que la construccio´n de conjuntos universales se
puede reducir a la construccio´n de matrices ε-sesgadas.
Es fa´cil ver que un conjunto (M, 2c)-universal de taman˜o n
genera un (n,M)-co´digo (c, c)-separable, es decir, c-SFP [21].
Para ello, sea A una (n,M)-matriz cuyas filas forman un con-
junto (M, 2c)-universal, y tomemos las columnas de A como
las palabras de un co´digo C. Consideremos dos c-coaliciones
disjuntas U, V ⊆ C, es decir, 2c columnas de A. Debido
a que las filas de A forman un conjunto (M, 2c)-universal,
entonces para las 2c columnas seleccionadas aparezcan todos
los posibles vectores a ∈ F2c2 . En particular, hay una fila
i donde todas las columnas correspondientes a U contienen
el sı´mbolo 0 y todas las columnas correspondientes a V
contienen el sı´mbolo 1. Por tanto, i es una posicio´n separadora
para las coaliciones U, V . Es decir, Pi(U)∩Pi(V ) = ∅, como
se deseaba.
Construcciones eficientes de conjuntos (M, 2c)-universales
usando matrices ε-cuasi t-independiente se presentan en [16],
en virtud de la Proposicio´n 9 y el Corolario 10. Estas cons-
trucciones dan lugar a co´digos c-SFP de longitud 2O(c) logM .
Utilizando esta idea, nuestro objetivo es relajar la restriccio´n
que la (M, 2c)-universalidad impone para asi obtener una
matriz ma´s corta, es decir, un co´digo de mejor tasa. De
hecho, no es necesario que todos los posibles vectores de F2c2
aparezcan en el co´digo. Por lo tanto, nos proponemos relajar la
Definicio´n 8 permitiendo que un nu´mero ma´ximo de vectores
a ∈ F2c2 , por ejemplo z, no aparezcan en la proyeccio´n de
cualquier subconjunto S ⊆ {1, . . . ,M} de 2c posiciones. Esto
se formaliza en la siguiente definicio´n.
Definicio´n 11: Un conjunto (M, t, z)-universal B es un
subconjunto de FM2 tal que para cada subconjunto S ⊆
{1, . . . ,M} de t posiciones el conjunto de proyecciones de
los elementos de B sobre los ı´ndices de S contiene todos los
vectores a ∈ Ft2 excepto, como ma´ximo, z.
De nuevo, si A es una (n,M)-matriz, las filas de A generan
un conjunto (M, t, z)-universal siempre que existan al menos
2t− z vectores a ∈ Ft2 tales que νS(a;A) > 0, para todos los
subconjuntos S ⊆ {1, . . . ,M} de t columnas.
De manera similar a la Proposicio´n 9, el siguiente resultado
muestra la conexio´n entre conjuntos (M, t, z)-universales y
matrices ε-cuasi t-independientes.
Proposicio´n 12: Sea A una matriz binaria (n,M). Para ε ≤
(z+ 1)2−t, si A es ε-cuasi t-independiente, entonces las filas
de A generan un conjunto (M, t, z)-universal de taman˜o n.
Demostracio´n: Por contradiccio´n, supondremos que las
filas de A no generan generan un conjunto (M, t, z)-universal.
En otras palabras, existe un subconjunto S ⊆ {1, . . . ,M} de
t columnas tales que hay ma´s de z vectores a ∈ Ft2 tal que
νS(a;A) = 0. Para este subconjunto particular S se tiene que∑
a∈Ft2
|n−1νS(a;A)− 2−t| ≥ (z + 1)2−t+∑
a∈Ft2 t.q.
νS(a;A)>0
|n−1νS(a;A)− 2−t| ≥ (z + 1)2−t+1 > ε,
que contradice el hecho que la matriz A sea ε-cuasi t-
independiente.
III-B. Conjuntos (M, t, z)-universales
Segu´n la Proposicio´n 12, la construccio´n de conjuntos
(M, t, z)-universales se reduce a construir una matriz binaria
(z + 1)2−t-cuasi t-independiente, y segu´n el Corolario 10,
esto se reduce a la construccio´n de una matriz ε-sesgada.
En realidad, la matriz A del Corolario 10 se puede tomar
como una matriz (ε, t)-sesgada, que es una condicio´n menos
restrictiva que una matriz ε-sesgada.
En [16] se puede encontrar una construccio´n esta´ndar para
matrices binarias (ε, t)-sesgadas.
Teorema 13: Sea A una (n,M ′)-matriz binaria ε-sesgada,
y sea H la matriz de paridad de un co´digo binario lineal de
longitud M , dimensio´n M −M ′ y distancia mı´nima t + 1.
Entonces, el producto matricial A × H es una(n,M)-matriz
binaria (ε, t)-sesgada.
Habitualmente, la matriz H utilizada en el Teorema 13
es la matriz de paridad de un co´digo BCH binario. En este
caso, la matriz H tendra´ M columnas y M ′ = t logM
filas. Entonces, empleando el Teorema 13 en el Corolario 10,
el nu´mero de filas de una (n,M)-matriz binaria ε-cuasi t-
independiente se puede reducir de n = 2O(t+logM+log ε
−1) a
n = 2O(t+log logM+log ε
−1) [16].
El problema ahora se reduce a obtener (n,M ′)-matrices
binarias ε-sesgadas con el menor nu´mero posible de filas.
En [17] se presentan construcciones explicitas de dichas
matrices tales que su nu´mero de filas es
n ≤ 22(log2M ′+log2 ε−1).
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Tabla I
TASAS DE CO´DIGO ALCANZABLES PARA CONSTRUCCIONES EXPLI´CITAS DE CO´DIGOS ε-CUASI c-SFP DE TAMAN˜OS ENTRE 103 Y 107
Taman˜o del co´digo
c z log2 ε M = 10
3 M = 104 M = 105 M = 106 M = 107
2 0 n/a 1,531× 10−6 1,148× 10−6 9,187× 10−7 7,656× 10−7 6,562× 10−7
2 1 n/a 6,124× 10−6 4,593× 10−6 3,675× 10−6 3,062× 10−6 2,625× 10−6
2 2 −5,336× 105 1,378× 10−5 1,034× 10−5 8,268× 10−6 6,890× 10−6 5,906× 10−6
2 3 −3,001× 105 2,450× 10−5 1,837× 10−5 1,470× 10−5 1,225× 10−5 1,050× 10−5
3 0 n/a 1,063× 10−8 7,975× 10−9 6,380× 10−9 5,316× 10−9 4,557× 10−9
3 1 n/a 4,253× 10−8 3,190× 10−8 2,552× 10−8 2,127× 10−8 1,823× 10−8
3 2 −3,567× 107 9,569× 10−8 7,177× 10−8 5,742× 10−8 4,785× 10−8 4,101× 10−8
3 3 −2,006× 107 1,701× 10−7 1,276× 10−7 1,021× 10−7 8,506× 10−8 7,291× 10−8
3 5 −8,917× 106 3,828× 10−7 2,871× 10−7 2,297× 10−7 1,914× 10−7 1,640× 10−7
3 6 −6,551× 106 5,210× 10−7 3,908× 10−7 3,126× 10−7 2,605× 10−7 2,233× 10−7
En [15, Teorema 10] se presenta una mejor construccio´n
explı´cita con un valor inferior de n. Lamentablemente, las
condiciones requeridas en esa construccio´n hacen que no sea
aplicable a nuestro caso, por lo que tenemos que recurrir a la
construccio´n de [17].
A continuacio´n, resumimos los pasos para la construccio´n
explı´cita de un conjunto (M, t, z)-universal.
1. Tomar ε = (z + 1)2−3t/2.
2. Construir una (n,M ′)-matriz A′ ε-sesgada, donde M ′ =
t logM .
3. Construir la matriz de paridad H de un co´digo BCH
binario de longitud M , codimensio´n M ′ = t logM y
distancia mı´nima t+ 1.
4. El producto matricial A = A′ ×H genera una (n,M)-
matriz binaria (ε, t)-sesgada.
5. La matriz A es tambie´n ε′-cuasi t-independiente, con
ε′ = 2t/2ε = (z+1)2−t. Por tanto, las filas de A generan
un conjunto (M, t, z)-universal.
Empleando la construccio´n de (n,M ′)-matrices binarias
ε-sesgadas proporcionada en [17], el conjunto (M, t, z)-
universal resultante tendra´ taman˜o
n = 22(3 t/2+log2 t+log2 log2M−log2(z+1)).
III-C. Co´digos cuasi SFP
Se ha visto que un conjunto (M, 2c)-universal de taman˜o n
genera un (n,M)-co´digo c-SFP. Consideremos una (n,M)-
matriz binaria A cuyas filas generan un conjunto (M, 2c, z)-
universal B, y tomemos las columnas de A como las palabras
de un co´digo ε-cuasi c-SFP C, y por tanto tendra´ tasa R =
logM/n. Para z < 2c el conjunto (M, 2c, z)-universal B es,
de hecho, un conjunto (M, c)-universal. Para ver esto, no´tese
que si un vector de Fc2 no apareciese en una proyeccio´n de
c posiciones de B, significarı´a que faltan ≥ 2c vectores de
F2c2 en alguna proyeccio´n de 2c columnas. Esto contradice la
definicio´n de conjunto (M, 2c, z)-universal con z < 2c.
Dado un co´digo C construido usando un conjunto
(M, 2c, z)-universal, para facilitar el ana´lisis, supondremos
que por cada c-coalicio´n U ⊆ C, cada posible vector de Fc2
aparece aproximadamente con probabilidad uniforme (ya que
el conjunto (M, 2c, z)-universal ha sido generado a partir de
una matriz cuasi independiente).
El siguiente corolario formaliza la relacio´n entre co´digos
ε-cuasi c-SFP y conjuntos (M, t, z)-universales.
Corolario 14: Sean M > 0, c ≥ 2, z < 2c, y ε ≥
p(M, c, z), donde
p(M, c, z)
def
= M c(1− 2−c)n.
Entonces, un conjunto (M, 2c, z)-universal de taman˜o n ge-
nera un co´digo ε-cuasi c-SFP de tasa R = logM/n.
Demostracio´n: Conside´rese un co´digo C generado a par-
tir de un conjunto (M, 2c, z)-universal. Sea z un descendiente
generado por una c-coalicio´n del co´digo, z ⊆ descc(C). Por
las suposiciones anteriores, la probabilidad que z pertenezca
a otra c-coalicio´n V es (1 − 2−c)n. Por tanto, usando la
desigualdad de Boole, se puede acotar la probabilidad de que
z sea generada por otra coalicio´n del co´digo como
p(M, c, z) = M c(1− 2−c)n.
El cociente (probabilidad) de descendientes que no son
unı´vocamente c-decodificables en descc(C) es por tanto ≤
p(M, c, z), lo que significa que C es un co´digo ε-cuasi c-SFP.
III-D. Resultados
En la Tabla I se muestran las tasas obtenidas de co´digos
cuasi c-SFP para el caso de coaliciones de taman˜os c = 2 y 3.
En nu´mero ma´ximo de configuraciones {0, 1}2c que faltan se
denota como z, y la probabilidad que un descendiente no sea
unı´vocamente c-decodificable se denota mediante ε. Obse´rvese
que cuando z < 2 el co´digo es c-SFP, es decir ε = 0. El valor
de ε dado para una fila corresponde al peor caso. Los valores
de tasa que se obtienen son del orden de, aproximadamente, 10
veces el valor de la tasa que se obtendrı´a para construcciones
explı´citas de co´digos SFP ordinarios.
IV. APLICACIO´N A CO´DIGOS DE FINGERPRINTING
En esta seccio´n se muestra co´mo un co´digo binario ε-
cuasi c-SFP se puede utilizar para construir una familia de
co´digos de fingerprinting equipados con un algoritmo de
decodificacio´n eficiente.
Para que un esquema de fingerprinting tenga una pro-
babilidad de error baja, un solo co´digo no es suficiente y
se necesita una familia de co´digos {Cj}j∈T , siendo T un
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conjunto finito. La familia {Cj}j∈T es pu´blica. El distribuidor
elige un co´digo Cj con probabilidad pi(j). Esta eleccio´n se
mantiene en secreto.
En [14, Corolario 1] se proponen condiciones de existencia
de una familia de co´digos de fingerprinting concatenados,
que usan un co´digo cuasi separable como co´digo interno.
Obse´rvese que el co´digo cuasi separable puede ser sustituido
por un co´digo cuasi SFP. Combinando este hecho con los
resultados presentados en este trabajo, obtenemos una cons-
truccio´n explı´cita de un co´digo de fingerprinting.
Corolario 15: Sea Cout ⊆ Fnq un co´digo de Reed-Solomon
extendido de tasa




y sea Cin un (l, q)-co´digo ε-cuasi c-SFP de tasa Ri = R(Cin),
con ε < σ. Entonces, existe una construccio´n explı´cita de
una famı´lia de co´digos binarios de fingerprinting {Cj}j∈T con
co´digo externo Cout y co´digo interno Cin, con un algoritmo
de identificacio´n en tiempo polino´mico, tasa R = RiRo y
probabilidad de error decreciendo exponencialmente como
pe ≤ 2−n l(
1−σ
c Ri−(c+1)R+o(1)) + 2−nD(σ‖ε).
Por u´ltimo, vale la pena sen˜alar aquı´ que, como se muestra
en [12], [14], el uso de co´digos ε-cuasi c-SFP en lugar de
co´digos SFP ordinarios introduce un te´rmino de error adicional
en el proceso de identificacio´n, como se indica en el Coro-
lario 15. Afortunadamente, este te´rmino de error disminuye
exponencialmente con la longitud del co´digo exterior.
V. CONCLUSIONES
Los co´digos cuasi separables y cuasi SFP son dos versiones
menos restrictivas de los co´digos separables. En este trabajo,
hemos presentado las primeras construcciones explı´citas de
co´digos cuasi SFP.
Nuestro trabajo parte del estudio de la conexio´n entre
matrices de bajo sesgo y conjuntos universales, y la posterior
conexio´n entre conjuntos universales y co´digos separables.
A partir de esta idea, hemos introducido una relajacio´n
en la definicio´n de conjunto universal. Se demuestra que
un conjunto cuasi universal se puede utilizar para construir
un co´digo cuasi SFP. Esta observacio´n nos ha llevado a las
construcciones explı´citas de co´digos cuasi SFP.
Tambie´n hemos demostrado co´mo las construcciones pro-
puestas pueden ser usadas para construir de forma explı´cita
una familia de co´digos concatenados de fingerprinting. La
construccio´n presentada se basa en los resultados teo´ricos de
existencia de un trabajo anterior, que presupone la existencia
de co´digos cuasi SFP. Por lo tanto, una de las principales
aportaciones de este trabajo ha sido la de proporcionar una
implementacio´n “verdadera” de de dicha existencia teo´rica de
un esquema de fingerprinting.
Por u´ltimo, cabe sen˜alar que a pesar de que un conjunto
universal genera un co´digo separable, la relacio´n entre un
conjunto cuasi universal y un co´digo cuasi separable no es
en absoluto evidente y sera´ objeto de investigacio´n futura.
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Resumen—La cantidad de informacio´n almacenada en bases
de datos crece constantemente. Una base de datos contiene
mu´ltiples registros divididos en varios campos. Algunos de e´stos
pueden contener informacio´n sensible, ası´ que es necesario evitar
que se acceda a ellos. Tradicionalmente, para proteger este tipo
de informacio´n, se hace uso de la criptografı´a, pero la criptografı´a
convencional tiene el problema de que, para consultas que
necesitan acceder a un campo para todos los registros, se requiere
descifrar el campo entero.
La criptografı´a ordenable asegura que comparar datos ci-
frados produce el mismo resultado que comparar los datos
originales, lo que permite ordenarlos sin descifrarlos. Por tanto,
con este sistema se admiten bu´squedas y consultas por intervalos
en campos cifrados.
En este artı´culo proponemos un complemento, compatible con
mu´ltiples criptosistemas ordenables, consistente en transformar
los datos de manera que se oculte su distribucio´n estadı´stica como
paso previo al cifrado ordenable.
Palabras clave—bases de datos (databases), criptografı´a orde-
nable (order preserving encryption), criptografı´a sime´trica (sym-
metric key cryptography), distribucio´n de probabilidad (probability
distribution), privacidad (privacy), uniformizacio´n de datos (data
uniformization).
I. INTRODUCCIO´N
La criptografı´a permite esconder informacio´n sensible ante
atacantes potenciales. Sin embargo, la informacio´n cifrada
puede tener diferentes usos que requieran te´cnicas criptogra´fi-
cas especı´ficas. En particular, este trabajo se centra en la
privacidad y/o seguridad en bases de datos.
La seguridad en bases de datos es esencial para evitar
un acceso no autorizado a informacio´n sensible. A tı´tulo de
ejemplo, en The Toronto Star [1] se explico´ como un banco
vendio´ un disco duro en eBay, olvida´ndose de borrar los datos
en claro de centenares de clientes.
En bases de datos seguras, a veces se necesita permitir cier-
tas operaciones, o consultas, que requerirı´an que se descifrasen
todos los campos necesarios para realizarlas, e.g. obtener los
registros con un campo entre dos valores.
La criptografı´a ordenable (OPE, Order Preserving Encry-
ption) permite hacer comparaciones de orden con datos cifra-
dos, pues garantiza que e´stos conservan el orden establecido
entre datos en claro. Ası´, si un campo esta´ cifrado de esta
manera, las consultas de rango se pueden realizar eficiente-
mente y asegurando que un atacante que tuviera acceso a la
informacio´n almacenada en la base de datos no pueda obtener
informacio´n de los datos en claro.
Consideremos una base de datos me´dica cifrada y su-
pongamos que queremos saber el nu´mero de pacientes en
un grupo de edad. Si el criptosistema usado no conserva
el orden, esa consulta requerira´ que cifremos cada uno de
los valores del intervalo de edad y los comparemos con el
campo correspondiente, o, alternativamente, que descifremos
el campo de edad de todos los registros y los comparemos
con los lı´mites del intervalo. Si el algoritmo de cifrado no es
determinista (o si en lugar de un entero el campo contiene
un nu´mero real, como el nivel de azu´car en sangre) so´lo la
segunda alternativa es va´lida.
En cambio, si la base de datos usa OPE, so´lo necesitamos
cifrar los extremos del intervalo y comprobar cuantos registros
tienen su campo cifrado de edad entre esos dos valores.
En esencia, un esquema OPE es una funcio´n estrictamente
creciente del conjunto de datos en claro al conjunto de
datos cifrados. Su seguridad recae en que dicha funcio´n, aun
manteniendo el orden, parezca lo ma´s aleatoria posible [2].
Esto asegurara´ que so´lo aquellos con un conocimiento exacto
de como calcularla (lo que esta´ determinado por la clave del
criptosistema) sera´n capaces de invertirla.
Los esquemas OPE son necesariamente sime´tricos, puesto
que el conocimiento de la funcio´n de cifrado permite apro-
ximar, hasta cualquier precisio´n, la funcio´n de descifrado.
No´tese que, si un atacante con capacidad de cifrar valores
arbitrarios quiere descifrar un valor concreto, podrı´a realizar
una bu´squeda dicoto´mica de dicho valor, hasta llegar a una
aproximacio´n satisfactoria. Ası´, un hipote´tico OPE asime´trico
serı´a automa´ticamente vulnerable a este ataque.
Los esquemas OPE han sido disen˜ados para entornos en que
exista la posibilidad de que un intruso pueda acceder a la base
de datos cifrada pero que no pueda cifrar ni descifrar valores
arbitrarios.
Desde el punto de vista de un atacante, saber que un campo
concreto ha sido cifrado con un esquema OPE proporciona
una fuente u´til de informacio´n si puede acceder a los datos
almacenados. Si conociera los valores en claro de un conjunto
de valores cifrados, podrı´a crear una aproximacio´n de la
funcio´n de descifrado. Por lo que, si accediera a nuevos valores
cifrados, podrı´a usarla para aproximar los valores en claro
correspondientes.
Por ejemplo, un atacante conoce x1, x2, y1, y2 y que y1 =
Enc(x1) y y2 = Enc(x2); si obtuviera un valor cifrado y, con
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y1 < y < y2, entonces sabrı´a que su descifrado, x, pertenece
al intervalo (x1, x2). Adema´s, podrı´a deducir un valor x′ cuya
proximidad a x dependerı´a de la predictibilidad de la funcio´n
y la distancia entre los valores que supiera de antemano.
Por tanto, una funcio´n OPE deberı´a minimizar este pro-
blema asegurando un alto nivel de impredecibilidad siendo
lo ma´s aleatoria posible [2]. Adema´s, es deseable ocultar la
distribucio´n estadı´stica de los datos cifrados.
En este artı´culo, proponemos la transformacio´n de los datos
a cifrar con un esquema OPE de manera que la entrada al crip-
tosistema acabe siendo lo ma´s uniforme posible. Consideramos
un esquema OPE que cifra datos pertenecientes al intervalo
[0, 1], por lo que, antes de cifrar, convertiremos los datos
desde la distribucio´n inicial a una uniforme en [0, 1]. De forma
similar, tras el descifrado del esquema OPE, convertiremos el
valor obtenido, a un valor de la distribucio´n inicial.
El resto del artı´culo esta´ estructurado en las siguientes
secciones: La seccio´n II, expone algunas de las propuestas
anteriores. En la seccio´n III se propone la forma de escoger
la distribucio´n ma´s apropiada para los datos. La seccio´n IV
explica co´mo se complementa un sistema OPE concreto y
como afecta la transformacio´n a su eficiencia. Finalmente, las
conclusiones se dan en la seccio´n V.
II. TRABAJOS PREVIOS
Durante la u´ltima de´cada, debido, en parte, al aumento de
la preocupacio´n por la privacidad de los datos preservando el
ana´lisis de los mismos, la criptografı´a ordenable ha experi-
mentado un gran intere´s.
Bebek, en [3], realizo´ una primera propuesta donde proponı´a
un me´todo para cifrar un entero p an˜adiendo los p primeros
valores de una secuencia pseudo-aleatoria segura de enteros
positivos. Sin embargo, el coste de cifrar un valor p de n
bits mediante este me´todo es exponencial en n. Adema´s, si
µ es la media de la distribucio´n de la secuencia pseudo-
aleatoria, entonces f(x) = µx aproxima la funcio´n de cifrado,
y f−1(x) = x/µ, la de descifrado. Estas aproximaciones sera´n
menos u´tiles si µ es cercano a 0 y la distribucio´n tiene una
desviacio´n grande.
En [4], Ozsoyoglu et al. propusieron el uso de polinomios
para el cifrado de enteros. Dichos polinomios no deben tener
ningu´n extremo en el intervalo al que pertenecen los datos.
Pero, el hecho de que algunos polinomios no dispongan de una
fo´rmula explı´cita de su inversa, lleva a los autores a proponer
la composicio´n de varios polinomios fa´cilmente invertibles,
de manera que el descifrado consista en aplicar las inversas
en orden inverso. Para evitar desbordamientos de enteros,
deciden controlar los coeficientes y usar logaritmos, lo que
requerira´ tratar con nu´meros en coma flotante y errores de
precisio´n. Esto hace que la eleccio´n de la clave sea un proceso
complejo. Adema´s, descifrar es mucho ma´s difı´cil que cifrar.
Agrawal et al. [5] propusieron la transformacio´n de datos
que siguieran cierta distribucio´n estadı´stica en datos que
mantuvieran el orden y siguieran una distribucio´n distinta,
escogida de antemano. Para generar la funcio´n de cifrado,
hacen uso de todos los datos a cifrar disponibles, ası´ como
una muestra de valores de la distribucio´n objetivo. Por tanto,
el tiempo de generacio´n de la clave es lineal en el taman˜o
de la base de datos. Al cifrar, los datos se transforman en una
distribucio´n uniforme y, desde e´sta, en la distribucio´n objetivo.
Para hacer esto, separan los datos en diversas particiones y,
dentro de e´stas, usan interpolacio´n lineal. Si despue´s de haber
generado la clave se an˜adieran una gran cantidad de datos a
la base de datos, podrı´a ser necesario escoger una nueva clave
y volver a cifrar la base de datos.
En [6], Lee et al. propusieron el esquema COPE (Chaotic
Order Preserving Encryption). En este esquema, que reparte
los datos en subconjuntos, se altera el orden de los mismos
en funcio´n de la clave, por lo que no es un esquema OPE
puro. El hecho de que haya que reordenar los subconjuntos
para responder a una consulta afecta negativamente al coste.
Boldyreva et al. [2] presentaron una funcio´n OPE basada
en el uso de un algoritmo de muestreo para la distribucio´n
hipergeome´trica. Sen˜alan el hecho de que, para funciones
OPE con datos en claro y cifrados tomando valores enteros,
el conjunto de salida es mayor que el de entrada (lo que
permite que no haya dos valores en claro a los que corresponda
el mismo valor cifrado). Ası´, una funcio´n de {1, ...,M} a
{1, ..., N}, con M < N , puede ser determinada unı´vocamente
mediante la eleccio´n de un subconjunto (de cardinal M ) del
conjunto de salida que contendra´ el cifrado de los valores
del conjunto de entrada. Es ma´s, basa´ndose en las diferentes
formas de hacer esta eleccio´n, proponen un criterio que debe
cumplir una buena funcio´n OPE, recordando que, ba´sicamente,
la funcio´n, aun manteniendo el orden, tiene que ser lo ma´s
aleatoria posible.
En [7], se propuso un me´todo OPE que cifraba datos
pertenecientes al intervalo real [0, 1]. La funcio´n de cifrado
se obtenı´a como composicio´n de varias funciones ba´sicas y
el descifrado consistı´a en componer sus inversas en orden
inverso. Cada funcio´n ba´sica se definı´a por dos segmentos,
el primero, desde el origen hasta el punto Pki = (xki , yki), y
el segundo, de Pki al punto (1, 1). La coleccio´n de todos los
Pki constituı´a la clave del criptosistema. Para evitar funciones
de mala calidad, la regio´n donde se escogı´an los puntos de la
clave estaba acotada.
En [8], se exponen dos metodologı´as para analizar la calidad
de una funcio´n OPE. La primera de ellas se basa en la
conversio´n de la funcio´n de cifrado en una secuencia que
poder analizar como una sen˜al de ruido. La segunda se basa
en calcular las diferencias entre la funcio´n de cifrado y las
aproximaciones que un atacante puede calcular a partir de un
pequen˜o conjunto de puntos conocidos.
Ma´s recientemente, se ha desarrollado un nuevo esquema
OPE [9], que construye de forma iterativa una serie de puntos
por los que pasara´ la funcio´n de cifrado. Inicialmente, la
funcio´n es la identidad de [0, 1] a [0, 1]. Ası´, en el primer
nivel, se considera el recta´ngulo, cuyos lados son paralelos
a los ejes, y con esquinas en (0, 0) y (1, 1), y se elige un
punto en la diagonal descendiente. Este punto permite definir
dos nuevos recta´ngulos con un ve´rtice en el nuevo punto y
otro en uno de los puntos extremos iniciales. En un segundo
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nivel, se elige un punto en la diagonal descendiente de cada
uno de los dos recta´ngulos, lo que permite definir cuatro
recta´ngulos ma´s pequen˜os. El proceso se repite hasta obtener
la precisio´n deseada. Los puntos obtenidos constituyen la clave
del criptosistema.
En este artı´culo, proponemos complementar un sistema OPE
mediante la transformacio´n de los datos a cifrar, de manera
que oculte mejor la distribucio´n estadı´stica que e´stos tuvieran
inicialmente. El objetivo es que, antes de aplicar la funcio´n
OPE, los datos sigan una distribucio´n uniforme en [0, 1].
III. MODELOS DE DISTRIBUCIO´N DE PROBABILIDAD DE
LOS DATOS
Nuestra propuesta consiste en complementar un sistema
OPE mediante la ocultacio´n de la distribucio´n de probabili-
dad de los datos a cifrar. Por tanto, la transformacio´n que
proponemos no pretende servir como me´todo de cifrado en
sı´ mismo, sino como un preproceso que mejore la seguridad
del sistema completo (para que los datos cifrados no conserven
las propiedades de la distribucio´n inicial).
Dicha ocultacio´n de la distribucio´n se realizara´ median-
te la funcio´n de distribucio´n acumulada (CDF, Cumulative
Distribution Function). De esta forma, si X es una variable
aleatoria continua con CDF FX , entonces la variable aleatoria
P = FX(X) tiene distribucio´n uniforme en [0, 1]. Ası´, para
recuperar la distribucio´n original se usara´ la funcio´n cuantil
F−1X (inversa de la CDF). En realidad, la transformacio´n no
necesita conocer la distribucio´n real de los datos, pues es
suficiente utilizar una que tenga el mismo soporte (i.e. que el
intervalo para el que la funcio´n de densidad es no nula coincida
en ambos casos). Esto se debe a que, para una variable X ′ con
el mismo soporte que X , la variable P ′ = FX(X ′) tambie´n
esta´ distribuida entre 0 y 1, aunque ya no siga una distribucio´n
uniforme. Evidentemente, si conocemos la distribucio´n de los
datos a cifrar, lo ideal es utilizar la CDF y la cuantil de dicha
distribucio´n, pues es lo que dara´ mejor resultado.
Dependiendo del rango de valores que puedan tener los da-
tos a cifrar consideramos tres grandes familias de distribucio-
nes: con soporte finito, soporte infinito acotado inferiormente
(o superiormente), y soporte infinito no acotado. Dentro de
cada familia escogemos una distribucio´n que, asumiendo un
mı´nimo de informacio´n adicional, maximice la entropı´a.
Segu´n el principio de ma´xima entropı´a, la distribucio´n de
probabilidad que mejor representa a una variable aleatoria es
aquella en que, dadas unas ciertas condiciones, la desinfor-
macio´n es ma´xima. Ası´, una distribucio´n de ma´xima entropı´a
es aquella en que su entropı´a es al menos tan grande como
la de cualquier otra distribucio´n de su clase (donde una clase
es el conjunto de distribuciones que cumplen una serie de
restricciones). Por tanto, si de una distribucio´n so´lo se conocen
unos pocos para´metros, la distribucio´n a escoger es la que
tenga ma´xima entropı´a para esos para´metros, lo que asegura
que la distribucio´n asume el mı´nimo de informacio´n adicional.
Adema´s, muchos sistemas tienden a seguir distribuciones de
este tipo de manera natural.
En funcio´n del tipo de soporte hemos considerado las
siguientes clases:
Distribuciones con un mı´nimo y un ma´ximo que conoce-
mos. La distribucio´n de ma´xima entropı´a para esta clase
es la distribucio´n uniforme continua.
Distribuciones con mı´nimo y media conocidos. La dis-
tribucio´n de ma´xima entropı´a para esta clase es la distri-
bucio´n exponencial.
Distribuciones con media y varianza conocidas. La dis-
tribucio´n de ma´xima entropı´a para esta clase es la distri-
bucio´n normal.
En la tabla I se muestran la CDF y la funcio´n cuantil de las
distribuciones consideradas. E´stas son: la uniforme U(a, b),
donde a y b son el mı´nimo y el ma´ximo del soporte; la
exponencial E(λ, θ), donde θ es el mı´nimo, λ = (µ− θ)−1 y
µ es la media; y la normal N (µ, σ2), donde µ es la media y
σ2 la varianza.
Si tratamos con datos acotados so´lo superiormente, cam-
biando el signo a cada valor, es posible usar tambie´n con
ellos la distribucio´n exponencial. Una vez obtenido su valor
uniformizado, habra´ que reflejar el resultado para no invertir
el orden de los datos, i.e. p = 1− FE(λ,θ)(−x).
III-A. Determinacio´n de la distribucio´n
Para poder determinar la distribucio´n que se aproxima
ma´s adecuadamente a los datos a cifrar, necesitamos conocer
informacio´n de los mismos. Pues, en funcio´n de que este´n
o no acotados inferiormente y/o superiormente, usaremos
una distribucio´n u otra. Si no conocemos esa informacio´n,
pero tenemos una muestra con algunos de los datos a cifrar,
trataremos de inferir la distribucio´n a partir de e´stos.
De hecho, si no se dispone de ninguna informacio´n de los
datos a cifrar y ni siquiera tenemos una muestra que analizar,
la opcio´n ma´s sensata es utilizar una distribucio´n normal
N (0, 1). Con ello nos aseguramos que cualquier valor que
nos encontremos se transforme en un valor entre 0 y 1.
En lo sucesivo, se asume que disponemos u´nicamente de
una muestra S con n valores (x1, x2, . . . xn) de los datos a
cifrar (donde puede haber valores repetidos). Con esta muestra,
deberemos determinar cual de las distribuciones consideradas
es la ma´s adecuada.
En esta seccio´n proponemos un me´todo sencillo, basado
en la cantidad de datos que hay en tres subintervalos iguales
entre el mı´nimo y el ma´ximo. Existen me´todos alternativos,
desde dividir el rango en una cantidad mayor de subintervalos
(y proceder de manera similar), hasta estimar primero los
para´metros de las distribuciones y luego hacer una prueba χ2
de Pearson [10] para ver cua´l se ajusta mejor.
Para el me´todo de los tres subintervalos, primero buscamos
el mı´nimo, m, y el ma´ximo, M , de la muestra que tenemos.
Ambos valores existira´n siempre, incluso aunque la distribu-
cio´n no este´ acotada, ya que S es finito. A continuacio´n,
partimos el intervalo [m,M ] en tres partes iguales, mediante
los valores l1 = m + 13 (M −m) y l2 = m + 23 (M −m) y
contamos cuantos datos hay en cada uno de los subintervalos:
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Tabla I
FUNCIONES DE DISTRIBUCIO´N ACUMULADA Y CUANTIL
Distribucio´n CDF Cuantil
U(a, b) p =

0 para x < a
x−a
b−a para a ≤ x < b
1 para x ≥ b
x = a+ p(b− a) para 0 ≤ p ≤ 1
E(λ, θ) p =
{
0 para x < θ




para 0 ≤ p < 1
+∞ para p = 1










−∞ para p = 0
µ+
√
2σ2 erf−1(2p− 1) para 0 < p < 1
+∞ para p = 1
c1 = #{x ∈ S|x < l1}, c2 = #{x ∈ S|l1 ≤ x ≤ l2},
c3 = #{x ∈ S|x > l2}.
No´tese que, si la distribucio´n so´lo esta´ acotada inferior-
mente, el ma´ximo (cuando n crezca) tendera´ a infinito, por
lo que es razonable suponer que los datos se acumulara´n en
el primer subintervalo (o en el tercero, si esta´ acotada so´lo
superiormente). Asimismo, si la distribucio´n no esta´ acotada,
podemos asumir que los datos tendera´n a acumularse en el
segundo subintervalo. En cambio, si el soporte de la distribu-
cio´n es finito, no se espera que los datos tiendan a acumularse
tanto en ningu´n subintervalo.
Por tanto, si en el primer subintervalo hay tantos datos como
en los otros dos juntos (c1 ≥ c2 + c3) usaremos la CDF de
la exponencial, p = FE(λ,θ)(x), si es el central el que tiene
tantos como los otros dos (c2 ≥ c1 + c3) usaremos la CDF de
la normal, p = FN (µ,σ2)(x), y, si es el tercero (c3 ≥ c1 + c2)
usaremos tambie´n la exponencial con los cambios necesarios
(p = 1 − FE(λ,θ)(−x)). Finalmente, si ningu´n subintervalo
domina a los otros dos, usaremos la CDF de la uniforme,
p = FU(a,b)(x).
Una vez escogida la distribucio´n ma´s adecuada para modelar
los datos, deberemos estimar sus para´metros, lo que sera´ di-
ferente en cada caso particular.
III-B. Estimacio´n de los para´metros
En esta seccio´n proponemos los me´todos de estimacio´n de
los para´metros de cada una de las distribuciones consideradas.
Tal como se ha indicado para la determinacio´n de la dis-
tribucio´n, si conocemos los valores exactos de los para´metros
que queremos estimar, los usaremos directamente. Si no es
el caso, podemos utilizar la muestra para tratar de hacer una
estimacio´n.
De entre los diversos tipos de estimadores se ha optado
por utilizar estimadores insesgados [11], [12] de mı´nima
varianza (UMVUE, Uniformly Minimum-Variance Unbiased
Estimator). Sin embargo, para los para´metros que afectan al
soporte de la distribucio´n se ha optado por realizar algunos
ajustes que disminuyan la posibilidad de encontrarnos con
valores fuera de rango.
A continuacio´n exponemos los estimadores que se han
usado para las distinta distribuciones.
III-B1. Distribucio´n uniforme: E´sta requiere dos para´me-
tros a y b que son los valores extremos del soporte.
Notemos que todo valor menor o igual que aˆ (la estimacio´n
de a) sera´ interpretado como aˆ y todo valor mayor o igual
que bˆ sera´ interpretado como bˆ, por tanto, si el estimador de a
tiene sesgo, es preferible que sea hacia la izquierda, i.e. aˆ ≤ a.
De la misma manera, es preferible que bˆ ≥ b.
Para determinar los valores aˆ y bˆ partiremos de los estima-
dores UMVUE, que son aˆ′ = m− M−mn−1 y bˆ′ = M + M−mn−1 .
Estos estimadores son insesgados, pero puede suceder que aˆ′
sea mayor que a o bˆ′ sea menor que b, por lo que les aplica-
remos unas correcciones para disminuir dicha posibilidad.
En primer lugar, la media µ de la distribucio´n deberı´a
coincidir con el valor medio de a y b. Por tanto, si la media
muestral x¯ = 1n
∑n
i=1 xi no coincide con µ
′ = 12 (aˆ
′ + bˆ′),
modificaremos uno de los dos para´metros para forzar la
coincidencia. Si x¯ < µ′, disminuiremos el estimador de a:
aˆ′′ = 2x¯− bˆ′, manteniendo bˆ′′ = bˆ′. Si x¯ > µ′, aumentaremos
el estimador de b: bˆ′′ = 2x¯− aˆ′, manteniendo aˆ′′ = aˆ′.
En segundo lugar, la varianza σ2 de la distribucio´n deberı´a




i=1 (xi − x¯)2 es mayor que σ2′′ = 112 (bˆ′′ − aˆ′′)2,
modificaremos ambos para´metros para forzar que coincidan.
Para ello, ampliaremos el soporte en ambas direcciones de
manera que no se altere el punto medio del intervalo, ası´,
aˆ = aˆ′′−δ y bˆ = bˆ′′+δ, donde δ = s√3− 12 (bˆ′′− aˆ′′). No´tese
que, si s2 < σ2′′ no haremos esta u´ltima modificacio´n, pues
nos obligarı´a a reducir el soporte (lo que no es deseable), en
tal caso, los estimadores serı´an aˆ = aˆ′′ y bˆ = bˆ′′.
III-B2. Distribucio´n exponencial: Para determinar la dis-
tribucio´n exponencial adecuada se requiere el valor de los
para´metros λ y θ.
Para λ nos basaremos en que su valor es el inverso de la
desviacio´n esta´ndar σ, i.e. λ = σ−1. Por ello, usaremos un es-
timador UMVUE de este para´metro σˆ = 1n−1
∑n
i=1 (xi −m)
y luego lo invertiremos, λˆ = σˆ−1. Como este para´metro
no afecta al soporte de la distribucio´n no haremos ninguna
correccio´n adicional.
Para el para´metro θ, que corresponde a la cota inferior del
soporte, es deseable que θˆ ≤ θ, pues todo valor menor o
igual que θˆ sera´ interpretado como θˆ. Por ello, escogeremos
el menor de dos estimadores, el primero de ellos el UMVUE,
que es θˆ′ = m−σˆ/n, y el segundo θˆ′′ = x¯−σˆ (que se basa en
que la media µ de la distribucio´n deberı´a coincidir con θ+σ).
Ası´, θˆ = mı´n(θˆ′, θˆ′′).
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III-B3. Distribucio´n normal: Esta distribucio´n requiere los
para´metros µ, la media, y σ2, la varianza.
Ninguno de los dos para´metros afecta al soporte de la dis-
tribucio´n, pues e´ste es infinito no acotado, por tanto, podemos
utilizar los estimadores UMVUE en ambos casos.




i=1 xi. Y, para σ
2, la varianza muestral aplicando la
correccio´n de Bessel: σˆ2 = s2 = 1n−1
∑n
i=1 (xi − x¯)2.
No´tese que la correccio´n de Bessel se necesita porque para
el ca´lculo de la varianza muestral usamos la media muestral
x¯. De hecho, si conocie´ramos la media poblacional µ (pero no
la varianza), calcuları´amos la varianza muestral usando µ (en
vez de x¯), en cuyo caso no usarı´amos la correccio´n de Bessel,
i.e. σˆ2 = 1n
∑n
i=1 (xi − µ)2.
IV. COMPLEMENTANDO UN CRIPTOSISTEMA CONCRETO
El complemento propuesto en este artı´culo puede adaptarse
a mu´ltiples esquemas OPE. Con el fin de evaluar el sobrecoste
que conlleva en el tiempo de cifrado y descifrado hemos
decidido adaptarlo al criptosistema DOPE (Diagonal-based
Order Preserving Encryption) [9] y realizar una serie de
experimentos cuyos resultados mostramos en la tabla II.
El esquema DOPE cifra datos en [0, 1], por lo que la
adaptacio´n es inmediata. Antes de cifrar, convertiremos los
datos iniciales utilizando la funcio´n CDF de la distribucio´n
escogida mediante los criterios de la seccio´n III. El resultado,
que es un valor entre 0 y 1, se cifra mediante el esquema
DOPE. Similarmente, despue´s de descifrar, el valor obtenido
se convierte a la distribucio´n original mediante la funcio´n
cuantil de la distribucio´n correspondiente (ver tabla I).
Para la implementacio´n se ha utilizado el criptosistema
DOPE con pequen˜as variaciones de seguridad y formato en
los datos. Estos cambios han hecho que los tiempos de cifrado
y descifrado sean mayores que los presentados en el artı´culo
original.
Como se vio en las fo´rmulas de la tabla I, la conversio´n
para la distribucio´n uniforme es trivial. En el caso de la
distribucio´n exponencial, antes de cifrar habra´ que calcular
una exponenciacio´n y, despue´s de descifrar, un logaritmo.
Asimismo, antes de cifrar un dato que siga una distribucio´n
normal habra´ que calcular la funcio´n error complementaria
erfc (pues la conversio´n es ma´s ra´pida con e´sta que con otras
implementaciones de la CDF). Para cada una de estas tres
funciones, se ha usado la implementacio´n de la biblioteca
esta´ndar de C para valores de tipo long double. La funcio´n
cuantil de la normal se ha implementado mediante el me´todo
de Newton-Raphson [13], por lo que consta de un bucle en
el que, en cada iteracio´n, se calculan la CDF (que, a su vez,
calcula la funcio´n erfc) y la funcio´n de densidad (que requiere
una exponenciacio´n). Se ha escogido este me´todo por ser de
convergencia cuadra´tica.
Fijado un nivel de seguridad l, la clave del criptosistema
DOPE es una lista de 2l puntos (por los que pasa la funcio´n de
cifrado). El cifrado (y el descifrado) requieren una bu´squeda
dicoto´mica para localizar la posicio´n del valor a cifrar (o a
descifrar) en la lista de abscisas (u ordenadas), por lo que su
coste temporal es logarı´tmico en el taman˜o de la lista, o, lo
que es lo mismo, lineal en l.
La tabla II muestra los resultados para el criptosistema
DOPE ba´sico (sin cambio de distribucio´n) y usando cada
una de las tres distribuciones contempladas. Se ha usado un
ordenador porta´til con 2,4 GHz de CPU, 4 GB de RAM y el
sistema operativo Debian GNU/Linux.
Se han realizado pruebas con un nivel de seguridad 14 <
l < 19, generando diez claves para cada valor de l. Con cada
una de las claves se han cifrado y descifrado un millo´n de
valores sin cambio de distribucio´n, otro millo´n en el que los
datos a cifrar seguı´an una distribucio´n uniforme U , otro ma´s
en que seguı´an una exponencial E y, finalmente, un millo´n
ma´s de datos que seguı´an una normal N .
En la tabla II, las columnas T. cif. y T. des. indican el
tiempo necesario para cifrar o descifrar un valor sin realizar
ningu´n cambio de distribucio´n. Las columnas T. cif. U , E y
N muestran el tiempo necesario para cifrar un valor que siga
una de esas tres distribuciones, por lo que antes de usar la
funcio´n de cifrado del esquema DOPE se debe uniformizar
el valor mediante la CDF de la distribucio´n. Las columnas T.
des. U , E y N muestran el tiempo necesario para descifrar un
valor y luego convertirlo a su distribucio´n original mediante
la funcio´n cuantil de la distribucio´n.
Podemos observar que el sobrecoste que conlleva cifrar
o descifrar datos que siguen una distribucio´n uniforme es
de unos 10 ns y que e´ste es ligeramente mayor en el caso
del descifrado. Si los datos siguen una exponencial, ambos
sobrecostes son inferiores a 100 ns, siendo el del cifrado
mayor que el del descifrado. Finalmente, en el caso de la
normal, el sobrecoste al cifrado tambie´n es inferior a los 100
ns (incluso menor que el sobrecoste de la exponencial), pero
para el descifrado, la implementacio´n de la funcio´n cuantil ha
causado un sobrecoste de ma´s de 800 ns (y difı´cilmente podrı´a
ser mucho menor sin reducir la precisio´n).
Como es lo´gico, el sobrecoste debido al cambio de distri-
bucio´n es independiente del nivel de seguridad del esquema
DOPE (y, por tanto, del taman˜o de la clave), pues conlleva
un proceso previo al cifrado o posterior al descifrado. Esto
implica que, si se complementa cualquier otro criptosistema
OPE, se deberı´an obtener sobrecostes similares.
V. CONCLUSIO´N
En este artı´culo se ha propuesto un me´todo de uniformiza-
cio´n de datos como paso previo a la funcio´n de cifrado de un
criptosistema ordenable. La finalidad de esta transformacio´n
es ocultar la distribucio´n de probabilidad que siguen los datos
en claro. Antes de cifrar datos que sigan una distribucio´n
conocida usaremos su funcio´n de distribucio´n acumulada para
convertirlos a una distribucio´n uniforme en [0, 1], y similar-
mente, despue´s de descifrar usaremos la funcio´n cuantil para
recuperar la distribucio´n original.
Tambie´n se ha propuesto un me´todo para asignar una
distribucio´n de probabilidad a datos cuya distribucio´n real
no sea conocida. Se han considerado tres posibles casos:
si los datos aparentan estar acotados en ambas direcciones,
50 S. Martı´nez, D. Sadornil, J. Conde, M. Valls, R. Toma`s
Tabla II
RESULTADOS DE LA EXPERIMENTACIO´N
l T. cif. T. des. T. cif. U T. des. U T. cif. E T. des. E T. cif. N T. des. N
14 122,4 ns 122,7 ns 137,7 ns 135,1 ns 214,2 ns 195,6 ns 204,3 ns 976,2 ns
15 133,2 ns 136,2 ns 147,5 ns 148,9 ns 222,1 ns 207,0 ns 212,4 ns 1003,1 ns
16 195,1 ns 194,7 ns 204,4 ns 205,9 ns 285,2 ns 260,9 ns 265,9 ns 1074,3 ns
17 215,9 ns 212,7 ns 221,1 ns 223,3 ns 303,9 ns 285,1 ns 282,9 ns 1084,5 ns
18 236,9 ns 236,6 ns 244,5 ns 249,9 ns 326,1 ns 301,6 ns 307,1 ns 1122,9 ns
19 253,3 ns 253,4 ns 262,3 ns 275,0 ns 349,5 ns 328,7 ns 327,7 ns 1147,9 ns
se tratara´n como si siguieran una distribucio´n uniforme; si
aparentan estar acotados so´lo por un lado, se tratara´n como si
siguieran una exponencial (si la cota es superior requerira´ una
pequen˜a modificacio´n); y, si aparentan no estar acotados, se
tratara´n como si siguieran una distribucio´n normal.
Se han escogido estas distribuciones porque con ellas se
pueden tratar datos definidos sobre cualquier tipo de intervalo,
sea o no infinito. Adema´s de eso, la uniforme es la distribucio´n
de ma´xima entropı´a de entre todas las que tienen soporte finito,
la exponencial lo es entre todas las que tienen al menos una
cota y tienen la misma media y la normal es la distribucio´n de
ma´xima entropı´a de entre todas las que tienen misma media
y varianza.
La eleccio´n de la distribucio´n y la estimacio´n de sus
para´metros se han realizado con el objetivo de disminuir la
posibilidad de encontrarnos con valores fuera de su soporte.
No´tese que, si el error supone asignar una distribucio´n con
soporte infinito a unos datos acotados o realizar una estimacio´n
de un ma´ximo superior al real, dicho error, aunque no es
deseable, no causara´ problemas.
Los me´todos propuestos se han implementado y se ha com-
probado que´ sobrecoste representan en el tiempo de cifrado y
descifrado de un criptosistema OPE.
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Resumen—La cuarta generacio´n de telefonı´a mo´vil, comercia-
lizada como tecnologı´a 4G, y conocida como LTE (Long Term
Evolution) o su versio´n mejorada LTE-A (LTE-Advanced), se
esta´ implantando con rapidez por todo el mundo. Teniendo en
cuenta su cara´cter inala´mbrico y mo´vil, la seguridad de estas
comunicaciones resulta crucial. En este trabajo se presenta un
estudio teo´rico y un ana´lisis pra´ctico del generador SNOW 3G,
que constituye el nu´cleo de la integridad y la confidencialidad de
las comunicaciones 4G. El objetivo es evaluar la implementacio´n
y funcionamiento de este generador en dispositivos mo´viles con el
fin de proponer mejoras, principalmente en cuanto a eficiencia.
Palabras clave—Criptografı´a de clave secreta (Secret key cry-
ptography), Generador pseudoaleatorio (Pseudorandom generator),
Cifrado en flujo (Stream cipher), SNOW 3G, 4G, LTE, LTE-A.
I. INTRODUCCIO´N
El aumento en el consumo de datos mo´viles, y la apari-
cio´n de numerosas aplicaciones y servicios de banda ancha
son, junto a debilidades detectadas en la seguridad de las
comunicaciones, los principales motivos que han conducido
a la progresiva sustitucio´n de la tecnologı´a 3G o UMTS por
la nueva tecnologı´a 4G, conocida como LTE o LTE-A. El
completo despliegue de las redes LTE comerciales en Espan˜a
es inminente, encontra´ndose actualmente en funcionamiento
solo en algunas grandes ciudades. En cuanto a otros paı´ses,
ya se ha implantado la tecnologı´a 4G en: cuatro paı´ses de
A´frica, once de Ame´rica, diecinueve de Asia, veintinueve de
Europa, y dos de Oceanı´a.
En general, la evolucio´n de cualquier sistema de telecomu-
nicaciones suele implicar la mejora de sus caracterı´sticas de
seguridad gracias al aprendizaje a partir de las debilidades y
los ataques sufridos por sus predecesores. Concretamente, la
evolucio´n de los sistemas de cifrado utilizados para proteger
la confidencialidad en telefonı´a mo´vil se puede resumir de la
forma siguiente. En primer lugar, el cifrado en flujo A5/1 y su
versio´n A5/2 fueron utilizados en el esta´ndar de telefonı´a 2G
o GSM. En ambos cifrados se detectaron serias debilidades,
razo´n por la cual el sistema de cifrado en bloque conocido
como Kasumi los sustituyo´ en la tecnologı´a 3G o UMTS.
En 2010, el cifrado Kasumi fue atacado y roto con recursos
computacionales muy modestos y en consecuencia, el sistema
de cifrado tuvo que ser modificado de nuevo para la tecnologı´a
del nuevo esta´ndar 4G o LTE, de manera que fue el cifrado
en flujo SNOW 3G el que se propuso para la proteccio´n de la
confidencialidad e integridad de las comunicaciones.
El objetivo de este trabajo es realizar un ana´lisis del gene-
rador SNOW 3G, que constituye el nu´cleo tanto del algoritmo
de confidencialidad UEA2 en LTE (EEA1 en LTE-A), como
del de integridad UIA2 en LTE (EIA1 en LTE-A), [1]. Este
generador proporciona una gran velocidad en la generacio´n de
datos, lo que lo hace en general muy apropiado para su uso
en dispositivos con recursos limitados.
El contenido de este trabajo se organiza del siguiente
modo. En la Seccio´n II se incluye un resumen de trabajos
relacionados con la tema´tica. Los principales conceptos y
notaciones utilizados se introducen en la Seccio´n III. La
Seccio´n IV presenta algunos detalles de la implementacio´n
llevada acabo en la plataforma iOS, ası´ como una evaluacio´n
de su rendimiento. Finalmente, la Seccio´n V cierra este estudio
con algunas conclusiones y trabajos futuros.
II. ESTADO DEL ARTE
Los predecesores del SNOW 3G fueron el SNOW 1.0 [2] y
el SNOW 2.0 [3]. La versio´n original, SNOW 1.0, fue presen-
tada al proyecto NESSIE, pero pronto se detectaron algunas
debilidades y se lanzaron diversos ataques. Uno de ellos [4],
con complejidad computacional de O(2224), se baso´ en la
posibilidad de recuperar la clave con solo conocer una salida
del generador de longitud 295. Otro criptoana´lisis con similar
complejidad computacional fue el ataque por diferenciacio´n
(distinguishing attack) [5], que tambie´n requerı´a de una salida
de taman˜o 295 .
Estos y otros ataques demostraron la existencia de algunas
debilidades en el disen˜o del generador SNOW 1.0, por lo que
surgio´ una nueva versio´n, ma´s segura, denominada SNOW 2.0.
Este es hoy en dı´a uno de los dos cifrados en flujo elegidos
para el esta´ndar ISO/IEC IS 18033-4 [6]. Este generador
se basa en unos principios de disen˜o similares a los del
cifrado en bloque SOSEMANUK, que es uno de los cuatro
cifrados finalistas dentro del perfil software seleccionados para
el eSTREAM Portfolio [7].
Posteriormente, durante su evaluacio´n por el European
Telecommunications Standards Institute (ETSI), el disen˜o del
SNOW 2.0 fue modificado para aumentar su resistencia a
ataque algebraicos [8] de forma que dicha modificacio´n dio
lugar al SNOW 3G. El ETSI publico´ un informe te´cnico acerca
de su disen˜o [9], pero hasta el momento no se ha hecho pu´blica
ninguna evaluacio´n completa del disen˜o del SNOW 3G.
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En las publicaciones existentes, el SNOW 3G se ha revelado
como un generador con una gran resistencia a ataques por
diferenciacio´n lineal [10] [11], pero de´bil frente a otro tipos
de ataques. Uno de los primeros y ma´s sencillos intentos de
criptoana´lisis fue el ataque propuesto en [12]. Otro ataque
[13], basado en la sincronizacio´n de la cache´ y en datos
de tiempo empı´ricos, permitio´ recuperar el estado inicial en
cuestio´n de segundos y sin necesidad de conocer ningu´n bit.
Este tipo de ataque se basa en el hecho de que operaciones
como las permutaciones y multiplicaciones por la constante α
y su inversa, son implementadas realmente utilizando tablas de
bu´squeda. El trabajo presentado en [14] describe un estudio del
mecanismo de resincronizacio´n del SNOW 3G usando ataques
por colisio´n, con una complejidad de O(28). Finalmente, el
generador SNOW 3G ha sido sujeto de otros estudios de
complejidad, tales como las publicaciones [15] y [16]. En este
trabajo se proporciona un nuevo estudio, enfocado hacia los
aspectos ma´s pra´cticos de su implementacio´n.
III. DESCRIPCIO´N TEO´RICA DEL GENERADOR SNOW 3G
Los cifrados en flujo esta´n basados en generadores pseudo-
aleatorios cuyos bits de salida son operados con los bits del
texto en claro mediante una XOR, para generar bit a bit el
texto cifrado. Su principal ventaja es que en general permiten
obtener el texto cifrado a una gran velocidad, lo que los hacen
especialmente apropiados para comunicaciones que requieran
eficiencia, y para dispositivos con recursos limitados, como
por ejemplo los tele´fonos mo´viles ya que la comunicacio´n
debe ser inmediata y disponen de una baterı´a limitada.
El generador en flujo analizado en este trabajo tiene un
estructura tı´pica de generador no lineal basado en un registro
de desplazamiento con realimentacio´n lineal o LFSR (Linear
Feedback Shift Register).
Los siguientes te´rminos y notacio´n se utilizan en este
documento para describir la estructura e implementacio´n del
generador SNOW 3G:
GF (2) = {0, 1} Cuerpo de Galois con dos elementos, 0 y
1.
GF (2)[x] Anillo de polinomios en una indeterminada x,
con coeficientes en GF (2).
p(x) Polinomio primitivo en GF (2)[x].
d Grado de un polinomio p(x).
GF (2d) Cuerpo extendido de GF (2), definido por un
polinomio p(x) de grado d, y con 2d elementos.
GF (2d)[x] Anillo de polinomios en una indeterminada x
con coeficientes en GF (2d).
β ∈ GF (28) Raı´z del polinomio x8 + x7 + x5 + x3 + 1
perteneciente a GF (2)[x].
α ∈ GF (232) Raı´z del polinomio x4 + β23x3 + β245x2 +
β48x+ β239 perteneciente a GF (28)[x].
st estado de 32-bits perteneciente a un LFSR.
= Operador de asignacio´n.
⊕ Operacio´n XOR bit a bit.
 Suma de enteros mo´dulo 232.
|| Concatenacio´n de dos operandos.
Figura 1. Generador SNOW 3G
La figura 1 muestra la estructura del generador SNOW
3G. Como puede verse, consta de dos partes principales: un
LFSR y una ma´quina de estados finitos o FSM (Finite State
Machine).
El LFSR consta de 16 estados s0, s1, s2, ..., s15, de for-
ma que cada uno de ellos contiene 32 bits. La funcio´n de
realimentacio´n se define mediante un polinomio primitivo
definido sobre un cuerpo extendido GF (232), e implica dos
multiplicaciones, una por una constante α ∈ GF (232) y otra
por la inversa de α. A continuacio´n se muestra la expresio´n
de dicha realimentacio´n:
st+16 = αst ⊕ st+2 ⊕ α−1st+11,∀t ≥ 0 (1)
La FSM constituye la parte no lineal del generador y se
alimenta de dos valores de entrada procedentes del LFSR
correspondientes a los estados s5 y s15. La FSM esta´ formada
por tres registros de 32 bits, R1, R2 y R3, y dos cajas de
sustitucio´n o S-boxes, S1 y S2, que se utilizan para actualizar
los registros R2 y R3. Las dos S-Boxes S1 y S2 mapean los
32 bits de entrada a 32 bits de salida mediante la aplicacio´n
de varias combinaciones de una S-box ba´sica sobre cada
uno de los 4 bytes de entrada. La estructura de la caja S1
se basa en la S-box utilizada en el cifrado esta´ndar AES
(Advanced Encryption Standard), mientras que la S-box S2
fue especialmente disen˜ada para el SNOW 3G. Por u´ltimo
esta´n las operaciones de mezcla que se utilizan en la FSM,
donde se realiza una XOR bit a bit, y una suma de enteros
mo´dulo 232.
El LFSR base del generador SNOW 3G puede usarse en
dos modos de operacio´n diferentes: de inicializacio´n y de
generacio´n de secuencia cifrante. Por una parte, cuando opera
en modo de inicializacio´n, el generador se desplaza en cada
pulso de reloj sin producir ninguna salida. Por otra parte, en
modo de generacio´n, tras cada pulso de reloj el generador
se desplaza y produce una salida de una palabra de 32 bits.
De hecho, se puede decir que el SNOW 3G es un generador
orientado a palabras ya que produce una secuencia de salida
de 32 en 32 bits, bajo el control de una clave de 128 bits y
un vector de inicializacio´n o IV (Initialization Vector) de 128
bits.
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Con respecto a la implementacio´n del SNOW 3G, que es
el principal objeto de estudio de este trabajo, se pueden hacer
varias observaciones.
En primer lugar, las dos multiplicaciones implicadas en el
LFSR pueden ser implementadas como desplazamientos de
bytes con una XOR con alguno de los 28 patrones posibles,
tal como se muestra a continuacio´n. Dado que β es la raı´z
del polinomio primitivo x8 + x7 + x5 + x3 + 1, el cuerpo
extendido GF (28) puede ser generado a partir de sucesivas po-
tencias de β. Por tanto, el conjunto {0, 1, β, β2, β3, ..., β28−2}
representa todo el cuerpo extendido GF (28). De ahı´ tenemos
que cualquier elemento de GF (28) puede ser representado
tambie´n mediante un polinomio en GF (2)[x] de grado menor
que 8, o bien con un byte cuyos bits se corresponden con los
coeficientes de dicho polinomio. De esa manera, las operacio-
nes en GF (28) se corresponden con operaciones mo´dulo el
polinomio x8+x7+x5+x3+1. Esto significa que en particular,
la multiplicacio´n de dos elementos en GF (28) resulta de la
multiplicacio´n de los dos polinomios correspondientes, poste-
riormente dividida por el polinomio x8+x7+x5+x3+1 de
manera que el resto es la salida resultante. La implementacio´n
de esta operacio´n como una multiplicacio´n binaria se describe
a continuacio´n. Teniendo en cuenta los dos bytes a multiplicar,
para cada bit igual a uno en uno de los multiplicandos, se
realizan varios desplazamientos a izquierda en el otro byte a
multiplicar. Adema´s, cada vez que el bit ma´s a la izquierda
del byte original antes del desplazamiento es 1, se realiza
una XOR bit a bit con A916 = 101010012, que es el byte
correspondiente al polinomio x8+x7+x5+x3+1. El nu´mero
de desplazamientos a izquierda a realizar viene dado por la
posicio´n de los bits iguales a 1 en el primer multiplicador.
Por otra parte, dado que α es una raı´z del polinomio pri-
mitivo en GF (28)[x], x4 + β23x3 + β245x2 + β48x+ β239,
se puede generar el cuerpo extendido GF (232) como
sucesivas potencias de α, de forma que el conjunto
{0, 1, α, α2, α3, ..., α282−2} define todo el cuerpo GF (232).
Por tanto se deduce que cualquier elemento de GF (232) puede
ser representado mediante un polinomio en GF (28)[x] de
grado menor que 4, o bien con una palabra de 4 bytes corres-
pondientes a los 4 coeficientes de dicho polinomio. De esa ma-
nera, las operaciones en GF (232) corresponden a operaciones
con polinomios mo´dulo x4 + β23x3 + β245x2 + β48x+ β239.
Esto significa que en particular, la multiplicacio´n de α por
cualquier palabra de 4 bytes (c3, c2, c1, c0) ∈ GF (232) re-
sulta de la multiplicacio´n de x por el polinomio c3x3 +
c2x
2 + c1x + c0, que es entonces dividida por el polinomio
x4 + β23x3 + β245x2 + β48x+ β239, de forma que el resulta-
do obtenido es el resto (c2+c3β23)x[3+(c1+c3β245)x2+(c0+
c3β
48)x+ c3β
239, o lo que es lo mismo, la palabra de 4 bytes
(c2 + c3β
23, c1 + c3β
245, c0 + c3β
48, c3β
239), ∀c ∈ GF (28).
De ide´ntica manera, la multiplicacio´n de α−1 por cualquier
palabra de 4 bytes (c3, c2, c1, c0) ∈ GF (232) resulta de la
multiplicacio´n de x−1 por el polinomio c3x3+c2x2+c1x+c0,
que es c3x2 + c2x+ c1 + c0x−1. Como xx−1 = 1 y β255 =
1, x−1 puede expresarse como β255−239x3+β255−239+23x2+
β255−239+245x+β255−239+48 = β16x3+β39x2+β6x+β64.
Tabla I
DISPOSITIVO UTILIZADO PARA LA EVALUACIO´N
iPhone 3GS
Arquitectura Frecuencia CPU Cache L1I/L1D/L2 RAM
Armv7-A 600 MHz 16Kb/16Kb/256Kb 256MB
Ası´, la salida resultante del producto es el resto (c0β16)x3 +
(c3 + c0β
39)x2 + (c2 + c0β
6)x+ (c1 + c0β
64), o lo que es lo
mismo, la palabra de 4 bytes (c0β16, c3+c0β39, c2+c0β6, c1+
c0β
64). En conclusio´n, una ra´pida implementacio´n binaria de
esta operacio´n puede estar basada en tablas precalculadas de
los valores (cβ16, cβ39, cβ6, cβ64), ∀c ∈ GF (28).
IV. IMPLEMENTACIO´N EN IOS Y EVALUACIO´N
Esta seccio´n recoge un estudio y comparacio´n de diferentes
implementaciones software con el fin de concluir cua´l es la
implementacio´n o´ptima en dispositivos con recursos limitados,
como son los tele´fonos mo´viles. Se ha analizado la imple-
mentacio´n del SNOW 3G en plataformas mo´viles, en concreto
para la plataforma iOS, siendo Objective C el lenguaje de pro-
gramacio´n utilizado. En particular, se han realizado diversos
estudios en un iPhone 3GS, cuyas caracterı´sticas principales
se presentan en la Tabla I.
El primer aspecto a tener en cuenta es que los LFSRs
han sido tradicionalmente disen˜ados para operar sobre el
cuerpo de Galois GF (2), lo que es muy apropiado para
implementaciones hardware. Sin embargo, cuando se trata de
implementaciones software, los LFSRs en los que cada etapa
contiene un solo bit tienen una eficiencia menor. Teniendo en
cuenta que la mayorı´a de los microprocesadores en tele´fonos
mo´viles tienen una longitud de palabra de 32 bits, la imple-
mentacio´n del LFSR del SNOW 3G se espera que sea ma´s
eficiente que la de esos otros generadores, ya que en el SNOW
3G el LFSR se define sobre el cuerpo extendido GF (232).
Teniendo esto en cuenta, se puede afirmar que el hecho de
que la implementacio´n del SNOW 3G se realice teniendo en
cuenta el cuerpo GF (232), resultara´ ma´s adecuado para la
arquitectura que actualmente soportan los tele´fonos mo´viles.
El segundo aspecto a considerar esta´ relacionado con las
operaciones aritme´ticas que se deben realizar en el generador,
y especı´ficamente, la multiplicacio´n en el cuerpo extendido,
porque la funcio´n de realimentacio´n en el SNOW 3G implica
diversas sumas y multiplicaciones, siendo la multiplicacio´n la
operacio´n con mayor coste computacional.
Todos los resultados mostrados fueron obtenidos utilizando
Instruments, que es un analizador y visualizador del rendi-
miento de aplicaciones en co´digo OS X e iOS. Es una herra-
mienta flexible y potente, que permite realizar el seguimiento
de uno o ma´s procesos y examinar los datos obtenidos.
Los datos proporcionados corresponden a una media de 10
ejecuciones de las pruebas realizadas, en las cuales se gene-
raron 107 bytes de secuencia cifrante utilizando la plataforma
mencionada. La Tabla II muestra el tiempo total (en milise-
gundos) de cada funcio´n correspondiente a la implementacio´n
del SNOW 3G.
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Tabla II
FUNCIONES CON ME´TODO RECURSIVO
Resumen












Los resultados muestran claramente que la multiplicacio´n
es la funcio´n ma´s costosa. La segunda funcio´n ma´s costosa es
el desplazamiento del LFSR, que se realiza en cada pulso de
reloj. A continuacio´n se presentan dos te´cnicas diferentes para
llevar a cabo la multiplicacio´n, ası´ como diferentes formas de
implementar el desplazamiento del LFSR propuestas en [11],
con el objetivo de descubrir cua´l es la implementacio´n o´ptima.
IV-A. Multiplicacio´n
Tras realizar la implementacio´n del SNOW 3G tal como
esta´ propuesta en [1], la Tabla II muestra los resultados de
tiempo consumido por cada funcio´n. Como puede verse, la
funcio´n MULxPow utilizada para multiplicar por α y por α−1
es la que ma´s tiempo consume.
En la implementacio´n, la multiplicacio´n puede ser progra-
mada como una serie de desplazamientos de bytes recursivos
y XORs condicionales, o bien como una bu´squeda en un
tabla con resultados precalculados. Adema´s, en cada pulso
de reloj del LFSR, el polinomio de realimentacio´n usa dos
funciones MULα y DIVα, que se definen como se muestra
a continuacio´n:
MULα =
MULxPOW (c, 23, 0xA9)||MULxPOW (c, 245, 0xA9)
MULxPOW (c, 48, 0xA9)||MULxPOW (c, 239, 0xA9)
DIVα =
MULxPOW (c, 16, 0xA9)||MULxPOW (c, 39, 0xA9)
MULxPOW (c, 6, 0xA9)||MULxPOW (c, 64, 0xA9)
La primera propuesta de implementacio´n de la multipli-
cacio´n resulta ma´s apropiada para sistemas con recursos de
memoria limitados, ya que no requiere de espacio de almace-
namiento. Sin embargo, como se puede ver en la Tabla II, esta
implementacio´n tiene un coste computacional significativo.
La segunda propuesta, que implica el uso de tablas precal-
culadas, proporciona resultados o´ptimos, tal como se puede
ver en la Tabla III. Tal como muestran los resultados, esta
implementacio´n se puede considerar la ma´s ra´pida para la mul-
tiplicacio´n y supone una mejora del 96 % respecto al me´todo
Tabla III
FUNCIONES CON TABLAS PRECOMPUTADAS
Coste Computacional









recursivo en cuando a tiempo consumido. Sin embargo, uno
de los mayores problemas de esta propuesta es la necesidad de
almacenamiento, lo que puede ser un problema en dispositivos
con recursos limitados. En particular, para SNOW 3G, la tabla
consta de 256 elementos de 32 bits cada uno, lo que supone
un total de 32*256 bits. Adema´s, la implementacio´n implica
dos tablas, una para la funcio´n MULα y otra para DIVα lo
que significa un total de 2048 bytes. Esta cantidad no supone
un gran problema dadas las caracterı´sticas de los tele´fonos
mo´viles actuales, por lo que por eficiencia, la conclusio´n
obtenida es que este me´todo parece bastante adecuado para
los dispositivos analizados.
IV-B. LFSR
Las estructuras de los LFSRs son en general bastante
difı´ciles de implementar en software de forma eficiente. La
razo´n principal es el desplazamiento de los 16 estados en cada
pulso de reloj. Este desplazamiento en una implementacio´n
hardware, se realiza de manera simulta´nea por lo que el
proceso completo puede ser realizado en un simple pulso
de reloj. Sin embargo, en una implementacio´n software, el
proceso es iterativo y por lo tanto costoso.
Como se ve en la Tabla III, una vez optimizada la mul-
tiplicacio´n, la funcio´n ClockLFSRKeyStreamMode es la que
ma´s tiempo consume. Con el fin de buscar una mejora de los
tiempo consumidos por esta funcio´n hemos utilizado diferentes
te´cnicas de optimizacio´n descritas en [17], junto con te´cnicas
secuenciales (hardcode) propuestas en la especificacio´n del
SNOW 3G.
El me´todo hardcode consiste en la incorporacio´n de los
datos directamente en el co´digo fuente en vez de utilizar
bucles e ı´ndices como hacen el resto de propuestas. El coste de
este me´todo de hardcode se corresponde con 15 asignaciones
secuenciales. Esta te´cnica, a pesar de ser ma´s larga, parece
que requiere menos tiempo. A continuacio´n se muestra la
implementacio´n de este me´todo.
void ClockLFSRKeyStreamMode()
u32 v = (((LFSR_S0 << 8) & 0xffffff00 )ˆ
(MULalpha((u8)((LFSR_S0>>24) & 0xff))) ˆ
(LFSR_S2) ˆ
((LFSR_S11 >> 8) & 0x00ffffff)
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Tabla IV
EJECUCIO´N CON DIFERENTES ME´TODOS DE IMPLEMENTACIO´N PARA EL LFSR
Funciones Tradicional HardCode Bu´fer Circular Ventanas Deslizantes Desdoblamiento de Bucles
ClockLFSRKeyStreamMode 491,1 342,5 834 184,1 291,3
Generator 1,4 1,3 1,3 1,8 1,1
GenerateKeystream 65,8 65,8 198,3 88,2 68,4
main 246,6 306,8 296,8 297 294,4



















El ana´lisis llevado a cabo incluye una comparacio´n de
diferentes te´cnicas de implementacio´n de un LFSR. Para ello
se ha utilizado el me´todo basado en tablas de multiplicaciones
precalculadas descrito como o´ptimo en la seccio´n anterior, y
se realiza cada experimento para 107 bytes de salida generados
por el LFSR del SNOW 3G.
Los valores obtenidos se resumen en la Tabla IV, que
muestra el tiempo consumido por las funciones que implican
el desplazamiento del LFSR y sus operaciones, ası´ como
el tiempo total consumido por cada una de las diferentes
propuestas.
Los resultados muestran que el me´todo de hardcode pro-
puesto en la especificacio´n del SNOW 3G no es la mejor
opcio´n. Aunque representa un 11 % de mejora sobre el me´todo
tradicional, es el me´todo de ventanas deslizantes el que pre-
senta los mejores resultados, con un 29 % de mejora respecto
al me´todo tradicional y un 20 % respecto a la propuesta de
hardcode. Por otra parte, la peor propuesta es la de bu´fer
circular. Como puede deducirse de los tiempos obtenidos,
el me´todo no es aplicable debido a que la actualizacio´n de
diferentes ı´ndices implica el uso de aritme´tica modular, lo que
no resulta muy eficiente con ese me´todo.
Por tanto, se podrı´a concluir que una o´ptima implementa-
cio´n del LFSR implica el uso de tablas precalculadas para
la multiplicacio´n y la te´cnica de ventanas deslizantes para el
desplazamiento del LFSR.
Sin embargo, esta nueva propuesta de implementacio´n del
Tabla V
EJECUCIO´N EN MODO OPTIMIZADO
Coste Computacional









LFSR puede afectar a otra parte del SNOW 3G como puede
ser la FSM. Por esta razo´n, el principal objetivo ahora es
determinar si la mejora en la implementacio´n del LFSR puede
afectar negativamente a otras partes del co´digo, o bien concluir
cua´l es la mejora total que se puede llegar a alcanzar.
Para analizarlo, se ha implementado el SNOW 3G con
estas dos posibles mejoras. En la Tabla V se mues-
tra el resumen de los resultados obtenidos. Si se com-
paran los resultados con los de la Tabla III, se puede
ver claramente que esta implementacio´n mejora los tiem-
pos para las funciones ClockLFSRKeyStreamMode, S1
y GenerateKey. Sin embargo, otras funciones como
ClockFSM,S2, GenerateKeystream han aumentado lige-
ramente sus tiempos. La funcio´n con el peor resultado es
S2, que ha incrementado su valor en un 26 % respecto a la
propuesta previa. Por otra parte, la mejora ma´s importante
ha sido para la funcio´n ClockLFSRKeyStreamMode, con
un 47 %. Todos estos resultados suponen en su conjunto una
mejora del 10 % respecto a la propuesta de la especificacio´n.
V. CONCLUSIONES Y TRABAJOS FUTUROS
En este trabajo se ha presentado un ana´lisis, tanto desde
un punto de vista teo´rico como pra´ctico, del generador que se
utiliza para la proteccio´n de la confidencialidad y la integridad
en la generacio´n 4G de telefonı´a mo´vil. En particular, despue´s
de una introduccio´n teo´rica del generador SNOW 3G, y varios
estudios de implementacio´n del generador en la plataforma
mo´vil iOS, se ha realizado una comparacio´n entre diferentes
propuestas, y se han obtenido conclusiones interesantes sobre
co´mo mejorar la eficiencia de su implementacio´n a trave´s de
la optimizacio´n del software.
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Dado que este es un trabajo en progreso, todavı´a hay mu-
chos problemas abiertos, tales como el ana´lisis de para´metros
no analizados en este trabajo, la utilizacio´n de diferentes
arquitecturas, ası´ como un estudio comparativo entre ellas.
Tambie´n otro trabajo futuro es la propuesta de una versio´n
ligera del generador SNOW 3G para dispositivos con recursos
limitados, y el ana´lisis de propiedades teo´ricas del generador.
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Abstract—El objetivo de este trabajo es la introduccio´n de apli-
caciones criptogra´ficas de una extensio´n del anillo End(Zp×Zp2),
denotado por E(m)p . Mostramos co´mo las acciones del anillo
E
(m)
p sobre dos conjuntos distintos nos permiten introducir
dos criptosistemas de clave pu´blica diferentes y basados en la
dificultad de resolver los problemas de la accio´n del semigrupo
y de la descomposicio´n respectivamente. Observamos co´mo la no
conmutatividad del anillo, ası´ como la existencia de un gran
nu´mero de divisores de cero lo hacen apropiado para tales
aplicaciones criptogra´ficas.
Palabras clave—Criptosistema de Clave Pu´blica (Public Key
Cryptosystem), Problema de la Descomposicio´n (Decomposition
Problem), Problema de la Accio´n del Semigrupo (Semigroup
Action Problem).
I. NOMENCLATURA
SAP, Problema de la Accio´n del Semigrupo (Semigroup
Action Problem).
DP, Problema de la Descomposicio´n (Decomposition Prob-
lem).
Matm×m(Z), matrices cuadradas de taman˜o m×m sobre
el anillo de los nu´mero enteros.
r = (r0, r1, . . . , rm−1), denota una matriz columna de m
componentes.




p , anillo de matrices de taman˜o m × m y que es
extensio´n del anillo Ep.
II. INTRODUCCIO´N
Desde que en [4] Diffie y Hellman proponen el primer
protocolo de intercambio de claves a trave´s de un canal
pu´blico, son muchos los autores que han introducido esquemas
de este tipo, como por ejemplo [11], [12], [14], [16]. Si nos
centramos en los criptosistemas de clave pu´blica, podemos
destacar indudablemente como los ma´s conocidos [5] y [13].
Todos estos algoritmos, al igual que la idea original de Diffie
y Hellman basan su fortaleza en la resolucio´n de problemas
sobre Teorı´a de Nu´meros. Por otro lado, trabajos como [15]
o [9] en los que se muestran debilidades de [4], [5] y [13]
y [12] respectivamente, ası´ como los constantes avances en
computacio´n y capacidad de ca´lculo de las ma´quinas actuales
han llevado a considerar otras estructuras para el desarrollo de
tales protocolos de intercambio de clave y de criptosistemas de
clave pu´blica, tales como el conjunto de puntos de una curva
elı´ptica ([7] y [10]) o co´mo la accio´n de un semigrupo sobre
un conjunto puede dar lugar tambie´n a este tipo de algoritmos
[8]. En este caso, los autores muestran co´mo es posible definir
un criptosistema similar al de ElGamal [5] aprovechando la
accio´n del semigrupo sobre un conjunto. Sin embargo, en este
caso, un atacante debe resolver el conocido como Problema de
la Accio´n del Semigrupo o SAP (Semigroup Action Problem),
que consiste en dado un grupo abeliano finito G, un conjunto
finito S y una accio´n de G sobre S, si dados x, y ∈ S tales
que y = g · x para algu´n g ∈ G, encontrar h ∈ G tal que
y = h · x.
Basa´ndose en el protocolo de intercambio de clave intro-
ducido en [16], Climent et al. en [2] introducen un protocolo
de intercambio de clave para dos comunicantes sobre el anillo
End(Zp × Zp2). Sin embargo, aprovechando los elementos
invertibles de anillo, Kamal y Youssef en [6] llevan a cabo
un ataque a dicho protocolo de intercambio de claves. De
este modo, y buscando evitar este tipo de ataques, en [1]
los autores introducen un esquema general de intercambio de
claves para un conjunto finito de usuarios, que extiende el de
[2], pero que adema´s se lleva a cabo sobre una extensio´n del
anillo anterior, el anillo E(m)p , estudiado en [3], y en el que
los elementos invertibles son muy escasos. La fortaleza de
este nuevo intercambio de claves extiende el intercambio de
clave de Diffie-Hellman, pero se basa en un problema mucho
ma´s duro que el del logaritmo discreto y que es conocido
como Problema de la Descomposicio´n o DP (Decomposition
Problem), es decir, dado un grupo G, un subconjunto S ⊆ G
y un elemento (x, y) ∈ G×G, encontrar elementos z1, z2 ∈ S
tales que y = z1xz2.
El objetivo de este trabajo es usar la accio´n del semigrupo
multiplicativo E(m)p sobre un par de conjuntos para definir
criptosistemas de clave pu´blica en un entorno no conmutativo
y basados en problemas distintos a los cla´sicos de Teorı´a de
Nu´meros y de mucha ma´s difı´cil resolucio´n. En la seccio´n III
introducimos brevemente el anillo E(m)p , ampliamente estu-
diado en [3]. A continuacio´n, en la seccio´n IV y dado que
los elementos de E(m)p se expresan como matrices, usamos
la accio´n de E(m)p sobre una columna de elementos de un
elemento en E(m)p para definir un criptosistema basado en el
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problema SAP. En la seccio´n V, es la accio´n del propio anillo
E
(m)
p sobre sı´ mismo la que se usa para definir un criptosis-
tema basado en el problema DP. La seccio´n VI concluye los
resultados introducidos en este trabajo.
III. EL ANILLO E(m)p
En [2] los autores prueban que el anillo End(Zp ×Zp2) es
isomorfo a un anillo que los autores denotan por Ep y cuyos




con a, b, c ∈ Zp y d ∈ Zp2 .
Motivados por los resultados citados en la introduccio´n
sobre el criptoana´lisis llevado acabo sobre el anillo anterior,
Climent et al. introducen en [3] la siguiente extensio´n del




[aij ] ∈ Matm×m(Z) | aij ∈ Zpi si i ≤ j
y aij ∈ pi−jZpi si i > j
}
.






















Se prueba entonces el siguiente resultado.
Teorema 1: El conjunto E(m)p con la adicio´n y la multipli-
cacio´n definidas anteriormente es un anillo no conmutativo.
Tambie´n en [3] se prueban las siguientes propiedades del
anillo E(m)p y que a continuacio´n se relacionan.









pi−rui−r con ui−r ∈ Zp
}
.
Teorema 3: Un elemento
[
aij
] ∈ E(m)p es invertible si y so´lo
si aii 6≡p 0 para i = 1, 2, . . . ,m.
Teorema 4: El cardinal de E(m)p es pνm donde νm = (2m3+
3m2 + m)/6 y el cardinal del conjunto de los elementos
invertibles viene dado por pνm−m(p− 1)m.
Observacio´n 1: A partir de los resultados anteriores y a modo
de ejemplo, puede comprobarse que en E(32)2 , el porcentaje de
elementos no invertibles alcanza el 99.9999999767%.
IV. UN CRIPTOSISTEMA DE CLAVE PU´BLICA SOBRE E(m)p
BASADO EN EL SAP
El propo´sito de esta seccio´n es la introduccio´n de un crip-
tosistema de clave pu´blica basado en la accio´n del semigrupo
multiplicativo de E(m)p sobre el conjunto Zp×Zp2×· · ·×Zpm .
Dicha accio´n viene dada por la multiplicacio´n definida sobre el
anillo E(m)p , es decir, la accio´n que tiene lugar al multiplicar
las filas del primer elemento por cada una de las columnas
del segundo. Consideremos pues el anillo de polinomios
Z(E
(m)
p )[X] con coeficientes sobre el centro del anillo E
(m)
p .
Algoritmo 1: Sea M ∈ E(m)p un valor pu´blico y s ∈ Zp ×
Zp2 × · · · × Zpm el mensaje que el comunicante Bernardo
quiere enviar a Alberto de forma confidencial. Entonces:
• Alberto escoge r ∈ Zp × Zp2 × · · · × Zpm , f(X) ∈
Z(E
(m)
p )[X] y calcula t = f(M) · r.
• Alberto publica el par (r, t), manteniendo en secreto su
propia clave privada f(M).
• Bernardo elige g(X) ∈ Z(E(m)p )[X] y envı´a a Alberto el
par
(c1, c2) = (g(M) · r, s+ g(M) · t).
• Alberto obtiene s = c2 − f(M) · c1.
Notemos que aunque E(m)p no es conmutativo, se tiene que
f(M)g(M) = g(M)f(M). De este modo se tiene el siguiente
resultado.
Teorema 5: El algoritmo 1 es correcto.
Podemos observar que romper el algoritmo anterior involu-
cra resolver el problema SAP, es decir, conocidos los valores
r y t = f(M) · r ∈ Zp × Zp2 × · · · × Zpm , encontrar un
elemento A ∈ E(m)p que verifique t = A ·r. En [8] los autores
prueban que cuanto ma´s cerca se halle el semigrupo que actu´a
sobre el conjunto correspondiente de ser un grupo, es decir,
cuanto ma´s grande sea el conjunto de elementos invertibles en
dicho semigrupo, ma´s fa´cil es utilizar una versio´n sobre dicho
semigupo del algoritmo del Polling-Hellman para el ca´lculo
del logaritmo discreto. En nuestro caso, tal y como se ha
indicado anteriormente, el nu´mero de elementos no invertibles
puede acercarse mucho al total de elementos de E(m)p con una
adecuada eleccio´n de p y m.
Una caracterı´stica adicional del criptosistema anterior es el
uso de un polinomio distinto g(X) cada vez que se cifra un
mensaje. En el criptosistema de ElGamal, [5], la eleccio´n de un
para´metro aleatorio para cada cifrado es necesaria para evitar
un ataque texto claro-texto cifrado basado en la existencia de
inversos. Sin embargo, en este caso, un ataque tal no podrı´a
llevarse a cabo debido a la ya citada escasa existencia de
inversos. De hecho no puede llevarse a cabo ningu´n ataque
basado en la divisio´n por no tratarse E(m)p de un dominio de
integridad. Adema´s, la eleccio´n de dicho polinomio g(X) de
forma aleatoria evita ataques por repeticio´n, pues un mismo
mensaje no es cifrado dos veces del mismo modo.
Dada la clave pu´blica (r, t), con t = f(M) · r, sea A una
solucio´n del SAP, es decir, A · r = t y supongamos que el
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elemento g(M) verifica que Ag(M) = g(M)A. Entonces,
dado el mensaje cifrado
(c1, c2) = (g(M) · r, s+ g(M) · t)
tenemos que
s+ g(M) · t−Ag(M) · r
= s+ g(M)f(M) · r − g(M)A · r
= s+ g(M)f(M) · r − g(M)f(M) · r = s.
De este modo es vital que el elemento g(M) no conmute
con la solucio´n encontrada del SAP, A. Veamos que podemos
tener condiciones para que ni g(M) ni A sean elementos del
centro de E(m)p .
La demostracio´n del siguiente resultado es inmediata.
Lema 1: Sea R un anillo no conmutativo. Entonces
Z(R[X]) = Z(R)[X].
Una consecuencia directa del lema anterior nos da que
Z(E
(m)
p [X]) = Z(E
(m)
p )[X].
Veamos ahora una condicio´n para que g(M) no sea un
elemento central en E(m)p .
Lema 2: Sea g(X) = g0+g1X+ · · ·+gkXk ∈ Z(E(m)p [X])
tal que (gj)i,i 6≡p 0 para todo i = 1, 2, . . . ,m y para




Demostracio´n 1 (Demostracio´n): Como (gj)i,i 6≡p 0 para
todo i = 1, 2, . . . ,m, tenemos que gj es invertible. De este
modo, si N es cualquier elemento en E(m)p y suponemos
que NgjM = gjMN , entonces gjNM = gjMN , con lo
que MN = NM , lo que es una contradiccio´n. De este
modo, aunque giM i sea un elemento central para cualquier
i = 0, 1, 2, . . . , k con i 6= j, tenemos que g(M) /∈ Z(E(m)p ).
Supongamos ahora que un atacante intenta encontrar A
central y que sea solucio´n del SAP A · r = t. En tal caso,
el elemento A ha de tener la forma
diag(a0, a0 + pa1, . . . , a0 + pa1 + · · ·+ pm−1am−1),
con ai ∈ Zp para todo i = 0, 1, 2, . . . ,m− 1.
Teorema 6: Supongamos que
diag(a0, a0 + pa1, . . . , a0 + pa1 + · · ·+ pm−1am−1),
y que r = (r0, r1, . . . , rm−1) y t = (t0, t1, . . . , tm−1) son
elementos de Zp × Zp2 × · · · × Zpm tales que A · r = t. Si
ri 6≡p 0 para i = 0, 1, 2, . . . ,m− 1 entonces
r−10 t0 ≡p r−11 t1 ≡p · · · ≡p r−1m−1tm−1.
Demostracio´n 2 (Demostracio´n): De la igualdad A · r = t
tenemos las siguientes igualdades
a0r0 ≡p t0,
(a0 + pa1)r1 ≡p2 t1,
· · ·
(a0 + pa1 + · · ·+ pm−1am−1)rm−1 ≡pm tm−1.
Entonces a0 ≡p r−10 t0. De este modo a0 = r−10 t0 + hp
con h ∈ Z. De la segunda expresio´n tenemos que pa1r1 ≡p2
t1 − a0r1 y de este modo, mcd(pr1, p2) = p | (t1 − a0r1).
Por tanto, t1 ≡p a0r1 y ası´ r−10 t0 ≡p r−11 t1.
Supongamos ahora que
r−10 t0 ≡p r−11 t1 ≡p · · · ≡p r−1m−2tm−2.
De la expresio´n
a0 + pa1 + · · ·+ pm−2am−2 ≡pm−1 r−1m−2tm−2,
tenemos que a0+pa1+· · ·+pm−2am−2 = r−1m−2tm−2+pm−1h
para algu´n h ∈ Z. Entonces, como
(a0 + pa1 + · · ·+ pm−1am−1)rm−1 ≡pm tm−1
tenemos que
a0 + pa1 + · · ·+ pm−2am−2 + pm−1am−1 ≡pm r−1m−1tm−1
y por tanto r−1m−2tm−2 + p
m−1(h + am−1) ≡pm r−1m−1tm−1,
de donde r−1m−2tm−2 ≡p r−1m−1tm−1.
La consecuencia del resultado anterior es que dado el
elemento f(M), un usuario puede tomar como clave pu´blica el
par (r, t) con r = (r0, r1, . . . , rm−1) y t = (t0, t1, . . . , tm−1)
con ri, ti ∈ Zpi+1 , para i = 0, 1, 2, . . . ,m − 1 tales que
f(M) · r = t y con rk no divisible por p para ningu´n
k = 0, 1, 2, . . . ,m − 1 y de modo que exista i tal que
r−1i ti 6≡p r−10 t0, haciendo imposible que un atacante pueda
calcular un elemento central A solucio´n del SAP anterior.
Un ataque por fuerza bruta supondrı´a probar con todos los
posibles polinomios con coeficientes en el centro de E(m)p . Si
consideramos un primo con 20 cifras decimales, o lo que es
lo mismo, aproximadamente de 64 bits, y el entero m = 5,
tenemos que el nu´mero de polinomios es del orden de 10121.
La longitud de los mensajes cifrados en este caso serı´a
2 · (1024 + 512 + 256 + 128 + 64) = 9920 bits.
V. UN CRIPTOSISTEMA DE CLAVE PU´BLICA SOBRE E(m)p
BASADO EN EL DP
La accio´n del semigrupo multiplicativo de E(m)p sobre el
propio conjunto E(m)p nos define un criptosistema similar
basado tambie´n en el SAP. Sin embargo, nuestro objetivo ahora
es el de introducir un criptosistema de clave pu´blica basado en
los intercambios de clave introducidos en [1]. Consideramos
la accio´n arriba indicada, aunque presentamos la siguiente
variacio´n. El algoritmo que introducimos, utilizando la misma
notacio´n que en el algoritmo 1, es como sigue:
Algoritmo 2: Sea M ∈ E(m)p un valor pu´blico y S ∈ E(m)p el
mensaje que el comunicante Bernardo quiere enviar a Alberto
de forma confidencial. Entonces:
• Alberto escoge N ∈ E(m)p tal que MN 6= NM , f(X) ∈
Z(E
(m)
p )[X] y un par de enteros positivos (u, v) y calcula
f(M)uNf(M)v .
• Alberto publica el par (N, f(M)uNf(M)v), mante-
niendo en secreto su propia clave privada f(M) junto
con los enteros u y v.
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• Bernardo elige g(X) ∈ Z(E(m)p )[X] y un par de enteros







• Alberto obtiene S = c2 − f(M)uc1f(M)v .
De nuevo, como en la seccio´n anterior, el hecho de que
f(X) y g(X) sean elementos del centro de E(m)p [X] nos
proporciona el siguiente resultado.
Teorema 7: El algoritmo 2 es correcto.
Teorema 8: Romper el criptosistema dado por el algoritmo 2
es equivalente a resolver el problema DP.
Demostracio´n 3 (Demostracio´n): Supongamos en primer
lugar que somos capaces de resolver el problema DP dado
por el par (N, f(M)uNf(M)v). Entonces somos capaces de
encontrar Z1 y Z2 tales que g(M)uNg(M)v = Z1NZ2,
Z1M =MZ1 y Z2M =MZ2. Entonces
c2 − Z1c1Z2 = S + g(M)rf(M)uNf(M)vg(M)t
− Z1g(M)rNg(M)tZ2
= S + g(M)rf(M)uNf(M)vg(M)t
− g(M)rZ1NZ2g(M)t
= S + g(M)rf(M)uNf(M)vg(M)t
− f(M)ug(M)rNg(M)tf(M)v
= S.
Por otro lado, sean A y B elementos de E(m)p .
Ciframos entonces el elemento B usando la clave pu´blica






para g(X), r y t como en el algoritmo 2.
Si recı´procamente estamos suponiendo que somos capaces
de descifrar el mensaje anterior obteniendo B sin conocer la
clave privada, entonces podemos calcular el elemento c2−B,
lo que es equivalente a conocer la clave compartida por los co-
municantes g(M)rf(M)uAf(M)vg(M)t, que es equivalente
a resolver los problemas DP dados por los pares
(A, g(M)rAg(M)t) y (A, f(M)uAf(M)v).
Veamos ahora que el ataque introducido en [6] para romper
el intercambio de claves dado en [2] no es posible en el caso
del algoritmo 2, dependiendo de los para´metros escogidos. El














puesto que Wif(M)k = f(M)kWi para i = 1, 2 y cualquier
valor de k. Por tanto, podemos calcular
c2 −W1f(M)uNf(M)vW−12 = S.
Sin embargo, la existencia de W−12 en E
(m)
p es casi improb-
able dependiendo de los valores de p y m tal y como ya se
deja patente en la la observacio´n 1.
VI. CONCLUSIO´N
En este trabajo hemos mostrado co´mo la accio´n de un
semigrupo multicativo y no conmutativo puede ser usada para
la definicio´n de criptosistemas de clave pu´blica cuya fortaleza
reside en la resolucio´n de problemas computacionalmente
difı´ciles. En un caso obtenemos un criptosistema cuya seguri-
dad se basa en el problema de la descomposicio´n proveniente
de la accio´n que define la multiplicacio´n de elementos en el
anillo no conmutativo E(m)p . Dado que los elementos de dicho
anillo pueden representarse como matrices, si restringimos esta
accio´n a las columnas de las mismas, obtenemos entonces
un nuevo criptosistema basado esta vez en el problema de la
accio´n del semigrupo. En ambos casos mostramos co´mo las
propias caracterı´sticas del anillo en lo que se refiere a la no
conmutatividad y a la gran existencia de elementos divisores
de cero evitan diferentes posibles criptoana´lisis.
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Resumen—Muchos generadores de secuencias pseudoaleato-
rias de uso criptogra´fico se basan en registros de desplazamiento
con realimentacio´n dina´mica (DLFSR) para incrementar el
perı´odo y la complejidad lineal de las secuencias PN. En este
trabajo se presenta un modelo teo´rico que permite el disen˜o de
secuencias ma´s largas y con mayor complejidad lineal que las
obtenidas en otros esquemas de DLFSR. El modelo determina
asimismo la relacio´n constante entre perı´odo y complejidad lineal
para estas estructuras. Las secuencias aquı´ obtenidas presentan
mejores para´metros criptogra´ficos que las de otras propuestas
de registros de desplazamiento con realimentacio´n dina´mica
encontradas en la literatura.
Palabras clave—cifrado en flujo (stream cipher), complejidad
lineal (linear span), generador de nu´meros pseudoaleatorios
(PRNG), realimentacio´n dina´mica (dynamic feedback), registro
de desplazamiento realimentado linealmente (LFSR), secuencia
binaria (binary sequence).
I. INTRODUCCIO´N
Los registros de desplazamiento con realimentacio´n lineal
(LFSRs) se han utilizado tradicionalmente como bloques ba´si-
cos para la implementacio´n de generadores de secuencia con
fines criptogra´ficos [6]. Sus secuencias de salida, las PN se-
cuencias, presentan buenas propiedades de pseudoaleatoriedad
(equilibrio entre ceros y unos, excelente distribucio´n de rachas,
buena autocorrelacio´n, etc.) pero son fa´cilmente previsibles
debido a la linealidad inherente a estas estructuras. Con el
fin de romper dicha linealidad, pero a la vez manteniendo
las caracterı´sticas de pseudoaleatoriedad, se aplican diferentes
te´cnicas de disen˜o como son el filtrado no lineal, la decimacio´n
irregular de PN secuencias o la introduccio´n de elementos
tı´picos de los cifradores en bloque (cajas de sustitucio´n,
vueltas de generadores en bloque conocidos, funciones de
expansio´n de claves, etc.).
Otra te´cnica general para romper la linealidad de los LFSRs
consiste en la modificacio´n dina´mica de los para´metros de
realimentacio´n. Entre los diferentes ejemplos de aplicacio´n de
esta te´cnica pueden enumerarse los siguientes:
En 2008 Che et al. [3] propusieron una modificacio´n del
estado del LFSR para disen˜ar un generador de nu´meros
aleatorios. Sin embargo, en 2011 este esquema fue rechazado
cuando Melia´-Seguı´ et al. [11] detectaron ciertas debilidades
que cuestionaban la aleatoriedad de la secuencia de salida.
A su vez, Hellebrad [8] y Rosinger [16] propusieron sendos
generadores de secuencia para testeo de circuitos basados en
modificaciones dina´micas de las semillas (estados iniciales) y
de los polinomios de realimentacio´n de los LFSRs.
En 2002 Mita et al. [12] disen˜aron un generador de secuen-
cia pseudoaleatoria basado en un LFSR con realimentacio´n
dina´mica cuyo polinomio de realimentacio´n se actualizaba
segu´n fuera el estado de otro LFSR secundario. Esta estructura
puede considerarse como el inicio de los generadores DLFSR
(Dynamical LFSR). Posteriormente en 2005, Babbage et al.
disen˜aron el cifrador en flujo Mickey [1] compuesto por dos
LFSRs conectados entre sı´ de manera que cada uno de ellos
controlaba la realimentacio´n del otro. Sin embargo en 2003
Ding et al. [5] criptoanalizaron dicho generador.
En 2007 Kiyomoto et al. [9] propusieron el cifrador K2,
basado en dos LFSRs y un filtro no lineal. En dicho cifrador,
un bit del estado del LFSR secundario controlaba la realimen-
tacio´n del LFSR principal. Posteriormente, Bogdanov et al.
[2] presentaron una evaluacio´n positiva de la seguridad del
cifrador K2.
El generador Rakaposhi fue propuesto en 2009 por Cid et
al. [4]. Se compone de un LFSR cuyo polinomio de realimen-
tacio´n se selecciona entre 4 posibles opciones codificadas por
2 bits del estado de un registro con realimentacio´n no lineal
(NLFSR). La secuencia de salida se obtiene aplicando un filtro
no lineal a ambos registros (LFSR y NLFSR). Recientemen-
te, en 2013 Orumiehchiha et al. [13] han detectado ciertas
vulnerabilidades en dicho cifrador.
En 2013, se presento´ un generador de nu´meros aleatorios,
el J3Gen [10], que utilizaba un LFSR cuyo polinomio de
realimentacio´n se seleccionaba de una lista de polinomios
mediante un esquema cı´clico. Tambie´n en 2013 Peinado
et al. [14] desarrollaron un modelo matema´tico, basado en
secuencias entrelazadas [7], para calcular el perı´odo y la
complejidad lineal de los generadores DLFSR. Posteriormente,
dicho modelo se aplico´ al generador pseudoaleatorio descrito
en [12].
En este trabajo, se presenta una extensio´n del modelo
matema´tico para DLFSRs que permite generar secuencias con
mayor perı´odo y complejidad lineal que aquellas obtenidas
en las referencias anteriores. Los resultados aquı´ descritos
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Figura 1. Estructura de un LFSR
mejoran la seguridad y robustez de las propuestas basadas en
mo´dulos DLFSR.
II. REGISTROS DE DESPLAZAMIENTO CON
REALIMENTACIO´N DINA´MICA (DLFSR)
Un LFSR es un registro de desplazamiento compuesto por
n celdas de memoria con contenido binario b1, b2, . . . , bn
que funcionan de forma sı´ncrona. A cada golpe de reloj, el
contenido de cada celda se desplaza una posicio´n a la derecha
segu´n se observa en Fig. 1. Mediante una funcio´n de reali-
mentacio´n representada por el polinomio de realimentacio´n se
genera un nuevo contenido para la celda b1. En este trabajo
se considerara´n u´nicamente celdas con contenido binario, sin
embargo tambie´n se han disen˜ado registros de desplazamiento
cuyas celdas contienen elementos en un cuerpo de Galois
extendido GF (2n). Si el bit de salida de la funcio´n de
realimentacio´n en el instante j es sj , entonces el estado del
LFSR de n celdas que produce sj es (sj−1, sj−2, . . . , sj−n).
Por tanto,
sj = c1sj−1 + c2sj−2, . . . , cnsj−n, (1)
donde c1, . . . , cn son los coeficientes binarios del polinomio
de realimentacio´n
p(x) = cnx
n + cn−1xn−1 + . . .+ c2x2 + c1x+ 1. (2)
Es bien conocido [6] que el ma´ximo perı´odo de la secuencia
de salida de un LFSR es 2n − 1, es decir el registro pasa por
todos los posibles estados distintos de cero. Esto sucede cuan-
do el polinomio de realimentacio´n es un polinomio primitivo,
en cuyo caso la secuencia generada por el LFSR es una PN
secuencia o secuencia de longitud ma´xima. Dichas secuencias
presentan un perfecto equilibrio y distribucio´n estadı´stica de
ceros y unos a la vez que una autocorrelacio´n bivaluada. Es
decir satisfacen perfectamente los postulados de pseudoalea-
toriedad de Golomb [6]. Sin embargo el conocimiento de
solamente 2n bits de dicha secuencia permite reconstruirla
en su totalidad, ya que los coeficientes del polinomio de
realimentacio´n pueden obtenerse como solucio´n de un sistema
de n ecuaciones lineales.
Un DLFSR es un tipo de LFSR en el que el polinomio de
realimentacio´n va cambiando a medida que el registro se va
desplazando. Tal y como se muestra en la Fig. 2, el modelo
conceptual de un DLFSR consiste en un LFSR principal ma´s
un mo´dulo adicional que controla el instante en el que se aplica
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Figura 2. Estructura de un DLFSR
un nuevo polinomio de realimentacio´n. Las secuencias genera-
das por un DLFSR pueden considerarse como la concatenacio´n
de segmentos de PN secuencias, de tal forma que el estado
final del LFSR correspondiente al polinomio de realimentacio´n
pi(x) coincide con el estado inicial del LFSR correspondiente
al polinomio de realimentacio´n pi+1(x).
La finalidad de un DLFSR es la de generar secuencias con
un perı´odo ma´s largo y una complejidad lineal mayor que las
producidas por el simple LFSR. Para llevar a cabo esta tarea, el
modulo de control modifica diferentes para´metros de realimen-
tacio´n generando ası´ una secuencia distinta. Los para´metros de
realimentacio´n de un DLFSR pueden enumerarse tal y como
sigue:
n : Longitud del LFSR a la vez que el grado del
polinomio de realimentacio´n.
Np : Nu´mero de diferentes polinomios de realimenta-
cio´n que van a aplicarse sobre el LFSR. En general
estos polinomios son primitivos aunque tambie´n existen
esquemas que incluyen polinomios no primitivos. La
mayorı´a de disen˜os de DLFSR seleccionan polinomios
con muchos coeficientes comunes para simplificar ası´ la
implementacio´n hardware.
ei : Nu´mero de bits consecutivos generados por el mismo
polinomio pi(x). Este para´metro puede ser fijo o variable.
Regla de seleccio´n: Determina el orden en el que se
aplican los distintos polinomios de realimentacio´n. En
algunos casos se aplican siguiendo un orden predetermi-
nado; en otros, de forma completamente aleatoria.
Mo´dulo de control: El mo´dulo de control establece el mo-
do en el que se establece el instante en el que se cambia
el polinomio de realimentacio´n, ası´ como el polinomio a
utilizar o el nu´mero de bits que se van a generar. Este
modo puede ser dependiente o independiente del LFSR
principal, empleando sen˜ales externas al LFSR princi-
pal, como por ejemplo, LSFR secundarios; o utilizando
el contenido de determinadas celdas del propio LFSR
principal. Los mayores valores de complejidad lineal se
alcanzan cuando se utilizan dispositivos adicionales, y
por tanto, esquemas de control independientes.
Como ejemplo ilustrativo analizamos el DLFSR propuesto
por Mita et al. en [12] que consta de un LFSR principal
con n = 16 celdas y Np = 4 polinomios de grado 16. La
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regla de seleccio´n utilizada establece que los Np polinomios
se aplican siempre en el mismo orden, generanado cada uno
de ellos siempre el mismo nu´mero de bits. El modulo de
control esta´ compuesto por un LFSR secundario de m = 5
celdas y polinomio de realimentacio´n primitivo de grado 5.
El LFSR secundario se conecta a un decodificador que, de
acuerdo con su estado actual y una regla de seleccio´n fija,
toma de una tabla el correspondiente polinomio a aplicar
sobre el LFSR principal. A cada polinomio se le asigna
un u´nico estado del LFSR secundario. Cuando este LFSR
alcanza dicho estado, el polinomio pi(x) actua sobre el LFSR
principal. Por tanto so´lo 4 estados del secundario modifican
la realimentacio´n del registro principal. Los 4 polinomios se
aplican siguiendo una rotacio´n cı´clica. Sumando el nu´mero de
bits consecutivos e1, e2, e3, e4 generados respectivamente por
p1(x), p2(x), p3(x), p4(x), se obtiene el perı´odo completo de




5 − 1 = 31. (3)
Por otra parte, el cifrador en flujo Rakaposhi [13] es un
DLFSR compuesto por un LFSR principal de longitud n =
192 bits con Np = 4 polinomios de realimentacio´n de grado
192. El mo´dulo de control es un registro de desplazamiento
con realimentacio´n no lineal (NLFSR) de 128 celdas, dos
de las cuales se emplean para seleccionar el polinomio de
realimentacio´n del LFSR principal. Por tanto, e1, e2, e3, e4 se
determinan dina´micamente mediante los valores que toman 2
bits del NLFSR.
III. PERI´ODO Y COMPLEJIDAD LINEAL DE LAS
SECUENCIAS GENERADAS
Desde un punto de vista criptogra´fico, el perı´odo y la
complejidad lineal son dos indicadores fundamentales de la
pseudoaleatoriedad de una secuencia. Ambas propiedades se
definen tal y como sigue.
Definicio´n 1. Sea s = (s0, s1, s2, . . .) = (s(t)) t ≥ 0 una
secuencia binaria. Si existe un entero r > 0 tal que s(t) =
s(t + r) para todo t ≥ 0, entonces la secuencia s se dice
perio´dica y su perı´odo, representado por T (s), es r.
Definicio´n 2. La complejidad lineal de una secuencia s,
representada por LC, es la longitud del LFSR ma´s corto que
puede generar dicha secuencia.
Para determinar el perı´odo y la complejidad lineal de
las secuencias producidas por DLFSRs, hay que tener en
cuenta que dichas secuencias son secuencias entrelazadas en
el sentido dado en [7]. Es decir que la secuencia de salida
de un DLFSR puede descomponerse en diferentes secuencias
decimadas, todas ellas generadas por el mismo polinomio de
realimentacio´n. Una secuencia decimada wj(t) se construye
tomando uno de cada Ns bits de la secuencia s(t) empezando
en s(j), es decir wj(t) = s(j+ tNs) t ≥ 0. Este hecho ya fue
sen˜alado en [14] dando lugar a un modelo matema´tico para la
generacio´n de nu´meros pseudoaleatorios mediante DLFSRs,





donde At es una matriz n × n cuyo polinomio caracterı´stico
es el polinomio pt(x) aplicado al DLFSR en el instante t.
El para´metro Ns es el perı´odo de aplicacio´n de los distintos
polinomios de realimentacio´n a la vez que coincide con el
nu´mero de secuencias decimadas que constituyen la secuencia
entrelazada. Como ejemplo ilustrativo, podemos decir que el
DLFSR definido en [12] utiliza 4 polinomios p1(x), p2(x),
p3(x) y p4(x) de la siguiente manera: p1(x) genera 9 bits
consecutivos, p2(x) 5 bits, p3(x) un u´nico bit y p4(x) genera
16 bits consecutivos de su correspondiente PN secuencia. A
continuacio´n p1(x) generarı´a de nuevo 9 bits y ası´ sucesiva-
mente. Por tanto en este ejemplo tendrı´amos Ns = 31 y la




A9p1 ·A5p2 ·Ap3 ·A16p4 , (5)
donde Api es una matriz n× n cuyo polinomio caracterı´stico
es el polinomio pi(x) aplicado al DLFSR.
El polinomio caracterı´stico cM (x) de la matriz M determina
el perı´odo TM de las secuencias decimadas. No´tese que las
Ns secuencias decimadas tienen el mismo polinomio carac-
terı´stico [14]. Por tanto, el perı´odo T de la secuencia total
viene dado por
T = TM ·Ns. (6)
Por otro lado, el DLFSR establece que las secuencias decima-
das se generan con un LFSR de n etapas, luego la complejidad
lineal de estas secuencias es n y la complejidad lineal total es
LC = n ·Ns. (7)
IV. GENERACIO´N DE SECUENCIAS CON MAYORES
PERI´ODOS Y COMPLEJIDADES
A partir de las ecuaciones (6) y (7) se observa que si el
polinomio caracterı´stico cM (x) fuera primitivo, entonces se
alcanzarı´a el perı´odo ma´ximo. En algunos casos, por ejemplo
en [12], se puede seleccionar el binomio (Np, ei) o´ptimo para
obtener un polinomio cM (x) primitivo [14]. Sin embargo en
otros casos, la u´nica manera de aumentar el perı´odo consiste
en incrementar el nu´mero Ns de secuencias decimadas. Al
mismo tiempo, el incremento de Ns tambie´n aumenta el valor
de la complejidad lineal. No´tese sin embargo que la relacio´n
complejidad lineal/perı´odo o n/TM es constante para todo
esquema DLFSR; es decir la razo´n n/TM es la misma en las
secuencias generadas por un DLFSR o por un simple LFSR.
Aunque todos los generadores basados en DLFSR persiguen
aumentar el nu´mero de secuencias decimadas Ns, se pueden
agrupar en distintas categorı´as en funcio´n del modo en que se
consigue dicho aumento. Ası´, tanto en el sistema presentado
en [12], como en la configuracio´n del sistema propuesto en
[10] cuando l = 1, se utiliza un nu´mero de polinomios Np
que se aplican siempre en el mismo orden, generando cada
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uno de ellos un nu´mero de bits constante y determinando un











En otras ocasiones, como en [15], o en el caso general
(l > 1) de [10], los sistemas DLFSR aumentan Ns utilizando
los distintos polinomios siempre en el mismo orden, pero ge-
nerando cada uno de ellos un nu´mero de bits diferente cada vez






siendo Lm la longitud de una secuencia pseudoaleatoria
secundaria, lo que determina un nu´mero de secuencias de-





donde ei < n. Por u´ltimo, propuestas como [1], [4], [9],
utilizan un conjunto de polinomios que se aplican siguiendo
un orden pseudoaleatorio, pero generando un u´nico bit en
cada ocasio´n. El modelo que define el funcionamiento viene





donde 1 ≤ zi ≤ Np, siendo zi el valor determinado en
el instante i por una secuencia pseudoaleatoria de longitud
Ns generada por el modulo de control de realimentacio´n
del DLFSR. En consecuencia, la matriz M es difı´cilmente
calculable, aunque el perı´odo y la complejidad lineal se pueden
estimar con las mismas expresiones generales de las categorı´as
anteriores.
De las tres categorı´as resen˜adas, la primera ecuacio´n (8)
genera secuencias con una estructura interna que presenta una
alta linealidad, lo que facilita su criptoana´lisis. La segunda
ecuacio´n (10) es la que permite generar perı´odos mayores.
La tercera categorı´a ecuacio´n (12), aunque presenta perı´odos
menores que las anteriores, tiene una estructura interna mucho
ma´s robusta.
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Polinomio de realimentación
CLK2
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Figura 3. Arquitectura de DLFSR con esquema dina´mico variable
IV-A. Generador propuesto basado en DLFSR
En esta seccio´n se propone un disen˜o de DLFSR gene´rico,
en el que se combinan aspectos de la segunda y tercera
categorı´a, manteniendo unos valores elevados de complejidad
lineal y perı´odo con una estructura interna ma´s robusta.
Utilizando la notacio´n introducida en la seccio´n II, este sistema
utiliza un LFSR de n celdas y Np polinomios, donde cada
polinomio pi(x) genera un nu´mero pseudoaleatorio de bits
cada vez que se aplica. La regla de seleccio´n establece que
el orden de aplicacio´n de los polinomios sea pseudoaleatorio,
y el mo´dulo de control se compone de un LFSR adicional
y un contador, lo que determina un esquema independiente
del LFSR principal (Fig. 3). A continuacio´n de describen los
componentes del sistema propuesto.
LFSR principal. Es un LFSR de n etapas con Np po-
linomios de realimentacio´n primitivos que se ira´n aplicando
siguiendo un orden pseudoaleatorio marcado por el LFSR
secundario.
LFSR secundario. Es un LFSR controlado por reloj, de
longitud m y polinomio primitivo de grado m, que controla
el polinomio de realimentacio´n del LFSR principal mediante
a) k1 de sus bits para la seleccio´n de dicho polinomio y b) un
contador decreciente que se inicializa con k2 ≤ log2 n de sus
bits.
Contador. Es un contador que realiza siempre una cuenta
atra´s completa a partir del valor que determina el LFSR
secundario. Al mismo tiempo, el contador controla el reloj de
este LFSR secundario. De este modo, cada vez que el contador
llega a cero, el LFSR secundario genera un nuevo bit, cambia
su estado y reinicializa el contador con un nuevo valor. En
ese mismo instante, el polinomio de realimentacio´n del LFSR
principal se modifica, puesto que esta´ controlado por k2 bits
del LFSR secundario.
El proceso de generacio´n se detalla tal y como sigue:
Los LFSRs se inicializan con las correspondientes semi-
llas.
El contador se inicializa con el estado de k2 bits del
LFSR secundario.
El LFSR principal comienza a generar bits con el poli-
nomio que determinan k1 bits del LFSR secundario.
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Simulta´neamente el contador comienza la cuenta atra´s
hasta alcanzar el valor 0. En ese momento, se activa la
sen˜al de reloj CLK2 para que el LFSR secundario genere
un nuevo bit.
El nuevo estado del LFSR secundario determina, me-
diante k1 bits el nuevo polinomio del LFSR principal, y
mediante k2 el nuevo valor del contador para que inicie
la cuenta atra´s.
En consecuencia, tanto el orden en el que se aplican los
polinomios de realimentacio´n como los bits que genera cada
uno vendra´n determinados mediante una secuencia pseudo-
aleatoria generada por el LFSR secundario. De esta forma,







siendo Lm = 2m − 1 la longitud de la secuencia generada
por el LFSR secundario, y el nu´mero de secuencias decimadas
Ns = Nr se calcula aplicando (11). Adema´s, 1 ≤ zi ≤ Np,
siendo zi el valor determinado en el instante i por k1 celdas
del LFSR secundario.
V. COMPARACIO´N DE RESULTADOS
La mejora de la complejidad lineal y del perı´odo de las
secuencias generadas por el DLFSR propuesto en este trabajo
queda patente a trave´s de las expresiones de la seccio´n
anterior. Con el fin de ilustrar esta mejora se han realizado
diversas comparaciones con algunos de los DLFSR citados
previamente. Dado que la relacio´n entre la complejidad lineal
y el perı´odo de las secuencias generadas por un DLFSR se
mantiene constante, las comparaciones se han realizado sobre
el nu´mero Ns de secuencias decimadas, que es el valor que
determina el incremento tanto de la complejidad lineal como
del perı´odo. Ası´, el DLFSR(15,6) propuesto por Mita et al
en [12], perteneciente a la primera categorı´a de DLFSRs (8),
compuesto de un LFSR principal de 16 celdas, otro secundario
de 5 celdas y cuatro polinomios de realimentacio´n, presenta
un valor Ns = 25− 1 = 31 determinado por la longitud de la
secuencia generada por el LFSR secundario.
Si configuramos el generador propuesto en este trabajo con
los mismos valores, LFSR principal de 16 celdas y secundario
de 5 celdas, se tendrı´an que utilizar k1 = 2 celdas del
LFSR secundario para seleccionar los Np = 4 polinomios
de realimentacio´n, y k2 = 4 celdas para indicar el nu´mero de
bits que generara´ cada polinomio. Es importante recordar que
cada polinomio de realimentacio´n no debe generar ma´s de n
bits consecutivos, siendo n el grado del polinomio, para evitar
posibles criptoana´lisis. El nu´mero de secuencias decimadas
Ns, segu´n indica la ecuacio´n (11) es la suma Nr del valor
decimal de todos los estados por los que pasan los k2 bits.
En este caso, k2 = 4 determina la seleccio´n de 4 celdas de
entre las 5 del LFSR secundario. Por tanto, el perı´odo de estas
k2 = 4 celdas seguira´ siendo 25 − 1, aunque la suma de los




Rakaposhi (192,128) 4 2128
Nuevo DLFSR (192,128) 4 (2128 − 1) · (26)
Mita DLFSR (192,128) 4 2128 − 1
Ns = Nr ≤ (25 − 1) · (2k2 − 1) = 248, (14)
lo que supone una mejora de aproximadamente un orden de
magnitud. Sin embargo, estas configuraciones no se correspon-
den con los valores de las implementaciones reales. Por ello, se
ha realizado una comparacio´n (tabla I) con el DLFSR utilizado
en el cifrador Rakaposhi [4] que utiliza un LFSR principal de
192 celdas y un NLFSR secundario de 128. Al pertenecer este
DLFSR a la segunda categorı´a (10), el nu´mero de secuencias
decimadas Ns se corresponde directamente con la longitud de
la secuencia generada por el NLFSR, es decir, Ns = 2128.
Si se configura el DLFSR propuesto con un LFSR principal
de 192 celdas y un LFSR secundario de 128, se necesitarı´an
k1 = 2 celdas para seleccionar los Np = 4 polinomios y
k2 = 7 celdas para indicar el nu´mero de bits consecutivos que
cada polinomio debe generar. En consecuencia, como indica
la tabla I, el nu´mero de secuencias Ns se puede aproximar
como
Ns = Nr ≤ (2128 − 1) · (2k2−1) (15)
El DLSFR propuesto en este trabajo incrementa Ns, y por
tanto la complejidad lineal y el perı´odo, en un factor de
(2k2 − 1) con respecto a la que se obtiene con el cifrador
Rakaposhi. Por u´ltimo, para completar la comparacio´n, se
analiza el DLFSR gene´rico propuesto en [12] para los mismos
valores del cifrador Rakaposhi. Se obtiene Ns = 2128−1, que
es muy similar al valor obtenido para el cifrador Rakaposhi.
La diferencia reside en la estructura interna de las secuencias
generadas en [12], que permite a un atacante criptoanalizarlas
con facilidad.
VI. CONCLUSIONES
En la actualidad numerosos generadores de secuencia ci-
frante para uso criptogra´fico pertenecen al grupo de genera-
dores DLFSR.
En este trabajo se ha desarrollado un nuevo tipo de gene-
rador DLFSR que mejora la complejidad lineal y el perı´odo
de las secuencias producidas. Para ello, se ha partido de una
clasificacio´n de los sistemas basados en DLFSR en funcio´n
de la te´cnica empleada para aumentar Ns (el nu´mero de
secuencias decimadas que conforman la secuencia entrelazada
global); se ha modelado su funcionamiento a partir del modelo
propuesto en [14]; y se ha propuesto un nuevo tipo que
combina las ventajas de los anteriores, mejorando complejidad
lineal y perı´odo y disminuyendo la linealidad de la estructura
interna del generador.
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El esquema propuesto esta´ formado por dos LFSRs y
un contador combinados de manera que el reloj del LFSR
principal esta´ controlado por el contador, que a su vez esta´ con-
trolado por el LFSR secundario. El efecto que se consigue es
que los polinomios de realimentacio´n se apliquen siguiendo
un orden pseudoaleatorio y que cada uno de estos polinomios
genere un nu´mero de bits consecutivos determinados tambie´n
de forma pseudoaleatoria.
Por u´ltimo se han comparado los valores del para´metro Ns
que utilizan algunos de los generadores basados en DLFSR
que se han propuesto recientemente, como es el caso del
cifrador Rakaposhi.
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Abstract—How can a buyer legitimately benefit from group
discounts while preserving his privacy? We show how this can
be achieved when buyers can use their own computing device (e.g.
smartphone or computer) to perform a purchase. Specifically, we
present a protocol for privacy-preserving group discounts. The
protocol allows a group of buyers to prove how many they are
without disclosing their identities. Coupled with an anonymous
payment system, this allows group discounts to be compatible
with buyer privacy.
Keywords—Buyer privacy, Group discounts, Cryptographic
protocols, Digital signatures
I. INTRODUCTION
Group discounts are offered by vendors to encourage con-
sumers to use their services, to promote more efficient use
of resources, to protect the environment, etc. Examples in-
clude group tickets for museums, stadiums or leisure parks,
discounted highway tolls or parking fees for high-occupancy
vehicles, etc. It is common for the vendor to require all group
members to identify themselves, but in reality this is seldom
strictly necessary.
We make the assumption that the important feature about the
group is the number of its members, rather than their identities.
A secondary feature that may often (not always) be relevant
for a group discount is whether group members are physically
together.
Anonymously proving the number of group members and
their being together is trivial in a face-to-face setting with a
human verifier, who can see that the required number of people
are present. However, with an automatic verifier and/or in an
on-line setting, this becomes far from obvious.
In this paper, we propose a method to prove the number of
people in a group while preserving the anonymity of group
members and without requiring specific dedicated hardware,
except for a computing device with some wireless commu-
nication capabilities (e.g. NFC, Bluetooth or WiFi). Also, we
explore the option to include payment in our proposed system,
which is necessary for group discounts. We complete the
description of our method with a possible anonymous payment
mechanism, scratch cards. The method presented here is a
generalization of a specific protocol for toll discounts in high-
occupancy vehicles, whose patent we recently filed [6].
The rest of the paper is structured as follows. Section II
describes the building blocks of our method, namely a digital
signature scheme, a key management scheme, an anonymous
payment scheme and wireless communication technologies;
the latter technologies should be short-range in applications
where one wants to check that the group members are
physically together. Section III describes our actual group
size accreditation method, including the required entities and
protocols. In Section IV, we give a complexity estimation of
our proposal. Section V sketches conclusions and future work
ideas.
II. BUILDING BLOCKS
Our group size accreditation method is based on an identity-
based dynamic threshold (IBDT) signature scheme, namely a
particular case of the second protocol proposed in [7].
Threshold signature schemes are commonly based on (t, n)-
threshold secret sharing schemes, such as the ones introduced
in [1] and [12], and they require a minimum number t of
participants to produce a valid signature. Dynamic threshold
signature schemes differ from the previous ones in that the
threshold t is not fixed during the setup phase, but is declared
at the moment of signing. Our method takes advantage of this
feature to find out how many users participated in the signature
of a particular message, and consequently how many people
form a group. If one wishes to prove that the signature is not
only computed by at least t participants, but also that these
are together in the same place, the above signature schemes
need to be complemented with short-range communication
technologies.
On the other hand, identity-based public key signature
schemes, theorized by Shamir in [13] and with the first
concrete protocol, based on the Weil pairing, developed by
Boneh et al. in [3], allow public keys pkU to be arbitrary
strings of some length, which we call identities. These strings
are associated with a user U and reflect some aspect of his
identity, e.g. his email address. The corresponding secret key
skU is then computed by a trusted entity, the certification
authority (CA), taking as input the user’s identity and, possibly,
some secret information held only by the CA, and is sent
to the user U through some secure channel. Identity-based
public key signature schemes offer a great flexibility in key
generation and management and our method takes advantage
of this feature by proposing a key management scheme that
allows preserving the anonymity of the participants.
Finally, in most group discounts, a fee must be paid after
proving the number of group members, so an anonymous
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payment method is needed. Indeed, this method should not
reveal additional information about the group members to the
service provider.
A. IBDT Signature Scheme
We outline a general identity-based dynamic threshold sig-
nature scheme, namely the second protocol proposed in [7].
Our protocol will be a slight modification of this general case;
we will point out differences when needed. A general IBDT
signature scheme consists of the following five probabilistic
polynomial-time algorithms.
IBDT 1. Setup is a randomized trusted setup algorithm that
takes as input a security parameter λ, a universe of identities
ID and an integer n which is the upper bound on the size of
the threshold policies, i.e. the maximum number of users that
can participate in a threshold signature. It outputs a set of
public parameters pms and a master key pair msk and mpk.
An execution of this algorithm is denoted as
(pms,mpk,msk)← Setup (λ, ID, n) .
IBDT 2. Keygen is a key extraction algorithm that takes as
input the public parameters pms, the master key pair msk and
mpk, and an identity id ∈ ID. The output is a private key
SKid. An execution of this algorithm is denoted as
SKid ← Keygen (pms,mpk,msk, id) .
IBDT 3. Sign is a randomized signing algorithm that takes
as input the public parameters pms, the master public key
mpk, a user’s secret key SKid, a message Msg ∈ {0, 1}∗ and
a threshold signing policy Γ = (t, S) where S ⊂ ID and
1 ≤ t ≤ |S| ≤ n. Note that, in our case, t will be strictly
equal to |S|. It outputs a partial signature σid. We denote an
execution of this algorithm as
σid ← Sign (pms,mpk, SKid,Msg,Γ) .
IBDT 4. Comb is a deterministic signing algorithm which
takes as input the public parameters pms, the master public
key mpk, a message Msg, a threshold signing policy Γ = (t, S)
and the partial signatures of the set St, with |St| ≥ t (again,
|St| = t in our case), and outputs a global signature σ. We
denote the action taken by the signing algorithm as
σ ← Comb (pms,mpk, SKid,Msg,Γ, {σid}id∈St) .
IBDT 5. Verify is a deterministic verification algorithm that
takes as input the public parameters pms, a master public key
mpk, a message Msg, a global signature σ and a threshold
policy Γ = (t, S). It outputs 1 if the signature is deemed valid
and 0 otherwise. We denote an execution of this algorithm as
b← Verify (pms,mpk,Msg, σ,Γ) .
For correctness, for any λ ∈ N, any integer n ∈ poly(λ),
any universe ID, any set of public parameters and master key
pair (pms,mpk,msk), and any threshold policy Γ = (t, S)
where 1 ≤ t ≤ |S|, it is required that for
σ = Comb (pms,mpk, SKid,Msg,Γ, {σid}id∈St) ,
Verify (pms,mpk,Msg, σ) = 1
whenever the values pms, mpk, msk have been obtained by
properly executing the Setup algorithm, |St| ≥ t, and for each
id ∈ St, σid ← Sign(pms,mpk, SKid,Msg,Γ) and SKid ←
Keygen(pms,mpk,msk, id).
B. Key Management
The anonymity provided by our accreditation method is a re-
sult of our key generation protocol and management solution.
As we stated above, identity-based public key cryptosystems
allow using arbitrary strings as public keys. In our protocol,
every user Ui is given an ordered list of public keys that
depend on some unique identifier of the user, such as his
national identity card number, his phone number, the IMEI
number of his phone or a combination of any of them. We









j-th last digit of nUi and typically ranges from 0 to 9.
To generate the list of public keys from an identifier nUi ,
we choose a value ` < k and take the ` last digits of nUi .












j being an encoding of the digit and its position
in nUi , for example:
pk
dij
j = j || dij ,
where || is the concatenation operation. To illustrate this
process, imagine nUi = 12345678 and ` = 4. The resulting
public key list would be
PKUi = {18, 27, 36, 45} .
To prove the number of members in a group, the members
will choose a common integer j ∈ {1, . . . , `} so that the j-th
public key in their list, i.e. pk
dij
j , is different for all of them.
Then they will perform the required operations with these
public keys and their corresponding private keys. Assuming
that the values of the digits range from 0 to 9, this would
provide anonymity to each of the users, since on average 10%
of people will share the same public key pk
dij
j for some value
of j.
Note that this approach limits the size of the groups that can
be certified with our method to a maximum of 10. Moreover,
intuition tells us that the closer the size of the group to this
maximum size, the more difficult it becomes to find a value
of j for which each user has a different public key. The
probability that our protocol fails depends on the number of
keys each user is given, `, and the size of the group n; more
specifically for n ≤ 10:
F (`, n) =
(




that is very close to 1 for values of n close to 10.
The limit on the maximum value of n can be increased by
assigning d ≥ 2 digits of nUi to each of the ` public keys,
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instead of just one digit. By doing this, the maximum value
for the size of the groups becomes 10d, and the probability of
failure, for values of n ≤ 10d, is
F (`, n, d) =
(
1− 10




However, the price to be paid for choosing a larger d is a
loss of anonymity, since, if more digits are associated to each
public key, less users share the same public key. For example,
for d = 2 a user would share each of his keys with only 1%
of the total number of users. The service provider will choose
` and d depending on maximum number of keys that a user
can store, the maximum allowed group size and the anonymity
level to be guaranteed.
C. Anonymous Payment Mechanisms
Group discounts are one of the applications of our method:
after proving the group size, the group members must pay
a fee that depends on that size. If proving the size has been
done anonymously, it would be pointless to subsequently use a
non-anonymous payment protocol (such as credit card, PayPal,
etc.).
Hence, we need to use an anonymous payment mechanism
along with our group size accreditation protocol. Electronic
cash protocols such as [4] are good candidates for this
role. Nowadays, Bitcoin [10] is a well-established electronic
currency and, although it is not anonymous by design [11],
it can be a good solution if accompanied by careful key
management policies. Also, extensions of the original protocol
as Zerocoin [9] provide anonymity by design.
In this work we propose a much simpler approach based
on prepaid scratch cards that users can buy at stores. Each
such card contain a code Pay.Code which the service provider
will associate with a temporal account holding a fixed credit
specified by the card denomination.
D. Communication Technologies
Our accreditation method requires communication among
the members of a group and between the members and some
type of verifying device. If we want to prove not only that a
group has a certain number of members, but also that these
are together, the interactions with the verifying device must
rely on short-range communication technologies, like NFC,
Bluetooth or WiFi.
During the accreditation protocol, the users’ smartphones
will be detected in some way by the verifying device and a
communication channel will be established. The requirements
and constraints of this process depend on the type of service
and verifying devices, but nonetheless it is desirable that
communication establishment be fast and not too cumbersome
to the user.
We propose to use Bluetooth, and in particular Bluetooth
Smart (BLE) [2] to communicate with the verifying device.
BLE solves some of the main limitations of traditional Blue-
tooth, i.e. reduces detection and bonding times, requires much
less work by the user than NFC and has a shorter range than
both Bluetooth and WiFi, which is desirable in a method like
ours. Finally, BLE is implemented by most major smartphone
manufacturers, at least in recent models, unlike NFC.
Regarding communication between the smartphones, any
of the three mentioned technologies, or a combination of
them (e.g. Bluetooth pairing through NFC messages) seems
appropriate. The choice is up to the service provider.
III. GROUP SIZE ACCREDITATION METHOD
A service that implements our accreditation method includes
the following elements:
• A service provider (SP) that publishes a smartphone
application AppU and distributes the necessary public
parameters and keys of an IBDT signature scheme Π to
users, after some registration process.
• A smartphone application AppU for each user U which:
– allows computing signatures with Π on behalf of U ;
– allows computing ciphertexts with a public-key encryp-
tion scheme Π′ selected by SP, under SP’s public key
pkSP ;
– can be run on master or slave mode, which affects how
AppU participates in the accreditation protocol.
– includes some certificate which allows checking the
validity of pkSP ;
– implements some communication protocol, relying in
short-range communication technologies, such as NFC
or Bluetooth, to interact with the applications of the
rest of the members of the group and with the verifying
devices.
• Prepaid payment scratch cards available at stores. Each
card includes a code Pay.Code that the SP associates
to an account with a fixed credit specified by the card
denomination.
• Verifying devices installed at suitable places in the
provider’s infrastructures which:
– allow verifying signatures with Π;
– hold the SP certificates as well as the keys needed to
decrypt ciphertexts produced with Π′ under pkSP .
– have short-range communication capabilities and im-
plement some protocol to communicate with the users’
devices.
• Some method to penalize or prevent the misuse of the
system.
The complete accreditation protocol runs as follows:
Protocol 1. System setup protocol.
1) SP chooses the user identifier to be used as nU and
appropriate values for ` and d.
2) SP generates the parameters of the IBDT signature
scheme Π as per Algorithm IBDT.Setup;
3) SP generates the parameters of the public-key encryption
scheme Π′.
Protocol 2. Registration protocol.
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1) A user U with identifier nU authenticates himself to the
service provider, face-to-face or by some other means.
The user receives a PIN code pinU .
2) The service provider associates to U a vector of public
keys of Π, PKid as described in Section II-B.
3) The service provider computes the secret keys associated










4) The user downloads the smartphone application AppU
and, using the PIN code pinU , completes the registration
protocol and receives the system parameters and keys, as
well as the public key pkSP .
Protocol 3. Credit purchase.
1) A user buys a prepaid card for the system, e.g. a scratch
card, from a store.
2) The card includes some code Pay.Code which has to be
introduced in the smartphone application.
Protocol 4. Group setup protocol.
1) Some user U∗, among the group of users U1, . . . , Ut who
want to use the service, takes the leading role. This user
will be responsible for most of the communication with
the verifying device. U∗ sets his smartphone application
to run in master mode and the others set it to work in
slave mode.
2) The users agree on a value j ∈ {1, 2, . . . , `} such that
the value of the j-th public key in PKid is different for
every user.
Protocol 5. Group size accreditation protocol.
1) A verifying device detects the users’ devices and sends
them a unique timestamped ticket T that may include a
description of the service conditions and options.
2) Each user Ui runs Algorithm IBDT.Sign to compute a














for the threshold predicate Γ = (t, {pkd
1
j
j , . . . , pk
dtj
j }). It
sends the resulting partial signature σi to U∗.
3) U∗ receives (σ1, . . . , σt) and runs Algorithm
IBDT.Comb to combine these signatures and output a
final signature σ on behalf of U1, . . . , Ut. U∗ sends to
the verifying device
Msg′ = 〈Msg, σ〉 .




j || . . . ||pk
dtj
j , t).
Note that this signature will only be valid if all users
U1, . . . , Ut have collaborated in computing it, and thus
it proves that the group of users is composed of at least
t people. If the signature is not valid, the group will
be penalized in an application-dependent way, e.g. with
access denial, group discount denial, etc. Otherwise, the
service provider grants access to the group of users and
tells the group the amount amountt they have to pay
depending on the group size.
Protocol 6. Payment.
1) Each group member U in the (sub)set P of group
members who want to collaborate in paying the bill sends
to the verifying device via Bluetooth or WiFi his payment
code encrypted under SP’s public key:
CU = EncpkSP (T||Pay.CodeU ),
where Pay.CodeU is the code which user U obtained from
a prepaid scratch card and where Enc is the public-key
encryption algorithm of scheme Π′.
2) The verifying device decrypts the ciphertexts {CU : U ∈
P} to obtain the payment codes of the users in P .
3) The verifier device substracts the quantity amountt di-
vided by the cardinal of P to the accounts associated
with the received payment codes.
IV. PERFORMANCE ANALYSIS
Our group size accreditation method is to be run by service
providers, specialized verifying devices and the users’ smart-
phones. Therefore, it is important that the computations of
the underlying cryptographic protocol be as fast as possible,
especially the algorithms that are executed by the smartphones,
which have limited computational capabilities and rely on
batteries.
In this section, we analyze the performance of the under-
lying IBDT signature scheme. This scheme is a pairing-based
cryptographic protocol and as such, the required operations are
performed in elliptic curve groups. We analyze its performance
by counting the number of point multiplications, point expo-
nentiations and pairings, which are the most costly operations.
Table I shows the number of these operations for each of
the algorithms in the IBDT signature scheme. The number of
operations is counted as a function of the maximum number
of possible participants in a signature, n, and the size of the
signing group t. As we stated previously, t ≤ n.
TABLE I
OPERATIONS REQUIRED PER ALGORITHM
Multiplications Exponentiations Pairings
Setup 0 n+ 4 1
Keygen 2n 4n 0
Sign 2n+ 6 2n+ 5 0
Comb 2n− t+ 1 2n− t 0
Verify n+ 2 n+ 1 4
Note that the IBDT.Sign and IBDT.Comb algorithms, that
are intended to be executed in the users’ smartphones during
the group size accreditation protocol (5), present what seems
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to be a quite high number of operations. This might be a
problem if the devices in which these algorithms are to be
executed do not have enough computational power. Moreover,
these two algorithms should precisely be most efficient, since
they are run most often, and possibly with time constraints.
Therefore, it would be interesting if we could precompute
some of their operations.
The IBDT.Sign algorithm is a probabilistic protocol, that
is, it has some random values in it that have to be refreshed
each time it is executed. This limits the amount of operations
in the algorithm that can be precomputed. On the other hand,
most of the operations depend on static values, e.g. keys and
threshold policies Γ. Threshold policies contain the number
of signers that will participate in a signature and their public
keys. We assume that groups of users will be quite stable, i.e.
users will generally use services together with the same group
members, or at least with a limited set of different groups. We
can exploit this assumption by precomputing operations that
only depend on static values and threshold policies.
The IBDT.Comb algorithm obviously depends on the output
of IBDT.Sign, but it is a deterministic algorithm and some of
its operations depend on static values and also on the threshold
policies. Therefore, by the same assumption as before, we can
precompute some of the operations.
These precomputations will divide the IBDT.Sign and
IBDT.Comb algorithms in two phases each, one for precom-
puting values, which will be executed during the group setup
protocol (Protocol 4), and the other one performed during the
group size accreditation protocol (Protocol 5). The resulting
number of operations in each of these phases is shown in
Table II. It can be seen that the non-precomputable IBDT.Sign
that needs to be run during the group size accreditation
protocol involves a very small constant number of operations.
The non-precomputable IBDT.Comb is not so light, but it is
nonetheless lighter than IBDT.Comb without precomputation
(Table I), because it no longer depends on the number n of
users.
TABLE II
NUMBER OF PRECOMPUTABLE AND NON-PRECOMPUTABLE OPERATIONS
FOR THE SIGN AND COMB ALGORITHMS.
Multiplications Exponentiations Pairings
Prec. Sign 2n+ 2 2n+ 1 0
Non-prec. Sign 2 4 0
Prec. Comb 2n− 2t 2n− 2t 0
Non-prec. Comb 3t+ 1 3t 0
V. CONCLUSIONS AND FUTURE WORK
We have presented a privacy-preserving mechanism for
group discounts. The method is built upon an IBDT signature
scheme, a concrete key generation and management solution,
short-range communication technologies and anonymous pay-
ment mechanisms. The complexity analysis shows that the
method is usable in practice.
Future work will consist of developing a generic app for
privacy-preserving group discounts that can be easily cus-
tomized for specific applications.
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Resumen—En este trabajo se propone un esquema de inter-
cambio de informacio´n confidencial en entornos no seguros sobre
redes mo´viles ad-hoc, basado en el concepto de demostracio´n de
conocimiento nulo no interactiva. De esta manera, se consigue
que en una u´nica comunicacio´n se puedan inferir datos relevantes
para la verificacio´n de la legitimidad de los nodos de la red.
Adema´s, se propone el uso de este esquema aplicado a la
autenticacio´n y el control de accesos, a trave´s del establecimiento
de claves mediante la idea del protocolo criptogra´fico de Diffie-
Hellman.
Palabras clave—Autenticacio´n (Authentication), Privacidad
(Privacy), Demostracio´n de Conocimiento Nulo (Zero Knowledge
Proof ), Internet de las Cosas (Internet of Things)
I. INTRODUCCIO´N
Cada vez es ma´s frecuente ver co´mo la tecnologı´a se funde
con la realidad en el uso cotidiano. A esta tendencia se le
conoce como la Internet de las Cosas o IoT (Internet of
Things) y surge ante la necesidad de tener monitorizado e
interconectado cualquier dispositivo electro´nico que sea u´til
para el ser humano. En esta nueva dimensio´n aparecen nuevos
retos relacionados con la seguridad inala´mbrica, ya que esta
es la vı´a convencional de comunicacio´n entre estos objetos
hiperconectados. Se necesitan algoritmos criptogra´ficos ligeros
acordes a la capacidad reducida de co´mputo de estos dispositi-
vos. Gracias a la aparicio´n de tecnologı´a cada vez ma´s potente
y reducida en taman˜o y peso, los esquemas criptogra´ficos
en comunicaciones inala´mbricas han ido cambiando a pasos
agigantados para adaptarse a esas nuevas condiciones. En
particular, la evolucio´n de las redes hacia la IoT ha conllevado
que este proceso se acelere.
Con la aparicio´n de este nuevo paradigma de objetos
interconectados, donde la dimensio´n fı´sica se mimetiza con
la dimensio´n lo´gica, sera´ necesario codificar ma´s de 100.000
millones de objetos, lo que equivaldrı´a a que cada ser humano
este´ rodeado por 3000 objetos de media. Un aspecto funda-
mental a tener en cuenta es la forma de comunicacio´n entre
estos objetos. Debido al cara´cter mo´vil y al reducido taman˜o
de muchos de estos artilugios que conforman la Internet de
las Cosas, esta comunicacio´n debe ser inala´mbrica. Adema´s,
la forma de agrupacio´n a la que tienden segu´n su naturaleza
desemboca en que ese tipo de comunicacio´n inala´mbrica se
establezca mediantes las denominadas redes mo´viles ad-hoc,
tambie´n conocidas como MANETs (Mobile Ad-hoc NET-
works). Estas redes esta´n compuestas por dispositivos mo´viles,
conectados inala´mbricamente y generalmente se caracterizan
por poseer algunas propiedades de auto-configuracio´n.
Cada dispositivo que forma parte de una MANET posee
libertad para desplazarse, lo que implica que las condiciones
de enlace entre los dispositivos cambian dina´micamente y que
cada nodo actu´a como router de las comunicaciones ajenas.
Otro aspecto relevante de la tipologı´a de esta red es que
en general puede operar de forma auto´noma o bien estar
conectada a Internet. Esta u´ltima posibilidad es muy u´til en
aquellas situaciones en las que los propios dispositivos no
tengan una conexio´n directa a Internet.
En las MANETs existen muchos tipos de amenazas que
podrı´an llegar a condicionar su uso. Una de las mayores
amenazas es contra la seguridad de las comunicaciones me-
diante ataques de suplantacio´n de identidad o escucha de la
informacio´n enviada entre los nodos de la red.
Este trabajo propone el disen˜o de un nuevo esquema
criptogra´fico ligero, en concordancia con la capacidad de
co´mputo de los nodos de la red, que permita asegurar las
comunicaciones inala´mbricas en una MANET.
Este trabajo se estructura en varias secciones. En la seccio´n
II se introducen brevemente algunos antecedentes. La seccio´n
III trata de forma pormenorizada un nuevo esquema de auten-
ticacio´n no interactiva. En la seccio´n IV se explican posibles
casos de uso alternativo para el esquema propuesto. Por u´ltimo,
en la seccio´n V se detallan algunas conclusiones.
II. ANTECENDENTES
En la bibliografı´a existen muchas propuestas [6], tanto
basadas en criptografı´a sime´trica [15] como en criptografı´a
asime´trica [16]. La seguridad de muchos de los primeros
esquemas es bastante fuerte, pero su mayor inconveniente es
la distribucio´n de la clave comu´n entre los participantes en
la comunicacio´n. En un entorno como el de las MANETs
[4] aplicadas a la Internet de las Cosas [1], presuponer la
existencia de un canal totalmente seguro para transmitir claves
sime´tricas serı´a una utopı´a. Adema´s, el nu´mero de claves que
se necesitarı´a serı´a demasiado elevado en una gran MANET
basada so´lo en criptografı´a sime´trica. Precisamente para in-
tentar subsanar este problema nacio´ la criptografı´a asime´trica,
tambie´n conocida como criptografı´a de clave pu´blica. Adema´s,
la criptografı´a de clave pu´blica permite firmar digitalmente la
comunicacio´n si primero el emisor cifra con su clave privada
y luego el receptor descifra con la clave pu´blica del emisor,
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ya que ası´ se consigue a la vez la identificacio´n del remitente
y la autenticacio´n del mensaje. Curiosamente la capacidad de
firma digital que otorga la criptografı´a de clave pu´blica es lo
que permite resolver el principal reto que presenta, que es
la necesidad de establecer confianza en las claves pu´blicas
usadas. Para impedir posibles ataques MitM (Man in the
Middle), se debe asegurar la identificacio´n del usuario a quien
corresponde cada clave pu´blica. Existen diversos modelos para
lograr esta certificacio´n de claves pu´blicas. El ma´s habitual se
basa en una infraestructura de clave pu´blica o PKI (Public Key
Infrastructure), que se basa en autoridades certificadoras. Otros
esquemas se basan en una web de confianza. Una alternativa
a las PKI es el uso de la criptografı´a basada en identidad en
la que se hacen innecesarios los certificados.
El mayor inconveniente de los esquemas de criptografı´a
asime´trica es su eficiencia computacional ya que en general los
ca´lculos necesarios requieren bastante tiempo. Son sistemas,
por lo general, demasiado pesados como para que funcionen
con fluidez en entornos ligeros, como el de las MANETs en la
IoT. Para subsanar este inconveniente se propone aquı´ la com-
binacio´n de criptografı´a sime´trica y de criptografı´a asime´trica
mediante el uso de claves de sesio´n [5]. En particular, el
modelo propuesto se basa en la generacio´n de una clave
de sesio´n compartida entre nodos previamente autenticados,
con objeto de utilizar dicha clave de sesio´n para establecer
comunicaciones secretas usando un sistema de criptografı´a
sime´trica.
Previo al establecimiento de las claves de sesio´n compartida
se realiza una fase de autenticacio´n de usuarios mediante
un protocolo basado en la idea de las demostraciones de
conocimiento nulo. Las demostraciones de conocimiento nulo
o ZKP (Zero-Knowledge Proof) [10] establecen un me´todo
para probar el conocimiento de un secreto sin revelar ninguna
pista sobre e´l.
En el a´mbito de las MANETs usadas en IoT, una demos-
tracio´n de conocimiento nulo tı´pica basada en sucesivos retos
y respuestas implicarı´a un intercambio de sucesivos mensa-
jes, lo que conllevarı´a tener que presuponer una conexio´n
estable y continua entre los nodos. En entornos tan vola´tiles
como la Internet de las Cosas, donde existen dispositivos
que se pueden mover a gran velocidad (como por ejemplo,
los vehı´culos que conforman las denominadas redes ad-hoc
vehiculares o VANETs (Vehicular Ad-hoc NETworks), un
intercambio masivo de mensajes para ejecutar una demostra-
cio´n de conocimiento nulo puede ser inviable debido a los
posibles fallos de conexio´n durante el protocolo. Para subsanar
el problema de la multitud de mensajes bidireccionales que
producen las ZKP tradicionales han surgido en la bibliografı´a
las demostraciones de conocimiento nula no interactivas [14],
que condensan todos los retos en un u´nico paquete enviado
en un u´nico mensaje. De esta forma el tiempo que conllevarı´a
el intercambio de mensajes para llevar a cabo el protocolo
interactivo se minimiza, de forma que so´lo es necesario el
envı´o de un u´nico mensaje, pudie´ndose incluso enviar este
mensaje como beacon en modo broadcast a la red en la que
se utilice el esquema.
III. AUTENTICACIO´N NO INTERACTIVA
Uno de los factores ma´s importantes de los esquemas de
demostracio´n de conocimiento nulo, tanto interactivos como
no interactivos, es la eleccio´n del problema matema´tico de
base. En este trabajo en particular se utiliza el del isomorfismo
de grafos. Un isomorfismo entre dos grafos se define mediante
una biyeccio´n entre los conjuntos de sus ve´rtices preservando
la relacio´n de adyacencia, o dicho de otro modo, cualquier par
de ve´rtices de un grafo son adyacentes si y solo si lo son sus
ima´genes en el otro grafo. El problema del isomorfismo de
grafos consiste en determinar si dos grafos son isomorfos o
no. Este problema ha sido utilizado en entornos criptogra´ficos
[12] [13] debido a que no se conoce un algoritmo eficiente
para resolverlo en general. En particular, la determinacio´n de
si dos grafos con el mismo nu´mero de ve´rtices v y de aristas
a son isomorfos implicarı´a un ataque por fuerza bruta que
exigirı´a comprobar si las v! biyecciones posibles preservan
la adyacencia. Curiosamente el problema del isomorfismo de
grafos pertenece, en complejidad computacional, a la categorı´a
NP, sin que se conozca hasta ahora si es resoluble en tiempo
polino´mico o bien si es NP-completo [11]. Por tanto su
resolucio´n, dependiendo del taman˜o de los grafos implicados,
puede ser muy costosa. Este problema permite crear varios
compromisos a partir de un grafo original mediante sus
posibles grafos isomorfos.
El esquema propuesto se basa en una variante de las
demostraciones de conocimiento nulas no interactivas en la
que so´lo es necesario un u´nico mensaje para poder verificar el
conocimiento. La idea es conformar un sistema cuya seguridad
pueda adaptarse segu´n el nivel de seguridad que se requiera.
De esta manera, cuanto ma´s retos diferentes se consideren en
la ejecucio´n, ma´s garantı´a tendra´ el verificador. Concretamente
los para´metros de la propuesta son:
G: Grafo conocido por los nodos legı´timos, sobre el que
conocen una solucio´n a un problema difı´cil.
SolG: Solucio´n al problema en G.
Retoi: Reto i−e´simo propuesto por el verificador.
Gi: Grafo isomorfo i−e´simo usado como compromiso.
Iso(G,Gi): Isomorfismo entre G y Gi.
Res(Retoi, Gi): Respuesta i−e´sima correspondiente al
Retoi sobre el grafo Gi.
h(·): Funcio´n hash.
LSB(·): Least Significant Bit o bit menos significativo
de un string de entrada.
Eki(·) Cifrado sime´trico con clave ki.
Subclave: Contribucio´n de un nodo a la clave de sesio´n.
Segu´n la propuesta, el mensaje que cada nodo que desee au-
tenticarse envı´a como nodo legı´timo de la red esta´ compuesto
por una serie compromisos definidos mediante grafos isomor-
fos de un grafo conocido por todos los usuarios legı´timos de la
red. Por ejemplo, el grafo podrı´a corresponderse con un grafo
en el que los nodos representen a todos los usuarios de la red.
En particular, esos compromisos se encuentran, todos salvo el
primero, en principio cifrados de forma que se van descifrando
a medida que se van verificando las respuestas anteriores.
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Figura 1. Componentes de los mensajes enviados segu´n el esquema propuesto.
Concretamente el mensaje esta´ dividido en segmentos ci-
frados con diferentes claves, exceptuando el primer segmento
que esta´ en claro (ver Figura 1). De esta manera, un usuario
legı´timo de la red puede autenticarse para unirse a una sesio´n
si el verificador es capaz de descifrar todos los segmentos
del mensaje y llegar a la parte de la contribucio´n del otro
nodo a la clave de sesio´n que se quiere compartir, que se
esconde en el u´ltimo segmento. Las claves de cifrado de cada
segmento dependen del segmento anterior, de manera que
aunque se pretenda descifrar u´nicamente el u´ltimo segmento,
es imposible ya que para ello se deben haber descifrado en
cascada todos los segmentos anteriores. El nivel de seguridad
del esquema depende del nu´mero de segmentos o retos que
se incluyan en el mensaje ya que a mayor cantidad de
segmentos, ma´s complejo es llegar al u´ltimo y obtener la
informacio´n que se requiere para el establecimiento de la clave
compartida. Tras la autenticacio´n bidireccional siguiendo el
mismo procedimiento, ambos nodos conocera´n mediante un
esquema del tipo Diffie-Hellman la clave de sesio´n compartida
a partir de las dos subclaves intercambiadas.
Cada segmento contiene un grafo isomorfo del grafo ori-
ginal que conocen todos los usuarios legı´timos del sistema.
Adema´s se establece una funcio´n hash unidireccional pu´blica
conocida por todos los nodos legı´timos de la red. Por una
parte esta funcio´n sirve para definir el reto que el usuario
debe solucionar sobre cada grafo isomorfo de manera que
sea conocido y estrictamente no maleable. Por otra parte, la
funcio´n hash se utiliza en la definicio´n de la clave de cifrado
de cada segmento del mensaje.
El procedimiento de actuacio´n del receptor del mensaje es:
1. Procesa el primer segmento del mensaje que esta´ en
claro.
2. Calcula, con la funcio´n hash, el reto que corresponde a
la informacio´n que alberga el segmento.
3. Verifica si la respuesta corresponde al reto y grafo
isomorfo.
4. A partir del reto calcula la clave que debe utilizar para
descifrar el siguiente segmento.
5. Aplica los pasos del 2 al 4 hasta el u´ltimo segmento,
que una vez descifrado contiene la informacio´n necesaria
para establecer la clave secreta compartida con el emisor.
Todos los usuarios legı´timos de la red (ver Figura 2) poseen
tanto el grafo original como una clave secreta correspondiente
a dicho grafo, que es una solucio´n a un problema difı´cil en ese
grafo. Este podrı´a ser por ejemplo un circuito hamiltoniano,
ya que el problema del circuito hamiltoniano en un grafo
arbitrario es NP-completo.
Como funcio´n hash, para discernir el reto correspondiente
y calcular la clave de cifrado de cada segmento del mensaje
se puede usar el nuevo esta´ndar de funcio´n hash SHA-3 [2]
[3].
En cuanto al cifrado sime´trico para los distintos segmentos
del mensaje, exceptuando el primero que se manda en claro, se
puede optar por aplicar el cifrado en flujo usado en la cuarta
generacio´n de comunicaciones mo´viles (LTE o 4G) [8] [9],
conocido como Snow3G [7], ya que entre sus caracterı´sticas
destaca una complejidad computacional lineal lo que garantiza
eficiencia y rapidez en los procesos de cifrado y descifrado.
Como retos se han elegido los habituales aplicados a las
demostraciones de conocimiento nulo basadas en grafos iso-
morfos. En el caso del esquema no interactivo planteado se
definen los retos mediante el resultado de la funcio´n hash
booleana aplicada sobre el grafo isomorfo compromiso. Para
cada uno de los retos, la respuesta se define como sigue:
Reto = 0: La respuesta es el isomorfismo.
Reto = 1: La respuesta es la solucio´n al problema en el
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Figura 2. Tipos de nodos en el sistema propuesto.
grafo isomorfo.
A continuacio´n se muestra el pseudoco´digo de un posible
algoritmo que debe ejecutar el receptor para implementar el
esquema propuesto. Adema´s en la figura 3 se muestra el
diagrama de flujo de dicho algoritmo.
//Params: beacon, mensaje con segmentos cifrados
//Params: tseg, dimensio´n de los segmentos del beacon
//Params: solsec, solucio´n al problema sobre el grafo G
//Return: Subclave, contribucio´n a la clave obtenida del
mensaje
function getDatos (char[] beacon, int tseg, char[] solsec)
01: var segs[]; // Almacena los segmentos del mensaje
02: // Se divide el mensaje en segmentos de taman˜o tseg
03: segs = beacon.splitByTam(tseg);
04: // Se obtiene el grafo isomorfo y la respuesta en e´l
05: // Primer segmento que no esta´ cifrado
06: var gi = getGi(segs[0]);
07: var res = getRes(segs[0]);
08: // Se calcula el reto a resolver
09: var reto = LSB.hash(gi.getBytes());
10: // Comprueba que la respuesta es correcta para avanzar
11: if (res != respuesta(gi, reto))
12: return; // Si no es correcta se aborta
13: endif
14: // Obtiene la solucio´n en gi
15: var sol = resolver(gi);
16: // ki es la clave de cifrado del segmento posterior
17: var ki = reto ∗ hash(sol)⊕ reto ∗ hash(sol⊕ solsec)
18: var descifrado;
19: // Se repiten los siguientes pasos hasta el final
20: for (int i = 1; i < segs.size()− 1; i++){
21: // Se descifra el segmento con la clave ki
22: descifrado = Crypto.decrypt(segs[i], ki);
23: gi = getGi(descifrado);
24: res = getRes(descifrado);
25: reto = LSB.hash(gi.getBytes());
26: if (res != respuesta(gi, reto))
27: return;
28: endif
29: sol = resolver(gi);
30: ki = reto ∗ hash(sol)⊕ reto ∗ hash(sol ⊕ solsec)
31: }
32: // El descifrado del u´ltimo segmento serı´a
33: // la contribucio´n a la clave compartida
34: return Crypto.decrypt(segs[segs.size()], ki);
endfunction
Una vez ejecutado el algoritmo descrito, so´lo queda acceder
al u´ltimo segmento del mensaje y descifrarlo con la clave de-
vuelta en la u´ltima iteracio´n para poder obtener la contribucio´n
del nodo emisor a la clave de sesio´n compartida con cada uno
de sus posibles interlocutores.
IV. CASOS DE USO
Los principales casos de usos del esquema descrito son to-
dos aquellos en los que se requiera el nivel de confidencialidad
que otorgan las comunicaciones cifradas con claves de sesio´n
secretas. De este modo, un caso de aplicacio´n interesante
podrı´a ser el de las transacciones comerciales en MANETs. En
este escenario, un nodo legı´timo de la red quiere compartir un
recurso propio con otros nodos legı´timos para llevar a cabo una
transaccio´n comercial. Este recurso puede ser, por ejemplo,
su acceso a Internet que desea compartir previo pago. Es
frecuente que los nodos de una MANET, por su cara´cter mo´vil,
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Figura 3. Diagrama de flujo del Algoritmo propuesto.
no posean acceso a Internet en muchos lugares. Un nodo
legı´timo de esa MANET que sı´ posea una conexio´n a Internet,
puede tener como misio´n la comercializacio´n de su conexio´n
para que otros nodos legı´timos hagan uso de ella. Esos nodos
mo´viles que quieran hacer uso de esta conexio´n a la red de
redes durante un tiempo limitado, so´lo deben establecer una
clave secreta de sesio´n compartida con el nodo emisor para
comenzar las comunicaciones que le otorgan acceso a Internet.
Para el establecimiento de las claves secretas de sesio´n se
puede utilizar el esquema propuesto en este trabajo.
Otros dos escenarios diferentes para la utilizacio´n de dos
variantes del esquema propuesto pueden ser para nodos legı´ti-
mos de la red a los que so´lo les interese notificar informacio´n
de manera autenticada y unidireccional a otros nodos legı´timos
sin necesidad de usar claves secretas, y para nodos legı´timos
de la red que quieran compartir su clave pu´blica de forma
autenticada con otros nodos legı´timos.
Por una parte, un nodo puede so´lo desear hacer broadcast
(ver Figura 2). De esta manera, otro nodo de la red que lo
escuche, podra´ fiarse de la informacio´n que quiere transmitir el
nodo emisor ya que para confeccionar el beacon que se envı´a
en modo broadcast es necesario conocer una clave secreta
de red, que es utilizada para generar los grafos isomorfos y
soluciones del protocolo descrito. Un ejemplo de caso de uso
en este nuevo escenario es el de la notificacio´n de eventos
dentro de una VANET. Estos eventos que se envı´an en modo
broadcast por parte de un usuario legı´timo, pueden ser eventos
de publicidad. Los distintos nodos de la red pueden recibir
publicidad acerca de comercios que se encuentran cercanos
a su ubicacio´n y que tambie´n pertenezcan a la red. Para la
retransmisio´n de esta publicidad se puede utilizar el esquema
que se propone en este trabajo con el fin de que so´lo los nodos
legı´timos de la red puedan enviar publicidad, evitando ası´ el
spam masivo de nodos que no pertenezcan a la red.
Por otra parte, un nodo puede querer anunciar su clave
pu´blica de forma autenticada so´lo a aquellos nodos que
tambie´n pertenezcan a la red. Para ello utilizara´ una variante
del esquema propuesto (ver Figura 2), mediante la cual envı´a
beacons perio´dicos que en su u´ltimo segmento esconden la
clave pu´blica de ese nodo. Esto conlleva que so´lo los usuarios
legı´timos de la red puedan acceder al u´ltimo segmento del
beacon, que contiene la clave pu´blica del emisor, ya que los
retos y respuestas esta´n basadas en una clave secreta de red.
La retransmisio´n de la clave pu´blica en la que se basa este
escenario puede servir para cualquier caso de uso de firma
digital en MANETs ya que un usuario legı´timo podra´ enviar
su clave pu´blica a otros usuarios legı´timos de la red de forma
autenticada con objeto de posibilitar el uso de un esquema de
firma digital en la MANET.
V. CONCLUSIO´N
Con la proliferacio´n de dispositivos electro´nicos en mu´lti-
ples a´mbitos ha surgido un nuevo paradigma denominado
Internet de las Cosas. Una de las mayores amenazas de un des-
pliegue del tipo de redes que intervienen en IoT es la seguridad
de las comunicaciones. Los objetos interconectados en IoT
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suelen tener menos capacidad de co´mputo que un ordenador
convencional y sus comunicaciones suelen ser inala´mbricas.
Por este motivo se hacen necesarios nuevos algoritmos crip-
togra´ficos ligeros que se adapten a estas caracterı´sticas. En
este trabajo, se presenta un nuevo esquema basado en la idea
de las demostraciones de conocimiento nulo no interactivas
en las que so´lo es necesario el envı´o de un mensaje para
compartir informacio´n confidencial. Como resultado del nuevo
esquema propuesto se define su uso para el establecimiento
autenticado de claves de sesio´n secretas entre pares de nodos
legı´timos de redes mo´viles ad-hoc. Adema´s, el esquema que
se ha disen˜ado puede ser utilizado por nodos que quieren
enviar informacio´n autenticada en modo broadcast hacia otros
nodos legı´timos de la red. Tambie´n se definen casos de uso
para el intercambio autenticado de claves pu´blicas en estas
redes usando una variante del esquema que se propone en
este trabajo. En definitiva, la nueva propuesta permite disen˜ar
un nuevo protocolo basado en la idea de demostracio´n de
conocimiento nulo no interactivo en el que so´lo es necesario
el envı´o de un u´nico mensaje en un so´lo sentido.
Actualmente se esta´ realizando la implementacio´n del es-
quema propuesto en dispositivos mo´viles con objeto de ana-
lizar su comportamiento en entornos reales. Adema´s su hara´n
simulaciones en MANETs con diferentes configuraciones para
estudiar la escalabilidad de la propuesta.
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Abstract—A remote voting system allows participants to cast
their ballots through the Internet. Remote voting systems based
on the use of homomorphic public key cryptography have proven
to be a good option for carrying out simple elections with a
reduced amount of candidates. In this paper, we present a new
system that makes use of the additive homomorphic capabilities
of the Elliptic Curve ElGamal (EC-ElGamal) cryptosystem.
All the stages of the system are described together with an
experimental analysis section which provides an assessment on
the type of election our system would be suitable for.
Index Terms—Electronic Voting, Elliptic Curve Cryptography,
Knapsack Problem
I. INTRODUCTION
Electronic voting (e-voting) refers to the use of advanced
technology to election processes. E-voting systems reduce
the economic cost of an election and increase the speed and
accuracy of vote tallying. An e-voting system allowing voters
to cast their ballots through the Internet is called a remote
voting system. The security provided by such a system should
include, at least, the following features:
• Authentication: only people in the electoral roll can vote.
• Unicity: every participant can vote once at most.
• Privacy: votes can not be related to voter identities.
• Fairness: no partial results can be revealed before the end
of the voting period.
• Verifiability: correctness of the process can be checked.
• Uncoercibility: nobody can prove that a voter voted in a
particular way.
The previous security requirements are obtained by making
use of advanced cryptographic techniques. Current remote
voting systems can be classified into three main paradigms:
blind signature-based, mix-type and homomorphic tallying.
In the blind signature-based paradigm [1]–[3], a voter
authenticates against a trusted authority which is responsible
for checking that the voter appears in the electoral roll and she
has not voted before. In that case, voter’s ballot (the encrypted
vote) is blindly signed by that authority. The polling station
only accepts ballots that have been properly signed by the
authority. When the voting period is concluded, ballots are
decrypted and tallied.
In the mix-type paradigm [4]–[9] a voter casts her ballot
after having signed it. Once the voting period has ended, the
polling station shuffles and re-encrypts (mixes) the collected
ballots in order to break the relation between each ballot and
the identity of the voter who cast it. After that, the mixed
ballots are decrypted and tallied.
In homomorphic tallying schemes [10]–[15], participants
cast their ballots encrypted under some public key cryptosys-
tem having a homomorphic property. The received ballots
are homomorphically aggregated by the polling station into a
single or a set of ciphertexts whose decryption will show the
result of the election. These systems require the votes to be
coded in such a way that the final tally can be recovered from
the cleartext of the aggregated ballots. Also, each voter has
to prove in zero-knowledge that her ballot has been composed
properly.
It is well known that homomorphic tallying systems do not
scale well as the number of candidates increases. Despite their
benefits regarding decryption (just one decryption is needed),
homomorphic tallying systems need an additional decoding
step in order to get the amount of votes for each candidate
from an aggregated ballot cleartext. The method employed
for coding votes should permit to get the election result at
a reasonable processing time. It is also important to be able
to manage a large enough amount of candidates and voters.
A. Contribution and Plan of this Paper
In homomorphic tallying remote voting systems, the bal-
lots are encrypted using some public key cryptosystem. In
elections with few candidates, the Elliptic Curve ElGamal
(EC-ElGamal) cryptosystem turns out to be more efficient
that ElGamal implemented over a multiplicative group. ElGa-
mal requires 1024 bit long keys while EC-ElGamal achieves
an equivalent security employing just 160 bits. Hence, EC-
ElGamal provides better memory and computational costs.
However, in elections with a large amount of candidates, EC-
ElGamal becomes not as efficient as ElGamal.
In this paper, we present an e-voting system belonging to
the homomorphic tallying paradigm based on the use of the
Elliptic Curve ElGamal (EC-ElGamal) cryptosystem. Its vote
coding system allows a large number of candidates while
offering a good performance at the decoding step.
The paper is structured as follows: Section II presents some
basic concepts of elliptic curve cryptography and the EC-
ElGamal cryptosystem. Section III provides the description of
of the proposed e-voting system, while Section IV emphasizes
a special case: the Referendum. Then, Section V is dedicated
to prove the security of the system and Sections VI and VII
are devoted to experimental results, conclusions and future
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work. Finally, Annex A presents the elliptic curves used in
the experimental part of this work.
II. PRELIMINARIES
An elliptic curve E defined over a finite field Fp is an
equation of the form
E : y2 = x3 + ax+ b, (1)
with 4a3 + 27b2 6= 0. The set of points of the curve, denoted
E(Fp), is composed of the points (x, y) ∈ Fp × Fp satisfying
Equation (1) together with the point at infinity, O. The set
E(Fp) can be endowed with an abelian group structure,
having O as the identity element, by means of the chord-
tangent method [16]. This method provides an operation for
adding curve points. Given two curve points P and Q, the
elliptic curve discrete logarithm problem (ECDLP) consists
of finding an integer d satisfying Q = d · P . The ECDLP
is computationally hard when the cardinality of E(Fp) has a
large prime factor. The assumed intractability of the ECDLP
has led to the design of public key cryptosystems constructed
over the group of points of an elliptic curve [17].
A. The Elliptic Curve ElGamal Cryptosystem
The Elliptic Curve ElGamal (EC-ElGamal) cryptosystem is
composed of the following procedures.
1) Set up: A finite field Fp is first selected. After that, two
integers a and b defining an elliptic curve E over Fp
(see Eq. 1) are chosen so that the cardinality of E(Fp)
has a large prime factor q. Finally, a point P of order
q is taken as a generator of the order q cyclic subgroup
of E(Fp). The values (p,E, P, q) are made public.
2) Key generation: Given the set up parameters, a private
key is generated by randomly choosing an integer d in
the range [1, q − 1]. Next, its related public key Q is
computed as Q = d · P .
3) Encryption: A plaintext M consisting of a point of
E(Fp) is encrypted under public key Q by computing
EQ(M) = C = (A,B) = (r · P, M + r ·Q) , (2)
where r is an integer selected randomly in the range
[1, q − 1]. Each encryption makes use of a different
random r, whose value must be kept secret.
4) Decryption: If the private key d is known, a ciphertext
C can be decrypted by computing
Dd(C) = B − d ·A.
The cleartext M is obtained as a result.
The EC-ElGamal cryptosystem has an homomorphic prop-
erty. Let C1 = (A1, B1) and C2 = (A2, B2) be two ciphertexts
encrypting M1 and M2, respectively. They are aggregated by
computing,
C = C1 + C2 = (A1 +A2, B1 +B2).
The decryption of C will provide M1 +M2 as a result.
III. OUR PROPOSAL
The presented remote voting system is composed of the
following parties:
• Polling Station: It coordinates the system. It is responsible
for collecting the votes and publishing the final election
result. When all the ballots have been collected and
aggregated, it asks the key storage trusted party to decrypt
the aggregated ballots. The received ballots are published
on some publicly accessible bulletin board for verifiability
purposes.
• Participants: They are voters able to emit a vote.
• Key Storage Trusted Party (KSTP): It is responsible for
generating and storing the election private key and pub-
lishing the election public key material. When required,
it will decrypt the ciphertexts containing the aggregation
of cast ballots. The election public key should be certified
to ensure its authenticity.
Next, the different stages of an election are explained in
detail.
A. Set Up
Let us consider an election with m candidates. The collected
ballots will be aggregated into packages containing n votes
each.
Let t be an integer so that t ≤ m (for the sake of simplicity,
we are assuming that t | m). The KSTP generates an elliptic
curve E defined over a finite field Fp so that the cardinality





with h being a small integer and each qi being a large prime
(at least 160 bits long). Next, an order q =
∏t
i=1 qi point P
is chosen.
Since #E(Fp) has t large prime factors, the group of points
E(Fp) has t large cyclic subgroups. Next, a generator Pi for








so that ord(Pi) = qi.
Then, the KSTP creates the election private key d by
choosing its value randomly in [1, q−1], computes the election
public key Q = d·P and publishes all the previous parameters
(the private key is stored privately in a safe place).
After that, the KSTP generates m points {M1, . . . ,Mm},
each one representing a different candidate. Being s = m/t,
the points are computed as shown in Table I. Note that points
M1, . . . ,Ms are in the subgroup of E(Fp) generated by P1,
points are Ms+1, . . . ,M2s in the subgroup generated by P2,
and so on.
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Table I
GENERATION OF A CURVE POINT FOR EACH CANDIDATE.
















s−1·Pt︸ ︷︷ ︸︸ ︷︷ ︸ ︸ ︷︷ ︸
Candidates from Candidates from Candidates from
1 to s s+ 1 to 2s (t− 1)s+ 1 to ts = m
B. Voting
The voting process starts when a participant P wants to vote
by electing a candidate. It is composed of four steps: candidate
choice, electoral roll checking, vote coding verification and
vote packing.
1) Candidate Choice: Let McP be the curve point repre-
senting the choice of participant P who emits her vote by
performing the following steps:
• Encrypt McP under the public key Q. The encrypted vote
CP = EQ(McP ) is generated as shown in Eq. (2).
• Compute the signature of the encrypted vote.
• Send CP together with its signature to the polling station.
2) Electoral Roll Checking: When the polling station re-
ceives a ballot, it first checks the validity of its digital
signature. Next, it checks that the voter who has cast it appears
in the electoral roll and that she has not voted before. In that
case, the voter is asked to prove that her ballot was correctly
generated. This is done as described next.
3) Vote Coding Verification: The participant has to demon-
strate that the cleartext of the ballot she is casting corresponds
to a point representing one of the candidates. This demon-
stration is performed by means of a zero knowledge proof. It
consists of a data exchange between the Prover (participant P)
and the Verifier (polling station). This proof does not leak any
information about the actual choice of the voter. The following
proof is an adaptation of the proof presented in [18] for its
use on elliptic curve cryptography.
The Prover has to prove that her vote CP = (AP , BP) =
(rP · P,McP + rP · Q) is an encryption of one of the
points in the set M = {M1, . . . ,Mm} (the points of E(Fp)
representing each of the candidates). In order to do that, the
Prover generates the points Ak, Bk, for 1 6 k 6 m:
Ak = wk · P + uk ·AP , ∀k 6= cP ;
AcP = s · P,
Bk = wk ·Q+ uk · (BP −Mk), ∀k 6= cP ;
BcP = s ·Q,
where wk, uk, s ∈ [1, q − 1], are random values. Next, the
Prover computes
chall = H(A1, A2, . . . , Am, B1, B2, . . . , Bm),
ucP = chall −
∑
k 6=cP uk,
wcP = s− ucP rP ,
where H is some cryptographic hash function like SHA256
[19]. Finally, the Prover sends Ak, Bk, uk, wk for 1 ≤ k ≤ m
to the Verifier.
The Verifier checks that
Ak = wk · P + uk ·AP , ∀k ∈ [1,m],




with chall computed asH(A1, A2, . . . , Am, B1, B2, . . . , Bm).
This verification ensures that the voter has voted for a point
in set M. If all the checkings are satisfied, the signed ballot
and the data required to verify it was properly generated are
published on the bulletin board so that any external entity can
check its correctness.
4) Vote Packing: The verified votes are homomorphically
aggregated into packages. Each package is an aggregation of
up to n ballots.
Let us consider a set of ballots C = {CP1 , . . . , CPn} that
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where xk is the number of votes for the candidate k in this
package and
∑m
k=1 xk = n is the capacity of the package.
C. Vote Opening
Once the election has finished, it is time to decrypt the
ballots and tally the votes. This process can be divided into
four steps: decryption, unpacking, scrutiny and publication.
1) Decryption: When the election is finished, the polling
station has a set of aggregated packages that have to be
decrypted. The KSTP is asked to decrypt them.
2) Unpacking: After decryption, the polling station has
to obtain the amount of votes for each candidate from the
cleartext of each package. A decrypted package is of the form
Ŝ` =
∑m






xk+(i−1)s(n+ 1)k−1 · Pi, (6)
where
∑m
k=1 xk = n and ts = m.
Ŝ` is decoded as follows:
1) For each base point Pi, compute zi =
∏
1≤j≤t,j 6=i qj :
Ŝ`,i = zi · Ŝ` =
s∑
k=1
xk+(i−1)s(n+1)k−1 ·(zi · Pi) . (7)
2) For each i, compute the values xk+(i−1)s for 1 ≤ k ≤ s
which satisfy equation 7. This bounded discrete loga-
rithm can be solved as a knapsack problem using the
Meet in the Middle (MITM) algorithm as described next.
In a preprocessing phase, compute
∑s
k=s/2+1 xk(n +
1)k−1 · (zi · Pi) for all the feasible combinations of xk
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values (those whose addition is not greater than n), and
store each resulting point, together with the related xk
values in a hash table.
Also in a preprocessing phase, compute
∑s/2
k=1 xk(n +
1)k−1 · (zi · Pi) for each feasible combination of xk
values and store each result, together with the related
xk values, in an array.
At decoding, each point R in the array is taken and
subtracted from Ŝ`,i,
Ŝ′`,i = Ŝ`,i −R.
If Ŝ′`,i is in the hash table, we are done. In that case, the
values xk+(i−1)s for 1 ≤ k ≤ s are obtained from the
values stored together with R (in the array) and Ŝ′`,i (in
the hash table). Notice that if s = 1, the algorithm can
directly cast Ŝ`,i against the hash table.
The explained MITM algorithm achieves a good balance
between computational cost and memory consumption.
If no precomputed data were used, the required com-
puting time would be too large. On the other hand,
precomputing and storing all the feasible combinations
would be unaffordable in terms of memory storage
requirements.
3) Scrutiny: When each package Ŝ` has been decoded, the
polling station adds all the votes to finally scrutiny the election





where L is the total number of packages and {x`1, . . . , x`m}
are the values obtained from package Ŝ`.
4) Publication: Finally, the election result is published on
the bulletin board. At the end of the election, the bulletin board
contains all the information needed to verify the correctness
of the whole process. That is,
1) The result of the election (amount of votes for each
candidate).
2) The electoral roll (name and public key of each partici-
pant).
3) The received ballots together with their digital signature
and proof of correct composition.
4) Each aggregated package, S`, together with its cleartext
Ŝ`, and the amount of votes it contains for each candi-
date.
IV. SPECIFIC CASE - REFERENDUM
A Referendum is an election in which the voters can vote
for yes, no, or blank. Next, we will show that such an election
can be implemented very efficiently.
1) Set Up: We propose to choose an elliptic curve E over a
finite field Fp whose group order has t = 3 large prime factors
q1, q2, q3. Hence, #E(Fp) = h · q1 · q2 · q3, with q = q1 · q2 · q3
being a 480 bits long integer. Finally, we take an order q point
P .
Since there are three possible options (candidates), we
generate the following points: P1 = q2 ·q3 ·P , P2 = q1 ·q3 ·P ,
P3 = q1 · q2 · P , satisfying that ord(Pi) = qi. This way, we
can code each option in a different base point, so that s = 1.
Table II shows the three options represented by those base
points.
Table II
THE POINTS REPRESENTING THE OPTIONS IN A Referendum.
Option Yes Option No Option Blank
M1 = P1 M2 = P2 M3 = P3
2) Unpacking: Since s = 1, the unpacking process can be
carried out in a very fast way. In the preprocessing phase of
the MITM algorithm, we store all the possible values for each
option {0 · Pi, 1 · Pi, . . . , n · Pi} in the hash table so that the
unpacking operation for each choice can be solved through a
single hash lookup.
V. SECURITY ANALYSIS
In this section we show how the proposed system achieves
the security requirements enumerated in Section I.
1) Authentication: Each ballot is digitally signed by the
participant who casts it. Hence, the polling station can authen-
ticate the voter and check that she appears in the electoral roll.
Moreover, the electoral roll and the received ballots are made
publicly available on the bulletin board so that any entity can
check that all the ballots have been cast by an authenticated
participant.
2) Unicity: Unicity is composed of two requirements:
• The system must ensure that every voter votes only once.
• The system must ensure that each ballot contains only
one vote. That is, a ballot can only encrypt a single point
of list M.
The first item is addressed by keeping a register of the voters
that have already voted. If any participant tried to cast two or
more ballots, the system would only accept the first one. The
second item is ensured by means of the zero knowledge proof
of ballot correct composition (see Section III-B3).
3) Privacy: Privacy of the choice made by a participant
holds on the following facts:
• All the votes are encrypted using the EC-ElGamal cryp-
tosystem, so that no information can be obtained from an
encrypted ballot.
• All the encrypted votes are homomorphically packed, and
only the resulting packages are decrypted. As a result, the
voter and her choice are decoupled.
• Only the aggregated packages are decrypted. This is
achieved by considering the KSTP is a trusted party
which acts honestly.
• The proof needed to ensure that a ballot was correctly
composed is zero knowledge. Hence, no information leaks
from it.
4) Fairness: Assuming a correct praxis of the KSTP, no
vote is decrypted before the opening stage, which takes place
after the ending of the voting period.
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5) Verifiability: The verifiability of our system is based in
four points:
• The electoral roll is public and all the received (signed)
ballots are also made public. Hence, any entity can check
all the ballots come from an authenticated participant.
• Each zero knowledge proof of correct ballot composition
is published on the bulletin board so that it can be checked
by any entity which will get convinced that each ballot
is coding a single vote.
• The homomorphic packing operation can be performed
by any entity and next check that the obtained packages
correspond to those published on the bulletin board.
• The decryption carried out by the KSTP can be performed
verifiably [20].
Our proposal offers end-to-end verifiability: the correctness of
the whole process can be verified by everyone.
6) Uncoercibility: Uncoercibility can be provided by ap-
plying any coercion-resistance solution like [21].
VI. EXPERIMENTAL RESULTS
The most time consuming part of the proposed system is
given by the unpacking step. Hence, we have developed a test
program to check the time and memory consumption of the
MITM algorithm proposed for solving that step. The program
has been implemented in C++ using the library Crypto++
and has been executed in a PC with an Intel Core i5 650
3.2GHz CPU with 6GB of RAM running Debian 8.0 Jessie
as OS. Table III shows the data extracted during the tests using
elliptic curves with 160, 320 and 480 bits long cardinalities
(the used elliptic curves are shown in Annex A). The columns
Preprocess time and Memory concern to the time and memory
consumption of an unpacking operation.
Table III
TIME AND MEMORY CONSUMPTION USING 160, 320 AND 480 BITS
ELLIPTIC CURVES WITH PACKAGES OF 200 VOTES.
EC #Base #Cands. Preprocess Unpacking Memory
(bits) Pnts. Base Pnt. time (s) time (s) (MB)
160 1 4 4.474 0.089 4.3375 225.768 0.081 148.895
320 2 4 81.920 0.196 8.6745 4 254.340 0.175 297.791
480 3 4 243.798 0.286 13.0105 12 571.200 0.251 446.686
As we can see, the most time consuming part corresponds
to the generation of the preprocessed data, which can be
performed some days before the election takes place. This
preprocessed data permits to unpack packages at a very
reduced time. This last operation has to be fast because it
determines the delay between the end of the voting period and
the publication of the results. Table III shows that the proposed
system is able to unpack packages with 200 votes and 15
candidates very efficiently (see the last row, corresponding
to 5 candidates per base point). Furthermore, the memory
needed to store the data generated during the preprocessing
has a reasonable size which can be perfectly stored by any
commodity PC.
We have also analyzed the time and memory consumption
in the Referendum case, which requires the use of an elliptic
curve with a 480 bits long cardinality and 3 cyclic subgroups.
Table IV highlights the efficiency of our system to resolve
elections with 3 candidates, needing a little more than 3
milliseconds to unpack a 200 votes package. The memory
requirements and preprocessing time are negligible.
Table IV
TIME AND MEMORY CONSUMPTION FOR THE Referendum CASE WITH
PACKAGES OF 200 VOTES.
Preprocess time (s) Unpacking time (s) Memory (MB)
0.599 0.003 0.064
Furthermore, our system can deal with larger packets.
Table V shows the time and memory consumption when work-
ing with packets aggregating 1000000 votes. Although the
preprocessing time and the memory requirements increase, the
time required for unpacking keeps constant for any package
size.
Table V
TIME AND MEMORY CONSUMPTION FOR THE Referendum WITH PACKAGES
OF 1000000 VOTES.
Preprocess time (s) Unpacking time (s) Memory (MB)
3 395.550 0.003 320.435
By comparing our referendum system with that presented
by Peng et al. [15], we can see that our unpacking algorithm
is much more efficient than that in [15] (also implemented
in C++ using Crypto++ and executed in the same PC).
The proposal in [15] is implemented using the multiplicative
homomorphic property of ElGamal cryptosystem over a mul-
tiplicative group. When using a 1024 bits public key, it can
only manage packages of up to 440 votes, while our proposal
can manage much bigger packages, as it can be seen in
Table V. Moreover, the system in [15] requires 0.022 seconds
to decode a 440 votes package while our system can perform
an equivalent operation employing only 0.003 seconds.
VII. CONCLUSION AND FUTURE WORK
A new e-voting system that makes use of the EC-ElGamal
cryptosystem has been proposed. The new proposal makes use
of a MITM algorithm to unpack aggregated ballots at a high
speed. Our system can be used in an election with a large
amount of candidates. The experiments carried out have shown
that our proposal is faster than the multiplicative homomorphic
ElGamal cryptosystem proposed by Peng et al. [15], in the case
of referendum type elections.
As future research, we will investigate techniques to further
reduce the time devoted to ballot unpacking.
ACKNOWLEDGMENTS
Research of the authors was supported in part by grants
MTM2010-21580-C02-01 (Spanish Ministerio de Ciencia e
86 M.A. Cervero´, V. Mateu, J.M. Miret, F. Sebe´, J. Valera
Innovacio´n), 2014SGR-1666 (Generalitat de Catalunya) and
IPT-2012-0603-430000 (Spanish Ministerio de Economı´a y
Competitividad).
APPENDIX
In this appendix we show the elliptic curves used in our
experiments. Finding elliptic curves with a given cardinality is
a hot topic of research. Several algorithms have been proposed
to this end. The most widely known was proposed by Atkin
and Morain [22] but there exist other approaches like that
proposed by Agashe et al. [23], or that by Bro¨ker et al. [24],
[25]. In particular, the curves used in this paper have been
generated using the algorithm described in [25].
Elliptic Curve with a 160 bits Cardinality




Elliptic Curve with a 320 bits Cardinality






#E(Fp): 2 · 1461501637330902918203684832716283019655932542983 ·
· 1826877046663628647754606040895353774569915678761
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Abstract—For the proper performance of Vehicular Ad-hoc
NETworks (VANETs) it is essential to protect the service against
malicious nodes aiming at disrupting the proper operation by
injecting fake, invalid data into the network. It is common to
define a traditional identity-based authentication for vehicles,
which are loaded with individual credentials. However, the use of
these credentials in VANETs may allow vehicle tracking and thus
violate users’ privacy, a risk that can be overcome by means of
anonymity schemes. This comes at the expenses, however, of on
the one hand preventing VANET authorities from identifying
malicious users and revoking them from the network, or on
the other hand to avoid anonymity of users in front of the
CA thus to allow their revocation. In this work, we describe a
novel revocation scheme that is able to track and revoke specific
users only after a number of complaints have been received while
otherwise guaranteeing vehicle’s anonymity.
Index Terms—VANET, revocation, k-anonymity
I. INTRODUCTION
Nowadays, there is a bunch of GPS-based applications
offering traffic services based on information provided by
local road authorities, police departments and systems that
track traffic flow. Some of these applications, such as Google
Traffic [7], TomTom [16], Sygic [15] or Waze [18], can
even provide near real-time data about traffic status and
congestions. However, for these services to properly work,
users should provide information with at least their location to
the companies offering these services without any guarantee
that these companies will use this data for other considerations
[1]. Therefore, users’ privacy may be at risk.
Conventional VANETs and current traffic applications do
not protect users’ privacy. They can breach the privacy of
the user of the vehicle because they manage information
that reveals the location of vehicles at every moment. Nodes
and/or users’ privacy may be violated by the Certification
Authority (CA) as long as it provides their certificates, but
also by companies managing traffic data or Traffic Authorities
(TAs), which can locate and track vehicles based on their
transmissions. Protecting users against tracking can be solved
by providing user anonymity but, at the same time, this lack of
tracking avoids the revocation of malicious/misbehaving nodes
disrupting the service operation.
In this work we propose a novel scheme that protects
users’ privacy in front of other users, TAs and even the CA
while also offering the possibility to track malicious user and
thus to throw them out of the system when a predefined
amount of complaints have been received. As later explained
malicious user can only be tracked after a predefined amount
of complaints are received by the CA. To do this we will
use k-anonymity protection that allow that the information for
nodes contained in the release cannot be distinguished from
at least k-1 individuals whose information also appears in the
release.
This paper is organized as follows. Section II covers related
research about privacy in VANETs. In Section III we present
the proposed method to guarantee anonymity of users while
allowing tracking malicious users. In section IV we derive an
analytical model to analyze the efficiency of the method. This
model has been validated via simulation in section V, where
we also provide the results obtained by means of the model
for a real scenario. Finally, the conclusions of this work are
presented in Section VI.
II. RELATED RESEARCH
Sweeney proposed k-anonymity at first in 2002 [14] and
its original intention was to thwart the ability to link field-
structured databases, but has been viewed more broadly, and
have been applied to many other fields, such as VANET.
In [13], authors use k-anonymity in VANET applications
where k-anonymity is provided by a centralized anonymizer
based on the users’ real location. The author proposes a
homomorphism for the location of a group of users that are
near to others users. However, tracking with less precision is
already possible and users need to wait until at least k−1 other
users are close to their location to achieve enough anonymity.
This delay reduces the quality of the users localization in time
and space which compromises real-time service availability
and accuracy. Thus, this approach does not work in case of
real-time services and also in low density areas of users.
[19] proposes a hybrid and social-aware location-privacy in
Opportunistic mobile social networks (HSLPO), a collabora-
tive and distributed obfuscation protocol that offers location-
privacy k-anonymity.
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In [2] authors propose a self-managed VANET without
CA based on Certificates Graphs where every node has a
pseudonym and many sub-pseudonyms that change frequently
in a range of time, at this way, passive users cannot track other
users. In this scenario there is neither a RSU nor any cloud
connection. Therefore, tracking from the cloud is impossible.
The unique way to track another user is physically because
the user must be authenticated with another user to track it.
In [20] vehicles entering a group can anonymously broad-
cast vehicle-to-vehicle (V2V) messages, this is another way to
preserve privacy but the TM has the ability to retrieve the real
identity of dishonest vehicles that are sending fake messages
to other vehicles to disrupt traffic, so the privacy is violated.
[4] present different privacy-preserving variants to ensure
that vehicles volunteering to generate and/or endorse trust-
worthy announcements do not have to sacrifice their privacy.
[11] proposes a protocol to exclude malicious network
nodes based on complaints received from other vehicles. [17]
presents another protocol that uses decentralized revocation
voting. [12], [8], [9] are other approaches for conditional
anonymity in VANET.
To the best of our knowledge, none of the proposals in the
literature provide both complete anonymity (even against the
CA providing the credentials) while allowing to later identify
an anonymous user in order to revoke him/her from the system.
In our proposal we achieve this goal only and only if several
complaints against a user is received.
III. A TRACEABLE K-ANONYMITY METHOD FOR VANETS
In this section, we propose a method that provides k-
anonymity [14] in VANETs while still guaranteeing that
malicious users will be traceable. The method operation is
as follows. Every user is randomly associated to a group
n with k members that share cryptographic material, i.e., a
pair of private-public keys (PKuGn , PKsGn), and a group
certificate Cert(Gn, t), which will be used to sign messages
and authenticate data. In order to reduce the computational
cost, we assume the use of cryptography based on elliptic
curves [3]. We also consider the existence of a CA, which is
responsible for creating the groups, maintaining a database
with the group membership, distributing the cryptographic
material among users and revoking users that misbehave.
When a user detects an undesired behavior from another
user, such as the injection of false data, it presents a complaint
to the CA. Such complaint is signed with its group key and
must report the group identifier of the malicious user. In its
turn, the CA flags all the users belonging to that group and
stores this information at its database. As users do not reveal
their particular identities but only their group identifier, both
the malicious user and the one sending the complaint cannot be
distinguished from other users belonging to the same group.
Thus, they cannot be tracked by the CA or by other users.
This feature protects users’ privacy, but it makes a hard task
to revoke and isolate malicious users from the network.
In order to achieve the traceability of malicious nodes
to revoke them, we propose the use of group certificates
with short-term expiration dates that henceforth we will call
roundr. When the group certificate of a user is about to
expire it must send a query to the CA to update it, which
will check if the user is revoked based on the number of
flags it has received. The rationale behind such mechanism is
that users will change of group over time and will be flagged
whenever they belong to the group reported in a complaint.
Due to the fact that you can not identify what node is having
a bad behaviour, only one complaint is valid in each round.
Assuming that malicious users repeatedly misbehave, they will
be flagged at least the same amount of times or more than any
other honest node in the network and thus they can be easily
revoked by the CA. Note that, a revoked user will be expelled
from the system once it has to update its certificate, as it will
not be able to acquire a new valid certificate.
The certificate updating process is a key point for the
VANET safety and operation. On the one hand, if the time
for updating the certificate t is short, it greatly increases
processing data on the server and number of server-users
communications. On the other hand, if this measure is too
long, malicious users would remain in the network for a longer
time without being revoked. As a first, trivial approach, given
that the average trip time by car is about 22 minutes each way
[5], the lifetime of a certificate t should be no more than 22∗2f ,
with f the number of complaints that the CA needs to revoke a
user if we want to remove malicious users from the system in a
single day. Furthermore, in order to reduce overhead, multiple
certificates can be issued without interaction between CA and
the user [10].
The level of anonymity provided by this method increases
as the group size k does. However, as previously mentioned, k-
anonymity complicate the process of revoking users. In section
IV we derive an analytical expression for the number of false
positives and false negatives, i.e., the number of honest users
being revoked and the number of malicious users that remain
in the network, provided by this method as a function of the
anonymity value k, the number of complaints needed to revoke
users and the number of group changes.
The CA should guarantee that the assignment of a user to
a given group is kept secret and exclusively known to the
user and itself, and that only the members of the group have
access to the group cryptographic material. Because of this,
every user should be provided with a public/private key pair
and the corresponding certificate when entering the network.
Such cryptographic material would be exclusively used for
communication with the CA in order to authenticate the user
against it and renew group certificates.
IV. ANALYTICAL MODEL
In this section, we derive the probability of false positives
and false negatives of the proposed k-anonymity mechanism,
i.e., the probability of an honest user being regarded as
malicious one and the probability of not detecting and actual
attacker. For the sake of clarity, table I presents the specific
notation considered from now on.
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TABLE I
NOTATION
r number of rounds
n number of users in the system
a number of malicious users
p prob. of a malicious user performing an attack in a round r
k number of users in a group
f number of flags needed to revoke a user
t time of the certificate expiration
ph prob. of an honest user being flagged in a round
pa prob. of an attacker being flagged in a round
pf,rh prob. of a honest user being flagged f times after r rounds
pf,ra prob. of an attacker being flagged f times after r rounds
FP r.v. number of false positives in r rounds and f flags
FN r.v. number of false negatives in r rounds and f flags
Given these definitions, we denote as ph and pa the
probabilities of an honest user and an attacker, respectively,
receiving a flag in a given round r, and can be computed as












































1− (1− p)i) (2)
Then, we can compute the probability of an honest user and
a real attacker being regarded as attackers after r rounds as in

















From the above equations, it can be easily derived the
probabilities of false positives and false negatives as a function
of the number of rounds r, i.e., the probability of a honest user
being flagged as an attacker and the probability of an attacker
being regarded as a honest user after r rounds.
The probability of false positive after r rounds prfp is the
probability of at least one honest user having more than f
flags, which is equal to 1 minus the probability of all honest






Analogously, the probability of false negative prfn is the
probability of at least one attacker having less than f flags
after r rounds, which is equal to 1 minus the probability of







In order to analyze with more precision the goodness of the
mechanism, it can be useful to estimate the expected number
of false positives and false negatives and their variance, as a
function of the number of flags f and the number of rounds
r. Let us define FPf,r and FNf,r as two discrete random
variables following a binomial distribution that account for
the values of false positives and false negatives respectively.
Then, we can define their respective probability mass functions
as in (7)), with expected values µ as in (8) and variance σ2
as in (9).






· (pf,rh )i · (1− pf,rh )n−a−i






· (1− pf,ra )i · (pf,ra )a−i
(7)
µFP = E[FPf,r] =
n−a∑
i=1
i · P(FPf,r = i)
µFN = E[FNf,r] =
a∑
i=1
i · P(FNf,r = i)
(8)
σ2FPf,r = V[FPf,r] =
n−a∑
i=1
(i− µFPf,r )2 · fFPf,r (i)
σ2FNf,r = V[FNf,r] =
a∑
i=1
(i− µFNf,r )2 · fFNf,r (i)
(9)
V. PERFORMANCE EVALUATION
In this section we first validate in section V-A the analytical
model presented in section IV via simulation, and then in
section V-B we evaluate the goodness of our proposal when
applied to a real scenario such as the current Spain’s vehicle
fleet.
In order to make the simulation easier, we have assumed in
the following that an attacker always attacks in a round, that
is to say that the protocol operation properly detects all the
attackers and thus cannot lead to false negatives. However,
there are still chances of leading to false positives (honest
users flagged as attackers) and therefore the following analysis
mainly focuses on the mean and variance of false positives.
A. Validation of the analytical model
Figure 1 shows the mean number of false positives obtained
by simulation (100 iterations per each possible combination) in
dashed line vs the mean and standard deviation in continuous
line obtained by the analytical model. Due to space constraints,
we present just a specific case; the purpose of it is just to show
that the analytical model properly fits the protocol behavior.
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Fig. 1. False positives after 10 rounds with 1,000 nodes






























Fig. 2. Mean and STD of false positives vs k-anonymity after 12 rounds for
a varying number of attackers
Obviously, it also fits in any other case but in the figures we
present the average number of false positives after 10 rounds
of operation in a network with 1000 nodes, a varying number
of malicious nodes from 1 to 10 which are selected randomly
and values k of anonymity ranging from 10 to 100 nodes
per group also selected randomly. As per the figure, one can
clearly notice that simulation values are within the range of
expected values as per the analytical model.
Once showed the validity of the analytical model, in the
following we evaluate the goodness of our proposal applied to
the Spain’s vehicle fleet.
B. Application to the Spain’s car fleet
In this section we present the results obtained from the
analytical model for the Spain’s vehicle fleet in 2012[6], which
rises up to 31,203,203 vehicles.
Figure 2 shows the mean and standard deviation of false
positives obtained for a varying number of concurrent attackers


























Fig. 3. Mean and STD of false positives vs rounds with 20 concurrent
malicious nodes for a varying value of k-anonymity
ranging from 1 to 50 and k-anonymity from 10,000 to 150,000.
First impressions from the figure are that, as expected, the
performance of the protocol increases with the number of
nodes (now is 30,000 times greater than in section V-A).
This is because, for the same level of k-anonymity, the
number of groups increases, and therefore the probability of an
honest user coinciding in every group with a malicious node
diminishes.
Following the above reasoning and the results in the figure,
the protocol performance decreases with the value of k-
anonymity. That is to say that the more anonymity the worse
performance. However, the average number of false positives
is bounded to less than 1 (less than 3.205 · 10−6%) even for
pretty high values of k-anonymity, which may satisfy most of
the anonymity policies.
Figure 3 shows the evolution during time (rounds) of the
number of false positives (mean and standard deviation) for 20
concurrent attackers and k-anonymity ranging from 30,000 to
150,000. The conclusion here is clear: the average number of
false positives decreases in almost two orders of magnitude
in every single round; and this is very promising result.
Obviously, more rounds mean more time to detect attackers,
but just a few rounds make negligible the probability of
flagging an honest user as an attacker.
VI. CONCLUSIONS
In a VANET, every vehicle must own valid credentials
issued by a trusted third party or CA in order to allow users
to authenticate data. However, the use of credentials linked to
vehicles may violate users’ privacy as long as it facilitates the
vehicle tracking. This is a risk that can be overcome by means
of anonymity schemes.
The use of anonymity schemes can mitigate the risk of
vehicles tracking; however, it comes at the expenses of: on
the one hand, preventing VANET authorities (CA and TAs)
from identifying malicious users and revoking them from the
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network; or on the other hand, to discard the anonymity of
users in front of the authorities thus to allow their revocation.
In this paper we have presented a method based on k-
anonymity that preserves the vehicles’ anonymity both against
other vehicles/users of the system and the authorities while still
being able to track malicious users and revoke them.
For the evaluation of the proposal, we have derived an
analytical model for the number of false positives and neg-
atives in several scenario conditions, and we have validated
the model by simulation. Then we have analyzed the perfor-
mance of our proposal with a real country vehicle fleet (the
Spanish one) leading to quite promising results in terms of
malicious tracking efficiency while providing good levels of k-
anonymity. Provided method can effectively identify malicious
users whenever they misbehave a given number of times with
almost negligible rates of false positives.
Other directions for future work include the development
and evaluation of possible attacks to the system, in parallel
with an investigation of more efficient and secure schemes.
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Resumen—Las Low Emission Zones (LEZ) limitan el acceso
de vehı´culos a las zonas ma´s ce´ntricas de las ciudades con el
objetivo de reducir la densidad del tra´fico y la contaminacio´n
ambiental. Estos sistemas tienen problemas de privacidad de los
conductores y de efectividad en la deteccio´n del fraude. Este
artı´culo presenta un sistema de telepeaje para LEZ que mejora
estos problemas.
Palabras clave—Low Emission Zones, Privacidad, Seguridad,
Telepeaje
I. INTRODUCCIO´N
Ciudades como Parı´s, Barcelona o Roma tienen problemas
de circulacio´n, con grandes atascos, y problemas de contami-
nacio´n debidos a la gran concentracio´n de vehı´culos en ciertas
zonas. Las directrices sobre calidad del aire elaboradas por
la OMS en 2005 orientan “sobre la manera de reducir los
efectos de la contaminacio´n del aire en la salud”. Basadas en
estas recomendaciones, diferentes directivas europeas, como
la 2008/50/CE, limitan el nivel de ciertos contaminantes
ambientales. Para cumplir esta legislacio´n, las diferentes admi-
nistraciones esta´n implantando, entre otras medidas, carriles de
alta ocupacio´n [1], velocidad variable o restricciones de circu-
lacio´n en zonas ce´ntricas. Esta u´ltima medida, conocida como
Low-Emission Zone (LEZ) y adoptada en varias ciudades1,
establece que los vehı´culos paguen por circular en funcio´n de
ciertas condiciones, como su peso o emisiones.
Desde hace de´cadas, el telepeaje electro´nico o Electronic
Toll Collenction (ETC) ha sido utilizado en autopistas, tu´neles
o puentes para agilizar el pago en los peajes, y a su vez, reducir
los atascos. Por otro lado, gracias a nuevas tecnologı´as como
el GPS y la comunicacio´n inala´mbrica, se han desarrollado
los vehicular location-based services (VLBS), que tienen el
propo´sito de proporcionar informacio´n a los conductores en
funcio´n de su ubicacio´n geogra´fica y mejorar la eficiencia del
transporte. Los sistemas ETC, entendidos como VLBS, son
conocidos como Electronic Road Pricing (ERP) y presentan
varias mejoras como un ca´lculo ma´s flexible de las tasas
1http://lowemissionzones.eu/
dependiendo de la distancia recorrida, la ruta o el tiempo.
Adema´s, estos sistemas, aplicados a zonas urbanas, permiten
la gestio´n del tra´fico en zonas ce´ntricas mediante el control del
flujo y la densidad de los vehı´culos, reduciendo ası´ atascos.
Esto se consigue modificando el precio de las tasas de forma
dina´mica (el aumento del precio de las zonas ma´s densas
sugiere a los conductores evitarlas). No obstante, como se vera´,
estos sistemas tienen ciertos problemas de privacidad.
I-A. Estado del arte
En los u´ltimos an˜os se han propuestos, en la literatura,
varios sistemas ERP ([2], [3], [4], [5], [6], [7]). Todos ellos
requieren el uso de una On-Board Unit (OBU) con GPS y un
sistema de comunicacio´n inala´mbrica con el fin de recoger y
enviar al proveedor del servicio SP (ver definicio´n en II-A)
informacio´n relacionada con la localizacio´n del vehı´culo y las
tasas a pagar. Es decir, la tarificacio´n es en funcio´n de la
ruta del vehı´culo. En [2] y [3], la OBU envı´a informacio´n
del camino recorrido a un servidor externo, propiedad del SP,
el cual tarifica de acuerdo a su trayectoria en cada periodo
de facturacio´n. En [4], [5], [6], [7], las tasas son calculadas
localmente en cada OBU y son enviadas al servidor del SP
en cada periodo de tarificacio´n. En este caso, la revelacio´n
de informacio´n relacionada con la localizacio´n del vehı´culo
es mı´nima. Para conseguirlo, se basan en el uso de pruebas
criptogra´ficas para demostrar que la OBU ha sido honesta en
el ca´lculo y la agregacio´n de las tasas.
El control del fraude es un objetivo importante de los siste-
mas ERP. Los conductores, para ahorrar dinero, podrı´an actuar
de forma malintencionada (p.ej. desconectando o modificando
datos de la OBU). Por este motivo, se implementan meca-
nismos basados en puntos de control Chps con la intencio´n
de poner a prueba su honestedad. Los Chps, situados aleato-
riamente en la carretera y equipados con ca´maras, registran
las matrı´culas de todos los vehı´culos que los atraviesan. Estas
fotos son pruebas que situ´an a un vehı´culo en un determinado
momento y lugar, y son utilizadas para verificar que la
trayectoria de un vehı´culo no ha sido alterada. Para ello, en
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el periodo de facturacio´n el SP y conductor interaccionan. La
deteccio´n del fraude tiene una cierta probabilidad y depende de
la cantidad de Chps. Adema´s, el desconocimiento del nu´mero
y de su localizacio´n, por parte de los conductores, es ba´sico.
El nivel de privacidad de los conductores y de deteccio´n del
fraude son un compromiso. Si se desea un grado de deteccio´n
elevado, la privacidad se ve afectada. Es decir, el SP sera´ capaz
de reconstruir la trayectoria de un vehı´culo con ma´s precisio´n
si la cantidad de Chps es mayor. Adema´s, si los Chps son
movidos aleato´riamente cada cierto tiempo y los trayectos de
los vehı´culos siguen una rutina (p.ej. ir al trabajo), la precisio´n
podrı´a ser au´n mayor pero la privacidad se verı´a afectada.
I-B. Contribuciones y estructura del documento
Este artı´culo propone un sistema ERP para LEZs con el
objetivo de mejorar el control del fraude y la privacidad de los
conductores honestos mediante anonimidad revocable. A dife-
rencia de los otros sistemas, los Chps, equipados con ca´maras,
registran u´nicamente los vehı´culos fraudulentos, manteniendo
ası´ la privacidad de los conductores honestos. Adema´s, la
OBU del vehı´culo no registra su ubicacio´n, no se requiere
de reconciliacio´n entre conductor y sistema en la fase de
facturacio´n, y el control del fraude es no probabilı´stico.
Estructura: En la Sec. II se presenta el sistema. En la
Sec. III se introduce el protocolo. En la Sec. IV se evalu´a
la seguridad, y en la Sec. V se presenta las conclusiones.
II. MODELO DEL SISTEMA
II-A. Participantes involucrados
Conductor D: Conduce un vehı´culo por una LEZ.
Vehı´culo V: Esta´ registrado con un u´nico D aunque puede
ser conducido por varios Ds. V tiene un identificador (la
matrı´cula) que lo enlaza con el propietario.
Secure element SE: Mo´dulo de seguridad a prueba de
manipulaciones, instalado en cada V por la autoridad
de tra´fico competente. Realiza operaciones sensibles para
garantizar los requisitos de seguridad del sistema.
On-board unit OBU: Dispositivo de capacidad de compu-
tacio´n y almacenamiento superior al SE instalado en cada
V. Conecta el SE con el exterior y realiza las operaciones
menos sensibles del protocolo. Dispone de un mo´dulo de
localizacio´n (GPS).
Service Provider SP: Ofrece un servicio de cobro
electro´nico de peajes (ERP) para zonas urbanas gracias
a una concesio´n pu´blica de la administracio´n local (p.ej.
un ayuntamiento). Esta entidad, a parte de tener el
derecho de ofrecer este servicio, tiene la responsabilidad
de gestionar el sistema.
Checkpoint Chp: Esta´ instalado en la zona restringida por
el SP y tiene como objetivo controlar el acceso de los
Vs que entran/salen de la zona para evitar el fraude.
Vehicle certification authority VCA: Proporciona claves
y certificados a los Vs.
Punisher authority PA: Entidad de confianza que conoce
la identidad del propietario del V y la revela si hay fraude.
II-B. Requisitos
A continuacio´n se describen los requisitos del sistema,
relacionados con el fraude, la privacidad, la autenticidad y
la tecnologı´a, para establecer las bases del sistema.
II-B1. Requisitos anti-fraude: Cuando un V entra o sale de
una LEZ a trave´s de un Chp, ambos obtienen una prueba de
entrada γi o prueba de salida γo. Esta γi es informacio´n
que demuestra que un determinado V entro´ a la LEZ por
un determinado Chp a una determinada hora. Esta prueba se
considera va´lida si no puede ser modificada o alterada sin ser
detectado una vez generada (ı´ntegra), si sus emisores pueden
demostrar que es suya (aute´ntica) y tampoco pueden negar su
autorı´a (no-repudiable). Cada prueba esta vinculada a un V y
un Chp. La vinculacio´n de una prueba con un V garantiza que
el token no puede ser usado por otro V’ de forma voluntaria
o involuntaria. Esto evita la duplicidad de una misma prueba
cuando es utilizada por ma´s de un V al mismo tiempo.
El SP trabaja para asegurar que todos los Ds paguen
correctamente. En caso de no ser ası´, el SP identifica a los Ds
infractores y genera evidencias que lo demuestran. El fraude
es cometido por un D cuando e´ste conduce por una LEZ
sin ninguna γi, con una γi no va´lida, con una γi va´lida de
otro V, o si en la salida no realiza el pago correctamente.
Un SP tampoco puede acusar falsamente de fraude a un
D honesto (D no debe estar indefenso). Una falsa acusacio´n
ocurre cuando un SP afirma injustamente que un V no tiene
una γi, que tiene una prueba no va´lida, una prueba va´lida
que pertenece a otro V, o si en la salida no realiza el pago
correctamente.
II-B2. Requisitos de autenticidad: En la entrada y la salida
de la LEZ, Vs y Chps intercambian informacio´n. Al establecer
la comunicacio´n, ambas partes, tanto V como Chp, deben
demostrar su identidad a la otra parte. De esta forma, cada
una puede estar segura de que la comunicacio´n se realiza con
la entidad que dice ser. En caso de no ser ası´, se deben tomar
medidas para denunciar este hecho.
II-B3. Requisitos de privacidad: El control del fraude por
parte del SP puede llegar a comprometer la privacidad de
los Ds. En este caso, la curiosidad del SP puede causar una
excesiva monitorizacio´n del sistema e incluso ser consciente
de cada recorrido que hace un V. Con el fin de evitar un
excesivo control por parte del SP sobre los Vs, el sistema debe
(i) garantizar la privacidad (la identidad de D o V no puede
ser enlazada con ningu´n recorrido de ningu´n V); (ii) evitar
la trazabilidad (SP no debe conozer el recorrido de un V); y
(iii) proveer al D de un anonimato revocable (si un D realiza
fraude, el SP necesita su identidad para poder sancionarlo, so´lo
entonces, es revelada).
II-B4. Requisitos funcionales: La tecnologı´a para comu-
nicar Vs y Chps entre ellos debe permitir, a estos u´lti-
mos, comunicarse con el V ma´s cercano a ellos. Esto se
podrı´a conseguir combinando tecnologı´as de comunicacio´n
de corta/media distancia, tales co´mo Wimax, ZigBee IEEE
802.15.4 o Bluetooth IEEE 802.15.1, con el uso de antenas
direccionales o por triangulacio´n, por ejemplo. La comunica-
cio´n y el ca´lculo requerido en el protocolo debera´n ser lo
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suficientemente ra´pidos para permitir una intercomunicacio´n
en movimiento entre Vs y Chps. Cualquier interaccio´n con
el D debera´ ser a´gil y fa´cil. El sistema de pago electro´nico
requerido en el sistema debera´ ser ano´nimo y no trazeable.
Adema´s, debera´ ser lo suficientemente ra´pido para dar tiempo
a realizar la transaccio´n en el proceso de salida de la zona
ma´s externa de la LEZ.
II-C. Modelo de los adversarios
Los intereses de Ds y SP pueden ser opuestos. Por un lado,
los Ds quieren ahorrar dinero, a veces de forma deshonesta
y actuando en contra del sistema. Por otro lado, el SP puede
llegar a comprometer la privacidad de los Ds, ya que conocer
la identidad de los Vs, en caso de fraude, le puede ser u´til.
Adema´s, el SP, con el deseo de ganar ma´s dinero, puede
actuar deshonestamente contra los V acusandolos de fraude
de manera infundada. Por consiguient, el control del fraude
y la proteccio´n de la privacidad pueden llegar a ser objetivos
opuestos.
III. DESCRIPCIO´N DEL PROTOCOLO
Antes de iniciar el sistema, las entidades del sistema son
inicializadas (III-A: Setup y III-B: Certificacio´n). Adema´s, el
SP fija los precios de la LEZ (III-D: Generacio´n de precios),
por unidad de tiempo y categorı´a de emisiones, enviando una
lista de precios, firmada por la entidad competente, a cada Chp.
El SP, cada vez que decida actualizar los precios, repetira´ estas
mismas operaciones.
El SE genera unas credenciales diferentes para V cada vez
que entra a una LEZ (III-C: Generacio´n de los certificados)
para poder autenticarse correctamente con los Chps que ges-
tionan las entradas y salidas de la LEZ.
Cuando un vehı´culo V entra a una LEZ (III-E: Entrada al
sistema) se comunica con un Chp y se autentican mutuamente.
Si la autenticacio´n con V falla, u´nicamente en esta situacio´n, el
Chp toma una fotografı´a de la matrı´cula del V como evidencia
de la infraccio´n y con ella, genera una prueba de incidencia de
entrada ζi. La ζi es enviada al PA para verificar la existencia
de fraude y proceder con la sancio´n. Si la autenticacio´n es
correcta, el V obtiene una prueba de entrada γi que contiene
el tiempo de entrada.
Cuando un V sale de la LEZ (III-F: Salida del sistema)
se comunica con un Chp y se autentican mutuamente. Si la
autenticacio´n con V es correcta, el Chp informa al V del
tiempo de salida y de la cuenta destino para realizar el pago.
Con dicha informacio´n, V calcula el importe a pagar por
el tiempo de estancia y categorı´a de emisiones, y realiza
una transaccio´n mediante un sistema de pago electro´nico. La
referencia de la transaccio´n es enviada al Chp como prueba
del pago. Finalmente, V recibe una prueba de salida γo como
recibo. Si la autenticacio´n falla, el Chp toma una fotografı´a
de V que forma parte de una prueba de incidencia de salida
ζo, y la envı´a a PA.
La verificacio´n del pago se realiza por el SP (III-G: Verifi-
cacio´n del pago) a posteriori y cada cierto tiempo. Por cada
pareja γi y γo asociada a un mismo V, el SP comprueba si el
valor de la transaccio´n coincide con la tarificacio´n dependien-
do del tiempo de estancia y la categorı´a de emisiones. Si no
es correcto, genera una prueba de incidencia de pago ζp con
estos registros y la envı´a a PA.
Cuando PA recibe una ζ (III-H: Sancio´n), la verifica. Si hay
fraude, PA revela la identidad del propietario del V (revoca el
anonimato) y le solicita pruebas que desmientan la acusacio´n
por parte de SP. En funcio´n de e´stas, PA sanciona o no al
propietario.
III-A. Setup
El proceso de setup es el siguiente:
1. PA obtiene de las autoridades competentes (p.ej. Policı´a):
Una pareja de claves asime´tricas (PkPA,SkPA) y un
certificado de clave pu´blica certPA
Un repositorio de certificados de las autoridades.
2. SP y VCA obtienen de las autoridades competentes (p.ej.
Ayuntamiento y DGT):
Una pareja de claves (PkSP ,SkSP ) y
(PkV CA,SkV CA), y un certificado de CA (certSP
y certV CA) emitido por las autoridades.
Un repositorio de certificados de las autoridades.
La longitud de la cadena de certificacio´n de VCA es 1, y 0
en el caso de SP. La duracio´n de certSP puede coincidir
con el tiempo de concesio´n del servicio, sin excederlo.
3. VCA:
I. Define un conjunto de vehı´culos V =
{v1, v2, ..., vnV }, donde nV = |V | es la cantidad de
vehı´culos.
II. Define una coleccio´n de subconjuntos K =
{C1, C2, ..., CnK} particio´n de V, do´nde nK = |K|,
con |Ci| = nC , ∀i
III. Genera y asocia una entidad de certificacio´n V CACi
a cada elemento de la coleccio´n K (C1, ..., CnK ):
iii.I. Una pareja de claves (PkV CACi , SkV CACi ),∀i ∈ {1, ..., nK}
iii.II. Un certificado de CA certV CACi , ∀i ∈{1, ..., nK}, con una duracio´n cexp y una
longitud de la cadena de certificacio´n de 0.
4. Cada Chp realiza las siguientes operaciones:
I. Obtiene un repositorio de certificados de las autori-
dades y entidades (excepto de los vehı´culos).
II. Genera una pareja de claves (PkChp,SkChp)
III. Obtiene de SP un certificado de clave pu´blica
certChp, conteniendo una extensio´n certChp.loc con
sus coordenadas de localizacio´n, de manera segura.
III-B. Certificacio´n
Se asume que el SE de cada V ha sido inicializado previa-
mente con un repositorio de certificados de las autoridades de
certificacio´n, con un identificador del vehı´culo Vid y con sus
especificaciones te´cnicas (marca, modelo, nu´mero de chasis,
matricula, emisiones de CO2 y gases contaminantes, etc.).
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El proceso de certificacio´n de un V es realizado por VCA,
al comprar el vehı´culo y/o al pasar la Inspeccio´n Te´cnica de
Vehı´culos (ITV):
1. Registra el V a un elemento del subconjunto K (a un Ci)
2. Descarga, en el SE del V, la entidad de certifica-
cio´n V CACi asociada al Ci (consistente en PkV CACi ,
SkV CACi y certV CACi ), mediante un canal de comuni-
cacio´n seguro.
III-C. Generacio´n de certificados
Esta fase se realiza cada vez antes de que un V entre a una
LEZ. Gracias a la entidad de certificacio´n V CACi instalada
en el SE del V en la fase anterior, e´ste les permite realizar
las siguientes operaciones para generar nuevos certificados de
clave pu´blica:
1. Calcula una nueva pareja de claves (PkVq , SkVq )
2. Genera un certificado de clave pu´blica certVq con las
siguientes caracterı´sticas:
Con una extensio´n certVq .idS que contiene el cifra-
do probabilı´stico (p.ej. usando OAEP padding [8],
estandarizado en PKCS #1v2 y RFC 2437) del
identificador del vehı´culo Vid con la clave pu´blica
de PA: EncPkV CA(Vid)
Con una extensio´n certVq .emis que contiene la
categorı´a de emisiones de CO2 del vehı´culo.
III-D. Generacio´n de precios
Cada vez que el SP modifica los precios de tarificacio´n de
una LEZ realiza los siguientes pasos:
1. Fija los precios por unidad de tiempo y categorı´a de
emisiones (p.ej. european emission standards).
2. Genera un timestamp ts
3. Compone una informacio´n de precios θ = (precios, ts)
4. Firma el θ: SignSP (θ) = θ¯
5. Envı´a θ∗=(θ, θ¯) a cada Chp
III-E. Entrada al sistema
Cuando un Chp situado en la entrada de una LEZ detecta
un V, se inicia el siguiente protocolo:
1. Chp:
I. Genera un nonce NA
II. Compone una informacio´n de entrada ψ = (NA, θ∗)
III. Firma el ψ: SignChp(ψ) = ψ¯
IV. Envı´a ψ, ψ¯ y su certChp a V
2. El SE del V con la ayuda de su OBU:
I. Verifica el certificado certChp y la firma ψ¯:
V erifChp(NA,θ∗,ψ¯)
II. Verifica la firma θ¯: V erifSP (precios,ts,θ¯)
III. Verifica las coordenadas de localizacio´n certChp.loc
del Chp (incluido en su certificado).
IV. Genera un nonce NB y calcula el fingerprint
fingChp de certChp (se calcula con la funcio´n hash
del certificado y sirve de identificador).
V. Compone un mensaje
ωVq = (θ
∗, NA, NB , fingChp)
VI. Firma ωVq : SignVq (ωVq ) = ω¯Vq
VII. Envı´a NB , ω¯Vq y certVq a Chp
3. Chp:
I. Genera un timestamp ts′
II. Verifica el certificado certVq y la firma ω¯Vq :
V erifVq (θ
∗, NA, NB , fingChp, ω¯Vq )
4. Si alguna de las verificaciones falla, el Chp realiza:
I. Genera un numero de incidencia de entrada ini
II. Toma una fotografı´a ph de la matrı´cula de V
III. Procesa la matricula mat
IV. Compone una prueba de incidencia de entrada ζi=
(ino,mat,ph,ts′,θ∗,NA,NB ,fingChp,ω¯Vq ,certVq )
V. Firma ζi: SignChp(ζi) = ζ¯i
VI. Envı´a ζi∗=(ζi, ζ¯i) y su certChp a SP
5. Si las verificaciones realizadas en 3) son correctas enton-
ces,
I. El Chp:
i.I Calcula el fingVq de certVq
i.II Compone una prueba de entrada
γi = (θ∗,NA,NB ,fingChp,ω¯Vq ,fingVq ,ts
′)
i.III Firma γi: SignChp(γi) = γ¯i
i.IV Envı´a ts′ y γ¯i a V
II. El SE del V con la ayuda de la OBU:
ii.I Verifica la firma γ¯i: V erifChp(θ∗,NA,
NB ,fingChp, ω¯Vq , fingVq , ts
′, γ¯i)
ii.II Verifica ts′ sea reciente:|ts′-current time| < δ,
donde δ es tiempo fijado
ii.III Guarda γ∗i = (γi,γ¯i)
III-F. Salida del sistema
Cuando un Chp situado en la salida de una LEZ detecta un
V, se inicia el siguiente protocolo:
1. Chp:
I. Genera un timestamp ts′′ y un nonce NC
II. Compone un informacio´n de pago ρ = (ts′′,NC ,acc),
donde acc identifica la cuenta destino, del sistema
de pago electro´nico asumido, de SP
III. Firma el ρ: SignChp(ρ) = ρ¯
IV. Envı´a ρ, ρ¯ y su certChp a V
2. El SE del V con la ayuda de su OBU:
I. Verifica el certificado certChp y la firma ρ¯:
V erifChp(ts′′, NC , acc, ρ¯)
II. Verifica las coordenadas de localizacio´n certChp.loc
del Chp (incluido en su certificado).
III. Verifica ts′′ sea reciente: |ts′′−current time| < δ
IV. Recupera el ts′ del u´ltimo registro γi
V. Calcula el tiempo de estancia τ a LEZ: (ts′′-ts′)=τ
VI. Recupera los precios contenido en el θ∗ del γi
VII. Calcula y acumula en amount la cantidad de dinero
a pagar en funcio´n de τ , de sus emisiones y los
precios
VIII. Realiza una transferencia segu´n amount a la cuenta
destino acc y obtiene una referencia trans
IX. Genera un nonce ND y calcula el fingChp
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X. Compone un mensaje
ωVq = (ts
′′, NC , ND, fingChp,trans)
XI. Firma ωVq : SignVq (ωVq ) = ω¯Vq
XII. Envı´a ND, trans, ω¯Vq y certVq a Chp
3. Chp verifica el certificado certVq y la firma ω¯Vq :
V erifVq (ts
′′, NC , ND, fingChp, trans, ω¯Vq )
4. Si alguna de las verificaciones falla, el Chp realiza:
I. Genera un numero de incidencia de salida ino
II. Toma una fotografı´a ph de la matrı´cula de V
III. Procesa la matrı´cula mat
IV. Compone una prueba de incidencia de salida
ζo=(ino,mat,ph, ts′′,NC ,ND,fingChp,trans,
ω¯Vq ,certVq )
V. Firma ζo: SignChp(ζo) = ζ¯o
VI. Envı´a ζo∗=(ζo, ζ¯o) y su certChp a SP
5. Si las verificaciones realizadas en 3) son correctas enton-
ces,
I. El Chp:
i.I Calcula el fingVq de certVq
i.II Compone una prueba de salida γo =
(ts′′, NC ,ND,fingChp,trans,ω¯Vq ,fingVq )
i.III Firma γo,SignChp(γo)=γ¯o, y lo envı´a a V
II. El SE del V, con la ayuda de la OBU:
ii.I Verifica la firma γ¯o: V erifChp(ts′′,NC ,ND,
fingChp,trans,ω¯Vq , fingVq ,γ¯o)
ii.II Guarda γ∗o = (γo,γ¯o)
III-G. Verificacio´n del pago
Cada Chp envı´a perio´dicamente todas las γi, γo y ζs (ζi
y ζo) a SP. SP reenvia ζi y ζo a PA. Adema´s, el SP realiza
las siguientes verificaciones cada cierto tiempo (en batch) por
cada conjunto de registros γi y γo asociados a un mismo Vq
(con un mismo fingVq ):
1. Extrae ts′, ts′′, y certVq .emis, contenidos en γi y γo
2. Extrae precios, contenido en el θ∗ del γi
3. Extrae la referencia trans, contenida en γo
4. Calcula el tiempo en la zona τ=ts′′-ts′
5. Calcula la cantidad total a pagar amount′ en funcio´n de
τ , certVq .emis y precios
6. Verifica si amount = amount′
7. Verifica que la transferencia se haya realizado
8. Verifica que trans haya sido utilizado en otra γo (p.ej.
buscando duplicados)
9. Si la verificacio´n falla,
I. Genera un numero de incidencia de verificacio´n inv
II. Compone una prueba de incidencia de pago ζp con
γi y γo de Vq: ζp=(inv ,γi,γo). En caso que trans
haya sido reutilizado, an˜ade la γ′o que lo demuestra
ζp = (inv , γi, γo, γ′o)
III. Firma ζp: SignSP (ζp) = ζ¯p
IV. Envı´a ζp∗=(ζp,ζ¯p) y su certSP a PA
III-H. Sancio´n
PA realiza las siguientes operaciones en funcio´n del tipo de
incidencia ζ recibida:
1. Si es una ζi o ζo:
I. Verifica las firmas
II. Recupera la matricula mat de la foto adjuntada
2. Si es una ζp:
I. Verifica todas las firmas contenidas en ζp y que el
firmante de γi y γo sea el mismo vehı´culo.
II. Verifica el pago repitiendo los pasos 1-7 de III-G
III. Si se trata de un pago duplicado, se verifica que γo
y γ′o contengan el mismo trans
IV. Si ratifica la incidencia, recupera el identificador Vid
de Vq (en caso de pago duplicado, se realiza sobre
el u´ltimo V en salir de LEZ) abriendo la extensio´n
certVq.idS (del certificado certVq contenido en el
registro γi o γo): DecPA(certVq.idS) = Vid
3. Se pone en contacto con el propietario del V a partir de
la mat o del Vid, le informa del proceso sancionador y
le exige pruebas que lo refuten.
4. Si el propietario presenta pruebas, se evalu´an. En caso de
haber fraude, se le multa en funcio´n del tipo de infraccio´n.
IV. ANA´LISIS DE SEGURIDAD/REQUISITOS
En esta seccio´n analizamos las propiedades de seguridad de
nuestro protocolo. La discusio´n esta organizada en tres propo-
siciones que con sus respectivas reivindicaciones proporcionan
evidencias del cumplimento de las propiedades de seguridad
del esquema.
Proposicio´n 1. La propuesta preserva la autenticidad, el no
repudio y la integridad de las pruebas de entrada y de salida.
REIVINDICACIO´N 1. No es posible la creacio´n de pruebas
de entrada o salida fraudulentas.
PRUEBA. Las pruebas de entrada tienen la forma siguien-
te γi = (θ∗,NA,NB ,fingChp,ω¯Vq ,fingVq ,ts
′). El checkpoint
firma la prueba de entrada γi: SignChp(γi) = γ¯i y envı´a
el par ts′ y γ¯i al vehı´culo. Ana´logamente, la prueba de salida
γo = (ts′′, NC ,ND,fingChp,trans,ω¯Vq ,fingVq ) es firmada por
el checkpoint, SignChp(γo)=γ¯o,y enviada al vehı´culo. Por
tanto la creacio´n de pruebas de entrada y de salida falsas es
computacionalmente imposible actualmente si no se dispone
de la clave secreta utilizada por el Chp en la firma.
REIVINDICACIO´N 2. Los Chps emisores de las pruebas
de entrada y de salida no pueden negar las emisiones de las
mismas.
PRUEBA. Las pruebas de entrada son generadas y firmadas
por su emisor (los Chps) y, considerando que el esquema de
firma es seguro, esta operacio´n solamente la pueden realizar
ellos. Por lo tanto, la identidad del Chp esta´ asociada a
la prueba de entrada o de salida y por las propiedades
del esquema de firma electro´nica estos no pueden negar su
autorı´a.
REIVINDICACIO´N 3. El contenido de las pruebas de
entrada y de salida no puede ser modificado por los vehı´culos.
PRUEBA. Suponiendo que el esquema de firma es seguro
y que la funcio´n resumen utilizada en la firma es resistente
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a colisiones, si se modifica el contenido del billete la veri-
ficacio´n de la firma de los billetes sera´ incorrecta dado que
Signe(m) = ESke(h(m)) = m¯. Para que la verificacio´n fuera
correcta se deberı´a volver a generar la firma realizada sobre
el resumen del nuevo contenido. Esta operacio´n no es posible
so no se dispone de la clave secreta del checkpopint.
Resultado de la Proposicio´n 1. De acuerdo con las pruebas
presentadas en Claims 1, 2 y 3, puede asegurarse que el
protocolo satisface los requerimientos de seguridad necesarios
(autenticidad, integridad y no repudio) para que las pruebas
puedan considerarse va´lidas.
Proposicio´n 2. El sistema de telepeaje presentado aquı´ pre-
serva la privacidad de sus usuarios manteniendo su anonimato
y evitando la trazabilidad de sus acciones.
REIVINDICACIO´N 4. El sistema garantiza el anonimato de
sus usuarios honestos.
PRUEBA. La informacio´n que el usuario debe transmitir
para entrar al sistema es ωVq = (NA, NB , fingcertChp ) y
su firma. El Chp comprobara´ la firma con el certificado
certVq que acompan˜a el mensaje del usuario. Este certificado
(generado por el SE del V antes de la entrada a la LEZ)
identifica el vehı´culo, pero esta informacio´n esta´ protegida con
un cifrado asime´trico usando la clave pu´blica de la PA. Por
tanto, el Chp puede comprobar la firma pero no identificar al
vehı´culo. Posteriormente, el Chp genera y transmite al usuario
la γ¯i. Con esta prueba el vehı´culo puede entrar a la LEZ. La
γ¯i no tiene ma´s informacio´n del usuario que la contenida en
ωVq . Esto significa que V entrara´ a la LEZ sin ser identificado.
Referente a la salida del sistema y, dejando de lado el
sistema de pago que pueda ser utilizado (suponemos un
sistema de pago que permita el anonimato), el usuario debe
enviar al Chp de salida la siguiente informacio´n: ωVq =
(ts,NC , ND, fingcertChp ,trans). Al suponer que el pago es
ano´nimo, no se puede identificar al usuario a trave´s de trans.
Tampoco, por la razo´n explicada en el anterior para´grafo se
puede identificar al usuario a trave´s de la firma de ωVq . Con-
secuentemente la salida y la entrada de usuarios honestos en
una LEZ utilizando el sistema presentado aquı´ son ano´nimas.
REIVINDICACIO´N 5. EL protocolo de telepeaje no permite
rastrear o enlazar las operaciones de los vehı´culos.
PRUEBA. La informacio´n que genera la ejecucio´n del
protocolo no permite enlazar las distintas entradas y salidas de
las LEZs que pueda realizar un vehı´culo ya que el protocolo
descrito en III.C se ejecuta cada vez que el V accede a una
LEZ. Esto significa que el SE de vehı´culo genera un nuevo
certVq cada nueva entrada. Este certificado es el u´nico elemen-
to que podrı´a identificar al V. Ahora bien, teniendo en cuenta
que el uso del certificado es u´nico para cada entrada/salida,
nadie puede relacionar el V de esta entrada/salida con otra
ninguna otra entrada/salida.
La informacio´n que se podrı´a repetir en otra entrada/salida
del mismo V es el campo certVq .idS del certificado donde
se encuentra la identidad del vehı´culo. Pero, tal y como se
especifica en el protocolo, el certVq .idS esta calculado a partir
de un cifrado probabilı´stico utilizando, por ejemplo, un sistema
de padding OAEP que implica que el resultado de cada nueva
operacio´n de cifrado de las credenciales del V sea diferente.
Resultado de la Proposicio´n 2. El esquema de telepeaje
presentado aquı´ preserva la privacidad de acuerdo con las
argumentaciones 4 y 5: los usuarios pueden utilizar el sistema
de forma ano´nima y cada uno de los usos no pueden ser
relacionados entre si con respecto a la identidad de los
vehı´culos.
Proposicio´n 3. El sistema de telepeaje posee los requisitos
antifraude en cuanto a la correccio´n y verificabilidad de las
evidencias generadas en el protocolo.
REIVINDICACIO´N 6.
Se puede identificar a los defraudadores gracias al sistema
de revocacio´n del anonimato que posee el protocolo.
PRUEBA. En caso que los usuarios no realicen de forma
correcta la autenticacio´n en la entrada y/o salida del sistema
pueden perder el anonimato ya que el Chp realizara´ una foto
al V y capturara´ la matricula. Esta informacio´n es enviada a
la PA que actuara´ de la forma especificada en el protocolo de
Sancio´n. En la ejecucio´n del protocolo de Sancio´n la PA tiene
la capacidad de identificar al usuario a trave´s de la matricula
del vehı´culo.
En caso que los usuarios no hayan realizado el pago de
la forma correcta, la SP en el protocolo de Verificacio´n de
pago comprueba que la cantidad pagada se corresponda con
la tarificacio´n establecida en funcio´n de τ y de las emisiones
de V. Si la verificacio´n falla, se envı´a esta informacio´n a
la PA para que el usuario sea sancionado. La PA ratifica
la incidencia e identifica al usuario abriendo el campo del
certificado certVq.idS con su clave secreta. La obtencio´n de
Vid permite identificar y sancionar la usuario deshonesto.
REIVINDICACIO´N 7.
La ejecucio´n del protocolo genera evidencias para que un
usuario honesto pueda guardar en su OBU y pueda usarlas
para comprobar o rebatir las acusaciones de fraude.
PRUEBA. En el momento que un usuario es acusado de
no realizar correctamente la autentificacio´n se genera una pdi
que registra la incidencia. El usuario puede ser acusado de
usar un certificado certVq inapropiado o de realizar una firma
ω¯Vq incorrecta. En ambos casos, durante el procedimiento de
Sancio´n la PA se pone en contacto con e´l para que pueda
aportar a la pruebas para rebatir la acusacio´n.
Un usuario honesto podra´ recuperar de su OBU un certVq
que se corresponda con su vehı´culo (identificado por mat)
o una ω¯Vq que la haya generado correctamente el SE con
la ayuda de la OBU del usuario durante la el protocolo de
entrada/salida de la LEZ. Cabe recordar que los requisitos del
sistema establecen que la OBU de un vehı´culo tenga suficiente
capacidad de almacenamiento para poder verificar las posibles
acusaciones de fraude que se produzcan.
En caso de una incidencia de pago, el usuario debe demos-
trar que ha hecho el pago de acuerdo con los datos de ρ¯ y γ¯o
(ambos firmados por el Chp). Por tanto, un usuario honesto
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podra´ recuperar estas informaciones de su OBU y remitirlas a
la PA para rebatir la acusacio´n.
Resultado de la Proposicio´n 3. El esquema de telepeaje
presentado controla el fraude y puede identificar a los usuarios
que lo han cometido realizando la correspondiente sancio´n.
El protocolo permite tambie´n a los usuarios honestos obtener
evidencias de su buen funcionamiento para desmentir posibles
sanciones que se deban a algu´n tipo de funcionamiento
incorrecto de los actores del sistema.
V. CONCLUSIONES Y TRABAJO FUTURO
En este trabajo se ha presentado un sistema ERP para a´reas
urbanas que proporciona un sistema de control del fraude
robusto con un elevado nivel de privacidad. Se controla la
entrada y la salida de la LEZ de manera que se tarifica de
forma justa y ano´nima. No obstante, si un usuario comete
fraude es identificado mediante una foto, o gracias a la
revocacio´n de su privadidad.
Como trabajo futuro se considera la extensio´n del protocolo
para considerar ma´s de una LEZ, y su implementacio´n para
evaluar su aplicacio´n pra´ctica.
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Resumen—Desde hace an˜os, la seguridad en las redes P2P
estructuradas esta´ siendo cuestionada, y por ello se han propuesto
muchos trabajos con el objetivo de proporcionar enrutamiento
seguro, sistemas de reputacio´n, control de acceso, confidenciali-
dad de los datos, etc. Sin embargo, el proceso de asignacio´n de
identidades se ha dejado casi totalmente olvidado. Estas redes
esta´n disen˜adas para que cada usuario tenga un identificador
u´nico (nodeID), pero la mayorı´a de los sistemas existentes
permiten que los usuarios puedan obtener un conjunto de ellos,
e incluso seleccionarlos. Ambas actuaciones provocan problemas
importantes de seguridad, ya que gracias a ello los usuarios
pueden alterar el adecuado funcionamiento de la red. En este
trabajo proponemos un protocolo de asignacio´n de nodeIDs
basado en la emisio´n de certificados implı´citos. Nuestro propo´sito
es proporcionar servicios de seguridad que permitan luchar
contra la mayorı´a de las amenazas que sufren estas redes, con
especial atencio´n a la asignacio´n de identidades. Este protocolo
se basa en el uso de certificados y la generacio´n conjunta de
nodeIDs por parte la Autoridad de Certificacio´n (CA) y el nuevo
usuario.
Palabras clave—Ataque Eclipse, Ataque Sybil, Overlay P2P,
Gestio´n de Identidades, Certificados Implı´citos
I. INTRODUCCIO´N
Las redes Peer-to-Peer (P2P) estructuradas, de aquı´ en
adelante overlays P2P, aparecieron hace unos an˜os para re-
solver problemas de enrutamiento en grandes infraestructuras
distribuidas, incluso a nivel de Internet; ya que pueden pro-
porcionar escalabilidad, tolerancia a fallos, auto-organizacio´n
y baja latencia. Por ello, y segu´n el estudio anual “Cisco
Visual Networking Index (VNI) Forecast” [1], el tra´fico P2P
representaba alrededor del 30 % del tra´fico IP global en
2011 y crecera´ con una tasa de crecimiento anual compuesto
(CAGR) del 23 % de 2010 a 2015. Sin embargo, las overlays
P2P no esta´n siendo ampliamente utilizadas por aplicaciones
comerciales, ya que presentan importantes problemas de se-
guridad. Todos sabemos que hoy en dı´a la mayor parte de
estas redes funcionan razonablemente bien sin necesidad de
profundizar en la seguridad, pero no hay que perder de vista
que proporcionan servicios gratuitos; y por ello los usuarios
esta´n dispuestos a asumir ciertas deficiencias (no garantizan
una calidad de servicio (QoS) mı´nima), e incluso algu´n que
otro riesgo.
Las aplicaciones P2P de video streaming son un buen
ejemplo de aplicaciones comerciales que necesitan especial
atencio´n en la seguridad. La transmisio´n de video en redes
P2P surgio´ como una evolucio´n al intercambio de contenidos
multimedia mediante descarga. Su poder para dar cabida a
millones de usuarios, junto con su capacidad de resistencia
al dinamismo, su fiabilidad y su bajo coste, son algunas de
las razones por las que las redes P2P esta´n siendo cada vez
ma´s utilizadas por este tipo de aplicaciones. El ejemplo es que
las aplicaciones de video bajo demanda (VoD) producira´n tres
veces ma´s tra´fico en 2015 del que produjeron en 2011 [1].
SopCast, PPTV, CoolStreaming, TVUnetworks y Zattoo son
algunas de las muchas aplicaciones de streaming de video que
se han desarrollado hasta el momento. Sin embargo, la mayorı´a
de ellas son plataformas propietarias, las cuales utilizan la
segunda generacio´n de redes P2P o distribuyen contenidos con
un control de acceso deficiente, y poca o nula seguridad.
Debido a sus caracterı´sticas, las overlays P2P presentan vul-
nerabilidad ante ciertos ataques, lo cual debe ser solucionado
si queremos utilizar estas redes para implementar aplicacio-
nes comerciales (como servicios de VoD bajo suscripcio´n).
Adema´s, esta medida ayudarı´a a que los usuarios tengan ma´s
confianza en las redes P2P, ya que a menudo se piensa que
son inseguras por naturaleza.
Las overlays P2P han sido analizadas en profundidad para
garantizar su escalabilidad y eficiencia. Sin embargo, pocos
mecanismos de seguridad se esta´n utilizando en la actualidad.
La mayorı´a de estas redes asumen que los nodos tienen un
comportamiento honesto, pero este supuesto no es aceptable en
entornos abiertos. La existencia de nodos ano´nimos y la falta
de una autoridad centralizada capaz de controlar (y castigar)
a los nodos, hace que estos sistemas sean vulnerables frente a
comportamientos egoı´stas y maliciosos. Y desafortunadamente
estos comportamientos no pueden ser evitados u´nicamente
mediante el uso de los servicios ba´sicos de seguridad. Las
overlays P2P tambie´n deben seguir las primitivas de enruta-
miento seguro descritas por Wallach en [2], que son: (1) el
mantenimiento seguro de las tablas de enrutamiento, (2) el
enrutamiento seguro de mensajes, y (3) la asignacio´n segura
de los identificadores de nodo (nodeIDs). Sin embargo, los
dos primeros paradigmas dependen directamente del tercero.
Si los nodeIDs pueden ser elegidos por los usuarios sin
ningu´n tipo de control, podemos tener problemas de seguridad
y funcionamiento. Desafortunadamente, hasta ahora se ha
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prestado poca atencio´n a la forma en que los nodeIDs deben
ser construidos, o co´mo hacer los mecanismos de control
de acceso ma´s robusto. Al igual que cualquier otra red, las
overlays P2P requieren de un control de acceso eficiente
para prevenir el acceso de posibles atacantes a la red. Pero
adema´s, e´stas deberı´an disponer de un sistema de asignacio´n
de identidades robusto, con el fin de mejorar la confianza de
los usuarios en estas redes y que ası´ puedan ser mayormente
utilizadas por aplicaciones comerciales.
Por ello proponemos el uso de certificados digitales y
un nuevo protocolo de asignacio´n de identidades, el cual
aprovecha la emisio´n de estos certificados. Ma´s concretamente,
proponemos el uso de certificados implı´citos [3], [4], los cuales
presentan ciertas ventajas sobre los certificados tradicionales
(certificados explı´citos). Los certificados implı´citos tienen un
menor taman˜o, ya que no incluyen la firma de la entidad
emisora, y pueden ser verificados ma´s ra´pido, ya que requiere
menos tiempo de ca´lculo la reconstruccio´n de una clave
pu´blica que verificar una firma digital. Por otra parte, la
generacio´n de estos certificados nos permite construir nodeIDs
de forma segura. Para ello utilizamos las claves pu´blicas, las
cuales son construidas conjuntamente por los usuarios y la
autoridad de certificacio´n (CA), y ası´ minimizamos el impacto
de los ataques Eclipse [5], entre otros.
El resto del artı´culo esta´ organizado de la siguiente forma:
La seccio´n II explica algunos de los problemas existentes en
las overlays P2P relacionados con las identidades. La seccio´n
III presenta algunas propuestas que intentan prevenir, detectar
y/o limitar los problemas de identidad experimentados en
estas redes. La seccio´n IV explica que son los esquemas de
compromiso y describe un esquema de certificados implı´citos
basado en curvas elı´pticas. La seccio´n V presenta nuestro
protocolo de asignacio´n de identidades para una overlay P2P.
Y por u´ltimo, en la seccio´n VI se extraen algunas conclusiones.
II. PROBLEMAS DE IDENTIDAD EN OVERLAYS P2P
La mayorı´a de las overlays P2P esta´n implementadas utili-
zando tablas de hash distribuidas (DHTs), que almacenan pares
{clave, valor} junto con los nodeIDs creando un espacio vir-
tual. Un valor puede ser un recurso (por ejemplo, un archivo),
o la forma de llegar a e´l (un puntero), y la clave asociada
indica su ubicacio´n. La DHT se divide en subtablas, las cuales
corresponden a una zona determinada del espacio virtual y
van siendo asignadas a los diferentes nodos. Ası´ cada nodo
es responsable de una zona, y por lo tanto es responsable de
los pares {clave,valor} contenidos en esa zona (almacenando
mensajes de contenido y enrutamiento). Por lo general, una
zona es asignada a un nodo cuyo nodeID es nume´ricamente
cercano a los valores de las claves almacenadas en la subtabla
correspondiente. Por lo tanto, la ubicacio´n de los nodos en el
espacio virtual esta´ directamente relacionada con sus nodeIDs.
Y desafortunadamente, en la mayorı´a de las overlays P2P
actuales estos identificadores son generados por los usuarios
localmente, lo que significa que pueden elegir sus nodeIDs y
consecuentemente su ubicacio´n en la overlay.
Los usuarios en la red CAN [6] son identificados por la
zona que tienen asignada dentro del espacio virtual, zonas
seleccionadas por ellos mismos. En las redes Chord [7] y
Kademlia [8], los nodeIDs son generados por los usuarios
utilizando una funcio´n hash sobre sus direcciones IP. En Pastry
[9] los nodeIDs son asignados al azar por el software del
cliente. Y de manera similar en otras overlays P2P.
Varios problemas relacionados con las identidades surgen
de la asignacio´n descontrolada de los nodeIDs: Ataques Sy-
bil, ataques Eclipse, ataques Man-in-the-Middle (MITM), la
presencia de whitewashers, etc. A continuacio´n se describen
algunas de las amenazas ma´s importantes.
II-A. El ataque Sybil
La gestio´n de mu´ltiples nodeIDs (Sybils) por parte del
mismo nodo se conoce como ataque Sybil [10]. Llevando a
cabo este ataque, un usuario malintencionado puede aumentar
su presencia dentro de la overlay simulando artificialmente la
existencia de varios nodos. Por lo tanto, el atacante que puede
manejar un grupo de nodos puede alterar el funcionamiento
de la red, o simplemente mejorar su reputacio´n.
II-B. El ataque Eclipse
El ataque Eclipse [5] pretende alterar la informacio´n de en-
rutamiento de un nodo (o grupo de nodos) objetivo para aislar-
lo del resto de la overlay. El atacante interceptara´ los mensajes
dirigidos a dicho nodo (o grupo) mediante un conjunto de
nodos confabulados (o Sybils) que se encuentran cercanos al
objetivo con el fin de controlar sus comunicaciones.
II-C. El Ataque Man-In-The-Middle (MITM)
Como su nombre indica, en este ataque el atacante se situ´a
entre dos nodos con el propo´sito de espiar sus comunicaciones,
o incluso manipularlas. Por lo general, en las redes P2P,
el objetivo de estos atacantes es robar nodeIDs y/o generar
informacio´n falsa. Por lo tanto, si tenemos en cuenta el tipo
de enrutamiento de estas redes y permitimos que los nodeIDs
sean seleccionados por los usuarios sin ningu´n control, no hay
duda de que estas redes son extremadamente vulnerables a
ataques MITM.
II-D. Otros Problemas
La eficiencia de los algoritmos de enrutamiento se basa
en la uniforme distribucio´n de los nodeIDs. Por lo tanto, el
rendimiento de una overlay puede ser globalmente degradada
si la mayorı´a de los nodeIDs pertenecen a una sola zona del
espacio virtual. Y desafortunadamente, si los nodeIDs pueden
ser seleccionados por los usuarios, nadie tendra´ la seguridad de
que los identificadores van a estar distribuidos uniformemente.
Otra amenaza a la seguridad relacionada con los nodeIDs es
la presencia de whitewashers (nodos que intencionadamente
abandonan la red y vuelven a entrar en ella con un nuevo
nodeID con la intencio´n de limpiar su mala reputacio´n [11]).
Los sistemas de reputacio´n pueden ser utilizados para prevenir
comportamientos maliciosos y promover la colaboracio´n entre
los nodos. Sin embargo, la eficacia de estos sistemas depende
de la estabilidad de los nodeIDs.
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III. ESTADO DEL ARTE
Douceur [10] fue el primero en tratar el ataque Sybil en
overlays P2P y comentar la imposibilidad de saber si dos
nodos son gestionados por dos usuarios diferentes, o si en
realidad lo hace uno solo; incluso recabando informacio´n de
otros nodos de la red. De esta forma concluye que una entidad
de confianza que certifique los nodeIDs es la u´nica solucio´n
para evitar por completo el ataque Sybil en estas redes. Sin
embargo, tambie´n sugiere el uso de me´todos que an˜adan un
coste computacional al proceso de obtencio´n de nodeIDs para
mitigar el ataque. Siguiendo esta lı´nea, hasta la fecha se han
propuesto muchas alternativas.
En [12], Castro et al. proponen dos formas centralizadas de
generar nodeIDs. La primera de ellas es delegar el problema
a un conjunto de entidades de confianza, las cuales firman los
certificados vincula´ndolos con un nodeID aleatorio, una clave
pu´blica y la direccio´n IP del usuario. La segunda propuesta
consiste en cobrar dinero por los certificados, u obligar a los
usuarios a vincular su identidad real con los nodeIDs. Srivatsa
y Liu proponen el uso de certificados con un tiempo de vida
limitado y emitidos por una CA, el cual tambie´n vincula los
certificados a nodeIDs aleatorios [13]. En [14], Butler et al.
consideran el uso del encriptado basado en identidad (IBE),
donde las claves pu´blicas son derivadas directamente de los
nodeIDs. Los nodeIDs son generados aleatoriamente por una
CA y la autenticacio´n de los nodos se lleva a cabo a trave´s de
un proceso de callback utilizando la direccio´n IP del usuario.
En [15], Aiello et al. proponen, por una parte introducir la
interaccio´n humana en la fase de autenticacio´n utilizando el
protocolo OpenID, y por otra parte utilizar una entidad de
confianza que vincule la identidad real del usuario con su clave
pu´blica y con un nodeID aleatorio para generar un LikirID.
En [16], Rowaihy et al. han propuesto un mecanismo de
puzzles criptogra´ficos para limitar el ataque Sybil. Proponen
un sistema de control de admisio´n utilizando una estructura
jera´rquica autoorganizada de nodos y una cadena de puzzles
criptogra´ficos. Ellos explotan dicha estructura jera´rquica para
distribuir la carga y aumentar la capacidad de resistencia a los
ataques dirigidos, y actualizan los puzzles con frecuencia para
ası´ evitar la precomputacio´n. En [12], [17], [18], sus autores
tambie´n utilizan puzzles criptogra´ficos para limitar el ataque
Sybil.
IV. BACKGROUND
IV-A. Esquemas de compromiso (Commitment Schemes)
Un esquema de compromiso es un protocolo interactivo en-
tre dos participantes (Emisor y Receptor), destinado a ocultar
temporalmente un valor que ya no debe ser cambiado. Es
decir, el Emisor se compromete a utilizar un valor, el cual ha
de permanecer temporalmente oculto para el Receptor. Estos
sistemas suelen consistir de dos fases:
1. Fase 1 (Compromiso): el Emisor se compromete a
utilizar un determinado valor.
2. Fase 2 (Revelacio´n): el Emisor prueba al Receptor que
el valor no ha sido cambiado desde entonces.
Estos esquemas son primitivas muy u´tiles en criptografı´a
y siempre deben cumplir con dos propiedades: Vinculacio´n y
Ocultacio´n. La Vinculacio´n asegura que en la fase de Reve-
lacio´n un compromiso so´lo pueda revelar con e´xito un valor
(unicidad). La Ocultacio´n garantiza que la fase de Compromi-
so no revela ninguna informacio´n sobre el valor oculto (secreto
prefecto). Tanto la Vinculacio´n como la Ocultacio´n pueden ser
garantizadas (estadı´stica o computacionalmente) en funcio´n de
la potencia de ca´lculo necesaria para romperlas. Estos esque-
mas son aplicados en protocolos tales como las pruebas de
conocimiento cero (Zero-knowledge), la computacio´n multi-
parte, las subastas digitales o el comercio electro´nico.
En este artı´culo nosotros definimos un nuevo esquema
de compromiso basado en la criptografı´a basada en curvas
elı´pticas (ECC) con el fin de mejorar la seguridad en un
protocolo de emisio´n de certificados implı´citos.
IV-B. Certificados Implı´citos
Un certificado esta´ndar contiene explı´citamente la clave
pu´blica del usuario y la firma de la CA que ha emitido dicho
certificado, junto con otra informacio´n adicional (nu´mero de
serie, perı´odo de validez, identidad del emisor, identidad del
usuario, etc.). Un certificado implı´cito [3], [4] no contiene la
clave pu´blica del usuario ni la firma de la CA. En lugar de
ello contiene la informacio´n necesaria para calcular su clave
pu´blica asociada, un para´metro de reconstruccio´n.
Por lo tanto, un certificado implı´cito es simplemente un par
(I, Z), donde I denota la informacio´n incluida en el certificado
y Z denota el para´metro de reconstruccio´n. Los certificados
implı´citos tienen una longitud ma´s corta que los explı´citos y
proporcionan ası´ una alternativa ma´s eficiente.
Antes de validar la firma de un emisor, cualquier receptor
de un certificado implı´cito debe reconstruir la clave pu´blica
asociada utilizando Z y la clave pu´blica de la CA emisora.
De la misma manera que con los certificados explı´citos, el
receptor debe confiar en la CA y disponer de su clave pu´blica
para tener ası´ la seguridad de que la clave reconstruida ha
sido emitida por dicha CA. Con los certificados explı´citos, el
receptor verifica la firma del certificado con la clave pu´blica
de la CA, y a partir de ese momento puede estar seguro de que
la clave contenida en el certificado pertenece a un determinado
usuario y ha sido emitida por esa CA. Sin embargo, validar
u´nicamente el certificado no es suficiente para autenticar a
un usuario. Por lo tanto, para autenticar a un usuario, e´ste
debe demostrar el conocimiento de la clave privada asociada
utilizando un protocolo criptogra´fico seguro. Y lo mismo
aplica a los certificados implı´citos, donde la autenticacio´n
de una clave pu´blica y la autenticacio´n de pertenencia a un
usuario no son separables.
La figura 1 ilustra el esquema de emisio´n de certificados
implı´citos “Elliptic Curve Qu-Vanstone” (ECQV) [4], pro-
puesto por el Standards for Efficient Cryptography Group
(SECG). En e´l un usuario X solicita un nuevo certificado
enviando un punto aleatorio dentro de una curva elı´ptica (NX ),
el cual es utilizado por la CA para generar el para´metro de
reconstruccio´n de su nueva clave pu´blica (Z = NX+N ). Una
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vez calculado Z, la CA calcula el valor del hash del certificado
(h = H(I||Z)) y la firma (s). Finalmente X recibe su nuevo
certificado (Z, I) y su firma (s), genera su nuevo par de claves
criptogra´ficas (la clave privada dX y la clave pu´blica QX )
utilizando la clave pu´blica de la CA (QCA).
Figura 1. Protocolo de Emisio´n de Certificados Implı´citos ECQV.
En este artı´culo proponemos una serie de modificaciones
sobre este sistema de emisio´n de certificados con el fin de
proponer un nuevo sistema de gestio´n de identidades seguro.
V. PROTOCOLO DE ASIGNACIO´N DE IDENTIDADES
Nuestro protocolo asigna nodeIDs de forma segura y efi-
ciente aprovechando la emisio´n de certificados implı´citos.
Estos certificados proporcionan identificacio´n digital para au-
tenticar usuarios, soporte a la criptografı´a de clave pu´blica,
etc.; pero tambie´n presentan ciertas ventajas sobre los certifi-
cados tradicionales. En este protocolo, los NodeIDs se calculan
utilizando una funcio´n de hash sobre la clave pu´blica de los
usuarios, pero a diferencia de otras propuestas, estas claves
pu´blicas son generadas bajo la supervisio´n y participacio´n
de una CA, la cual no conoce las claves privadas asociadas.
El esquema de emisio´n de certificados ECQV [4] ha sido
modificado con el fin de garantizar que ninguna de las dos
partes involucradas en el proceso tenga la capacidad de elegir
el valor de la clave pu´blica emitida.
V-A. Suposiciones y Clarificaciones
Con el fin de adaptar el esquema ECQV a nuestras nece-
sidades, hemos definido un nuevo esquema de compromiso
basado en curvas elı´pticas. Este esquema ha sido construido
inspira´ndonos en el cifrado Exclusive-OR (XOR) y suponien-
do que un emisor S posee una clave privada dS y una clave
pu´blica QS = dSG, donde G es el generador de la curva
elı´ptica. La figura 2 describe el protocolo en detalle, donde
u es un nu´mero aleatorio, U es el punto de la curva elı´ptica
asociado a u, c es el valor de compromiso y v es el valor
elegido por S. En la primera fase, S se compromete a utilizar
un valor v enviando los valores c y U a R. Y en la segunda
fase, S revela el valor del nu´mero aleatorio utilizado (u) y
R chequea que u realmente fue utilizado para generar U .
Finalmente R calcula el valor de v utilizando c.
Figura 2. Nuevo Esquema de Compromiso.
En este esquema de compromiso se cumplen las dos
principales propiedades de seguridad que requieren este tipo
de protocolos: Vinculacio´n y Ocultacio´n. La Vinculacio´n es
segura, ya que dos valores diferentes de u no pueden dar
como resultado el mismo valor correcto de v. Y la Ocultacio´n
es computacional, ya que dados los valores c, U y G, un
atacante puede resolver el problema del logaritmo discreto en
una curva elı´ptica (ECDLP) para obtener el valor aleatorio u,
para luego para calcular v.
La modificacio´n realizada en el esquema ECQV ha con-
sistido en an˜adir el esquema de compromiso anteriormente
explicado. Con ello evitamos que la CA pueda elegir el valor
del para´metro de reconstruccio´n (Z) una vez conocido el
valor enviado por el usuario (NX ) durante el proceso de
generacio´n de certificados. Esto implica que ahora la CA debe
seleccionar N y enviar un compromiso (c, U ) al usuario antes
de recibir NX . Ası´, una vez que el usuario ha recibido su
nuevo certificado, e´l sera´ capaz de verificar que el certificado
se ha generado utilizando el valor al que se comprometio´ la
CA.
V-B. Especificaciones
En esta seccio´n describimos el protocolo en detalle; la
informacio´n intercambiada, la forma de intercambiarla, los
mecanismos de seguridad utilizados, etc. La figura 3 muestra la
informacio´n intercambiada por ambas partes y las operaciones
llevadas a cabo, pero sin tener en cuenta las operaciones de
cifrado y firma. La tabla I presenta un resumen global de la
notacio´n utilizada a lo largo de esta seccio´n.
V-B1. Paso 1: Cada vez que un usuario quiere unirse a
la overlay P2P contacta con la CA enviando un “HELLO
MESSAGE”, el cual contiene las identidades (IDX y IDCA),
una marca temporal (tX ), tambie´n utilizada como identificador
de peticio´n, y el certificado del usuario (CX ). Este mensaje es
firmado por el usuario utilizando su clave privada en el mundo
real, y cifrado utilizando la clave pu´blica de la CA.
HELLO MESSAGE, X → CA :
{CX , {IDX , IDCA, tX}dX}QCA
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Tabla I
NOTACIO´N
p El orden del cuerpo finito Fp.
G El generador de la curva elı´ptica definida sobre Fp (E(Fp)).
IDX La identidad del nuevo usuario X .
IDCA La identidad de la CA.
PX El seudo´nimo de X dentro de la overlay (nodeID).
CX El certificado digital de X en el mundo real.
dX La clave privada de X en el mundo real.
QX La clave pu´blica de X en el mundo real.
dXo La clave privada de X dentro de la overlay.
QXo La clave pu´blica de X dentro de la overlay.
dCA La clave privada de la CA.
QCA La clave pu´blica de la CA.
tX La marca temporal generada por el nuevo usuario (identificador de peticio´n).
I La informacio´n incluida en el certificado de X .
Z El para´metro de reconstruccio´n de la clave pu´blica de X .
h El resumen del nuevo certificado (I||Z).
s La firma de la CA para el nuevo certificado de X .
n, u, nX Para´metros privados de la peticio´n de X (∈ [1, p− 1]).
N, U, NX Para´metros pu´blicos de la peticio´n de X (∈ E(Fp)).
c El valor de compromiso.
H(m) Una funcio´n de hash sobre un mensaje m.
i→ j : El envı´o de un mensaje de la entidad i a la entidad j.
{m}Q El texto cifrado de un mensaje m utilizando la clave pu´blica Q.
{m}d La firma sobre un mensaje m utilizando la clave privada d.
V-B2. Paso 2: Cada vez que un nuevo usuario contacta
con la CA, e´sta genera dos para´metros privados ({n, u} ∈
[1, p−1]), sus respectivos puntos en la curva elı´ptica (N = nG
y U = uG) y calcula c = N ⊗H(dCAU). Finalmente envı´a
c y U a X , todo firmado y cifrado junto con las identidades
y la marca temporal.
ACCEPT MESSAGE, CA→ X :
{{IDCA, IDX , tX , c, U}dCA}QX
V-B3. Paso 3: X recibe el “ACCEPT MESSAGE” y
genera un para´metro privado nX ∈ [1, p − 1] y su punto
asociado NX = nXG. Despue´s envı´a NX a la CA, firmado y
cifrado junto con las identidades y la marca temporal.
REQUEST MESSAGE, X → CA :
{{IDX , IDCA, tX , NX}dX}QCA
V-B4. Paso 4: La CA recibe el “REQUEST MESSAGE”,
calcula el para´metro de reconstruccio´n (Z = NX + N ) y
el valor de hash de ese para´metro concatenado con I (h =
H(I||Z)). Despue´s firma el certificado (s = hn+dCA mod p)
y le proporciona a X los valores {s, r, I, Z}, todos firmados
y cifrados junto con las identidades y la marca temporal.
RESPONSE MESSAGE, CA→ X :
{{IDCA, IDX , tX , s, u, I, Z}dCA}QX
Note que una vez que Z y h han sido calculados, si QXo =
hZ + QCA = O, la CA le pide al usuario que le mande un
nuevo para´metro y repite el proceso.
V-B5. Paso 5: X recibe su nuevo certificado y la firma
de la CA (“RESPONSE MESSAGE”), y calcula U ′ = uG (y
compara e´ste con U ), N = Z − NX y N ′ = H(uQCA) ⊗ c
para verificar que la CA ha utilizado el valor inicial n; si no
es ası´ cancela el proceso. Despue´s X genera su clave privada
dXo = hnX + s mod p y su clave pu´blica QXo = dXoG,
y calcula su nuevo nodeID como el valor de hash de QXo
(PX = H(QXo)). Finalmente envı´a su nodeID junto con las
identidades y la marca temporal, todo firmado y cifrado.
CONFIRMATION MESSAGE, X → CA :
{{IDX , IDCA, tX , PX}dX}QCA
V-B6. Generacio´n de la Clave Pu´blica: Cada vez que
un usuario recibe un mensaje, e´ste necesita generar la clave
pu´blica del emisor para poder autenticarlo y verificar la firma
del mensaje. Para ello utiliza su certificado implı´cito, el cual
incluye la informacio´n del certificado (I) y el para´metro de
reconstruccio´n (Z). Finalmente sigue los siguientes pasos:
1. Calcula el para´metro h = H(I||Z).
2. Genera la clave pu´blica del emisor QXo = hZ +QCA.
3. Verifica la firma del mensaje utilizando QXo.
No´tese que dicha verificacio´n se cumplira´ porque:
QXo = dXoG = hnXG+ sG = hnXG+ hnG+ dCAG =
hNX + hN +QCA = h(NX +N) +QCA = hZ +QCA.
V-B7. Validacio´n del nodeID: Cada vez que un nodo
recibe informacio´n de otro nodo (contenidos o informacio´n de
enrutamiento) debe validar su nodeID. Para ello, el nodo so´lo
tiene que calcular el hash de su clave pu´blica (PX = H(QXo))
y compararlo con el nodeID utilizado.
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Figura 3. Esquema de Generacio´n de nodeIDs/Certificados.
VI. CONCLUSIONES
La vulnerabilidad a ciertos ataques es un fuerte obsta´culo
para el desarrollo de aplicaciones comerciales en las overlays
P2P. En este artı´culo se ha propuesto un esquema seguro
de asignacio´n de identidades con el objetivo de resolver
algunas de estas vulnerabilidades y convertir estas redes en
una potente plataforma para aplicaciones comerciales. Nuestro
protocolo genera nodeIDs de forma segura y ano´nima, sin
afectar al funcionamiento actual de la red. E´ste no permite
ni que los usuarios seleccionen sus nodeIDs ni que la CA
pueda seleccionarlos por ellos, y garantiza que los nodos
sean ubicados en el espacio virtual de forma pseudo-aleatoria
(uniformemente). Finalmente, hay que tener en cuenta que
cualquier sistema de seguridad implica un compromiso entre el
nivel de seguridad y el rendimiento de la red. Pero en nuestro
caso, y teniendo en cuenta que un usuario so´lo ejecutarı´a el
protocolo la primera vez que quiere unirse a la red, la calidad
experimentada por el usuario (QoE) no se vera´ afectada.
En cuanto a la seguridad, nuestra propuesta so´lo tiene una
debilidad; debemos confiar en la CA. Pero hay que tener
en cuenta que utilizar una CA es la u´nica forma de evitar
100 % ciertos ataques (ataque Sybil, ataque Eclipse, etc.). El
trabajo futuro se centrara´ en proponer un sistema de gestio´n
de identidades que proporcione trazabilidad de usuarios y
revocacio´n de certificados y nodeIDs.
RECONOCIMIENTOS
Este trabajo ha sido parcialmente subvencionado por la
Secretarı´a de Estado de Investigacio´n, Desarrollo e Innovacio´n
bajo los proyectos SERVET TEC2011-26452 y CONSOLI-
DER CSD2007-00004 (ARES), y por la Generalitat de Cata-
lunya bajo la ayuda 2009 SGR-1362 para grupos consolidados.
REFERENCIAS
[1] Cisco Systems, Inc, “Cisco Visual Networking
Index: Forecast and Methodology, 2011-2016,”
http://www.cisco.com/en/US/solutions/collateral/ns341/ns525/ns537/
ns705/ns827/white paper c11-481360 ns827 Networking Solutions
White Paper.html.
[2] D. S. Wallach, “A Survey of Peer-to-Peer Security Issues,” in Pro-
ceedings of the Mext-NSF-JSPS international conference on Software
security: theories and systems, ser. ISSS’02. Tokyo, Japan: Springer-
Verlag Berlin, Heidelberg, 2002, pp. 42–57.
[3] D. R. Brown, R. Gallant, and S. A. Vanstone, “Provably Secure Implicit
Certificate Schemes,” in Financial Cryptography, ser. Lecture Notes in
Computer Science. Springer Berlin Heidelberg, 2002, vol. 2339, pp.
156–165.
[4] C. Research, “Standards for Efficient Cryptography 4 (SEC 4): Elliptic
Curve Qu-Vanstone Implicit Certificate Scheme (ECQV),” November
2013, version 1.1.
[5] R. Fantacci, L. Maccari, M. Rosi, L. Chisci, L. M. Aiello, and M. Mila-
nesio, “Avoiding Eclipse Attacks on Kad/Kademlia: An Identity Based
Approach,” in Proceedings of the IEEE International Conference on
Communications, ser. ICC’09. IEEE Press, june 2009, pp. 983–987.
[6] S. Ratnasamy, P. Francis, M. Handley, R. Karp, and S. Shenker, “A
Scalable Content-Addressable Network,” in Proceedings of the ACM
Conference on Applications, Technologies, Architectures and Protocols
for Computer Communication (SIGCOMM), San Diego, CA, USA,
2001, pp. 161–172.
[7] I. Stoica, R. Morris, D. R. Karger, M. F. Kaashoek, and H. Bala-
krishman, “Chord: A Scalable Peer-to-Peer Lookup Service for Internet
Applications,” in Proceedings of the ACM Conference on Applications,
Technologies, Architectures and Protocols for Computer Communication
(SIGCOMM), San Diego, CA, USA, 2001, pp. 149–160.
[8] P. Maymounkov and D. Mazie`res, “Kademlia: A Peer-to-Peer Infor-
mation System Based on the XOR Metric,” in Proceedings of the 1st
International Workshop on Peer-to Peer Systems, ser. IPTPS’02, march
2002, pp. 53–65.
[9] A. Rowstron and P. Druschel, “Pastry: Scalable, Decentralized Object
Location, and Routing for Large-Scale Peer-to-Peer Systems,” in Procee-
dings of the IFIP/ACM International Conference on Distributed Systems
Platforms, 2001, pp. 329–350.
[10] J. R. Douceur, “The Sybil Attack,” in Proceedings of the First Interna-
tional Workshop on Peer-to-Peer Systems, ser. IPTPS’02. London, UK:
Springer-Verlag, 2002, pp. 251–260.
[11] S. Marti and H. Garcia-Molina, “Taxonomy of Trust: Categorizing P2P
Reputation Systems,” Computer Networks, vol. 50, no. 4, pp. 472–84,
2006.
[12] M. Castro, P. Druschel, A. Ganesh, A. Rowstron, and D. S. Wallach, “Se-
cure Routing for Structured Peer-to-peer Overlay Networks,” SIGOPS
Oper. Syst. Rev., vol. 36, no. SI, pp. 299–314, december 2002.
[13] M. Srivatsa and L. Liu, “Vulnerabilities and Security Threats in Struc-
tured Overlay Networks: A Quantitative Analysis,” in Proceedings of
the 20th Annual Computer Security Applications Conference, december
2004, pp. 252–261.
[14] K. R. Butler, S. Ryu, P. Traynor, and P. D. McDaniel, “Leveraging
Identity-Based Cryptography for Node ID Assignment in Structured
P2P Systems,” IEEE Transactions on Parallel and Distributed Systems,
vol. 20, no. 12, pp. 1803–1815, december 2009.
[15] L. M. Aiello, M. Milanesio, G. Ruffo, and R. Schifanella, “An identity-
based approach to secure P2P applications with Likir,” Peer-to-Peer
Networking and Applications, vol. 4, pp. 420–438, 2011.
[16] H. Rowaihy, W. Enck, P. McDaniel, and T. L. Porta, “Limiting Sybil
Attacks in Structured P2P Networks,” in Proceedings of the 26th IEEE
International Conference on Computer Communications, Anchorage,
Alaska, USA, may 2007, pp. 2596–2600.
[17] W. L. D. C. Cordeiro, F. R. Santos, G. H. Mauch, M. P. Barcelos,
and L. P. Gaspary, “Identity management based on adaptive puzzles to
protect P2P systems from Sybil attacks,” Comput. Netw., vol. 56, no. 11,
pp. 2569–2589, july 2012.
[18] C. Lu, “Detection and Defense of Identity Attacks in P2P Network,”
in Advances in Computation and Intelligence, ser. Lecture Notes in
Computer Science. Springer-Verlag Berlin Heidelberg, 2009, vol. 5821,
pp. 500–507.
RECSI 2014, Alicante, September 2-5 2014




















Universitat Rovira i Virgili
Email: david.sanchez@urv.cat
Resumen—Consideremos el siguiente escenario: dos entidades
quieren saber el grado de semejanza que hay entre ellas. Sus
perfiles se pueden describir a trave´s de funciones de preferencia,
y querrı´an calcular la distancia entre estas funciones sin tener
que revelarlas. Este escenario parece de especial relevancia en el
contexto de las redes sociales, polı´ticas o empresariales, cuando
uno desea encontrar amigos o socios con intereses parecidos
sin tener que revelar sus intereses a nadie. En este trabajo,
proporcionamos protocolos que resuelven el problema anterior
para distintos tipos de funciones. Los experimentos, adema´s,
demuestran que es posible realizar estos ca´lculos de manera
privada, eficiente y sin causar reducciones significativas en la
precisio´n de las distancias calculadas manteniendo, por tanto, su
utilidad.
Palabras clave—Ca´lculo privado de distancias, privacidad,
redes sociales, funciones de utilidad, preferencias, perfiles de
usuario, emparejamiento privado.
I. INTRODUCCIO´N
La timidez puede tener un componente racional. Llegar a
conocer a un extran˜o requiere habitualmente que le revelemos
parte de nuestra informacio´n privada. De hecho, en una
relacio´n justa hay normalmente un intercambio mutuo de
informacio´n, en la que cada una de las partes debe revelar
algo a la otra con tal de aprender algo. Una manera de
preservar la privacidad y limitar riesgos serı´a que ambas partes
pudiesen determinar si tienen intereses parecidos sin ninguna
revelacio´n a priori. Evidentemente, cuanto ma´s semejantes
resulten ser sus intereses, mayores sera´n las revelaciones
mutuas a posteriori: en el caso extremo en que sus intereses
estuvieran a distancia 0, se producirı´a una revelacio´n total de
sus intereses.
En te´rminos de teorı´a de juegos, el anterior problema se
puede expresar como dos jugadores interesados en determinar
cua´n cerca esta´n sus funciones de utilidad sin revelar esas
funciones de utilidad al otro jugador. En consecuencia, esto
permitirı´a formar coaliciones con intereses homoge´neos sin
ninguna revelacio´n a priori.
Encontrar una solucio´n a este problema podrı´a resultar muy
relevante para resolver varias situaciones reales:
En redes sociales, los usuarios podrı´an encontrar ami-
gos o usuarios a los que seguir que compartan sus
intereses, sin ser forzados a revelar sus propios intereses
privados (p.e. religio´n, orientacio´n sexual, condicio´n de
salud, etc.). Por ejemplo, actualmente en la red social
PatientsLikeMe [12] los usuarios tienen que revelar
sus enfermedades para encontrar a otros usuarios con
condiciones me´dicas parecidas. La pe´rdida de privacidad
es evidente y podrı´a ser mitigada por nuestra propuesta.
Los ataques de grooming podrı´an ser mitigados signifi-
cativamente con nuestra propuesta. No´tese que el agresor
tendrı´a que adivinar los intereses de su vı´ctima para poder
llegar a estar entre sus amistades.
Modelar consumidores con perfiles especı´ficos tambie´n
serı´a posible. Las empresas podrı´an crear un usuario
falso en redes sociales con el tipo de perfil de los
consumidores que busca. De esta manera, las empresas
podrı´an identificar comunidades de potenciales clientes
con el perfil deseado, sin entrometerse en la privacidad
de los usuarios que no encajan en el perfil que buscan.
En tratos comerciales, las partes podrı´an determinar si la
importancia que asignan a cierta coleccio´n de bienes es
similar a la asignada por otras, sin revelar sus estrategias
comerciales. Por ejemplo, en algunos casos una compan˜ı´a
podrı´a estar interesada en asociarse con empresas con
intereses distintos, para formar alianzas complementarias,
en lugar de asociarse a empresas con intereses demasiado
parecidos, que podrı´an ser vistas como competidoras.
En procesos de contratacio´n, empresas y candidatos
serı´an capaces de determinar confidencialmente hasta
que´ punto la visio´n corporativa de la empresa es com-
partida por cada candidato. Gracias a un mecanismo que
preserve la privacidad, se podrı´an incluir en la evaluacio´n
un gran nu´mero de factores distintos, sin que la empresa
revele sus objetivos estrate´gicos a los candidatos no
elegidos ni e´stos revelen sus opiniones.
I-A. Contribucio´n y estructura del artı´culo
En este artı´culo presentamos protocolos que permiten cal-
cular privadamente la distancia entre varios tipos de funciones.
A continuacio´n, mostramos los resultados experimentales que
demuestran que preservar la privacidad no causa una distorsio´n
significativa en las distancias calculadas.
La seccio´n II define diversos casos de ca´lculos privados de
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distancias entre funciones, dependiendo de la naturaleza de
la funcio´n y del tipo de distancia que se considera. La sec-
cio´n III describe un protocolo para calcular las distancias entre
funciones, preservando la privacidad, basada en la interseccio´n
de conjuntos. La seccio´n IV muestra los resultados del trabajo
experimental. La seccio´n V describe trabajos relacionados. Las
conclusiones y trabajo futuro se resumen en la seccio´n VI.
II. TAXONOMI´A DE CA´LCULOS DE LA DISTANCIA ENTRE
FUNCIONES
El protocolo para calcular de manera privada la distancia
entre dos funciones depende principalmente de la naturaleza de
dichas funciones y de la manera en que se miden las distancias
entre ellas. A continuacio´n discutimos varios de estos casos.
II-A. Caso A: nu´mero de preferencias cualitativas en comu´n
En este primer caso, los intereses o preferencias de cada
una de las partes se representan como conjuntos de valores
booleanos relacionados con varios temas independientes. Por
ejemplo, en las redes sociales como Facebook, se les pide a los
usuarios que den sus opiniones sobre diversos temas en forma
de “me gusta”. En PatientsLikeMe [12], los usuarios
detallan sus historiales me´dicos como selecciones binarias
entre conjuntos de alternativas (enfermedades, sı´ntomas, etc.).
De este modo, consideramos las preferencias del usuario
o entidad (su perfil) como un conjunto que contiene sus
opiniones y/o detalles personales. Definimos este conjunto
como X para el primer jugador C e Y para el segundo, S.
La distancia entre los intereses de C y S se puede calcular
como el inverso multiplicativo del taman˜o de la interseccio´n
de X e Y , es decir 1/|X∩Y |, siempre que la interseccio´n sea
no nula. Si lo fuese, podrı´amos considerar que la distancia es
∞.
Evidentemente, cuanto ma´s coincidencias haya entre X e Y ,
mayor sera´ su interseccio´n y menor su distancia. En definitiva,
ma´s semejantes sera´n las preferencias de ambos jugadores.
II-B. Caso B: correlacio´n entre preferencias cualitativas
Como en el caso anterior, los perfiles de los jugadores se
expresan como conjuntos de caracterı´sticas cualitativas. Pero
si estas caracterı´sticas no son independientes (p.e. enferme-
dades relacionadas) o no son binarias (p.e. expresadas como
respuestas a cuestionarios en texto libre), la distancia entre los
perfiles de dos jugadores no se puede calcular como el taman˜o
de la interseccio´n entre sus conjuntos de preferencias. Por
ejemplo, si C sufre anorexia y S bulimia, podemos determinar
que existe cierta coincidencia entre ellos, puesto que ambos
presentan deso´rdenes alimentarios. Esta coincidencia tiene que
ser capturada por la distancia resultante.
Suponemos pues, que tenemos una funcio´n de correlacio´n
s : E × E 7→ Z+ que mide la semejanza entre los elementos
de los conjuntos de caracterı´sticas de C y S, donde E es el
dominio del que los conjuntos de caracterı´sticas de ambos
jugadores toman sus valores. Para caracterı´sticas nominales
(p.e. nombres de enfermedades), podemos utilizar semejanzas
sema´nticas [13]; para caracterı´sticas nume´ricas que tomen
valores de dominios finitos y discretos (p.e. edades, co´digos
postales), podemos utilizar funciones aritme´ticas. Adema´s,
suponemos que ambos jugadores conocen s desde el principio.
En este caso la distancia entre el conjunto X de C y el






cuando el denominador no es nulo. Si lo es, decimos que la
distancia es ∞.
II-C. Caso C: funciones de preferencia cuantitativas
En este u´ltimo caso, queremos calcular la diferencia entre
dos funciones cuantitativas sobre el mismo dominio, que
definen las preferencias o perfiles de los dos jugadores. Su-
ponemos que e´stas son funciones en Z. Es decir, C tiene una
funcio´n de preferencia privada f : E → Z y S tiene una
funcio´n privada g : E → Z.
Una manera de medir la distancia entre f y g es calcular
d(f, g) =
∑t
i=1 |f(xi) − g(xi)|, donde D = {x1, . . . , xt} es
un subconjunto discreto representativo de los elementos de E.
Este escenario encaja con las estrategias para aprender,
modelar y gestionar perfiles de usuarios de redes sociales
ma´s habituales entre la literatura relacionada [1], [16], [21].
E´stas consisten normalmente en asociar un vector de pesos
a cada usuario, donde cada peso expresa el intere´s de dicho
usuario por cierto tema (p.e. deportes, ciencia, salud, etc.). Para
comparar a dos usuarios, simplemente se calcula la distancia
entre sus vectores de pesos.
III. CA´LCULO DE DISTANCIAS BASADO EN LA
INTERSECCIO´N DE CONJUNTOS
Ma´s adelante mostraremos co´mo los tres casos anteriores
A, B y C se pueden reducir al ca´lculo del taman˜o de la
interseccio´n de conjuntos. Por tanto, revisaremos primero los
trabajos que proponen soluciones para el ca´lculo del taman˜o de
la interseccio´n entre dos conjuntos de manera segura y privada.
Para ello, nos centramos en ciertos protocolos de computacio´n
segura multiparte.
Los protocolos de computacio´n segura multiparte (MPC,
del ingle´s secure multiparty computation) permiten a un con-
junto de entidades distintas calcular alguna funcio´n de sus
entradas de manera segura y sin la necesidad de una entidad
externa de confianza. Durante la ejecucio´n del protocolo, las
partes no descubren nada sobre los valores de entrada de
los dema´s excepto todo aquello implicado por el resultado
en sı´. Principalmente, se tienen en cuenta dos modelos de
adversarios: adversarios honestos-pero-curiosos y adversarios
maliciosos. En el primero de los casos, las partes siguen
las reglas del protocolo pero intentara´n obtener informacio´n
sobre los valores de entrada de las otras partes a partir de
los mensajes que reciben. En el segundo, suponemos que el
adversario se puede desviar del protocolo de cualquier modo.
Restringiremos nuestro caso a un protocolo en el que so´lo
participan dos partes, los valores de entrada de las cuales son
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sendos conjuntos, y el resultado esperado es el cardinal de la
interseccio´n de e´stos.
La interseccio´n de dos conjuntos se puede obtener usando
construcciones gene´ricas basadas en el protocolo de Yao [20].
Esta te´cnica permite calcular cualquier funcio´n aritme´tica,
pero para la mayorı´a de funciones es ineficiente. Muchos de
los trabajos recientes sobre protocolos de computacio´n segura
entre dos partes se centran en mejorar la eficiencia de estos
protocolos para ciertas famı´lias de funciones.
Freedman, Nissim y Pinkas [4] presentaron un me´todo ma´s
eficiente para calcular la interseccio´n de conjuntos llamado
esquema de emparejamiento privado (private matching sche-
me), que es seguro en el modelo honesto-pero-curioso. Un
esquema de emparejamiento privado es un protocolo entre un
cliente C y un servidor S en el que el valor de entrada de C es
un conjunto X de taman˜o iC , el valor de entrada de S es un
conjunto Y de taman˜o iS , y como resultado C obtiene X ∩Y .
Este esquema usa te´cnicas basadas en polinomios y esquemas
de cifrado homomo´rficos.
En [4] tambie´n se presentan algunas variaciones del es-
quema de emparejamiento privado: una extensio´n segura en
presencia de adversarios maliciosos, una extensio´n para casos
con ma´s de dos partes y varias modificaciones para calcular
el cardinal de la interseccio´n y otras funciones. Construir
esquemas eficientes para operaciones con conjuntos es un tema
importante en MPC y ha sido estudiado en muchos otros
trabajos. Diversas publicaciones, como [2], [3], [5], [10], [15],
presentan nuevos protocolos para calcular el taman˜o de la
interseccio´n de varios conjuntos.
A continuacio´n especificaremos los protocolos para resolver
los distintos casos, A, B y C, presentados anteriormente. En
todos los casos, la distancia entre las preferencias privadas de
las dos partes se calcula usando un protocolo de computacio´n
multiparte que devuelve el cardinal de la interseccio´n de dos
conjuntos.
III-A. Caso A
En este apartado describimos un protocolo en el que C
aporta X = {a1, . . . , as} ⊆ E y S aporta Y = {b1, . . . , bt} ⊆
E, donde s y t son conocidos por ambos participantes.
Finalmente, C obtiene |X ∩ Y |. Para que S tambie´n obtenga
|X∩Y |, el protocolo deberı´a ser ejecutado una segunda vez (de
manera secuencial o concurrente) intercambiando los papeles
de C y S.
Usaremos el protocolo descrito en [4] para calcular el
taman˜o de la interseccio´n de los conjuntos de entrada, que es
seguro contra adversarios que siguen el modelo honesto-pero-
curioso. Adema´s, usaremos el criptosistema de Paillier [11]
como esquema de cifrado homomo´rfico. El protocolo se apro-
vecha de la propiedad de este esquema que permite, dados tres
elementos m1,m2,m3, calcular eficientemente Enc(m1+m2)
y Enc(m1 · m3) a partir de Enc(m1), Enc(m2), y m3.
Suponemos que C y S acuerdan una codificacio´n comu´n tanto
para los elementos de E como para los elementos de la
funcio´n Enc. Ambos acuerdan tambie´n una palabra especial
m. Describimos el protocolo a continuacio´n.
Paso 1. C escoge los para´metros iniciales, genera su clave
pu´blica y privada, y publica tanto los para´metros como su
clave pu´blica.




Paso 3. C envı´a Enc(p0), . . . , Enc(ps) a S, siendo cada pi
el coeficiente de grado i del polinomio p.
Paso 4. S genera los valores aleatorios rj ∈ Zn para todo
1 ≤ j ≤ t. S calcula Enc(rj ·p(bj)+m) para todo 1 ≤ j ≤ t
y envı´a los textos cifrados a C.
Paso 5. C descifra los t textos cifrados. El resultado de cada
descifrado es m o un elemento aleatorio.
Si el taman˜o del dominio de Enc es mucho mayor que |X|
el esquema calcula |X ∩ Y | con una alta probabilidad: ası´, el
nu´mero de mensajes m obtenidos en el u´ltimo paso indica el
nu´mero de elementos comunes en X e Y .
No´tese que C obtiene |X ∩ Y |, pero no aprende ninguna
informacio´n adicional sobre Y o X ∩ Y (en particular, C no
puede determinar los elementos de estos conjuntos). Adema´s,
S no puede distinguir entre cada uno de los casos en que C
proporcione conjuntos diferentes como entradas.
III-B. Caso B
En este caso, C proporciona X y S proporciona Y , dos
conjuntos de caracterı´sticas cualitativas, y quieren saber cua´n
cerca esta´n estos conjuntos sin revela´rselos al otro.
En el siguiente protocolo, so´lo C obtiene la distancia entre
X e Y ; para que S tambie´n reciba esta informacio´n, el pro-
tocolo deberı´a ser ejecutado de nuevo (de manera secuencial
o concurrente) con los papeles de C y S intercambiados.
Supongamos que los dominios de X e Y son el mismo,
llame´mosle E. La cercanı´a o semejanza entre los elementos
de E se calculara´ mediante una funcio´n s. En concreto,
consideramos una funcio´n s : E × E → Z+. No´tese que
el Caso A es un caso particular de este Caso B en el que
s(x, x) = 1 y s(x, y) = 0 para todo x 6= y.
Sea Y la entrada de S. Para todo x ∈ E, S calcula el valor
`x =
∑
y∈Y s(x, y). Observemos que este valor `x mide la
semejanza entre x e Y . Sea Y ′ = {y ∈ E : `y > 0}. Es
comu´n considerar funciones que satisfagan s(x, x) > 0 para
todo x ∈ E, por lo tanto en general Y ⊆ Y ′.
Podemos obtener un protocolo para calcular tal funcio´n a
partir del protocolo anterior, reemplazando el paso 4 por el
siguiente:
Paso 4’. S genera `y elementos aleatorios r1, . . . , r`y ∈ Zn.
S calcula Enc(rj · p(y) + m) para todo 1 ≤ j ≤ `y , y envı´a
los te´rminos cifrados a C.
Ası´, para todo y ∈ Y ′, S envı´a `y textos cifrados. C
recuperara´ m de ellos so´lo si y ∈ X . Por lo tanto, al final
del protocolo, el nu´mero total de mensajes descifrados que
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es decir, la suma de semejanzas entre los elementos de X e
Y . Esto indica claramente cua´n semejantes son X e Y . Del
mismo modo que en el Caso A, ni C ni S obtienen ninguna
informacio´n adicional de los elementos de los conjuntos de
preferencias del otro.
III-C. Caso C
En este u´ltimo caso, C introduce una funcio´n privada f y
S una funcio´n privada g, y quieren medir la distancia d entre
e´stas sin revelarlas al otro.
El valor de d(f, g) se calculara´ de manera vectorial. Supo-
nemos que f, g : E → Z+. No´tese que si f o g toman valores
negativos, C y S pueden definir sendas funciones f ′ : E →
Z+ : x 7→ f(x) + c y g′ : E → Z+ : x 7→ g(x) + c para
cierta constante c ∈ Z+ suficientemente grande. Obse´rvese
que d(f, g) = d(f ′, g′).
Dado el conjunto pu´blico D = {x1, · · · , xt} ⊆ E, C define
el vector u = (u1, . . . , ut) ∈ Zt+, donde ui = f(xi) for i =
1, . . . , t, y S define v = (v1, . . . , vt) ∈ Zt+, donde vi = g(xi)
for i = 1, . . . , t. El problema descrito en la seccio´n II-C se
puede reducir a calcular ‖u− v‖ =∑ti=1 |ui − vi|.
Dados u y v, definimos los conjuntos X = {(i, `) : ui >
0 y 1 ≤ ` ≤ ui} e Y = {(i, `) : vi > 0 y 1 ≤ ` ≤ vi}.
Siguiendo el protocolo para calcular el cardinal de la inter-
seccio´n de conjuntos presentado anteriormente, C y S pueden
calcular |X ∩ Y | de manera privada (el protocolo se ha de
ejecutar dos veces con los papeles de C y S intercambiados).
Obse´rvese que





Segu´n [4], adema´s de obtener |X ∩Y |, durante el protocolo
S aprende |X| y C aprende |Y |. Por lo tanto C y S pueden
calcular















|ui − vi| = ‖u− v‖
de manera privada.
IV. ANA´LISIS EXPERIMENTAL
Esta seccio´n ilustra la aplicabilidad de los protocolos pro-
puestos para comparar perfiles de usuarios de redes sociales
de manera que se preserve la privacidad entre ellos.
Hemos basado el experimento en 16 usuarios de Twitter
seleccionados de entre los ma´s relevantes en WeFollow [18]
y WhoToFollow [19]. Estos sitios web ordenan y clasifican
a los usuarios de Twitter en una serie de categorı´as. Tal
como se hizo en [16], [17], tomamos a los dos usuarios
ma´s influyentes en 2012 dentro de cada una de las siguientes
ocho categorı´as: Arte, Salud, Compras, Ciencia, Informa´tica,
Deportes, Sociedad y Negocios.
Tanto el cliente como el servidor se ejecutaron en el
siguiente entorno: Asus S56C con Intel core i7 3517U, 8GB
RAM DDR3 1600Mhz, Ubuntu 13.10 y Java7 (opendjk-1.7).
La longitud de las claves es de 1024 bits. La implementacio´n
del criptosistema de Paillier que utilizamos es la proporcionada
en [14], modificado para evaluar los polinomios usando el
me´todo de Horner.
Generamos un perfil para cada uno de los usuarios de
Twitter siguiendo el proceso descrito en [16]. Resumiendo,
extraemos las oraciones sustantivas de los u´ltimos 100
tuits del usuario, y las clasificamos en las anteriores ocho
categorı´as. Entonces, medimos la contribucio´n de esa oracio´n
sustantiva a la categorı´a correspondiente como su capacidad
informativa, calculada a partir de su distribucio´n en la
Web. Las contribuciones agregadas de todas las oraciones
sustantivas de una categorı´a miden el intere´s del usuario
en dicha categorı´a. Los perfiles son, por tanto, vectores
normalizados que contienen ocho pesos, cada uno de ellos
cuantificando el intere´s del usuario en cada una de las ocho
categorı´as. Por ejemplo, el perfil de Twitter del usuario
CERN, que corresponde al Centro Europeo de Investigacio´n
Nuclear, es {Arte=15.1 %, Salud=0.27 %, Compras=1.79 %,
Ciencia=47.93 %, Informa´tica=7.5 %, Deportes=5.45 %,
Sociedad=10.65 %, Negocios=11.31 %}, lo que muestra una
clara preferencia por temas relacionados con la ciencia. De
este modo, los perfiles de usuario pueden ser entendidos
como funciones de preferencia representables en un conjunto
discreto de ocho elementos cuantitativos. Esto encaja con el
Caso C y con el protocolo presentado en la seccio´n III-C.
Para evaluar el comportamiento de nuestro protocolo en
te´rminos de precisio´n, primero calculamos las distancias d
entre cada uno de los 16 perfiles tal y como describimos
en la seccio´n II-C: d(f, g) =
∑m
i=1 |f(xi) − g(xi)|, donde
xi ∈ {Arte, Salud, Compras, Ciencia, Informa´tica, Deportes,
Sociedad, Negocios}, y f y g representan los perfiles de dos
usuarios diferentes, asignando el peso de cada usuario para
cada una de las categorı´as xi. Luego, realizamos el mismo
ca´lculo utilizando el protocolo descrito en la seccio´n III-C.
Como nuestro protocolo supone que las funciones f y g
tienen un dominio de valores enteros, en un primer momento
redondeamos los pesos al entero ma´s cercano. Para medir la
precisio´n de los resultados, calculamos el error medio entre las
distancias obtenidas sin preservar la privacidad y las obtenidas
por nuestro protocolo. El error medio es 1.69 % con una
desviacio´n esta´ndar del 2.25 %. Esto demuestra que nuestro
protocolo no causa una distorsio´n significativa del resultado,
ma´s alla´ de la causada por el redondeo de las entradas.
Por otra parte, el tiempo medio de ejecucio´n para calcular
de manera privada la distancia entre dos perfiles es de 36.7
segundos, siendo inapreciable el tiempo en el caso normal.
Analizando el protocolo (Seccio´n III-C), podemos observar
que el tiempo de ejecucio´n depende del nu´mero de pesos que
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comparemos (ocho) y de sus rangos. Ya que redondeamos los
porcentajes para que sean enteros entre 0 y 100, el rango de
pesos es de 100.
Si se diese un caso en el que el tiempo de respuesta fuese
especialmente importante, podrı´amos sacrificar cierta precisio´n
para acelerar el proceso, utilizando una representacio´n de los
pesos con un rango menor. Por ejemplo, si dividimos los pesos
entre 10 y los redondeamos al entero ma´s pro´ximo, reducimos
el rango de pesos a 10, lo que a cambio reduce el nu´mero de
cifrados/descifrados en el protocolo en una orden de magnitud.
Haciendo esto obtuvimos un tiempo medio de 2.7 segundos
por cada uno de los ca´lculos de distancias. A cambio, el error
medio respecto al ca´lculo normal fue del 18.49 % con una
desviacio´n tı´pica del 17.8 %, lo que ilustra co´mo la (falta de)
precisio´n en la discretizacio´n de los valores de entrada afecta
a la (falta de) precisio´n de la respuesta.
Por u´ltimo, pero no menos importante, examinamos la
escalabilidad del protocolo. La figura 1 muestra el incremento
de los tiempos de ejecucio´n para C y S cuando el taman˜o de los
conjuntos X e Y crece, teniendo S una carga computacional
superior a C. En la seccio´n V discutimos la complejidad
computacional de estos protocolos en mayor profundidad.
V. TRABAJOS RELACIONADOS
Consideramos el problema de calcular la distancia entre
dos utilidades o funciones de preferencia privadas. En los
casos descritos, tratamos dominios discretos o discretizados, lo
que nos permite recurrir a la literatura sobre emparejamiento
de registros privados. En este tipo de emparejamiento, el
problema es ligeramente distinto: consiste en emparejar los
registros de la misma entidad (un individuo, compan˜ı´a, etc.)
distribuidos en conjuntos de datos distintos, manteniendo la
privacidad de estos registros. Existen principalmente tres es-
trategias para tratar este problema en la literatura: las basadas
en la sanitizacio´n, las criptogra´ficas y las hı´bridas.
En los me´todos basados en sanitizacio´n, el emparejamiento
se realiza sobre versiones perturbadas de los conjuntos de
datos privados, con tal de protegerlos contra la revelacio´n;
en [6] se presenta un estudio de distintos me´todos de pertur-
bacio´n/sanitizacio´n y emparejamiento de registros. Esta clase
de me´todos es generalmente eficiente, pero presenta ciertos
problemas en la precisio´n: emparejar conjuntos de datos
perturbados es evidentemente menos preciso que emparejar
los originales. De hecho, se dan casos de falsos positivos y
negativos.
Los me´todos criptogra´ficos se basan en MPC y propor-
cionan privacidad sin pe´rdida de precisio´n. Tal como hemos
mencionado anteriormente, nosotros seguimos esta estrategia,
ya que usamos MPC para calcular el taman˜o de la interseccio´n
de conjuntos, especı´ficamente el protocolo propuesto en [4].
Nuestra solucio´n se podrı´a adaptar fa´cilmente para utilizar
otros protocolos para calcular lo mismo, como los que men-
cionamos al principio de la seccio´n III ([2], [3], [5], [10],
[15]).
La complejidad en las comunicaciones de nuestro protocolo
es O(iC+ iS), siendo iC y iS los taman˜os de las entradas de C
y S, respectivamente. La complejidad computacional para C es
O(iC+iS), mientras que la complejidad computacional para S
es O(iCiS), pero se puede reducir hasta O(iC log log iS) [4].
La complejidad computacional del esquema presentado en [3]
es lineal respecto a iC + iS . Otros protocolos, como los
presentados en [10] no diferencian a los usuarios C y S: ambos
reciben el taman˜o de la interseccio´n al final del protocolo.
Existen tambie´n soluciones para calcular de manera privada
el taman˜o de la interseccio´n de n > 2 conjuntos de n
entidades, ası´ como construcciones que son seguras frente al
modelo de adversario malicioso [2], [3], [4], [5], [10], [15].
En un esquema de emparejamiento privado, los taman˜os de
las entradas son conocidos por ambas partes. Algunas te´cnicas
presentadas en [2] permiten ocultar estos taman˜os, a cambio
de aumentar la complejidad en las comunicaciones y ca´lculos.
Los me´todos hı´bridos intentan conseguir un equilibrio entre
los me´todos basados en sanitizacio´n y los me´todos crip-
togra´ficos, para mantener tanta precisio´n como sea posible sin
aumentar dra´sticamente la complejidad computacional. La idea
es introducir una fase en la que los conjuntos de datos se di-
viden en bloques, se sanitizan y se descartan aquellos bloques
que no satisfacen las condiciones de emparejamiento. Tras esta
fase, se aplican los me´todos basados en MPC sobre el resto de
bloques. Me´todos como [7] (que utiliza k-anonimato), [8] (que
utiliza privacidad diferencial) y [9] (que mejora [8]) siguen
esta estrategia. La solucio´n propuesta en este trabajo tambie´n
se podrı´a adaptar para seguir esta estrategia, ya que la fase en
la que se usa MPC en esta estrategia se puede implementar
como interseccio´n de conjuntos.
VI. CONCLUSIONES Y TRABAJO FUTURO
Calcular la distancia entre las funciones de preferencia
privadas de dos entidades es relevante en un amplio rango de
aplicaciones. Hemos descrito varios escenarios de aplicacio´n
en los que funciones privadas expresan las preferencias o
perfiles de las partes o, en te´rminos de teorı´a de juegos,
las utilidades de los jugadores. Estos escenarios incluyen
encontrar amigos o socios con intereses parecidos en redes
sociales, mitigar ataques de grooming, etc.
Hemos definido el problema para varios tipos de funciones
privadas y, para cada una de ellas, hemos propuesto un
protocolo que las resuelve basa´ndonos en el ca´lculo seguro
multiparte del taman˜o de la interseccio´n de conjuntos. El
trabajo experimental muestra que preservar la privacidad de
las preferencias no altera significativamente la precisio´n de
las distancias obtenidas.
Siguiendo la misma lı´nea de investigacio´n, nos proponemos
el disen˜o de protocolos eficientes para el ca´lculo de otras
operaciones aritme´ticas que precisen de computacio´n privada.
Todo ca´lculo aritme´tico se puede realizar mediante un protoco-
lo de computacio´n multiparte [20], pero los me´todos conocidos
no son eficientes, en general. Adema´s, consideramos posibles
maneras de augmentar la precisio´n del ca´lculo, teniendo en
cuenta todo el dominio E en lugar de un subconjunto D, sin
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Figura 1. Tiempos de ejecucio´n del cliente C y del servidor S para taman˜os distintos.
que esto revierta en un augmento significativo de los costes
computacionales.
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Resumen—El gran desarrollo de las Tecnologı´as de la Infor-
macio´n (TIC’s) y su gran aceptacio´n por parte de la ciudadanı´a
ha permitido que mu´ltiples sistemas de votacio´n electro´nica se
desarrollen en los u´ltimos an˜os. Uno de los grandes retos es
conseguir que estos sistemas puedan emplearse con una gran
variedad de dispositivos, por lo que los protocolos implementados
debera´n poder ser empleados tanto en dispositivos con gran
capacidad de ca´lculo y memoria (porta´tiles y ordenadores de
sobre mesa principalmente) como por dispositivos con unas
caracterı´sticas ma´s limitadas (tablets y smartphones). En este
artı´culo se muestran dos estrategias distintas para el ca´lculo,
desde el propio terminal mo´vil de votacio´n, de las claves con
las que los usuarios participarı´an en un proceso de votacio´n
electro´nica y las caracterı´sticas ofrecidas por cada una de ellas.
Palabras clave—Generacio´n de claves, Firmas en anillo, Vota-
cio´n electro´nica (Key generation, Ring Signatures, eVoting).
I. INTRODUCCIO´N
El desarrollo de las Tecnologı´as de la Informacio´n y las
Comunicaciones (TIC), ha permitido implementar servicios en
otros tiempos impensables como pueden ser la televisio´n a la
carta o la telefonı´a mo´vil. Uno de estos servicios es la votacio´n
electro´nica. Aunque podemos decir que todavı´a no existe una
generalizacio´n del servicio (tampoco de la democracia), sı´ ha
sido probado con e´xito en varios paı´ses como son, entre otros,
Suiza y Estonia [1], [2].
Por otra parte, con las nuevas arquitecturas de los terminales
mo´viles la comunicacio´n de datos se hace de una manera
ma´s liviana sin que la pila de protocolos de comunicacio´n
en Internet las constrin˜a asfixiantemente. En el afa´n de sim-
plificar todo lo posible el uso de la necesaria criptografı´a en
las votaciones electro´nicas, en este artı´culo proponemos un
algoritmo de generacio´n de claves para un sistema de votacio´n
portable en el que en una situacio´n ideal, el votante pueda
votar desde cualquier terminal mo´vil (propio o ajeno), sin una
gran formacio´n en TIC y con todas las garantı´as de seguridad
telema´tica.
La restriccio´n no es poca. Hay que tener en cuenta que
de esta manera podemos dar acceso al votante a algu´n tipo
de servicio, pero debemos dotar al terminal al que esta´ co-
nectado de todos las medidas de seguridad que requieren las
comunicaciones implicadas en una votacio´n electro´nica y para
ello dotarle (aunque sea de forma temporal) de capacidad de
generacio´n de las claves criptogra´ficas necesarias. Para ello
optamos por el modelo de una u´nica entidad de confianza [3]
que sea capaz de mantener el anonimato a trave´s de una
identificacio´n previa.
Este modelo de una entidad de confianza basa el anonimato
en el uso de firmas en anillo [4]. Adema´s si queremos que
el servicio sea portable, exigiremos que sean esponta´neas; y
para ser eficientes deberı´an tener una longitud fija (lo ma´s
corta posible). Luego una eleccio´n adecuada de firma para este
tipo de votacio´n electro´nica es la propuesta por Wei [5]. Sin
embargo, el aprovisionamiento de claves en este tipo de firmas
no es trivial ya que las exigencias criptogra´ficas hacen que el
ca´lculo se haga desde el propio terminal mo´vil, obliga´ndole a
una carga computacional de la que no se esta´ seguro se vaya
a poder abastecer a priori.
En este artı´culo proponemos un modelo de generacio´n
de claves para este tipo de protocolo criptogra´fico que sea
ejecutable en terminales con restricciones computacionales o
de memoria, que pueda rellenar los campos de un Certificate
Signing Request (CSR) de manera auto´noma y almacenar la
clave privada generada para su posterior uso en la votacio´n
electro´nica. En el siguiente punto haremos una breve des-
cripcio´n del algoritmo de votacio´n desarrollado a partir de
las firmas en anillo y los requisitos que exigen sus claves. A
continuacio´n describiremos en profundidad nuestra propuesta
para la generacio´n de dichas claves, para finalmente exponer
nuestros resultados y conclusiones.
II. ESCENARIO
El escenario que planteamos [3] contempla tres actores
diferenciados:
El votante, que en principio no cuenta ma´s que con
un terminal para comunicarse y hacer las operaciones
pertinentes.
Una Autoridad de Certificacion (AC) que comprueba la
identidad del votante y le emite un certificado asociado
a un CSR enviado por e´ste. Por otra parte sirve de
repositorio confiable de los para´metros asociados a un
evento de votacio´n, imprescindibles para construirse unas
claves ad-hoc a dicha votacio´n.
La urna, encargada de recibir los votos, emitir justifi-
cantes de votos (si fuese necesario), recontarlos, hacer
pu´blico los resultados y una lista de comprobacio´n de
votos (si tambie´n fuese necesario).
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Figura 1. Proceso de votacio´n
Contando con estos actores el proceso de votacio´n es el
siguiente (figura 1):
1. El votante se conecta con la Autoridad de Certificacio´n
y se descarga los para´metros necesarios (u, n, λ, µ)
para generar las claves que empleara´ en una determinada
votacio´n.
2. El votante, desde su terminal, genera un par de claves
(pu´blica/privada), genera un CSR con su clave pu´blica
y sus datos identificativos y se lo envı´a, acompan˜ado de
unas credenciales de identidad previamente definidas, a
la AC.
3. La AC verifica la identidad, genera el certificado de
clave pu´blica del usuario, y almacena el certificado (re-
gistro del votante) ya que sera´ necesario para el ca´lculo
de uno de los para´metros de la votacio´n. Finalmente
envı´a el certificado de clave pu´blica al usuario, que
lo almacenara´ en formato PKCS12 junto con su clave
privada.
4. Una vez comenzado el periodo de votacio´n, y con los
para´metros creados por la urna, el votante los descarga.
Entre ellos esta´ el conjunto de las claves pu´blicas de
todos los participantes en la votacio´n.
5. Una vez obtenidos los para´metros, cada usuario vota,
cifrando el voto con la clave pu´blica de la urna y
firma´ndolo en anillo con las claves asociadas al certi-
ficado emitido para e´l. En caso de ser necesario, recibe
de la urna el justificante del voto.
6. La urna recuenta los votos y los hace pu´blicos (en caso
de no emitir recibos) o hace pu´blicos los resultados y las
etiquetas asociadas a los votantes (sin mostrar relacio´n
alguna entre ellos).
II-A. Para´metros para la generacio´n de claves
Una vez establecido cua´l es el escenario de votaciones,
veamos cua´les son los para´metros necesarios para la creacio´n
de las claves asociadas a una votacio´n determinada. Es decir,
para la implementacio´n del paso 2 a partir de los para´metros
que el proveedor de votaciones envı´a al usuario en el paso 1.
Segu´n lo establecido en [5] el usuario ha obtenido de la
AC los para´metros asociados a una votacio´n: u, n, λ y µ. El
para´metro λ mide la seguridad del sistema a trave´s del taman˜o
de n, siendo n = pq = (2p′ + 1)(2q′ + 1), con p, q, p′, q′
primos y p′, q′ > 2
λ
2 , siendo u, un residuo cuadra´tico no trivial
modulo n. Adema´s |e1 − 2l|, |e2 − 2l| < 2µ , donde λ y µ se
eligen para evitar ataques de coalicio´n [6] y bastarı´a con tomar
l ≈ λ/2 y µ lo suficientemente pequen˜o como se establece
en [5] para evitarlos. En nuestro caso tomamos µ = l − 2
siguiendo la recomendacio´n de [9].
Si bien la generacio´n de n, a trave´s de p, q, p′ y q′ no es
inmediata, se trata de un caso especı´fico de generacio´n de
primos robustos [7], que esta´ bastante estandarizado y queda
fuera del alcance de este artı´culo.
II-B. Generacio´n de claves de usuario
Llamaremos al algoritmo de generacio´n de claves de usuario
Key gen(u, n, λ, µ) = {e1, e2, x = 2e1e2 + 1}, siendo los
tres valores e1, e2 y x primos. Cada par e1, e2 conforma una
clave privada para la firma en anillo, siendo x la clave pu´blica
asociada a dichos valores.
Con esta restriccio´n se puede comprobar fa´cilmente que
0 6= e1 6= e2 6= 0 (mod 3). Sin pe´rdida de generalidad
tenemos que e1 = 1 (mod 3) y e2 = 2 (mod 3). Por lo tanto
x = 2 (mod 3), y e1, e2 ∈ (2λ2 − 2µ, 2λ2 + 2µ). La estrategia
para la bu´squeda de estas claves estara´ condicionada por la
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Figura 2. Nu´mero de primos para obtener un primo 2e1e2 + 1
capacidad computacional, tanto de tiempo de procesado, como
de almacenamiento en memoria.
Sin embargo, en cualquiera de los casos, la bu´squeda ha de
comenzar a partir de la generacio´n de los dos primos pequen˜os,
para posteriormente generar el grande. Por lo tanto, podemos
suponer que el tiempo de comprobacio´n de la primalidad de
un nu´mero y ∈ (2λ2 −2µ, 2λ2 +2µ) es pra´cticamente constante,
dependiente de λ, y que el nu´mero de comprobaciones nece-
sarias hasta encontrar dicho nu´mero primo viene determinada
por la distribucio´n de los nu´meros primos en el intervalo. Esa
distribucio´n nos dara´ una funcio´n de la probabilidad de que al
elegir un nu´mero entero aleatorio con distribucio´n uniforme
en ese intervalo, dicho nu´mero sea primo y lo denotaremos
con pλ,µ.
Por otro lado una vez determinado que y es primo sabemos
que P (y = 1 (mod 3)) = 1/2 = P (y = 2 (mod 3)), dada la
distribucio´n de los nu´meros primos en sucesiones aritme´ticas.
Con esto y teniendo en cuenta el teorema del nu´mero primo,
aproximaremos la esperanza de intentos para encontrar un
primo y como (1/pλ,µ) y la de que tenga una determinada
congruencia con 1 o´ 2 mo´dulo 3 sera´ el doble de dicho valor,
(2/pλ,µ).
Antes de comenzar nuestro ana´lisis daremos una cota supe-
rior de una probabilidad que nos sera´ muy u´til. Serı´a intere-
sante conocer cua´l es la probabilidad p de que a partir de un
nu´mero e1 dado, encontrar otro nu´mero primo x = 2ke1 + 1,




2 +2µ), con lo que
x ∈ (1+2λ+1+22µ+1−2λ2+µ+2, 1+2λ+1+22µ+1+2λ2+µ+2).
Utilizando la notacio´n del teorema de Brun-Titchmarsh [8],
la expresio´n
∏
(a, b, c) denota la cantidad de nu´meros primos
menores que a en la sucesio´n xn = c + nb. De este teorema
podemos deducir que la densidad de nu´meros primos en esa























































































III. ESTRATEGIAS DE MINIMIZACIO´N
III-A. Estrategias de minimizacio´n de memoria
En una estrategia de minimizacio´n de memoria, deberı´amos
fijar ei con i ∈ {1, 2} que lo conseguiremos tras un nu´mero
medio de intentos (1/ pλ,µ). Ahora deberı´amos buscar primos
ej con i 6= j ∈ {1, 2} lo cual conseguiremos tras (2/pλ,µ).
Si x = 2e1e2 + 1 es primo, ya habrı´amos conseguido nuestro
objetivo, en caso contrario buscarı´amos otro ej . En resumidas
cuentas, estarı´amos buscando nu´meros primos en la sucesio´n
aritme´tica xik = 1 + 2eik. Aunque el nu´mero k ha de ser
primo y por lo tanto su distribucio´n deja de ser uniforme,
consideraremos (perdiendo una mı´nima precisio´n) que sı´ lo es
ya que previamente hemos calculado la cota de probabilidad p
sobre una distribucio´n uniforme (cota que tambie´n sera´ va´lida
para esta otra distribucio´n). En ese caso, el nu´mero de k′s
necesarias, sera´ mayor que la esperanza de la distribucio´n
geome´trica con probabilidad de e´xito, p, es decir 1/p. El
algoritmo serı´a el siguiente:
Key gen(u, n, λ, µ):
1. ei = Rand(λ, µ)
2. WHILE (ei no primo) {ei = Rand(λ, µ)}
3. ej = 1, x = 2eiej
4. WHILE (x no primo)
{ej = Rand(λ, µ)
WHILE (ej no primo) {ej = Rand(λ, µ)}
x = 2e1e2 + 1}
5. RETURN (e1, e2, x)
Teniendo en cuenta que para el ca´lculo del tiempo de
procesado, la tarea que ma´s tiempo requiere es calcular la pri-
malidad de x, podemos afirmar que el tiempo de procesado es
del orden de 1/p. La cantidad de memoria de almacenamiento
empleada se mantiene constante a lo largo de todo el proceso
y se limita a dos u´nicos primos, el primo ei que permanece
fijo y los e′js, i 6= j, necesarios hasta obtener un primo de la
forma 2ejei + 1.
III-B. Estrategias de minimizacio´n de tiempo de procesado
Si por el contrario lo que queremos es seguir una estrategia
de optimizacio´n del tiempo de procesado, tendremos que
minimizar el nu´mero de test de primalidad para nu´meros
del taman˜o de x. Analizando nuestro objetivo podemos apre-
ciar que el nu´mero sobre el que queremos aplicar los test
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de primalidad tiene en realidad dos fuentes de aleatoriedad
pra´cticamente independientes e1 y e2, por lo que quiza´s serı´a
conveniente pensar en intentar usar la paradoja del cumplean˜os
en nuestro beneficio.
Para ello definiremos inicialmente 2 conjuntos: P1 y P2,
donde Pi = {x ∈ (2λ2 − 2µ, 2λ2 + 2µ)\x es primo y
x = i(mod 3)}. Se generan nu´meros primos en el intervalo
(2
λ
2 − 2µ, 2λ2 +2µ) con una semilla aleatoria con distribucio´n
uniforme. Cada vez que consigamos un primo, r, veremos a
que´ conjunto Pi pertenece e iremos comprobando la primali-
dad de x = 2rej+1, donde ej va recorriendo todos los valores
de Pj , (j = −i(mod 3)). Si no se consigue ningu´n resultado
positivo, an˜adimos r al conjunto Pi e iniciamos la bu´squeda
de un nuevo r. El algoritmo serı´a el siguiente:
Key gen(u, n, λ, µ):
1. P1 = ∅, P2 = ∅; i1 = 0, i2 = 0
2. WHILE (P1 = ∅ OR P2 = ∅)
{r = Rand(λ, µ)
WHILE (r no primo) {r = Rand(λ, µ)}
k = r mod(3)
Pk[ik] = r
ik ++}
3. E´xito = False; i = 0
4. WHILE (!E´xito AND i < #P−k)
{x = 1 + 2rP−k[i]
IF (x primo) {E´xito =TRUE}
i++ }
5. WHILE (!E´xito)
{r = Rand(λ, µ)
WHILE (r no primo) {r = Rand(λ, µ)}
k = r mod(3)
i = 0
WHILE (!E´xito AND i < #P−k)
{x = 1 + 2rP−k[i]
IF (x primo) {E´xito =TRUE}
IF (!E´xito) {i++}}
IF (!E´xito) {Pk[i] = r} }
6. RETURN (r, P−k[i], x)
En este caso si consideramos que P1 y P2 esta´n permanente-
mente equilibrados y llamamos k al nu´mero de r′s calculadas
obtendremos que para un entero m:
P (k ≤ m) = 1 − P (k > m) = 1 − q(m−12 )2 , donde hemos
definido q = 1 - p.
Tabla I
RESULTADOS CON MINIMIZACIO´N DE TIEMPO
Bits #P1 #P2 # x fallidas Tiempo(ms) m P(m)
128 5,55 5,62 33 5,5 5 0,52976
256 7,70 7,48 65 30,5 7 0,50432
512 10,40 10,64 126 262,6 10 0,50875
1024 14,21 14,64 251 3319,9 15 0,54542
2048 21,23 21,37 544 56664,1 20 0,50248
Calcular la esperanza analı´tica de esta distribucio´n, y por
tanto de la memoria necesaria, no resulta sencillo. La memoria
necesaria aumentara´ conforme ma´s primos e1 y e2 sean
necesarios para el ca´lculo del primo 2e1e2 + 1. A priori no
se conoce el total de memoria necesaria pero sı´ que se puede
realizar una cierta estimacio´n basa´ndonos en los resultados
teo´ricos obtenidos, figura 2. En la Seccio´n IV hacemos una
comparativa sobre las gra´ficas teo´ricas resultantes de los
valores de p para diferentes valores de λ y exponemos los
resultados empı´ricos para el ca´lculo de claves reales con las
caracterı´sticas exigidas.
IV. RESULTADOS
En la figura 2 podemos apreciar cua´l serı´a la curva teo´rica
para la distribucio´n de la probabilidad del nu´mero de intentos
necesarios para el ca´lculo de claves en el caso de minimizacio´n
de tiempo de procesado. Podemos ver co´mo el nu´mero de
primos que debemos extraer sera´ mayor conforme aumente la
longitud de las claves que queremos calcular.
En la tabla I indicamos los resultados obtenidos despue´s de
realizar el ca´lculo de 500 claves de cada tipo: nu´mero medio
de primos, e1 y e2 calculados; el nu´mero de intentos que se
han realizado antes de obtener el primo buscado; y el tiempo
que se ha tardado en obtenerlo. En las dos u´ltimas columnas
indicamos el valor teo´rico con el que se supera el umbral
del 0.5 de probabilidad de obtener un primo 2e1e2 + 1 y su
probabilidad asociada. Los valores de #P1 y #P2 no esta´n
perfectamente equilibrados pero la mayor diferencia entre las
medias de e1 y e2 calculados es menor del 3 %.
En la tabla II se muestran los resultados para la estrategia
de optimizacio´n de memoria. En este caso se muestran los
valores de la esperanza de este sistema para obtener las claves,
(1/pλµ). Si comparamos el valor del nu´mero de extracciones
esperadas para la obtencio´n de un primo 2e1e2+1, vemos que
la diferencia con la estrategia de minimizacio´n de tiempo es
ma´s que considerable y adema´s esta diferencia se incrementa
conforme mayor es el taman˜o de la clave buscada, llegando a
ser la esperanza del nu´mero de intentos de esta estrategia mas
de siete veces mayor que en la estrategia de minimizacio´n del
tiempo de procesado.
V. CONCLUSIONES
En el artı´culo se muestra el proceso de generacio´n de claves
para un protocolo de votacio´n electro´nica. Se han mostrado
dos estrategias distintas de obtencio´n de claves, minimizacio´n
de memoria y minimizacio´n de tiempo de procesado, y se ha
Tabla II







Optimizacio´n en la generacio´n de claves para firmas en anillo, esponta´neas y enlazables 117
hecho un desarrollo teo´rico del coste de obtencio´n de dichas
claves con las dos estrategias.
Podemos concluir que ambas estrategias son va´lidas para el
efecto que se disen˜aron. Sin embargo, podemos apreciar que
pensar en una estrategia de minimizacio´n de memoria exige
una cantidad y tiempo de procesado que es difı´cil de asumir
en los dispositivos actuales ya que su coste (ya sea tiempo o
precio del procesador) parece resultar ma´s caro que la memoria
necesaria para acelerar el proceso.
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Resumen—La Internet de las cosas (IoT, Internet of Things)
es un paradigma emergente que pretende la interconexión de
cualquier objeto susceptible de contar con una parte de elec-
trónica, favorecido por la miniaturización de los componentes.
El estado de desarrollo de la IoT hace que no haya ninguna
propuesta firme para garantizar la seguridad y la comunicación
extremo a extremo. En este artículo presentamos un trabajo
en progreso hacia una aproximación tolerante a retrasos (DTN,
Delay and Disruption Tolerant Networks) para la comunicación
en el paradigma de la IoT y planteamos la adaptación de los
mecanismo de seguridad existentes en DTN a la IoT.
Palabras clave—Internet of Things(IoT), Redes tolerantes a
retrasos e interrupciones(DTN), Seguridad en IoT.
I. INTRODUCCIÓN
La evolución de la tecnología ha permitido la miniaturiza-
ción de muchos componentes electrónicos y junto con esta
miniaturización ha aparecido la posibilidad de interconectar
millones de dispositivos. Mientras que hasta ahora la mayoría
de dispositivos interconectados eran controlados por humanos,
esta evolución permitirá la comunicación máquina a máquina
u objeto a objeto, con el fin de cooperar y lograr objetivos
comunes. Es esta la idea que define la Internet de las cosas
(IoT, Internet of Things) [1] y la Internet de las nano-cosas
(IoNT, Internet of Nano-Things) [2], nuevos paradigmas en el
escenario de las redes no cableadas.
Si consideramos la comunicación entre cualquier tipo de ob-
jeto, más allá de la comunicación entre ordenadores personales
o teléfonos inteligentes, encontramos que el número de objetos
conectados podría superar los 100 billones [3]. Si además
consideramos los nano dispositivos podemos encontrarnos en
un escenario donde se podría producir una monitorización
constante de datos sensibles, como datos referentes a la salud
(constantes vitales de un usuario) o las posiciones geográficas.
Esta es la razón por la cual, antes de que la IoT pueda
ser ampliamente aceptada, es el momento de trabajar en la
seguridad de este paradigma.
Existe un gran número de propuestas que intentan definir
los límites de lo que debe ser la IoT y cuales deben ser los
bloques que la conformen. Asimismo se trata de definir los
estándares y las visiones que serán ampliamente aceptadas
en este nuevo paradigma. Igual pasa en otros paradigmas
emergentes, como es el caso de la arquitectura de red tolerante
a retrasos (DTN, Delay and Disruption Tolerant Networks)[4],
dónde están apareciendo trabajos que tratan de dar respuesta
a necesidades de seguridad y comunicación.
En este artículo presentamos un trabajo en progreso hacia
una aproximación a la seguridad de la IoT mediante un un
enfoque tolerante a interrupciones y retrasos basado en DTN.
La arquitectura DTN está pensada para escenarios con
grandes retrasos, donde no es posible la comunicación extremo
a extremo y donde existen una gran variedad de dispositivos.
Debido a su diseño, la DTN es una arquitectura que podría
resultar adecuada para dar respuesta a las necesidades comu-
nicativas de la IoT. Al mismo tiempo, diversas soluciones de
seguridad han sido estudiadas para cubrir las necesidades de la
arquitectura DTN. Debido a la similitud entre las necesidades
de las DTN y las necesidades de la IoT, creemos que las
medidas de seguridad con validez en el campo de las DTN
podrían ser adaptadas para usarse en la IoT.
El resto del artículo está estructurado de la siguiente manera:
en la segunda sección presentamos el trabajo previo relaciona-
do. En la tercera sección planteamos una adecuación de DTN
a la IoT. En la cuarta sección presentamos nuestro trabajo en
progreso sobre la seguridad en la IoT. En la quinta sección
describimos un escenario de aplicación para la aproximación
propuesta. Las conclusiones y las líneas de trabajo futuro
cierran el artículo.
II. SEGURIDAD EN LA IOT
En los trabajos concernientes a la IoT existen dos grandes
aproximaciones para convertir el paradigma planteado en
una realidad: aproximaciones centralizadas y distribuidas. En
las siguientes secciones presentamos la seguridad según los
condicionantes de cada una de las visiones y otras propuestas
independientes a la aproximación planteada.
II-A. Aspectos de seguridad inherentes al diseño
La IoT [1] es posible gracias a diversas tecnologías que
agrupan desde sistemas pasivos de identificación como RFID
[5], hasta sistemas más complejos en los que objetos y
dispositivos son capaces de generar datos y comunicarse con
otros objetos sin necesidad de intervención externa. Las redes
de sensores [6] o las redes móviles ad-hoc [7] son otras de las
tecnologías que conforman la IoT, juntamente con las redes
intracorporales propuestas dentro del ámbito de IoNT [2].
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La mayoría de aproximaciones ofrecidas para la IoT que se
encuentran en funcionamiento acostumbran a tener un diseño
centralizado, en el que varios dispositivos identificadores,
como podrían ser marcadores RFID o sensores, envían la
información a un servidor central, controlado por el proveedor
del servicio. La ventaja de estos sistemas es que el fabricante
puede ofrecer soluciones de criptografía simétrica entre los
dispositivos y el servidor, y posteriormente securizar el servi-
dor con los mecanismos que ofrece una red como Internet en
la que existe comunicación de extremo a extremo. Muchas de
las propuestas de seguridad concernientes a RFID se basan en
este concepto [8], [9].
Otros trabajos, como el presentado en [10], estudian la
posibilidad de una IoT distribuida o híbrida en lugar de un
esquema completamente centralizado como el mencionado. El
esquema distribuido o híbrido supone ciertas desventajas en la
aplicación de medidas de seguridad, puesto que se complica
la implementación de mecanismos conocidos, como podrían
ser sistemas de autenticación basados en una infraestructura
de clave pública (PKI, Private Key Infarestructure). Por el
contrario, el planteamiento de una arquitectura distribuida
permite estar más cerca de un paradigma en el que los
dispositivos se comunican entre ellos para lograr objetivos
comunes o cooperativos en el ámbito local. Un sistema dis-
tribuido permite, además, una mayor escalabilidad y, al no
estar concentrada toda la inteligencia en un solo dispositivo,
posibilita la implementación de políticas de privacidad u
otros tratamientos de datos más allá de guardar o recuperar
información.
Independientemente del planteamiento distribuido o centra-
lizado, se están realizando esfuerzos para crear estándares
necesarios para ofrecer protocolos de comunicación y se-
guridad adecuados. Uno de los protocolos más usados para
conseguir la comunicación entre elementos con restricciones
de recursos es ZigBee [11] junto con una adaptación del
protocolo IPv6 conocida como LowPan6 [12]. La conjunción
de ambos permite trabajar con redes de sensores y redes ad-hoc
de manera que cada elemento pueda tener un identificador.
II-B. Soluciones de seguridad
Las propuestas de seguridad especificas para redes ad-hoc
móviles, redes inalámbricas malladas [13] o redes de sensores
pueden ser buenas aproximaciones para la seguridad en la
IoT dado que este tipo de redes se presentan como parte de
los bloques que constituyen el paradigma de interconexión de
objetos. Por las características de estas redes, los mecanismos
criptográficos basados en PKI suponen un sobrecoste que no
siempre resulta asumible. Este sobrecoste, añadido al hecho
que en las redes de sensores no siempre es posible contactar
con una autoridad certificadora, hace que la criptografía basada
en PKI no sea siempre una buena solución.
ZigBee aporta, también, sus propios mecanismos de seguri-
dad, aunque están diseñados para redes del tipo muchos a uno.
Es decir, no está pensado para una arquitectura distribuida, en
la que podría presentar problemas de escalabilidad. Además en
[14] se realiza un estudio de varios mecanismos de seguridad
para redes inalámbricas malladas (WMN, Wireless Mesh Net-
works) en los que quedan patentes algunos de los problemas
de ZigBee respecto a la confidencialidad. Asimismo, el uso de
entidades coordinadoras dificultan la gestión de claves.
Algunos estudios, como los presentados en [15], hacen
uso de criptografía basada en pairings (PBC Pairing Based
Criptography) tratando de solventar los problema de gestión
de claves que plantean otros sistemas criptográficos. Aún con
propuestas que prescinden de usar una PKI, como aquellas
basadas en pairings, la distribución de claves en un entorno
como el de la IoT, con un gran número de dispositivos
conectados, plantea problemas de escalabilidad. Tratando de
solventar los problemas de distribución de claves, se en-
cuentran algunas propuestas que ofrecen soluciones mediante
criptografía basada en la identidad [16] (IBC, Identity Based
Criptography).
Los problemas de integridad y confidencialidad, sin em-
bargo, no son los únicos problemas de seguridad que se
encuentran en la IoT. Un entorno en el que existen grandes
cantidades de objetos interconectados supone un problema
para la privacidad y el anonimato de los usuarios. Deben
diseñarse sistemas de autenticación que limiten de forma
eficiente quien puede recuperar los datos de sensores u otros
objetos. En este aspecto, existen estudios como [17] que
proponen soluciones a los problemas de autenticación. Otras
aproximaciones como la planteada en [18], no hacen uso del
citado tipo de criptografía. Sin embargo la propuesta se ha
demostrado insegura en [19].
III. APROXIMACIÓN DTN A LA IOT
En esta sección describimos la arquitectura DTN y justifica-
mos la aproximación DTN para la IoT a la vez que revisamos
las limitaciones de nuestra aproximación.
III-A. Redes tolerantes a retraos e interrupciones
DTN [4] es una arquitectura de red diseñada para trabajar
en entornos sin conectividad extremo a extremo, con grandes
retrasos en la comunicación, canales asimétricos y dispositivos
heterogéneos. DTN hace uso de mecanismos de store-carry
and forward que permiten a un nodo almacenar los mensajes
mientras no hay comunicación y entregarlos en cuando se pro-
duce el contacto con otros nodos. La comunicación de este tipo
de redes es, en ocasiones, de tipo oportunista y está supeditada
al encuentro con otros nodos. Para garantizar la comunicación
extremo a extremo se define el protocolo Bundle [20] que
permite la entrega de los mensajes sin importar los protocolos
subyacentes. Algunos trabajos presentan enfoques DTN para
entornos en los que son aplicables otras arquitecturas, como
en [21] para redes de sensores o [22] para redes malladas.
III-B. Aproximación DTN a la IoT
El paradigma IoT se construye a partir de un conjunto
de tecnologías heterogéneas que comparten unas restricciones
comunes como una capacidad de cómputo limitada y limitacio-
nes energéticas. Sin embargo, no todos los dispositivos en IoT
sufren de estas restricciones puesto que existen dispositivos
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que poseen mayor capacidad de cálculo y que pueden tener
un acceso constante a una fuente de energía.
Dado lo heterogéneo de los dispositivos que pueden confor-
mar IoT, en la aproximación que proponemos se entenderá una
región como un conjunto de dispositivos que comparten unas
características similares en capacidad de computo, limitaciones
de batería y capacidad de interconexión.
Teniendo en cuenta los distintos tipos de dispositivos, la
aproximación DTN podría considerar una arquitectura de
comunicación híbrida, en la que existen regiones de comu-
nicación muchos a uno, como en el caso de RFID, o muchos
a muchos, como el caso de algunas redes de sensores, que
además se comunican entre ellas. Así pues, con una arquitec-
tura híbrida los nodos de la DTN equivaldrían a los sensores u
objetos capaces de identificarse, como los marcadores RFID.
Por otra parte, dispositivos con mayor capacidad de cómputo y
batería podrían actuar como mulas de datos, es decir, podrían
recoger los datos de otros nodos para reenviarlos. El uso
del protocolo Bundle [20] garantizaría las comunicaciones
extremo a extremo y su extensión de seguridad permitiría
otorgar confidencialidad e integridad a los datos [23]. La
finalidad de usar una arquitectura DTN sería proveer co-
municación entre las regiones y entre los dispositivos de la
misma región. Las características de diseño de la arquitectura
DTN complementarían a la IoT supliendo algunas de las
restricciones necesarias como falta de disponibilidad, canales
asimétricos o el trabajo con dispositivos heterogéneos.
III-C. Limitaciones de nuestra aproximación
En algunos trabajos, como [24], se menciona la posibilidad
de una arquitectura DTN para la IoNT. Con la aproxima-
ción DTN propuesta, sin embargo, en cada comunicación
habría que incorporar la cabecera especificada por el protocolo
Bundle a los datos y ello supone una complejidad inasumible
En otros escenarios con restricciones en el volumen de datos a
transmitir durante la comunicación, las cabeceras del protocolo
Bundle supondrían también una limitación considerable.
IV. SEGURIDAD DTN PARA LA IOT
En está sección presentamos los mecanismos de seguridad
de DTN y su adaptación a la IoT.
IV-A. Seguridad en DTN
El uso de la extensión de seguridad del protocolo Bundle
provee de integridad y confidencialidad a los mensajes en-
viados de extremo a extremo. Por otra parte, la extensión de
seguridad no especifica el tipo de claves criptográficas a usar.
IBC ofrece una solución que se adapta a las necesidades de
la arquitectura DTN.
IBC propone que la clave pública sea la propia identidad del
usuario. Usando la identidad como clave pública, se pretende
evitar tener que recurrir a una tercera parte de confianza que
provea las claves necesarias. El esquema IBC, sin embargo,
es incapaz de eliminarla. Debe existir al menos un generador
de claves privadas (PKG, Private Key Generator). Resulta
necesario que todos los nodos de la red se comuniquen con
él para obtener las claves privadas correspondientes a su
identidad.
Una aproximación jerárquica de IBC (HIBC, Hirearchical
Identity based cryptography) [25] ofrece la escalabilidad nece-
saria tanto en arquitecturas DTN como en el paradigma de la
IoT. Algunas implementaciones de HIBC como [26] proponen
esquemas en los que el PKG genera las claves privadas para un
conjunto de PKGs de nivel inferior, que serán los encargados
de generar las claves privadas de un subconjunto de nodos
de la red. Con esta propuesta, además de escalabilidad se
garantiza que, en caso de quedar comprometido un PKG, no
quede comprometido el sistema completo.
Cuando un nodo distinto del PKG queda comprometido es
necesario revocar las claves. Sin embargo, dado que HIBC
no necesita de una tercera parte para obtener las claves, no
es posible comprobar que sigan siendo vigentes. En [27] se
soluciona el problema de la revocación de claves mediante
la concatenación de una marca de tiempo a la identidad en
la generación de las claves públicas. Siendo así, la pareja de
claves tiene una duración concreta y, en caso de que estas se
vean comprometidas, únicamente lo estarán durante el periodo
de tiempo en el que tienen validez.
Existen otras soluciones de seguridad que además de la
confidencialidad, cubren problemas como el de la autentica-
ción. En [28] se presenta una aproximación de clave simétrica
donde, dado el esquema IBC propuesto por Boneh y Franklin
[29], es posible establecer un secreto compartido entre cada
pareja de nodos. Lo interesante de la propuesta reside en
la posibilidad de generar el secreto compartido de forma no
interactiva. De esta manera, en redes donde los contactos son
oportunistas o donde existen limitaciones de cómputo, dos
usuarios con las parejas de claves
(IDU , dU ), (IDV , dV )
podrán calcular el secreto compartido entre ambos de forma
independiente como:
KUV = e(QU , dV ) = e(QV , dU ) = e(QU , QV )
s
donde s es el secreto maestro que únicamente conoce el
PKG y QU = H(IDU ) i QV = H(IDV ) siendo H una
función resumen. La igualdad expuesta, implica que el PKG
tiene acceso al contenido de las comunicaciones, aún cuando
dos nodos se hayan autenticado mutuamente y establecido un
canal seguro.
IV-B. Adaptación a la IoT
Dado el requisito de escalabilidad que se debe cumplir en
la IoT, proponemos como solución un sistema jerárquico de
IBC como el propuesto en [26] que permite la creación de
regiones, con un PKG por región y un nodo central que genera
las claves para los PKG de cada una de las regiones. Junto
con el sistema HIBC consideramos una marca temporal para
gestionar la revocación de claves. Aunque el uso de marcas de
tiempo da robustez y soluciona el problema de la revocación,
supone que los nodos de la red deberán almacenar N claves.
Sin embargo, en algunas ocasiones los nodos de la IoT tendrán
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restricciones de memoria y ello podría generarles una excesiva
dependencia con el PKG.
Tratando de solventar la dependencia que podría llegar
a generarse con el PKG, y tratando de evitar también la
capacidad de computo que se puede requerir para generar el
canal seguro mediante el cifrado de cada mensaje con claves
IBC, proponemos un esquema de clave simétrica basado en
HIBC. La generación de claves simétricas para la autenticación
mutua permite la creación de un canal seguro y auténtico sin la
necesidad de usar las claves asimétricas. El uso exclusivamente
privado de las claves IBC permitiría alargar su vida útil
y reducir la dependencia del nodo con el PKG. Además,
una vez calculada la clave, las operaciones para cifrar y
descifrar no supondrán el mismo coste computacional que
supondrían las operaciones en curvas elípticas en las que se
basa IBC. Conseguimos entonces una reducción de la energía
consumida por los nodos. Si tenemos en cuenta la propuesta
[28], sería posible la generación de la clave simétrica de
manera no interactiva, permitiendo un canal seguro y auténtico
sin intercambio previo a la comunicación de datos.
Con la propuesta de la clave simétrica pretendemos también
dotar de cierta protección contra la impersonalización en la
solicitud de claves al PKG. Si consideramos que en la IoT los
nodos que se agregan a una región no tienen que provenir
de fuentes de confianza, estos podrían tomar la identidad
de otro nodo frente al PKG y solicitar claves privadas. Con
dicha solicitud conseguirían las claves privadas de otro nodo,
pudiendo acceder a sus mensajes o actuar de forma deshonesta
en su nombre.
Si asumimos que el PKG es habitualmente un nodo con más
recursos de cómputo y memoria que el resto de los nodos se
puede considerar la siguiente aproximación:
Cuando un nodo (N) solicita claves por primera vez ante
el PKG este comprueba si ya ha provisto de claves al
nodo solicitante. Si es la primera solicitud, almacena la
identidad del nodo y genera las claves correspondientes.
Al solicitar claves de nuevo, el nodo envía al PKG la
tupla (IDN , EKNPKG(IDN )).
El PKG extrae el timestamp de IDN y calcula el secreto
compartido KNPKG, entonces si DKNPKG(IDN ) =
IDN genera la claves y las remite al nodo.
donde EKNPKG(IDN ) es la identidad del nodo cifrada
haciendo uso del secreto compartido entre el PKG y el nodo y
KNPKG es el secreto compartido. Es necesario recordar que
el PKG no precisa de clave privada para realizar el cálculo del
secreto compartido (véase IV-A). La extracción de la marca
de tiempo de la identidad provista se plantea necesario debido
a que en el momento de solicitar nuevas claves es posible
que aquellas que almacena el nodo ya no tengan validez.
La generación de la clave simétrica por parte del PKG, sin
embargo, no requiere de la clave privada correspondiente a una
determinada identidad. Gracias a esta característica es posible
para el PKG validar la clave simétrica aún cuando la clave
pública correspondiente haya caducado.
V. ESCENARIO DE APLICACIÓN
En esta sección se plantea un escenario de aplicación típico
de la IoT y la aproximación DTN que le correspondería. Se
pretende mostrar la adaptación de la aproximación propuesta
para la IoT en un escenario real.
Un escenario típico en el campo de la IoT es la monito-
rización de la salud del usuario mediante pulseras o prendas
de ropa con los sensores adecuados. Con la monitorización de
la salud en mente, se plantea un escenario en el que diversos
grupos de bomberos intentan apagar un incendio forestal. Los
bomberos van equipados con trajes capaces de monitorizar sus
constantes vitales y sus signos de fatiga. En el bosque no hay
posibilidad de conseguir una conexión a Internet para mandar
los datos al centro de mando.
Los vehículos que ayudan en las tareas de extinción cuentan
con dispositivos que soportan la comunicación mediante el
protocolo Bundle y que pueden entrar en comunicación con
las unidades terrestres cuando estas se encuentran dentro del
radio de acción del dispositivo. Los vehículos captan los datos
de las unidades terrestres y al ir a recargar las cubas transmiten
la información al centro de mando. Entonces los datos son
procesadas y se pueden mandar ordenes de vuelta.
En este escenario los objetos, los trajes de los bomberos,
son capaces de comunicarse con la central mediante el uso
del protocolo Bundle y transmitir los datos adecuados para la
correcta gestión de las unidades durante el incendio. Además,
los trajes son capaces de recibir ordenes y transmitirlas a sus
usuarios según lo considere el centro de coordinación.
El uso del protocolo Bundle junto con un sistema de segu-
ridad resulta imprescindible. El protocolo Bundle asegura que
se pueda producir la comunicación extremo a extremo, incluso
cuando las conexiones con los vehículos son esporádicas. La
seguridad garantiza que ninguna persona no autorizada pueda
tener acceso a los datos de los bomberos o a las ordenes de
la central. Para ello, los trajes de los bomberos pueden contar
con claves simétricas creadas a partir de su número de identi-
ficación dentro del cuerpo de bomberos y de la identificación
del vehículo, a partir de la matricula por ejemplo. El uso de
las claves simétricas pre-computadas permitiría el intercambio
rápido de mensajes en el tiempo limitado en que un camión
o hidroavión se encontrase cerca de una unidad de extinción.
Si los vehículos actúan, además, como nodos de confianza
se pueden renovar las claves periódicamente gracias a una
organización HIBC.
La aproximación DTN al escenario de la IoT permite la
monitorización de los cuerpos de extinción, aún cuando estos
se encuentren dispersos y fuera del alcance de comunicación
con los vehículos. De esta manera es posible una gestión
completa del operativo de forma segura.
VI. CONCLUSIONES Y TRABAJO FUTURO
En este trabajo hemos presentado una visión de la IoT y
alguna de las medidas de seguridad que se han estudiado
para el paradigma de la IoT. Hemos presentado, además, una
aproximación DTN para la comunicación en la IoT y hemos
revisado alguno de los mecanismos de seguridad que existen
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para la arquitectura DTN, y que pueden ser adaptados a la
IoT. Hemos considerado también alguna de las limitaciones
existentes para la aproximación propuesta.
Como trabajo futuro deberíamos adaptar la propuesta de uso
de las claves simétricas a la aproximación jerárquica de IBC
para poder permitir el establecimiento de un canal seguro entre
nodos pertenecientes a distintas regiones. Además, el cambio
de región de un nodo no debería suponer un problema para
obtener claves de un nuevo PKG. La posibilidad de realizar la
solicitud de claves a otro PKG está estrechamente relacionada
con la adaptación del mecanismo de identificación mutua en
HIBC.
Sería también una línea de trabajo interesante estudiar la
posibilidad de adaptar el protocolo Bundle para situaciones
en que el sobrecoste de enviar las cabeceras hace inviable el
uso de una aproximación DTN, por ejemplo en el caso de
nano-dispositivos.
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Resumen—El avance de Internet y las tecnologı´as de co-
municaciones esta´ disminuyendo cada vez ma´s la distancia
entre consumidores y proveedores, hasta el punto que cualquier
proveedor que lo desee puede ofrecer sus productos directamente
al consumidor final. Esto supone a la vez una ventaja y una
desventaja para el consumidor. Por un lado, le permite comparar
los precios de distintos proveedores, pero por otra parte la
gran cantidad de oferta puede complicar este proceso. Un
caso particularmente interesante es la situacio´n en la que el
consumidor quiera un producto multi servicio, como los paquetes
turı´sticos, formados por vuelos, hoteles, excursiones, etc.
En este artı´culo presentamos una modificacio´n sobre un
protocolo multi-two-party ato´mico, que permite al consumidor
automatizar la funcio´n bu´squeda, negociacio´n y compra (firma
de un contrato), manteniendo la equitatividad y atomicidad en
la transaccio´n.
Palabras clave—Contratacio´n electro´nica multi- party,
E- Commerce, Smart Shopping
I. INTRODUCCIO´N
Gracias al comercio electro´nico, hoy en dı´a consumidores y
proveedores esta´n ma´s cerca que nunca. A trave´s de Internet,
los consumidores tienen acceso directo a mu´ltiples provee-
dores, permitie´ndoles, entre otras cosas, comparar distintas
ofertas y quedarse con la que ma´s les interese. A su vez,
los proveedores tienen acceso directo a millones de clientes
potenciales.
Esta situacio´n es de especial intere´s en sectores como
el ocio, donde los consumidores adquieren habitualmente
productos como los paquetes turı´sticos, formados por varios
servicios: hoteles, vuelos, excursiones, etc. Los consumidores
pueden fa´cilmente comparar el precio ofrecido para un mis-
mo servicio por distintos proveedores (existen incluso webs
especı´ficas para estos servicios) y escoger el que ma´s les
convenga. Al final, el paquete que compra el consumidor
puede estar formado por servicios de diferentes proveedores.
El problema aparece en el momento de ejecutar la compra de
los servicios: para que el consumidor obtenga el producto que
desea, tiene que comprar servicios diferentes de proveedores
distintos, por lo tanto, debe comprometerse con todos los
proveedores o con ninguno; sino fuera ası´, su paquete no
estarı´a completo. A este tipo de escenarios se les denomina
Multi-two-Party Ato´micos (AM2P).
En un escenario Multi-Two-Party (M2P) tenemos N
participantes, 1 consumidor C y (N − 1) proveedo-
res Pi, agrupados en un conjunto de (N − 1) pares
{C,P1}, {C,P2}..., {C,P(N−1)}, que quieren firmar un con-
junto de (N − 1) contratos {M1,M2, ...,M(N−1)} dos a dos,
es decir, C y P1 quieren firmar el contrato M1, C y P2 el
contrato M2, etc. En este escenario, ni C ni Pi quieren dar su
firma sin tener la seguridad que el otro participante enviara´ la
suya. El escenario Multi-Two-Party Ato´mico (AM2P) es un
caso restrictivo del Multi-Two-Party en el que C no quiere
enviar su firma sin tener la seguridad que recibira´ la firma de
todos los proveedores {P1, ..., P(N−1)}, ni Pi quiere enviar
la suya si no recibe la correspondiente firma de C sobre el
contrato Mi.
Un artı´culo presentado en la anterior edicio´n de la RECSI
[1] presenta el primer protocolo de firma de contratos dirigido
a estos escenarios, donde el consumidor debe negociar previa-
mente con todos los proveedores antes de ejecutar el protocolo.
Es decir, el objetivo del protocolo es firmar una serie de
contratos pre-acordados entre el consumidor y los distintos
proveedores. Este proceso puede ser largo y tedioso, y no todos
los consumidores tienen el tiempo o los conocimientos para
llevarlo a cabo. Para solucionar esta situacio´n, en este artı´culo
presentamos una modificacio´n sobre el protocolo AM2P, que
permite fusionar las fases de negociacio´n y firma, facilitando
su uso a los consumidores.
Contribucio´n: En este artı´culo presentamos una propuesta
de protocolo para firma digital de contratos para escenarios
Multi-Two-Party Ato´micos, donde la fase de negociacio´n forma
parte del proceso de firma. Esta propuesta es una modificacio´n
sobre un protocolo presentado en la u´ltima RESCI [1], mante-
niendo los requisitos de seguridad: efectividad, equitatividad,
temporalidad, no-repudio, confidencialidad y verificabilidad de
la TTP.
Organizacio´n: El artı´culo esta´ organizado de la siguiente
manera. La seccio´n II presenta un ejemplo de co´mo podrı´a
utilizarse el protocolo presentado en este artı´culo para crear
una aplicacio´n de compra inteligente. En la seccio´n III se
describen los requisitos de seguridad del protocolo de negocia-
cio´n ma´s firma Multi-Two-Party Ato´mico. En la seccio´n IV se
discute brevemente el trabajo previo realizado, y se presenta
el protocolo de firma Multi-Two-Party Ato´mico en el cual se
basa este artı´culo. Nuestra propuesta se define en la seccio´n
V. En la seccio´n VI analizamos si nuestra propuesta cumple
con los requisitos de seguridad. Finalmente, las conclusiones
aparecen en la seccio´n VII.
II. ESCENARIO
El protocolo propuesto en [1], permite a los consumidores
firmar un conjunto de contratos, cada uno con un proveedor
distinto, de manera ato´mica y equitativa. Si lo llevamos al te-
rreno pra´ctico, para poder ejecutar el protocolo, el consumidor
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requiere de una aplicacio´n, o bien nativa o bien como servicio.
A esta aplicacio´n el consumidor deberı´a facilitarle un conjunto
de contratos, que previamente tiene que haber negociado. Esta
fase de negociacio´n previa puede suponer un problema. No
todos los consumidores tendra´n el tiempo o conocimientos
necesarios para llevarla a cabo. La modificacio´n que propo-
nemos sobre el protocolo presentado en [1], permitirı´a a la
aplicacio´n del consumidor automatizar las tareas de bu´squeda
de proveedores, negociacio´n y firma de contratos.
En la figura 1 se muestra un ejemplo de co´mo podrı´a
utilizarse el protocolo para implementar una aplicacio´n de
compras inteligente. El funcionamiento serı´a el siguiente:
1. El consumidor le indica a la aplicacio´n que quiere
comprar un paquete compuesto por un servicio ae´reo y
un alojamiento (orden de compra). Para cada uno de los
servicios le indica las opciones que desea. Por ejemplo,
en el caso del servicio ae´reo, las fechas del viaje, origen
y destino, horarios, etc... Adema´s, el consumidor puede
indicar un precio ma´ximo para el paquete completo, sus
preferencias en caso de que el producto sea ofrecido
por ma´s de un proveedor, incluso podrı´a indicar un
tiempo ma`ximo en el que la aplicacio´n debe contestar
(inmediatamente, un dı´a, una semana, ...).
2. La aplicacio´n consultara´ su base de datos de proveedores
y recuperara´ la lista de proveedores que puedan ofrecer
los servicios reclamados por el consumidor. Esta base
de datos puede ser un servicio preconfigurado en la
aplicacio´n, un listado que el propio consumidor haya
confeccionado, un servicio externo (por ejemplo UDDI
[2]), etc.
3. Una vez se ha generado la lista de proveedores, se
inicia el protocolo de negociacio´n + firma con cada uno
de ellos. En el caso del ejemplo, se han encontrado
3 proveedores de servicios ae´reos y 2 proveedores de
servicios de alojamiento.
4. Como resultado, la aplicacio´n de compras le devuelve
al consumidor el contrato firmado con cada uno de los
proveedores seleccionados (para firmar), en este caso
han sido el proveedor PV 1 de servicios ae´reos y el
proveedor PH1 de servicios de alojamiento.
¿Co´mo se introduce la negociacio´n en el proceso de fir-
ma?, veamos el caso del ejemplo de la figura 1. La apli-
cacio´n de compra preparara´ un contrato para cada uno de
los proveedores que ha encontrado en la base de datos:
{MPV 1 ,MPV 2 ,MPV 3 ,MPH1 ,MPH2}, y lanzara´ la peticio´n a
todos ellos. Supongamos que los proveedores PV 1 y PV 2
aceptan la peticio´n y el proveedor PV 3 la rechaza. En este
caso la aplicacio´n de compras debera´ escoger entre PV 1 y PV 2
para continuar con la ejecucio´n, mientras que al proveedor des-
cartado debera´ enviarle un mensaje de rechazo. Los criterios
a seguir pueden ser varios, por ejemplo las preferencias del
consumidor (puede indicar proveedores favoritos), el tiempo
de respuesta, o un valor de reputacio´n. Pero antes de poder
contestar al proveedor de servicios ae´reos, el consumidor debe
recibir al menos una respuesta va´lida de un proveedor de
Figura 1. Ejemplo de Aplicacio´n
alojamiento. Una vez el consumidor tiene confirmacio´n de
que todos los servicios incluidos en la orden de compra esta´n
disponibles, puede continuar con la ejecucio´n del protocolo.
III. REQUISITOS DE SEGURIDAD
Asokan et al. [3] y Zhou et al. [4] establecen los re-
quisitos mı´nimos para el intercambio equitativo: efectividad,
equitatividad, temporalidad, no-repudio y verificabilidad de la
TTP. Aunque de hecho, la verificabilidad de la TTP no es
estrı´ctamente necesaria para que un protocolo sea equitativo.
Es ma´s, Asokan et al. [3] define 2 tipos de equitatividad, de´bil
y fuerte, mientras que Zhou et al. [4] define so´lo uno, que
coincide con la equitatividad fuerte. Otro requisito deseable es
la confidencialidad. A continuacio´n detallamos los requisitos
para el protocolo equitativo Multi-Two-Party Ato´mico definido
en este artı´culo:
Efectividad. Si todas las partes involucradas en un proto-
colo de negociacio´n ma´s firma Multi-Two-Party Ato´mico
se comportan correctamente, el consumidor recibira´ la
firma de los (N − 1) proveedores seleccionados, y
estos recibira´n la correspondiente firma del consumidor.
Adema´s, todos los proveedores que hayan sido descar-
tados recibira´n un mensaje de rechazo por parte del
consumidor, y e´ste recibira´ el correspondiente recono-
cimiento por parte del proveedor. En caso de que sea el
proveedor quien rechaze la negociacio´n, se lo indicara´ al
consumidor. Todos estos mensajes se intercambiara´n sin
que intervenga la TTP.
Equitatividad De´bil Multi-Two-Party Ato´mica. Al
finalizar una negociacio´n ma´s firma Multi-Two-Party
Ato´mica, el consumidor honesto tendra´ la firma de los
(N−1) proveedores escogidos, y los proveedores hones-
tos tendra´n la correspondiente firma o mensaje de rechazo
del consumidor; o todas las partes honestas conseguira´n
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evidencias suficientes para demostrar, ante un a´rbitro, que
se han comportado correctamente.
Temporalidad. Todos los participantes en una nego-
ciacio´n ma´s firma Multi-Two-Party Ato´mica tienen la
seguridad de que la ejecucio´n del protocolo de firma
tendra´ una duracio´n finita. Una vez finalizada, no se
puede degradar el nivel de equitatividad obtenida por los
participantes honestos, independientemente del compor-
tamiento del resto de participantes.
No-Repudio. En una negociacio´n ma´s firma Multi-Two-
Party Ato´mica en la que hay involucrados un consumidor
y N − 1 proveedores seleccionados por el consumidor,
ni el consumidor ni los proveedores pueden negar haber
estado involucrados. En particular, dado un contrato
firmado Mi, ni el consumidor C ni el proveedor Pi
pueden negar haberlo firmado. Adema´s, ninguno de los
proveedores descartados puede negar haber sido rechaza-
do por el consumidor, ni el consumidor en caso de que
sea el proveedor quien rechaze una oferta.
Confidencialidad. So´lo los participantes involucrados en
una firma, es decir, el consumidor C y el proveedor Pi,
pueden conocer el contenido del contrato Mi. Ni siquiera
la TTP debe tener acceso al contrato en claro.
Verificabilidad de la TTP. Si la TTP actu´a de manera
deshonesta, provocando la pe´rdida de equitatividad de
un participante honesto (consumidor o proveedor), este
puede probar el comportamiento deshonesto de la TTP
frente a un a´rbitro externo.
IV. TRABAJO PREVIO
Pese a los muchos esfuerzos dedicados al estudio del
intercambio equitativo, existen muy pocas propuestas [5], [6]
que traten el problema que presentamos en este artı´culo. De
hecho, solo una de ellas [5] prevee una fase de negociacio´n,
aunque no esta´ integrada en el protocolo de firma, ya que se
trata de una fase previa.
En el protocolo de firma de contratos Multi-Two-Party
Ato´mico presentado en [1], sobre el cual se basa la propuesta
presentada en este artı´culo, se incluye una revisio´n de las
propuestas similares existentes. Como conclusio´n, a dicha revi-
sio´n y hasta donde conocemos, ninguna de las referencias que
hemos encontrado en la literatura en relacio´n con intercambios
Ato´micos Multi-Two-Party ([5], [6]) cumple con los requisitos
de seguridad necesarios, para nuestro escenario (ver seccio´n
III).
A continuacio´n se presenta la notacio´n que se va a utilizar a
lo largo del artı´culo:
N Nu´mero de participantes en la fase de firma: 1
Consumidor y N − 1 Proveedores.
NP Nu´mero de proveedores participantes en la fase de
negociacio´n: NP ≥ N − 1.
XZ = {x1,x2, ...,x(Z)} Vector con Z elementos.
RP Rejected Providers, conjunto de proveedores que el
consumidor rechazara´.
AP Accepted Providers, conjunto de proveedores que
el consumidor escogera´ para continuar la ejecucio´n del
protocolo.
C Consumidor.
Pi Proveedor i, 1 ≤ i ≤ NP .
Mi Mensaje (contrato) intercambiado entre el consumi-
dor C y el proveedor Pi.
CID Identificador de Contrato U´nico (Unique Contract
IDentifier).
h(Mi) Funcio´n de Hash del mensaje Mi.
Sj[Mi] = SKj[h(Mi)] Firma Digital de j sobre Mi
(donde SKj es la clave privada de j).
El protocolo presentado en este artı´culo esta´ basado en una
propuesta previa para la firma de contratos AM2P [1] con N
participantes, 1 consumidor y N − 1 proveedores. Se trata de
un protocolo optimista con arquitectura en paralelo, donde el
consumidor contacta con todos los proveedores “a la vez”,
y espera su respuesta antes de continuar con a ejecucio´n, es
decir, el consumidor envı´a N−1 compromisos (COMmitment)
al mismo tiempo, y espera a recibir las N − 1 aceptaciones
(ACCeptance) antes de continuar. Si el consumidor deja de
recibir una o ma´s aceptaciones, contactara´ con la TTP. Los
compromisos son los mensajes enviados desde el consumidor a
los proveedores, y las aceptaciones son los mensajes enviados
de los proveedores al consumidor. Los COM(n,i) y ACC(n,i)
(n = nu´mero de ronda, i = nu´mero de proveedor) son las
evidencias que el proveedor Pi y el consumidor C deben
recibir, respectivamente.
La propuesta de protocolo optimista de firma electro´nica
de contratos AM2P [1] esta´ dividida en dos sub-protocolos:
intercambio y resolucio´n. Si todas las partes involucradas
se comportan correctamente, el sub-protocolo de intercambio
terminara´ despue´s de N rondas, se intercambiara´n 2N(N−1)
mensajes y la TTP no intervendra´.
Cada ejecucio´n completa del sub-protocolo de resolucio´n
esta´ compuesta de N rondas, y cada ronda requiere el inter-
cambio de N−1 pares de mensajes {compromiso, aceptacio´n},
lo que hace un total de 2N(N − 1) mensajes. Las evidencias
de firma son las correspondientes a la ronda N (COM(N,i)
y ACC(N,i)). En cualquier momento, el consumidor y los
proveedores pueden ejecutar el sub-protocolo de resolucio´n
para resolver la ejecucio´n del protocolo. Durante la primera
ronda (n = 1), cualquier participante puede contactar con la
TTP y solicitar que se cancele la firma, mientras que si n > 1,
la peticio´n tendra´ como objetivo finalizar el protocolo (firmar
el contrato).
V. PROTOCOLO
El protocolo presentado en este artı´culo mantiene la estruc-
tura original, una arquitectura en paralelo donde el consu-
midor y los proveedores intercambian N pares de mensajes
{compromiso, aceptacio´n}.
V-A. Sub-Protocolo de Intercambio
En la tabla I podemos ver el flujo de ejecucio´n del protocolo
y los mensajes intercambiados. La fase de negociacio´n se
realiza durante la primera ronda y la mitad de la segunda. En la
primera ronda, en lugar de contactar con (N−1) proveedores,
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Sub-Protocolo de Intercambio
Ronda
1 C → Pi CID,Mi, 1, COM(1,i) i ∈ [1..NP ]
1 C ← Pi CID, 1, ACC(1,i) ACEPTACIO´N
CID,Mi,M
′




CID, 1, REJ(1,i) RECHAZO
2a C → Pr CID, 2, REJ(2,r) r ∈ RP
C ← Pr CID, 2, ACKR(2,r)
2b C → Pi CID, 2, COM(2,i) i ∈ AP




n C → Pi CID, n,COM(n,i)




N C → Pi CID,N,COM(N,i)
N C ← Pi CID,N,ACC(N,i)
COM(n,i) = SC [CID, h(Mi), n]




= SPi [CID, h(Mi), h(M
′
i ), n]
ACKR(2,r) = SPr [CID, h(Mr), 2, ACK −REJECTED]
REJ(z,i) = SXi [CID, h(Mi), z, REJECTED];
z = 1 → Xi = Pi; z = 2 → Xi = C
Tabla I
SUB-PROTOCOLO DE INTERCAMBIO ATO´MICO MULTI-TWO-PARTY
el consumidor contactara´ con un nu´mero NP ≥ (N − 1),
y el mensaje Mi enviado sera´ una propuesta de contrato.
Los proveedores podra´n rechazar la oferta (REJ), aceptar la
oferta (ACC), o enviar una contraoferta (ACC
′
). Una vez
el consumidor ha recibido suficientes respuestas (al menos
una positiva por servicio que desee), escogera´ entre ellas las
(N − 1) que ma´s le interesen para continuar la ejecucio´n del
protocolo. La siguiente ronda (la nu´mero 2) se ejecutara´ en dos
fases. Primero (2a), el consumidor informara´ a los proveedores
Pr (r ∈ RP ) que no hayan sido escogidos, envia´ndoles un
mensaje REJ , y e´stos contestara´n indicando que han recibido
el mensaje, ACKR. A continuacio´n (2b), el consumidor es-
perara´ a recibir todas las respuestas de los Pr descartados. Por
cada Pr que no conteste, el consumidor enviara´ una peticio´n
a la TTP para informar de que estos proveedores han sido
descartados (ver tabla III). En la segunda parte de la segunda
ronda (ver ronda 2b en tabla I), el consumidor continuara´ la
ejecucio´n del protocolo con los (N−1) proveedores escogidos
(Pi i ∈ AP ), intercambiando mensajes de compromiso y
aceptacio´n, hasta conseguir el compromiso correspondiente a
la ronda N , evidencia de firma.
V-B. Sub-Protocolo de Resolucio´n
Al igual que en el protocolo AM2P original [1], consumidor
y proveedores pueden contactar con la TTP en cualquier
momento. Durante la primera ronda (n = 1), cualquier partici-
pante puede contactar con la TTP y solicitar que se cancele la
firma, mientras que si n > 1, la peticio´n tendra´ como objetivo








COM(n,1), ACC(n,1), ..., COM(n,i), EV RES(n,i)
Proveedor Pi peticionResolucion(n,i)
CID, h(Mi), n
COM(1,i), ACC(1,i), ..., COM(n,i), ACC(n,i), EV RES(n,i)
TTP RespuestaResolucionCancelada(n,i)
CanceledTK = STTP [CID, h(Mi), n, canceled]
TTP RespuestaResolucionFirmada(n,i)
Consumer SignedTK = STTP [CID, h(Mi), n, COM(n,i)]
Provider SignedTK = STTP [CID, h(Mi), n, ACC(n,i)]
N = nu´mero de participantes; n = ronda
COM(n,i) = SC [CID, h(Mi), n]
ACC(n,i) = SPi [CID, h(Mi), n]
EV RES(n,i) = S(C or Pi)[CID, h(Mi), n, ...], firma sobre
el mensaje enviado.
Tabla II
SUB-PROTOCOLO DE RESOLUCIO´N MULTI-TWO-PARTY ATO´MICO
resolucio´n (tabla II) es igual al del protocolo original [1], con
una funcio´n an˜adida, el informe por parte del consumidor de
que un proveedor Pr ha sido descartado. En la tabla III vemos
el mensaje de peticio´n y respuesta del informe de reachazo.
Esta peticio´n es necesaria para evitar que un Pr (r ∈ RP ) que
ha sido rechazado por el cliente pueda obtener una evidencia
de firma de la TTP y forzar su cumplimiento.
Al igual que en el protocolo orignial [1], la TTP utiliza un
conjunto de reglas para solucionar correctamente las peticiones
de resolucio´n recibidas. Estas reglas deben aplicarse en un
cierto orden, como se muestra a continuacio´n:
R0 La TTP so´lo aceptara´ una peticio´n de resolucio´n por
participante y CID. En el caso del consumidor, las
peticiones de rechazo no se contabilizara´n.
R1 Si la TTP recibe una peticio´n de un participante
Xi durante la ronda n = 1, y la ejecucio´n no ha
sido previamente finalizada (signed=true) por otro
participante ni Xi ha sido informado como rechazado
por el consumidor C, la TTP cancelara´ la firma y le
enviara´ a Xi una prueba de que la firma ha sido
cancelada.
R2 Si la TTP recibe una peticio´n de Xi durante la ronda
n > 1, y la ejecucio´n no ha sido previamente can-
celada por otro participante ni Xi ha sido informado
como rechazado por el consumidor C, la TTP la
finalizara´ (signed=true) y le enviara´ a Xi una prueba
de que el contrato esta´ firmado.
R3 Si la TTP recibe una peticio´n de Xi durante la ronda
n = 1, y la ejecucio´n ha sido previamente finalizada
(signed=true) por otro participante y Xi no ha sido
informado como rechazado por el consumidor C, la
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Sub-Protocolo de Resolucio´n: Informe Rechazo
C → TTP CID, h(Mi), COM(1,1), REJ(2,r)
C ← TTP ACKTK = STTP [CID, h(Mi), 2, REJECTED]
Tabla III
SUB-PROTOCOLO DE RESOLUCIO´N MULTI-TWO-PARTY ATO´MICO,
INFORME DE RECHAZO
TTP enviara´ a Xi una prueba de que el contrato
esta´ firmado.
R4 Si la TTP recibe una peticio´n de Xi durante una
ronda n > 1, y la ejecucio´n ha sido previamente
cancelada por otro participante, la TTP revisara´ las
peticiones previamente recibidas para comprobar si
alguien ha hecho trampas. Si la TTP decide que todas
las peticiones anteriores eran incorrectas, cambiara´ el
estado de la ejecucio´n a signed=true y enviara´ la
correspondiente prueba de firma a Xi. De lo con-
trario, el estado continuara´ siendo canceled=true y
la TTP enviara´ a Xi la correspondiente prueba de
cancelacio´n.
VI. REVISIO´N DE SEGURIDAD
En esta seccio´n comprobaremos si nuestra propuesta
cumple con los requisitos de seguridad para protocolos de
Intercambio Equitativo Multi-Two-Party Ato´micos, aplicados
a la firma digital de contratos, definidos en la seccio´n
III: efectividad, equitatividad, temporalidad, no-repudio,
verificabilidad de la TTP y confidencialidad.
Efectividad. La ejecucio´n del sub-protocolo de intercambio
(tabla I) nos asegura que, si todos los participantes actu´an
correctamente, el consumidor recibira´ la firma de los N − 1
proveedores escogidos, y cada proveedor Pi, i ∈ AP
recibira´ su correspondiente firma del consumidor C despue´s
de N rondas y sin intervencio´n de la TTP. Adema´s, todos los
proveedores descartados Pr, r ∈ RP recibira´n evidencia de
que no participa en la firma del contrato Mr. Por lo tanto, el
protocolo cumple con el requisito de efectividad.
Equitatividad De´bil Multi-Two-Party Ato´mica. Si con-
sideramos al consumidor honesto, con independencia del
comportamiento del proveedor, el consumidor mantendra´ la
equitatividad. Hay tres posibilidades en las que un proveedor
Pi (con 1 ≤ i ≤ (N − 1)) puede obtener una prueba de firma
del consumidor:
Despue´s de recibir el N -e´simo compromiso COM(N,i),
(1 < i < (N − 1)), lo que significa que el consumidor
tiene N−1 aceptaciones del proveedor, con lo que puede
contactar con la TTP y obtener una evidencia de firma.
Despue´s de contactar con la TTP, lo que implica que
la variable signed es igual a true, por lo tanto, el
consumidor puede obtener una evidencia de firma del
proveedor o de la TTP (aplicando R3), si el proveedor
decide no continuar la secuencia de N rondas.
Un proveedor descartado podrı´a hacer trampas y conse-
guir una firma de la TTP, siguiento el ejemplo de abort-
chaining (explicado en [1]). Pero si ha sido descartado
por el consumidor, este tendra´ o bien el mensaje ACKR
del propio consumidor, o el ACKTK de la TTP, con lo
que podra´ demostrar que el proveedor hizo trampas.
En ambas situaciones, el consumidor mantiene la equitativi-
dad.
Si consideramos un proveedor honesto Pi (1 ≤ i ≤ (N −
1)), con independencia del comportamiento del consumidor,
el proveedor mantendra´ la equitatividad. El consumidor puede
obtener una prueba de firma del proveedor de tres maneras
distintas:
Despue´s de recibir la N -e´sima aceptacio´n del proveedor
ACC(N,i), lo que implica que el proveedor ya tiene la
prueba de firma del consumidor COM(N,i).
Contactando con la TTP en la ronda n > 1 (aplicando
R2), lo que quiere decir que la TTP tiene la variable
signed = true. Por lo tanto, el proveedor podra´ obtener
la prueba de firma del mismo consumidor, o de la TTP
(aplicando R3) si el consumidor decide interrumpir la
secuencia de N rondas.
Un consumidor tramposo puede descartar a un proveedor
(REJ) y luego contactar con la TTP reclamando la firma
del contrato con ese proveedor (aplicando R2). En este
caso, la firma obtenida por el consumidor no tendrı´a
validez, puesto que el proveedor puede demostrar que
fue rechazado, utilizando el mensaje REJ recibido.
En todas las situaciones el proveedor mantiene la equitatividad.
Por lo tanto, podemos afirmar que el protocolo cumple con
el requisito de Equitatividad De´bil Multi-Two-Party Ato´mica.
Temporalidad. En cualquier momento durante la ejecucio´n
del protocolo, cualquier participante puede ejecutar el sub-
protocolo de resolucio´n y finalizar su ejecucio´n, obteniendo
una prueba o bien de firma, o bien de cancelacio´n. Si
todos los participantes se comportan de manera correcta el
protocolo requiere de N rondas y 4NP + 2(N − 1)(N − 2)
mensajes, siendo N un nu´mero finito y conocido. Por lo
tanto, podemos afirmar que el protocolo tiene una duracio´n
finita, ya sea porque interviene la TTP, o por la ejecucio´n
normal de este. Es ma´s, una vez el protocolo ha terminado,
su estado final no puede cambiar. Si el protocolo finaliza con
la intervencio´n de la TTP, esta se encargara´ de mantener la
coherencia entre las distintas peticiones posibles recibidas
(siguiendo las reglas de la TTP). Si el protocolo ha finalizado
despue´s de la N -e´sima ronda, las evidencias obtenidas por
proveedor y consumidor servira´n como prueba de su estado
final. Por tanto, podemos afirmar que el protocolo cumple
con el requisito de temporalidad.
No-repudio. Durante la negociacio´n+firma de un contrato
Multi-Two-Party Ato´mico, se generan, en cada ronda,
evidencias de la participacio´n del consumidor y de los
proveedores. Por un lado tenemos los mensajes COM(n,i) y
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los ACC(n,i), que relacionan a consumidores y proveedores
con la firma de un contrato, y por otra parte los mensajes REJ
y ACKR que prueban lo contrario. En particular, el N -e´simo
compromiso y la N -e´sima aceptacio´n, son considerados como
la firma del contrato. Si un consumidor intenta desvincularse
de la firma de un contrato Mi con el proveedor Pi, este puede
probar la implicacio´n del consumidor utilizando la firma
realizada por el propio consumidor, o una evidencia obtenida
de la TTP. De la misma manera, si el proveedor intenta
desvincularse, el consumidor puede probar su implicacio´n
utilizando la firma generada por el proveedor, o las evidencias
recibidas de la TTP.
Verificabilidad. La TTP puede comportarse de forma desho-
nesta y generar evidencias erro´neas, dando como resultado,
que algu´n participante honesto pueda perder su equitatividad.
Suponiendo que el consumidor es honesto y la TTP deshones-
ta, pueden darse las siguientes situaciones:
El consumidor envı´a una peticio´n de resolucio´n en la
ronda n = 1, y la TTP contesta con una evidencia de
firma. De acuerdo a las reglas de la TTP, durante la ronda
n = 1 los participantes so´lo pueden obtener prueba de
cancelacio´n. Por lo que el consumidor sabra´ que la TTP
ha enviado una respuesta equivocada (el consumidor no
ha enviado ningu´n mensaje de ronda 2). Para probarlo,
el consumidor puede pedirle a la TTP que presente las
pruebas de la peticio´n de resolucio´n recibida previamen-
te, esto es, pruebas de la ronda 2.
El consumidor envı´a una peticio´n durante la ronda n ≥ 2
porque uno o ma´s proveedores no han enviado su mensaje
de aceptacio´n, y la TTP responde con una evidencia
de cancelacio´n (sin que haya habido una cancelacio´n
previa), o de firma (habiendo recibido una cancelacio´n
previa). Como estamos en la ronda n ≥ 2, las reglas
de la TTP establecen que la respuesta debe ser una
evidencia de firma a no ser que algu´n otro participante
la haya cancelado, por lo tanto, cualquier respuesta es
va´lida. Pero las evidencias contradictorias que la TTP
haya enviado al consumidor y a uno o ma´s proveedores
probara´ la irregularidad en el comportamiento de la TTP.
La TTP envı´a una evidencia de firma a un proveedor
que ha sido previamente descartado (el consumidor ha
informado a la TTP) por el consumidor. En este caso
el consumidor podra´ demostrar que la TTP ha emitido
evidencias erro´neas, presentando el ACKTK recibido
como respuesta al mensaje de informe de rechazo.
Suponiendo un proveedor honesto y la TTP deshonesta, puede
darse la siguiente situacio´n:
El proveedor envı´a una peticio´n de resolucio´n durante
la ejecucio´n de la ronda n porque no ha recibido el
compromiso de la ronda (n+ 1) y la TTP responde con
una cancelacio´n (sin que haya habido una cancelacio´n
previa), o una firma (habiendo recibido una cancelacio´n
previa). Ambos resultados son coherentes con las reglas
de la TTP, pero en ambos casos el proveedor y el
consumidor tendra´n evidencias contradictorias enviadas
y firmadas por la TTP, lo que probara´ su mal comporta-
miento.
La TTP envı´a una evidencia de firma a un consumi-
dor, al que el proveedor ha rechazado previamente. Si
el consumidor intenta forzar la ejecucio´n del contrato,
el proveedor podra´ reclamar a la TTP que presente
evidencias de aceptacio´n, el mensaje ACC(1,i). Como
el proveedor no ha enviado nunca este mensaje (ha
enviado un REJ(1,i)), podra´ demostrar que la TTP y
el consumidor se han comportado deshonestamente.
Confidencialidad. La ejecucio´n del sub-protocolo de
resolucio´n no requiere el envı´o del texto en claro del contrato
(Mi), es decir, sin cifrar. La TTP so´lo recibe el resultado
de aplicar una funcio´n de “hash” sobre Mi. Adema´s, las
comunicaciones entre consumidor y proveedor son punto-
a-punto: del consumidor al proveedor Pi. Estrictamente
hablando, para conseguir la confidencialidad deberı´amos
cifrar el contrato Mi, para prevenir que una tercera parte
pueda monitorizar el canal de comunicaciones, y obtener su
contenido. Pero esto puede evitarse utilizando algu´n tipo de
protocolo, como Secure Socket Layer (SSL). Por lo tanto,
podemos afirmar que el protocolo cumple con el requisito de
confidencialidad.
VII. CONCLUSIONES
En este artı´culo hemos presentado una modificacio´n sobre
un protocolo optimista para la firma electro´nica de contratos
en escenarios Multi-Two-Party Ato´micos, que permite fusionar
las fases de negociacio´n y firma. La modificacio´n presenta-
da cumple con los mismos requisitos de seguridad que el
protocolo original: efectividad, equitatividad, temporalidad,
no-repudio y verificabilidad de la TTP. Finalmente, hemos
presentado un escenario pra´ctico en el cual podrı´a aplicarse
nuestra solucio´n de smart-shopping.
REFERENCIAS
[1] G. Draper-Gil, J.-L. Ferrer-Gomila, M. F. Hinarejos, J. A. Onieva, and
J. Lo´pez, “Un protocolo para la firma de contratos en escenarios multi-
two-party con atomicidad,” in XIIIa Reunio´n Espan˜ola Sobre Criptologı´a
y Seguridad de la Informacio´n (RECSI XIII), (Arrasate, Mondragon, ES),
pp. 357–362, Servicio Editorial de Mondragon Unibertsitatea, 2012.
[2] U. S. T. Committee, “Universal description, discovery and integration
v3.0.2 (uddi).” http://uddi.org/pubs/uddi-v3.0.2-20041019.htm, 10 2004.
[3] N. Asokan, V. Shoup, and M. Waidner, “Optimistic fair exchange of digi-
tal signatures,” in Advances in Cryptology - EUROCRYPT’98, vol. 1403
of Lecture Notes in Computer Science, pp. 591 – 606, Springer Berlin /
Heidelberg, 1998.
[4] J. Zhou, R. Deng, and F. Bao, “Some remarks on a fair exchange
protocol,” in Public Key Cryptography, vol. 1751 of Lecture Notes in
Computer Science, pp. 46 – 57, Springer Berlin / Heidelberg, 2000.
[5] Y. Liu, “An optimistic fair protocol for aggregate exchange,” in Procee-
dings of the 2009 Second International Conference on Future Information
Technology and Management Engineering, FITME’09, (Los Alamitos,
CA, USA), pp. 564–567, IEEE Computer Society, 2009.
[6] J. A. Onieva, J. Zhou, M. Carbonell, and J. Lopez, “A multi-party non-
repudiation protocol for exchange of different messages,” in 18th IFIP
International Information Security Conference. Security and Privacy in
the Age of Uncertainty (IFIP SEC’03), IFIP Conference Proceedings,
pp. 37–48, IFIP, 2003.
Seguridad de la informacio´n
131

RECSI 2014, Alicante, 2-5 septiembre 2014
Ana´lisis de Riesgos Dina´mico aplicado a Sistemas





















Resumen—Los Sistemas de Respuesta Automa´tica frente a
Intrusiones plantean un objetivo de intere´s en el campo de la
Seguridad en la Informacio´n, pero desde el momento en que su
fin u´ltimo es asumir responsabilidades del usuario administrador,
las diferentes propuestas acaban proliferando en multitud de
alternativas y complejas metodologı´as. Las principales soluciones
proponen inferir respuestas en base al estado y sucesos de
red. Un administrador experto tomarı´a sus decisiones a raı´z de
estos mismos criterios, pero vie´ndose fuertemente influenciado
por el resto de eventualidades de su entorno, tanto te´cnicas
como corporativas, aspectos que actualmente no se contemplan
o se contemplan de forma insuficiente. Apoyarse en el campo
del Ana´lisis de Riesgos como te´cnica madura, probada y bien
regulada conducirı´a a estos sistemas a una mayor capacidad de
respuesta y evaluacio´n de sus acciones.
Palabras clave—Ana´lisis de Riesgos Dina´micos (Dynamic Risk
Assessment), Ontologı´as (Ontologies), Sistemas de Respuestas
Automa´ticos ante Intrusiones (Automatic Intrusion Response Sys-
tems).
I. INTRODUCCIO´N
Los Sistemas de Respuesta Automa´tica frente a Intrusio-
nes (AIRS) son dispositivos de proteccio´n. Su fin u´ltimo es
asistir a un administrador y asumir parte de sus actuaciones,
recopilando la informacio´n de su entorno y dando respuesta
a anomalı´as y ataques. Surgen de la rama de los equipos de
seguridad en redes, como cortafuegos e IDSs, destaca´ndose
por su capacidad de respuesta automa´tica sin asistencia del
administrador.
El Ana´lisis de Riesgos (AARR) en los sistemas de infor-
macio´n es un estudio preventivo de lo negativo que puede
llegar a ocurrir. Es un estudio extenso que proporciona las
guı´as de actuacio´n y buenas pra´cticas para la proteccio´n de la
informacio´n y servicios. Es un ana´lisis a todos los niveles, y
no so´lo desde el punto de vista de los sistemas informa´ticos
pero sı´ dirigido a ellos. Referente a este proceso integrador
se resalta el apartado se´ptimo de la polı´tica de seguridad
en la informacio´n del Ministerio de Defensa [1]: personas,
documentos, SI y telecomunicaciones e instalaciones.
El alcance del artı´culo es dar una primera aproximacio´n
al problema y un estudio de su relevancia, estando en vı´as de
investigacio´n dar soluciones para un futuro prototipo. Con este
fin hacer uso del estudio extenso y metodolo´gico del riesgo
para mejorar las respuestas de los AIRS. En la seccio´n II se
introducira´n los conceptos de AIRS y de Ana´lisis de Riegos
Dina´micos (DRA). Se analizara´ el estado del arte en la apli-
cacio´n del AARR en sistemas de informacio´n (SI) en general,
y en los AIRS en particular. En la seccio´n III se expondra´n
los principales problemas encontrados para su integracio´n. En
la seccio´n IV los autores reflejara´n su propuesta, finalizando
con las conclusiones.
II. EL ANA´LISIS DE RIESGOS EN SISTEMAS DE
RESPUESTA FRENTE A INTRUSIONES
Los AIRS se enmarcan dentro de los sistemas de defensa
perimetral, servicios y tecnologı´as de control de acceso lo´gico
a las redes de telecomunicacio´n [2]. Son uno de sus elementos
ma´s recientes y se hallan actualmente en evolucio´n. Esta
familia abarca desde las implementaciones de seguridad de los
IOS (Internetwork Operating System) de routers y switches,
hasta llegar a soluciones integradas de cortafuegos, IPSs y
VPNs (series ASA-5500 de CISCO). Se describen en [3] como
elementos de seguridad que seleccionan y ejecutan respuestas
ante las intrusiones detectadas por un IDS, proporcionando
junto a [4] una posible taxonomı´a. De esta clasificacio´n
se extraen como caracterı´sticas deseables: la capacidad de
adaptabilidad, proactividad, sensibilidad de coste con modelo
de evaluacio´n dina´mico y coherencia sema´ntica, esta u´ltima
de [5].
El AARR [6] es un a´rea afianzada, regulada, de aplicacio´n
gene´rica y definida como el proceso de identificar, analizar y
evaluar los riesgos [7]. Se define identificar como encontrar,
reconocer y describir el riesgo, analizar como comprender y
determinar su nivel de amenaza, y evaluar como determinar
en que nivel es tolerable. El tratamiento especı´fico del AARR
en la seguridad en la informacio´n se encuentra regulado en
normas como [8], describie´ndolo como el proceso que estudia
toda eventualidad que pueda afectar al activo informacio´n. El
Ana´lisis de Riesgos Dina´micos (DRA) es el propio AARR
pero aplicado de forma continua, todo lo que varı´e y pueda
afectar a la seguridad debe de tenerse en consideracio´n para
recalcular el riesgo.
La Gestio´n del Riesgo (GR) consiste en analizar y tratar
el riesgo [9]. El AARR identifica, analiza y evalu´a activos,
amenazas y salvaguardas, con los que estima el impacto
(lo que podrı´a pasar) y el riesgo (lo que probablemente
pase). El tratamiento consiste fundamentalmente en aplicar las
134 D. Ray, V.A. Villagra´, V. Mateos, P. Holgado
salvaguardas para afrontar el riesgo. Derivado de lo anterior la
gestio´n de riesgos dina´mica (DMR) es consecuencia del DRA.
Los AIRS se pueden asemejar a herramientas de gestio´n
del riesgo. Tratan el riesgo que llega al sistema y evalu´an
su accio´n de respuesta. La diferencia fundamental es que los
AIRS realizan todo el proceso de forma automa´tica, mientras
que en la gestio´n de riesgos es el administrador el que decide
las salvaguardas a aplicar.
El intere´s de este trabajo se centra en la aplicacio´n de
me´todos de GR. Se seguira´ como guı´a a MAGERITv3 Libro I-
Me´todo [9], que describe la gestio´n del riesgo como una activi-
dad compleja, exhaustiva, en continua revisio´n y que requiere
de una metodologı´a probada. Partiendo de esta premisa se
proponen los condicionantes para considerar la aplicacio´n de
un me´todo de AARR en AIRS.
C1. Tratar todo activo, amenaza y salvaguarda que pueda
influir en la informacio´n y servicios. “. . . el ana´lisis de riesgo
proporciona un modelo del sistema en te´rminos de activos,
amenazas y salvaguardas, y es la piedra angular para contro-
lar todas las actividades con fundamento . . . ” [9]. Hay que
establecer una relacio´n entre los elementos del AIRS y los ac-
tivos, amenazas y salvaguardas [7] del AARR. De importancia
es el concepto de activo, que siguiendo la definicio´n de [10] y
priorizados segu´n MAGERIT, se estructuran en informacio´n y
servicios, como activos esenciales y que dirigen los requisitos
de seguridad, y en datos, software, hardware, comunicaciones,
recursos administrativos, recursos fı´sicos y recursos humanos
como activos relevantes. Atendiendo a la naturaleza de las
salvaguardas los activos se clasifican en especies, encontrando
en [11] una completa taxonomı´a por tipo de activo.
C2. Uso del riesgo y riesgo residual como producto del
AARR. “. . . en coordinacio´n con los objetivos, estrategia y
polı´tica de la organizacio´n, las actividades de tratamiento
de los riesgos permiten elaborar un plan de seguridad que,
implantado y operado, satisfaga los objetivos propuestos con
el nivel de riesgo que acepta la direccio´n. Al conjunto de
estas actividades se le denomina Proceso de Gestio´n de
Riesgos. . . ” [9]. Se considera esta frase como fundamental,
conteniendo implı´citamente la finalidad de los AIRS, elemen-
tos que mantienen un nivel de seguridad dentro de un entorno.
El te´rmino esencial es “nivel de riesgo aceptado”, entendido
como el resultado final del proceso de ca´lculo del riesgo
ponderado con la madurez de las salvaguardas.
C3. El DRA en SI no es so´lo el estudio de los cambios
de red y sistemas. A lo largo del tiempo las condiciones de
un entorno varı´an, pudiendo invalidar el ana´lisis de riesgos
vigente, punto 7.2.7 de [9]. Estas variaciones pueden deberse
a nuevas amenazas, vulnerabilidades sobrevenidas, incidentes
de seguridad, cambios en la utilizacio´n del sistema. De todos
los expuestos los que principalmente detectan los IDSs, y
sensores en general, son los incidentes de seguridad a nivel de
red y sistema. Esto u´ltimo separa de inmediato el significado
de dynamic risk assessment respecto al de online risk assess-
ment [12] [13] y real time risk assessment [14] [15], te´rminos
que en determinados contextos podrı´an llegar a difuminarse
como se indica en [16].
C4. Integracio´n Online/Offline. De la condicio´n anterior
se propone la separacio´n entre un componente offline que
represente a una metodologı´a probada de AARR en el sentido
de [9], y otro online que represente la aplicacio´n del AARR en
el nivel de los AIRS. Este u´ltimo debe: monitorizar las inci-
dencias de seguridad, determinar la bondad de las respuestas
aplicadas y realimentar al ana´lisis offline en el apartado de
incidencias de seguridad. Los elementos online coincidira´n con
los que en [12] y [15] se denominan ’online’ o real-time risk
assessment. Por lo tanto el resultado del proceso offline es el
riesgo y riesgo residual, del que hara´ uso el elemento online
del AIRS.
Como conclusio´n se proponen las siguientes actuaciones:
que se considere todo activo, amenaza y salvaguarda que afecte
a los SI, que las me´tricas contengan al riesgo y/o riesgo
residual como producto final del AARR, y que los AIRS
separen sus procesos de AARR en offline y online.
II-A. DRA en Sistemas de Informacio´n
La GR en SI ya fue tratada en esta reunio´n por David Lo´pez
Cuenca y Oscar Pastor [16], por lo que esta seccio´n se centra
en su estudio desde el punto de vista del presente trabajo.
El artı´culo se inicia con una relacio´n de los principales
organismos nacionales e internacionales que tratan el AARR
y con un glosario de la terminologı´a del campo [8]: acti-
vos, amenazas, salvaguardas, vulnerabilidades, impacto, riesgo
y riesgo residual. Continua ampliando el estudio al DRA,
presenta´ndolo como un proceso que debe de ser continuo
y automa´tico, y no aplicado a intervalos discretos como se
propone en [17]. Analiza los principales trabajos sobre AARR
aplicado a TI, de los que destaca [18] por contemplar el
ciclo natural de un DRA. Este ciclo contiene una valoracio´n
inicial del riesgo procedente de metodologı´as de ana´lisis, una
realimentacio´n proveniente de la deteccio´n de incidentes de
seguridad, y por u´ltimo la evaluacio´n de las acciones tomadas
con el apoyo de estas metodologı´as.
Prosigue presentando los principales enfoques del DRA para
SI:
– Alimentacio´n desde BBDD [19]. Enumera formatos es-
tandarizados como CVE y repositorios como la National
Vulnerability Database del NIST.
– Grafos y a´rboles de ataque [20]. Resalta el uso de redes
bayesianas para el ca´lculo del riesgo [20] [21].
– Monitorizacio´n del estado del sistema. Ejemplo IDSs.
En el trabajo se sen˜ala que, ocasionalmente se tratan los
te´rminos de real-time y online risk assessment como sino´ni-
mos de dynamic risk assessment. Desde el punto de vista de
este artı´culo estos te´rminos no podrı´an ser sino´nimos, por
lo que [12] [13] [14] deberı´an clasificarse como me´todos
online, ya que si bien abarcan el estudio del AARR desde
una faceta dina´mica, u´nicamente lo hacen desde el enfoque
de los incidentes de seguridad.
Derivado de ese mismo motivo, se propone que en la
Fig.2 de su estudio, extraı´da de [18], se marque al estado
–AARR Inicial– como proceso offline, y los estados –AARR
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Actualizado– y –AARR Evaluar Acciones Seleccionadas–
como online, cuyas me´tricas harı´an uso del estudio offline.
El enfoque que sugiere para el DRA, como actividad conti-
nua y actualizable en tiempo real, podrı´a aplicarse u´nicamente
al tratamiento online de los incidentes de seguridad, pero
probablemente no al total de elementos que modifican el riesgo
y que representan el DRA (offline). Por lo anterior se considera
que se debe recurrir a ciclos discretos de revisio´n (PDCA [22]),
o a ciclos continuos en su revisio´n online, cuyos resultados no
se podrı´an reflejar instanta´neamente en el ca´lculo del riesgo
debido al complejo estudio que conllevan.
Como parte final del artı´culo se presenta a los AIRS como
elementos de gestio´n y tratamiento del riesgo.
II-B. DRA en Sistemas de Respuesta ante Intrusiones
Las me´tricas son la herramienta usada por los AIRS para
determinar y evaluar las respuestas. Es en estas me´tricas donde
se incluyen los resultados del ana´lisis de riesgos.
En la tesis doctoral de Mateos Lanchas [23], se proporciona
una extensa comparativa entre las distintas me´tricas existentes,
vie´ndose que en la mayorı´a de los casos, y a excepcio´n
de IDAM-IRS, no se hace uso del AARR para su ca´lculo.
Si bien IDAM-IRS aplica te´rminos claramente relacionados
con el AARR, como risk index (RI) (que en te´rminos de
AARR representa el riesgo), y risk index host (RIH)/risk index
network (RIN) (que en AARR representa el riesgo residual),
no sigue metodologı´as formales para su ca´lculo. En el trabajo
de Mateos se enuncia el uso de MAGERIT para el ca´lculo de
me´tricas, pero no se destacan trabajos que lo usen.
Continuando en la lı´nea de las recientes tesis sobre AIRS, se
encuentra el trabajo de Shameli-Sendi [24]. Esfuerzo estruc-
turado en forma de cuatro artı´culos que representan algunos
de los principales retos que rodean a los AIRS: cara´cter
predictivo, ana´lisis de costos y aplicacio´n de AARR. El
primero [15] propone un marco de trabajo para la prediccio´n
de ataques multipaso, usando Hidden Markov Models (HMM)
y lo que denomina Alert Severity Modulation. El segundo,
ORCEF: Online response cost evaluation framework for IRS
(estudio reflejado en la tesis pero au´n no publicado como
trabajo independiente), propone un IRS sensible al coste,
evaluando las respuestas segu´n dependencias entre recursos,
las necesidades de QoS de los usuarios online, el dan˜o del
ataque y la confianza de la alerta. Algunas de las me´tricas
seguidas fueron ya presentadas en el apartado 2.4 de [23]. El
tercero, ARITO [25], propone la mejora de ORCEF integrando
el AARR dentro de la inferencia de respuestas.
En ARITO se introducen los te´rminos online y offline,
adoptados a lo largo del presente trabajo, pero con fuertes
matices diferenciados. En el proceso offline de ARITO se
determina el valor del activo y lo vulnerable que es, y en el
online se calcula el impacto de la alerta recibida. El proceso
offline utiliza la te´cnica Fuzzy Multi-Criteria Decision-Making
(FMCDM) [26], descrita en otro trabajo de los mismos au-
tores. Para ello se determinan las propiedades de seguridad
a analizar (CIA: confidencialidad, integridad y autenticidad),
se identifican y clasifican los recursos, se valoran los activos
segu´n el juicio de expertos y finalmente se estudian sus
vulnerabilidades.
A pesar de que ARITO parece adaptarse a nuestros requisi-
tos, y separa entre elementos offline y online, no cumple con
todos los condicionantes de la seccio´n II. En e´l se propone
una metodologı´a propia para el AARR (FMCDM), que no
sigue ninguna normativa o metodologı´a, y que no deja abierta
la posibilidad del uso de otros enfoques. Sin embargo, su
esquema es fa´cilmente ampliable a otras propuestas, ya que el
ca´lculo final lo realiza el componente online. No parece que
se considere el estudio de activos ma´s alla´ de la electro´nica
de red y sistemas, pero de nuevo esta faceta podrı´a ampliarse
incluso a trave´s de su apuesta por FMCDM. Otro aspecto que
plantea dudas es la extensio´n de su AARR a DRA, ya que
en la fase offline necesitarı´a algu´n tipo de realimentacio´n que
influyese en la revisio´n del riesgo.
El mayor de los inconvenientes de ARITO es que el resul-
tado final de su fase offline no es el riesgo, sino el valor del
activo y las posibles vulnerabilidades, por lo que no se puede
considerar que realiza un ana´lisis del riesgo sino solamente
una de sus etapas previas.
Sin duda los trabajos de [15] y [25] esta´n fuertemente
influenciados por DIPS (Distributed Intrusion Prevention Sys-
tem) [13]. Donde se propone un modelo distribuido activado
mediante predicciones realizadas con HMM, y un ana´lisis de
riesgos realizado mediante lo´gica difusa (fuzzy logic), donde
un grupo de expertos estiman el riesgo en base a una serie de
variables dependientes.
Si bien DIPS es la referencia que mejor se ajusta a nuestro
modelo, presenta una serie de problemas con respecto a [6] [7]
y [9], que van a permitir resaltar la importancia de las
condiciones propuestas en II.
En DIPS el riesgo se computa a trave´s de reglas fuzzy
del tipo if-then. Los para´metros del ca´lculo son el valor del
activo, su vulnerabilidad y el nivel de amenaza. Sin embargo,
en AARR el riesgo se deriva del impacto, siendo e´ste la
degradacio´n del valor de un activo debido a una amenaza, y de
la frecuencia/probabilidad de dicha amenaza. A continuacio´n
se analizan los inconvenientes de los para´metros usados en el
ca´lculo del riesgo en DIPS.
1. Nivel de amenaza. Se define en DIPS como la frecuencia
o probabilidad, por lo que, salvando la confusio´n de te´rmi-
nos [7], es un para´metro correcto en el computo del riesgo.
2. Valor del activo. En el ca´lculo del riesgo se debe evaluar
la degradacio´n del valor del activo (impacto). Usar u´nicamente
el valor del activo permite determinar su importancia, pero no
las consecuencias de la amenaza sobre su valor. La degrada-
cio´n no aparece en el ca´lculo con la consiguiente perdida de
informacio´n en el ana´lisis.
3. Vulnerabilidad. El riesgo residual resulta del riesgo
remanente tras la aplicacio´n de las salvaguardas. Una vul-
nerabilidad se define en [9] como aquello que resulta de la
incapacidad de las salvaguardas, bien por su inexistencia o
bien por su falta de madurez, y que impide mantener el riesgo
residual aceptado. Es decir, una vulnerabilidad es algo no
controlado, que si se llegase a controlar derivarı´a, en el peor
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de los casos, en riesgo residual conocido y aceptado. Por
lo que, usando estrictamente la terminologı´a, no parece que
vulnerabilidad deba formar parte del ca´lculo del riesgo, ya
que es consecuencia de la imperfeccio´n del propio ana´lisis,
bien en la fase de identificacio´n o bien en el modelado de las
salvaguardas. Obviamente en DIPS vulnerabilidad toma otro
significado, probablemente referido a la degradacio´n sufrida
en el valor del activo.
4. Activo. En DIPS se define como todo dato, equipo u otro
componente que soporte a la informacio´n de la actividad. No
se proporciona una clasificacio´n formal de activos como la
presentada en [10] y [9], dificultando un estudio meto´dico y
estructurado.
Con el razonamiento anterior sobre DIPS quiere ponerse
de manifiesto que, si bien la solucio´n aportada es de las ma´s
destacadas, al no hacer uso de metodologı´as que se adapten
a las normativas y recomendaciones vigentes, ni de una ter-
minologı´a regulada, se introducen conceptos ambiguos desde
el punto de vista del AARR. Estas mismas ambigu¨edades
reducen la posibilidad de adaptar los procesos online y offline
que proviniesen de distintos trabajos.
III. EL PROBLEMA DIMENSIONAL ENTRE EL DRA Y LOS
AIRS
El tı´tulo del apartado pretende resaltar la distancia existente
entre el campo del DRA y el de los AIRS. A continuacio´n se
presentan los principales retos que hacen que su interrelacio´n
resulte compleja pero conveniente.
1. Cara´cter Preventivo frente a Reactivo. El ana´lisis de
riesgos es un estudio preventivo que sugiere que´ hacer en
caso de que algo negativo ocurra. Su fin no es responder
a las amenazas, sino proponer soluciones y estimar riesgos.
Por el contrario, los AIRS tienen como fin actuar, y aunque
necesiten analizar ciertos factores que aseguren la calidad de
las respuestas, no realizan un estudio exhaustivo o integral del
entorno. Como se vera´, el nexo entre lo preventivo del AARR
y lo reactivo de los AIRS es el concepto de nivel de confianza.
2. Actividad a Medio-Largo Plazo frente a Tiempo Real.
Una de las propiedades deseables de los AIRS es su rapidez de
respuesta, mientras que el ana´lisis de riesgos es una actividad
ardua, continua y cı´clica, en la que prima ma´s el buen ana´lisis
a medio-largo plazo que un reajuste ra´pido de la situacio´n. Por
ello el AIRS hace uso de resultados previamente calculados
por los elementos offline del AARR, reajustando y orientando
sus respuestas, pero asumiendo que la dina´mica de trabajo del
AARR es lenta.
3. Estudio Exhaustivo frente a Especializado. El ana´lisis de
riesgos es un estudio extenso, a todos los niveles, que con-
templa tanto factores tecnolo´gicos, como sociales, polı´ticos,
legales y de cualquier otra ı´ndole. Por el contrario, los sistemas
de respuesta generalmente realizan un estudio muy dirigido,
centra´ndose casi en exclusiva en las eventualidades de red y
sistemas. Incluso cuando se introduce el concepto de usuario,
se hace desde el punto de vista de ’persona que usa el sistema’,
y no como ’persona que puede causar un dan˜o’, dan˜o que no
tiene que ser te´cnico, pero que sı´ puede repercutir gravemente
en la informacio´n y los servicios.
Figura 1. Identificacio´n de Activos
La identificacio´n de activos, amenazas y salvaguardas es
la primera fase del AARR. En la figura 1 se presenta la
determinacio´n de estos activos, los ejes de dominios y capas
corresponden con lo recomendado en [9], y nivel organizativo
es una dimensio´n an˜adida en este trabajo. A continuacio´n se
detallan.
– Capas. Atendiendo al tipo de activo y sus dependencia
jera´rquicas. Se suele dividir en subcapas, la capa equipos
informa´ticos contiene a las subcapas hw, sw y comunicaciones.
– Dominios. Por agrupacio´n de amenazas y salvaguardas
que afectan al activo. Como ejemplo se seleccionan los
dominios de seguridad fı´sica, red corporativa, y situacio´n
geopolı´tica.
– Nivel organizativo. Permite analizar el activo de una de-
terminada capa-dominio desde diferentes niveles de decisio´n.
En este caso se contemplan los niveles administracio´n, gestio´n
y gerencia.
La intencio´n de la figura 1 es resaltar la informacio´n que se
omite en el caso de no aplicar el AARR como metodologı´a.
De todas las dimensiones (capa/dominio/nivel) reflejadas en
la figura 1, los u´nicos activos generalmente analizados por los
AIRS son los de la capa de equipos informa´ticos, y u´nicamente
en el nivel de administracio´n de red y dentro del dominio de
la red corporativa (cubo resaltado)
IV. ENFOQUE PARA LA INTEGRACIO´N DEL ANA´LISIS DE
RIESGOS
En este apartado se presentan las bases de una propuesta
temprana. Se explican sus principales conceptos y se propone
el AIRS que servira´ de base para la integracio´n.
Bases de la Propuesta
Se propone un marco de actuacio´n basado en el conocimien-
to, con el objetivo de mantener un nivel de confianza dentro de
un dominio de control, dado un estado de alerta, en beneficio
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de una entidad objetivo y centrado en sus tecnologı´as de la
informacio´n, pero atendiendo a toda eventualidad.
El nu´cleo del marco lo conforma el concepto de sistema
de respuesta automa´tica ante intrusiones, como elemento de
respuesta, evaluacio´n y ana´lisis de riesgos integral.
Conceptos Principales
– Basado en el Conocimiento. Se entendera´ esta propie-
dad como la capacidad del sistema de razonar conforme
a conceptos y no sobre sintaxis. Te´rmino equivalente a la
propiedad de coherencia sema´ntica del AIRS ontolo´gico de
Mateos Lanchas [27]. Las definiciones necesarias para la
integracio´n se realizara´n mediante ontologı´as en OWL2 [28],
reglas SWRL [29] y razonadores como Pellet [30].
– Mantener un Nivel de Confianza. Es el nu´cleo de la
propuesta, y el elemento que pretende conferir al sistema
un cara´cter convergente hacia un estado deseado. En [9] se
define seguridad como la capacidad de resistir, manteniendo un
determinado nivel de confianza. Este nivel se medira´ en dife-
rentes dimensiones de seguridad: confidencialidad, integridad,
autenticidad, trazabilidad y disponibilidad, y para cada activo,
amenaza y dimensio´n.
El elemento de AARR que se usara´ como me´trica del nivel
de confianza es el riesgo residual o riesgo aceptado, como
producto final de las metodologı´as de ana´lisis de riesgos. C2
seccio´n II.
A continuacio´n se justifica la eleccio´n del riesgo residual.
El fin del AARR es calcular el riesgo, computado a partir del
impacto que una amenaza tiene sobre la degradacio´n del valor
de los activos y ponderado por su probabilidad o frecuencia.
El riesgo residual es el riesgo aceptado y conocido, residuo
remanente una vez aplicadas las salvaguardas, y que determina
el rango de riesgo que una organizacio´n esta´ dispuesta o
condicionada a admitir. Por lo anterior, el riesgo residual es
el te´rmino que contiene la totalidad de la informacio´n del
proceso de AARR, tanto de la valoracio´n del riesgo, como
de la eficacia de las salvaguardas. Como nota final, y aunque
implı´cito en el propio ca´lculo del riesgo, se introduce el
te´rmino de riesgo residual dimensional, consistente en el riesgo
residual medido en cada una de las dimensiones de seguridad
seleccionadas.
El nivel de confianza debe de representarse tanto en los
componentes offline como en los online, C3/4 de IV, para
ello se introducen los siguientes conceptos:
– Nivel de Confianza Objetivo. Representa el resultado del
proceso de AARR offline, caracterizado por el riesgo residual.
El AIRS debe converger a este nivel de confianza, utilizando
sus valores en el ca´lculo de las me´tricas. Un cambio en
el nivel de confianza conlleva un cambio en las respuestas
seleccionadas, y en ocasiones el modelado de nuevas salva-
guardas/respuestas.
– Nivel de Confianza Actual. Representa el resultado del
proceso de AARR online, caracterizado por el riesgo residual
evaluado online, te´rmino introducido en este estudio y no
propio del ana´lisis de riesgos. Este riesgo evaluado debe de
medirse en toda dimensio´n de todo activo afectado por un
ataque (amenaza llevada a cabo), para poder compararlo con el
nivel de confianza objetivo de la fase offline. Tras la aplicacio´n
de las salvaguardas en forma de repuestas, el riesgo residual
evaluado debe de estar en los ma´rgenes definidos por el riesgo
residual objetivo. De no ser ası´, las salvaguardas han sido insu-
ficientes, debiendo el componente online realimentar al offline
con esta informacio´n y replantearse un nuevo ciclo de AARR
en su faceta dina´mica. Como se explico´, la realimentacio´n del
componente online afectarı´a principalmente a las incidencias
de seguridad dentro del DRA.
– Estado de Alerta. Si mantener el nivel de confianza
provoca la convergencia hacia una situacio´n estable, el estado
de alerta juega el papel de elemento regulador. El estado de
alerta se valora, en te´rminos de ana´lisis de riesgos, segu´n
el grado de impacto con que las amenazas afectan a la
organizacio´n. Un determinado problema puede tener mayores
o menores consecuencias dependiendo de la situacio´n, y esto
debe de reflejarse en el estado de alerta e influir en las
respuestas del AIRS. El estado de alerta podra´: imponerse
por el administrador, derivarse de histo´ricos que relacionen
situaciones anteriores y/o derivarse de la tendencia del impacto
a lo largo de un periodo.
El estado de alerta medido segu´n la tendencia del im-
pacto abre la posibilidad de realizar un estudio preventivo
de incidencias futuras. Los AIRS pueden hacer uso de esta
caracterı´stica en su faceta proactiva en el caso de implemen-
tarla. Se propone el uso del gradiente para el ca´lculo de esta
tendencia, donde los vectores unitarios i,j,k . . . representan
a las dimensiones de seguridad, y el valor de cada eje la
tendencia del impacto.
Eleccio´n del AIRS
Los primeros estudios se realizara´n en base al AIRS on-
tolo´gico propuesto en [27] y exhaustivamente descrito en [23].
Para ello se preve´ como mı´nimo:
– Mo´dulo de Ana´lisis de Riesgos Dina´micos. Sera´ parte del
modelo online y realizara´ la funcio´n de adaptar los resultados
del AARR offline a nuestro sistema. Mantendra´ los mismos
criterios de coherencia sema´ntica que para la recepcio´n de
alertas del AIRS ontolo´gico.
– Ampliacio´n del Mo´dulo de Evaluaciones. Determinara´ el
nivel de confianza actual, por lo que sus resultados, en te´rmi-
nos de evaluacio´n de riesgo residual, marcara´n la capacidad
de convergencia al nivel de confianza objetivo. Entre los
elementos previstos se encuentra la especificacio´n de un toolkit
de evaluaciones, similar y en estrecha relacio´n con en toolkit
de respuestas ya existente en [27].
V. CONCLUSIO´N
Los AIRS se plantean como una potente herramienta en la
administracio´n de la seguridad en redes y sistemas. La calidad
de sus respuestas depende de un gran nu´mero de factores,
pero principalmente de la fiabilidad de los eventos recibidos,
de las me´tricas que los analizan e infieren las respuesta, y de
los mecanismos de evaluacio´n de las acciones tomadas. La
bu´squeda de nuevas propiedades como la proactividad [31], y
138 D. Ray, V.A. Villagra´, V. Mateos, P. Holgado
la mejora de los criterios de respuesta mediante el AARR son
algunos de los retos actuales dentro del campo.
Ajusta´ndose a los te´rminos que este artı´culo propone, se
puede clasificar a los AIRS como herramientas de apoyo a
la gestio´n del riesgo, que reciben informacio´n del proceso de
AARR para la inferencia de sus respuestas y proporcionan
informacio´n a los procesos de DRA para el reajuste del riesgo.
Como aportaciones del trabajo se propone desambiguar
el te´rmino dynamic risk assessment con respecto a online
o real time risk assessment. Se propone una distincio´n y
separacio´n entre los componentes offline y online, el primero
como AARR propiamente y el segundo como proceso que
hace uso de los resultado del offline y lo realimenta. Se
presentan las principales diferencias entre la naturaleza del
AARR y AIRS: preventivo/reactivo, medio-plazo/tiempo-real,
estudio-extenso/especializado. Finalmente se dan las lı´neas de
un posible mecanismo para la aplicacio´n del AARR en los
AIRS, con base en el AIRS ontolo´gico de [27].
La integracio´n propuesta se presenta en forma de ideas
fuerza que derivan en conceptos que relacionan e intentan
salvar las diferencias existentes entre el DRA y los AIRS.
Se propone al riesgo residual como elemento que defina
el nivel de confianza de una organizacio´n, identifica´ndolo
como el producto final del AARR y el contenedor de mayor
informacio´n. El riesgo y el riesgo residual serı´an el resultado
del componente offline. Los procesos online hara´n uso de
este riesgo calculado en sus respuestas y evaluara´n el riesgo
residual provocado por las incidencias de seguridad, siendo
e´ste el nivel de confianza existente en un momento dado. Con
este riesgo online se realimentara´ a los procesos offline en su
faceta dina´mica.
REFERENCIAS
[1] M. de Defensa, “Om-76/2006, polı´tica de seguridad en la informacio´n
del ministerio de defensa,” p. Se´ptimo. A´reas de la seguridad de la
informacio´n, 2006.
[2] V. A. Villagra´, Seguridad en Redes de Telecomunicacio´n. Fundacio´n
Rogelio Segovia para el Desarrollo de las Telecomunicaciones, 2009.
[3] N. Stakhanova, S. Basu, and J. Wong, “A taxonomy of intrusion response
systems,” Int.J.Inf.Comput.Secur., vol. 1, no. 1/2, pp. 169–184, jan 2007.
[4] A. Shameli-Sendi, N. Ezzati-Jivan, M. Jabbarifar, and M. Dagenais, “In-
trusion response systems: survey and taxonomy,” Internacional Journal
of Computer Science and Network Security (IJCSNS), vol. 12, no. 1, pp.
1–14, 2012.
[5] V. Mateos, V. A. Villagra´, F. R. Bueno, and J. Berrocal, “Definition
of response metrics for an ontology-based automated intrusion response
systems,” Computers & Electrical Engineering, vol. 38, no. 5, pp. 1102–
1114, 2012.
[6] ISO-31000:2009, Risk management - Principles and guidelines. Inter-
national Organization for Standardization, ISO, 2009.
[7] ISO-Guide-73:2009, Risk management and Vocabulary. International
Organization for Standardization, ISO, 2009.
[8] ISO/IEC-27005:2011, Information technology, security techniques, In-
formation security risk management. International Organization for
Standardization, ISOIEC, 2011.
[9] M. A. Amutio, J. Candau, and J. A. Man˜as, MAGERITv3, Metodologı´a
de Ana´lisis y Gestio´n de Riesgos de los Sistemas de Informacio´n. Libro
I - Me´todo. Ministerio de Hacienda y Administraciones Pu´blicas, 2012.
[10] UNE-71504:2008, Metodologı´a de ana´lisis de riesgos para los sistemas
de informacio´n. AENOR, 2008.
[11] M. A. Amutio, J. Candau, and J. A. Man˜as, MAGERITv3, Metodologı´a
de Ana´lisis y Gestio´n de Riesgos de los Sistemas de Informacio´n. Libro
II - Cata´logo de Elementos. Ministerio de Hacienda y Administraciones
Pu´blicas, 2012.
[12] C. P. Mu, X. J. Li, H. K. Huang, and S. F. Tian, “Online risk assessment
of intrusion scenarios using d-s evidence theory,” in European Sympo-
sium on Research in Computer Security (ESORICS), 2008, pp. 35–48.
[13] K. Haslum, A. Abraham, and S. J. Knapskog, “Dips: A framework
for distributed intrusion prediction and prevention using hidden mar-
kov models and online fuzzy risk assessment,” in Third International
Information Assurance and Security Symposium (IAS), 2007, pp. 183–
190.
[14] Z.-H. Hu, Y.-S. Ding, and J.-W. Huang, “Knowledge-based framework
for real-time risk assessment of information security inspired by danger
model,” in Proceedings of the 2008 International Symposium on Inte-
lligent Information Technology Application Workshops (IITAW ’08), ser.
IITAW ’08, 2008, pp. 1053–1056.
[15] A. Shameli-Sendi, M. Dagenais, M. Jabbarifar, and M. Couture, “Real
time intrusion prediction based on optimized alerts with hidden markov
model,” Journal of Networks (JNW), vol. 7, no. 2, pp. 311–321, 2012.
[16] D. L. Cuenca, O. Pastor, and L. J. Villalba, “Concepto y enfoques sobre
el ana´lisis y la gestio´n dina´mica del riesgo en sistemas de informacio´n,”
in Reunio´n Espan˜ola sobre Criptologı´a y Seguridad de la Informacio´n
(RECSI), 2012.
[17] W. Qi, X. Liu, J. Zhang, and W. Yuan, “Dynamic assessment and var-
based quantification of information security risk,” in 2nd International
e-Business and Information System Security Conference (EBISS),, 2010,
pp. 1–4.
[18] P. Lagadec, “Visualization et analyse de risque dynamique pour la cyber-
de´fense,” in Symposium sur la se´curite´ des technologies de l?information
et des communications (SSTIC), 2010.
[19] W. Jones, S. Aud, J. Hudepohl, M. flournory, W. Snipes, and E. Schutz,
“Method and system for dynamic risk assessment of software,” 2001.
[20] J. A. Man˜as and C. Belso, “Gestio´n dina´mica de riesgos: Seguridad de
la red de servicios,” in XI jornadas sobre tecnologı´as de la informacio´n
para la modernizacio´n de las administraciones pu´blicas, 2010.
[21] N. Poolsappasit, R. Dewri, and I. Ray, “Dynamic security risk manage-
ment using bayesian attack graphs,” Dependable and Secure Computing,
IEEE Transactions on, vol. 9, no. 1, pp. 61–74, 2012.
[22] ISO/IEC-27001:2013, Information technology, security techniques, In-
formation security managament systems, Requirements. International
Organization for Standardization, ISOIEC, 2013.
[23] V. Mateos, “Contribucio´n a la automatizacio´n de sistemas de respuesta
frente a intrusiones mediante ontologı´as,” 2013. [Online]. Available:
http://www.dit.upm.es/∼doct/ist/tesisleidas.html
[24] A. Shameli-Sendi, “System health monitoring and proactive response
activation,” 2013. [Online]. Available: http://publications.polymtl.ca/
1102/1/2013 AlirezaShameliSendi.pdf
[25] A. Shameli-Sendi and M. Dagenais, “Arito: Cyber-attack response
system using accurate risk impact tolerance,” International Journal of
Information Security, pp. 1–24, 2013.
[26] A. Shameli-Sendi, M. Shajari, M. Hassanabadi, M. Jabbarifar, and
M. Dagenais, “Fuzzy multi-criteria decision-making for information
security risk assessment,” The Open Cybernetics and Systemics Journal,
vol. 6, pp. 26–37, 2012.
[27] V. Mateos, V. A. Villagra´, and F. Romeo, “Ontologies-based automated
intrusion response system,” in Proceedings of the 3rd international
conference on computational intelligence in security for information
systems (CISIS), 2010, pp. 99–106.
[28] D. L. Michael K. Smith, Chris Welty, OWL 2 Web Ontology Language
Document Overview, 2nd ed., December 2012. [Online]. Available:
http://www.w3.org/TR/2012/REC-owl2-overview-20121211/
[29] P. F. P.-S. Ian Horrocks, SWRL: A Semantic Web Rule Language
Combining OWL and RuleML, May 2004. [Online]. Available:
http://www.w3.org/Submission/2004/SUBM-SWRL-20040521/
[30] E. Sirin, B. Parsia, B. C. Grau, A. Kalyanpur, and Y. Katz, “Pellet: A
practical owl-dl reasoner,” Web Semant., vol. 5, no. 2, pp. 51–53, jun
2007.
[31] N. Stakhanova, S. Basu, and J. Wong, “A cost-sensitive model for
preemptive intrusion response systems.” in Proceedings of the 21st inter-
national conference on advanced networking and applications AINA’07.
IEEE Computer Society, 2007, pp. 428–435.
RECSI 2014, Alicante, 2-5 septiembre 2014
Simulacio´n de la propagacio´n del malware:
Modelos continuos vs. modelos discretos
Amparo Fu´ster Sabater
Instituto de Tecnologı´as Fı´sicas
y de la Informacio´n, C.S.I.C.
Email: amparo@iec.csic.es
A´ngel Martı´n del Rey
Departamento de Matema´tica Aplicada
IUFFyM, Universidad de Salamanca
Email: delrey@usal.es
Gerardo Rodrı´guez Sa´nchez
Departamento de Matema´tica Aplicada
IUFFyM, Universidad de Salamanca
Email: gerardo@usal.es
Resumen—La gran mayorı´a de modelos matema´ticos propues-
tos hasta la fecha para simular la propagacio´n del malware esta´n
basados en el uso de ecuaciones diferenciales. Dichos modelos
son analizados de manera crı´tica en este trabajo, determinando
las principales deficiencias que presentan y planteando distintas
alternativas para su subsanacio´n. En este sentido, se estudia el
uso de los auto´matas celulares como nuevo paradigma en el que
basar los modelos epidemiolo´gicos, proponiendo una alternativa
explı´cita basada en ellos a un reciente modelo continuo.
Palabras clave—Auto´matas Celulares (cellular automata).
Co´digo malicioso (malware). Ecuaciones diferenciales (differen-
tial equations). Epidemiologı´a matema´tica (mathematical epide-
miology). Modelizacio´n matema´tica (mathematical modelling).
I. INTRODUCCIO´N
El malware es una de las principales amenazas a la Se-
guridad de la Informacio´n con la que nos enfrentamos en
la actualidad. Esta amenaza (y los efectos causados), lejos
de disminuir, se acrecentara´ en los pro´ximos an˜os debido
fundamentalmente al perfeccionamiento de sus te´cnicas y
fines (APT, Crimeware, etc.) y a la progresiva implantacio´n
de la Internet de las Cosas. La lucha contra el malware se
lleva a cabo en diferentes frentes: desde la concienciacio´n
del usuario para que adopte medidas de seguridad, hasta el
desarrollo de software antimalware por parte de las empresas
especializadas, pasando por el establecimiento de polı´ticas de
seguridad adecuadas en los distintos organismos y compan˜ı´as,
etc. El gran olvidado en este escenario es el desarrollo
de software simulador de la propagacio´n de malware. Este
tipo de aplicaciones, tan usadas en otros campos como en
la propagacio´n de enfermedades infecciosas o de incendios
forestales, serı´a de gran utilidad para el gestor ya que le
permitirı´a simular el comportamiento de la propagacio´n del
co´digo malicioso en una red, probar la efectividad de contra-
medidas y, en definitiva, tomar decisiones adecuadas para la
contencio´n de la propagacio´n o, al menos, la minimizacio´n de
sus efectos nocivos. El software de simulacio´n se deriva de
la implementacio´n computacional de un determinado modelo
matema´tico. Ası´ pues el desarrollo de este tipo de modelos
que traten de explicar el comportamiento de la propagacio´n
del co´digo malicioso es ba´sico.
Existen muy pocos modelos publicados en la literatura
cientı´fica cuyo propo´sito sea el mencionado anteriormente; la
gran mayorı´a de ellos se basan en el paradigma heredado de la
Epidemiologı´a Matema´tica y ma´s concretamente en el modelo
de Kermack y McKendrick ([5]) que hace uso de un sistema
de ecuaciones diferenciales. Aunque estos modelos continuos
poseen una so´lida base matema´tica que posibilita un estudio
cualitativo muy detallado, presentan serios problemas a la hora
de aplicarlos en determinadas situaciones reales. Ello hace
conveniente explorar otro tipo de herramientas matema´ticas
de naturaleza discreta (auto´matas celulares, modelos basados
en agentes, etc.) que posibiliten el disen˜o de modelos ma´s
eficaces.
El objetivo fundamental de este trabajo es realizar un
ana´lisis crı´tico de los modelos matema´ticos propuestos, de-
terminando los puntos fuertes y de´biles y, a partir de ello,
proponer paradigmas alternativos que permitan soslayar los
problemas planteados por los existentes. En este sentido, y con
la finalidad de ilustrar las conclusiones obtenidas, se propone
un modelo basado en auto´matas celulares para el estudio de la
propagacio´n de malware, alternativo al desarrollado por Feng
et al. ([3]) que se basa en ecuaciones diferenciales ordinarias.
El resto del trabajo esta´ organizado como sigue: en la
seccio´n II se analizan los modelos matema´ticos que se han
desarrollado para simular la propagacio´n del malware, deter-
minando ventajas y desventajas; en la seccio´n III se detalla
el modelo continuo debido a Feng et al.. La propuesta y
ana´lisis de la alternativa discreta es presentada en la seccio´n
IV; finalmente, en la seccio´n V se presentan las conclusiones.
II. MODELOS MATEMA´TICOS BASADOS EN ECUACIONES
DIFERENCIALES
Los modelos matema´ticos desarrollados para estudiar la
propagacio´n de malware se basan en los modelos disen˜ados
para estudiar la diseminacio´n de las enfermedades infecciosas;
ello es debido a las similitudes entre el comportamiento de los
virus biolo´gicos, bacterias, hongos o priones y el del malware
(virus computacionales, gusanos, etc.) Ası´ pues muchas de
las propiedades y caracterı´sticas de los primeros se traducen
y tienen su reflejo en los segundos (ve´ase [10], [14]), a
saber: clases en que se divide la poblacio´n, la naturaleza del
modelo y mecanismos que rigen la dina´mica de la infeccio´n.
Los modelos epidemiolo´gicos de cara´cter matema´tico son
modelos compartimentales, esto es, la poblacio´n se divide en
diferentes tipos (o compartimentos) teniendo en cuenta las
caracterı´sticas de la enfermedad: susceptibles, expuestos (con
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o sin sı´ntomas), infectados, infecciosos, recuperados, en cua-
rentena, vacunados, aislados, etc. Ası´ pues nos podemos en-
contrar con modelos SIS (Susceptible-Infectado-Susceptible),
modelos SIR (Susceptible-Infectado-Recuperado), mode-
los SEIR (Susceptible-Expuesto-Infectado-Recuperado), mo-
delos SEIQR (Susceptible-Expuesto-Infectado-Cuarentena-
Recuperado), etc.
Consecuentemente, en los modelos cuyo objeto de estudio
es el malware podemos encontrar estos mismos compartimen-
tos; ası´ se han propuesto modelos SIS (ve´ase, por ejemplo,
[1]), SIR (ve´ase, por ejemplo, [13]), SEIR (ve´ase, por ejemplo,
[12]), SEIRS (ve´ase [15]), etc. Se puede ver co´mo no existe un
tipo de modelo compartimental que centre el mayor nu´mero de
trabajos sino que se observa una cierta homogeneidad en cuan-
to a los modelos compartimentales propuestos. Estos modelos
se pueden clasificar tambie´n atendiendo a la naturaleza y a las
herramientas matema´ticas en las que se basan. En este sentido
nos podemos encontrar con modelos deterministas (ve´ase,
por ejemplo [11], [17]) o con modelos estoca´sticos ([2],
[6]). Los modelos deterministas esta´n basados en ecuaciones
diferenciales, mientras que los modelos estoca´sticos hacen uso
fundamentalmente de las cadenas de Markov (sobre tiempo
y estados continuos o discretos). Los modelos deterministas
proporcionan buenos resultados cuando la poblacio´n es muy
grande, mientras que los modelos estoca´sticos se muestran ma´s
eficaces cuando se intenta simular la propagacio´n de malware
en redes pequen˜as de ordenadores. La gran mayorı´a de los
modelos propuestos (ya sean deterministas o estoca´sticos) se
pueden calificar como modelos globales ya que estudian la
dina´mica de la poblacio´n en su conjunto sin tener en cuenta
las interacciones locales entre los individuos ma´s alla´ de lo
reflejado en los para´metros. Por el contrario existen muy
pocos modelos de cara´cter individual; todos ellos basados en
auto´matas celulares (ve´ase [4], [7], [8], [9]).
El objetivo de la inmensa mayorı´a de los modelos propues-
tos es el estudio de la dina´mica de los diferentes compartimen-
tos en que se divide la poblacio´n, es decir, el conocimiento
del nu´mero de ordenadores susceptibles, expuestos, infectados,
etc. que hay en cada instante de tiempo y cua´l es su tendencia.
Todo modelo matema´tico viene caracterizado por tres ele-
mentos: las variables que se estudian, los para´metros que
se utilizan y las relaciones funcionales que rigen la dina´mi-
ca considerando las variables y para´metros. En el caso de
la simulacio´n de la propagacio´n del malware, las variables
utilizadas son el nu´mero de ordenadores que se encuentran
en alguno de los tipos considerados. Los para´metros que se
utilizan en la modelizacio´n suelen ser los siguientes (el uso de
unos u otros depende del modelo implementado y del tipo de
malware considerado): tasa de infeccio´n, tasa de recuperacio´n
(debida al efecto de los antivirus), ı´ndice de eliminacio´n de un
ordenador de la red, ı´ndice de aparicio´n de nuevos ordenadores
en la red, probabilidades de paso de un compartimento a
otro, probabilidad de adquisicio´n de inmunidad (temporal o
indefinida), periodo de latencia, periodo de inmunidad, etc. La
evolucio´n de los diferentes compartimentos viene regida por
las relaciones funcionales que tienen en cuenta los para´metros
introducidos en el modelo. Estas relaciones se pueden articular
en torno a diferentes herramientas matema´ticas, siendo la ma´s
utilizada las ecuaciones diferenciales.
El pilar sobre el que se fundamentan los modelos basados
en ecuaciones diferenciales es el modelo de Kermack y
McKendrick ([5]). Se trata de un modelo SIR en el que el
taman˜o de la poblacio´n se mantiene constante e igual a N y
se consideran dos para´metros: el ı´ndice de transmisio´n a, y el
ı´ndice de recuperacio´n b. La dina´mica del modelo se rige segu´n
el siguiente sistema de ecuaciones diferenciales ordinarias: S
′ (t) = − aN S (t) I (t)
I ′ (t) = aN S (t) I (t)
R′ (t) = bI (t)
(1)
donde S (t) , I (t) y R (t) representan el nu´mero de ordena-
dores susceptibles, infectados y recuperados en el instante t,
respectivamente.
El uso de ecuaciones diferenciales permite realizar un
detallado ana´lisis matema´tico del modelo en cuestio´n. El com-
portamiento de estos modelos depende fundamentalmente de
un para´metro umbral llamado nu´mero reproductivo ba´sico, R0,
el cual determinara´ la estabilidad del equilibrio sin infeccio´n
(disease-free equilibrium) y del equilibrio ende´mico (endemic
equilibrium). El nu´mero reproductivo ba´sico se define como
el nu´mero de infecciones secundarias causadas por un u´nico
ordenador infectado en una poblacio´n enteramente susceptible.
De esta manera, se demuestra que si R0 < 1 la infeccio´n se
ira´ reduciendo (el nu´mero de ordenadores infectados decre-
cera´ hasta erradicarse) alcanza´ndose un estado de equilibrio
estable sin infeccio´n; si, por el contrario, se verifica que
R0 > 1, entonces la infeccio´n se propagara´ (el nu´mero
de individuos infectados crecera´) llega´ndose a un estado de
equilibrio ende´mico estable.
Se trata pues de modelos bien fundamentados y coherentes
desde el punto de vista matema´tico y con un detallado estudio
de las principales caracterı´sticas de su dina´mica: estabilidad,
equilibrio, etc. No obstante presentan algunos inconvenientes
que pasaremos a detallar a continuacio´n y que son debidos a
su propia naturaleza:
(1) No tienen en cuenta las interacciones locales entre los
ordenadores que forman la red. Se utilizan para´metros
como la tasa de infeccio´n, la tasa de recuperacio´n, etc.
que son de cara´cter general: el valor del para´metro
es constante para todos los elementos de la red o, en
algunos casos, sigue una determinada distribucio´n de
probabilidad. Consecuentemente no se contempla el uso
de para´metros individualizados para cada uno de los
ordenadores.
(2) Suponen que los ordenadores que forman la red (a trave´s
de la que se propaga el co´digo malicioso) esta´n ho-
moge´neamente distribuidos y conectados todos entre sı´.
Cuando se analiza la propagacio´n del co´digo malicioso
de manera macrosco´pica (en toda Internet, por ejemplo)
los resultados que se obtienen dan una aproximacio´n
bastante buena de lo que ocurre en la realidad; ahora
bien, si analizamos dicha propagacio´n en redes locales,
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intranets, etc. los resultados obtenidos son manifies-
tamente mejorables ya que a escala microsco´pica la
dina´mica es muy sensible a las interconexiones locales.
(3) No es posible simular la dina´mica individual de cada uno
de los elementos de la red. Bien es cierto que, cuando
el taman˜o de la red es muy grande, el comportamiento
general obtenido puede ser muy similar (en cuanto a
tendencias) a lo que se produce en la realidad pero se
omite el uso de informacio´n fundamental: por ejemplo
aquellas computadoras cuyo sistema operativo sea Mac
OS no se deberı´an ver afectadas (en el sentido de ser
infectadas) por el co´digo malicioso disen˜ado para siste-
mas que utilicen Windows (aunque podrı´an considerarse
expuestas), etc.
Consecuentemente, en los modelos basados en ecuaciones
diferenciales podemos obtener buenos resultados acerca del
comportamiento global aunque no tendremos informacio´n
sobre el comportamiento individual de cada una de los or-
denadores de la red. Estas tres deficiencias fundamentales que
presentan estos modelos podrı´an ser subsanadas si utiliza´ramos
otro tipo de modelos como los basados en auto´matas celu-
lares. En e´stos es posible tener en cuenta las caracterı´sticas
individuales de cada una de las computadoras o dispositivos
que se encontraran conectados a la red; adema´s podrı´amos
considerar diferentes topologı´as de red e incluso variarlas con
el tiempo. De esta manera tendrı´amos definido un modelo en el
que la dina´mica variara en funcio´n de los distintos para´metros
individuales.
III. EL MODELO DE FENG et al.
En [3] Feng et al. propusieron un modelo SIRS basado en un
sistema de ecuaciones diferenciales ordinarias con retardo para
simular la propagacio´n de un determinado co´digo malicioso.
Este modelo se caracteriza porque en e´l se considera una tasa
de infeccio´n β (t) variable, un cierto periodo de inmunidad
temporal τ tras la eliminacio´n satisfactoria del malware, y se
supone que el nu´mero total de ordenadores puede variar con
el tiempo: S (t) + I (t) +R (t) = N (t).
La dina´mica del mismo viene definida por las siguientes
consideraciones:
(1) Un ordenador susceptible pasa a estar infectado con tasa
de infeccio´n β (t). Este ı´ndice depende de mu´ltiples
factores como: nu´mero de ordenadores susceptibles,
dan˜os causados por el malware, etc.
(2) Un ordenador susceptible (resp. infectado) pasa a estar
recuperado con tasa de inmunidad φ (resp. γ) si sobre
e´l se tienen implementadas diferentes medidas de segu-
ridad: software antivirus, firewall, sistema de deteccio´n
de intrusos, etc.
(3) Un ordenador recuperado pasa a ser susceptible segu´n
la tasa δ despue´s de un cierto periodo de tiempo τ .
Concretamente, las ecuaciones que rigen el modelo son las
Tabla I: Para´metros del modelo debido a Feng et al.
Para´metro Descripcio´n
p Porcentaje de ordenadores susceptibles
Λ Nu´mero de nuevos nodos
δ Tasa de pe´rdida de inmunidad
β (t) Tasa de infeccio´n en el instante t
µ Tasa de reposicio´n de ordenadores
φ Tasa de inmunidad proporcionada por el software antivirus
γ Tasa de recuperacio´n de la infeccio´n
siguientes:
S′ (t) = pΛ− β (t)S (t) I (t)− (µ+ φ)S (t) (2)
+δR (t− τ)
I ′ (t) = β (t)S (t) I (t)− (µ+ γ) I (t)
R′ (t) = (1− p)Λ + φS (t) + γI (t)− δR (t− τ)
−µR (t) .
de manera que los para´metros utilizados se muestran en la
tabla I.
Obse´rvese que e´stos son para´metros globales, es decir,
el valor de cada uno de ellos es constante sobre todos los
ordenadores de la red.
Un laborioso ca´lculo matema´tico (ve´ase [3]) demuestra que
el nu´mero reproductivo ba´sico asociado es:
R0 =
β0 (pµ+ δ) Λf
′ (0)
µ (µ+ γ) (µ+ δ + φ)
, (3)
donde f (t) = β(t)I(t)β0 , siendo β0 la tasa inicial de infeccio´n.
Adema´s, si R0 ≤ 1 se obtiene el estado de equilibrio sin









µ (µ+ δ + φ)
, I∗0 = 0, R
∗
0 =
(1− p) Λ + φS∗0
δ + µ
. (4)
Se verifica que E∗0 es globalmente asinto´ticamente estable para
cualquier τ si R0 < 1. Por otro lado, si R0 > 1 entonces se
alcanza un estado de equilibrio ende´mico. Se demuestra que
dicho estado es localmente asinto´ticamente estable si τ < τ0
e inestable cuando τ > τ0, donde τ0 es un cierto para´metro
umbral.
IV. EL MODELO BASADO EN AUTO´MATAS CELULARES
IV-A. Descripcio´n del modelo
En el modelo de Feng et al. descrito en la Seccio´n III se
emplean para´metros generales sin atender a las caracterı´sticas
especı´ficas de cada uno de los ordenadores que se encuentra
en la red ni a las posibles conexiones entre ellos. A fı´n de
tener en cuenta estos condicionantes, proponemos un modelo
alternativo basado en auto´matas celulares cuyos resultados
globales son los similares a los obtenidos por el modelo
original pero que, al mismo tiempo, permite incorporar las
caracterı´sticas particulares de cada uno de los ordenadores y
obtener, adicionalmente, la evolucio´n temporal de los mismos.
Los auto´matas celulares son modelos simples de compu-
tacio´n (un tipo particular de modelos basados en agentes) que
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son capaces de simular de manera eficaz y eficiente sistemas
complejos (ve´ase [16]). Esta´n formados por un nu´mero finito
de unidades de memoria denominadas ce´lulas que se encuen-
tran conectadas entre sı´ segu´n una cierta topologı´a definida por
un grafo, de tal manera que en cada instante de tiempo cada
ce´lula esta´ en un estado de entre un nu´mero finito de ellos.
Este estado va cambiando con el paso discreto del tiempo de
acuerdo una regla de transicio´n local cuyas variables son los
estados en el instante anterior de la propia ce´lula y sus vecinas
(aquellas ce´lulas adyacentes a la dada).
En el caso que nos ocupa supondremos que cada ce´lula
representara´ un ordenador de la red considerada y que la ve-
cindad de la misma vendra´ definida por el conjunto de ordena-
dores que se encuentran conectados de manera que sea posible
la transmisio´n del malware entre ellos (vı´a correo electro´nico,
bluetooth, etc.) A este respecto denotaremos por [i] al i-e´simo
ordenador de la red y por Vi = {[ji,1], [ji,2], . . . , [ji,vi ]} a
su vecindad. El estado de la ce´lula/ordenador i-e´simo en el
instante de tiempo t se denotara´ por Ei (t) y tomara´ alguno de
los siguientes tres valores: S (susceptible), I (infectado), o R
(recuperado). La transicio´n entre dichos estados vendra´ regida
por las siguientes suposiciones:
(1) Transicio´n de susceptible a infectado: El ordenador
susceptible [i] pasara´ estar infectado cuando exista un or-
denador vecino infectado, en cuyo caso dicha infeccio´n
se producira´ con probabilidad βi (t). La existencia de un




1, si [j] esta´ infectado en t
0, si [j] no esta´ infectado en t (5)
donde [j] ∈ Vi.
(2) Transicio´n de susceptible a recuperado: El ordenador
susceptible [i] pasara´ a estar recuperado cuando se tomen
las medidas necesarias para que el malware no le afecte.
Ello se producira´ con probabilidad φi (t).
(3) Transicio´n de infectado a recuperado: El ordenador
infectado [i] pasara´ a estar recuperado cuando tenga
software antivirus instalado, en cuyo caso la recupera-
cio´n se producira´ con probabilidad γi (t). La existencia




1, si [i] tiene antivirus instalado en t
0, si [i] no tiene antivirus instalado en t
(6)
(4) Transicio´n de recuperado a susceptible: Un ordenador
recuperado se mantendra´ en este estado durando un
cierto periodo de tiempo: τi unidades temporales dis-
cretas. Posteriormente pasara´ a encontrarse en estado
susceptible con probabilidad δi (t).
Consecuentemente, las respectivas funciones de transicio´n
local sera´n las siguientes:
Ei (t+ 1) =

S si Ei (t) = S y fS 7→I (t) = 0
S si Ei (t) = S y fS 7→R (t) = 0
S si Ei (t) = R y fR 7→S (t) = 1
I si Ei (t) = S y fS 7→I (t) = 1
I si Ei (t) = I y fI 7→R (t) = 0
R si Ei (t) = S y fS 7→R (t) = 1
R si Ei (t) = I y fI 7→R (t) = 1
R si Ei (t) = R y fR 7→S (t) = 0
(7)
donde:
fS 7→I (t) =
∧
[j]∈Vi
ri,j (t) ∨ Ωi (t) , (8)
fS 7→R (t) =
{
1, con probabilidad φi (t)
0, con probabilidad 1− φi (t) (9)
fR 7→S (t) =
{
1, con probabilidad δi (t)
0, con probabilidad 1− δi (t) (10)




1, con probabilidad βi (t)
0, con probabilidad 1− βi (t) (12)
Γi (t) =
{
1, con probabilidad γi (t)
0, con probabilidad 1− γi (t) (13)
IV-B. Simulaciones
A continuacio´n se realizara´n una serie de simulaciones
para poder comparar los dos modelos. En estos casos y para
simplificar, no tendremos en cuenta la dina´mica poblacional
(aparicio´n y desaparicio´n de ordenadores). En ellas se consi-
derara´n n = 500 ordenadores en la red y se supondra´n que
inicialmente hay 5 ordenadores infectados (I (0) = 5).
En primer lugar se tiene en cuenta un escenario homoge´neo
(condiciones de los modelos continuos), esto es, se consi-
derara´ que todos los ordenadores se encuentran conectados
entre sı´ en todo momento (es decir, la topologı´a asociada al
auto´mata celular viene definida por un grafo completo), y se
supondra´ que todos los ordenadores poseen los mismos valores
de los para´metros:
βi (t) = β (t) , φi (t) = φ, δi (t) = δ, γi (t) = γ, ∀i. (14)
Concretamente usaremos los mismos valores de los para´metros
que los empleados por Feng et al. en [3], esto es:
γ = 0,2, β = 0,8, φ = 0,46, δ = 0,7, τ = 10. (15)
La simulacio´n obtenida con el modelo de Feng et al se
muestra en la figura 1-(a), mientras en que la figura 1-(b)
se presenta la simulacio´n obtenida con el modelo discreto.
Como se puede apreciar en estas simulaciones las tendencias
globales obtenidas en ambos casos son similares aunque
en la conseguida a partir del modelo basado en auto´matas
celulares (escenario individual) se puede observar co´mo es ma´s
sensible a las interconexiones entre los diferentes elementos
de la red. Como se ha comentado anteriormente, el modelo
discreto permite obtener tambie´n la evolucio´n individual de
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Figura 1: Evolucio´n global de las diferentes clases en un
escenario homoge´neo. (a) Modelo continuo de Feng et al. (b)
Modelo discreto propuesto en este trabajo.
Figura 2: Evolucio´n individual de una coleccio´n de ordena-
dores: cada columna representa un ordenador de manera que
el estado susceptible se representa en color verde, el estado
infectado en color rojo, y el estado recuperado en color azul.
cada uno de los ordenadores de la red. En la figura 2 se puede
observar el diagrama de evolucio´n de estados de una serie
de ordenadores: cada columna representa la evolucio´n de un
ordenador diferente.
Por otro lado, y dentro del escenario individualizado, su-
pondremos en primer lugar que se mantienen las conexiones
segu´n un grafo completo (todo ordenador esta´ conectado
con el resto) y que la poblacio´n se divide en dos grupos
atendiendo a las caracterı´sticas y pra´cticas de seguridad que
presentan y tienen tanto los ordenadores como sus usuarios.
El tipo A estara´ definido por aquellos ordenadores y usuarios
asociados que se preocupen por la seguridad (tengan sistemas
operativos y software antivirus instalado y actualizado, tengan
pra´cticas seguras en el uso de Internet, etc.), mientras que
el tipo B lo constituira´n aquellos dispositivos y usuarios con
pra´cticas ma´s relajadas en temas de seguridad. En la tabla II
se muestra el rango de valores nume´ricos asignados a cada
uno de los para´metros para cada uno de los tipos (estos
Tabla II: Valores de los para´metros en el escenario individua-
lizado
Para´metro Valores (usuarios tipo A) Valores (usuarios tipo B)
δi 0,25 ≤ δi ≤ 0,5 0,5 ≤ δi ≤ 0,75
βi 0,25 ≤ βi ≤ 0,5 0,5 ≤ βi ≤ 0,75
φi 0,5 ≤ φi ≤ 1 0 ≤ φi ≤ 0,5
γi 0,5 ≤ γi ≤ 0,75 0,1 ≤ γi ≤ 0,4
τi 1 ≤ τi ≤ 10 1 ≤ τi ≤ 10










Figura 3: Evolucio´n de las diferentes clases en un escenario
individual con topologı´a definida por un grafo completo. (a)
Dina´mica global (b) Dina´mica individual.
valores son meramente ilustrativos). Se supondra´ adema´s que
los ordenadores se reparten por igual entre los dos tipos.
En la figura 3 se puede observar la evolucio´n tanto global
(figura 3-(a)) como individual (figura 3-(b)) de los ordenadores
de la red. Obse´rvese que los ordenadores correspondientes al
tipo A (cuya evolucio´n viene representada por la primera mitad
de columnas de la figura 3-(b)) se infectan pra´cticamente en
la misma proporcio´n que el resto pero se recuperan antes y
permanecen en dicho estado mucho ma´s tiempo que el resto.
Por otra parte, y dentro del escenario individualizado,
supondremos a continuacio´n que la topologı´a de la red de
ordenadores no viene definida por un grafo completo sino por
el grafo que se muestra en la figura 4 (en gris se encuentran
representados los ordenadores del tipo A, mientras que en
negro se colorean los ordenadores correspondientes al tipo
B). En este caso supondremos que los para´metros siguen lo
establecido en la tabla II. En la figura 5 se ilustra la situacio´n
que presenta la red en tres instantes de tiempo: t = 0, 3 y
t = 6.
Obse´rvese que los ordenadores del cu´mulo de la izquierda
(todos ellos pertenecientes al tipo A) tardan ma´s tiempo en
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Figura 5: Evolucio´n individual de las diferentes clases.
infectarse que el resto de los ordenadores. Asimismo, se
comprueba co´mo ma´s del 50 % de los ordenadores del cu´mulo
de la derecha (todos ellos son del tipo B) se infectan en los 5
primeros pasos de tiempo.
V. CONCLUSIONES
Los modelos matema´ticos disen˜ados para simular la pro-
pagacio´n de malware en redes de ordenadores son eminente-
mente de naturaleza determinista y continua, y su dina´mica se
basa en sistemas de ecuaciones diferenciales ordinarias.
Estos modelos, debido al paradigma en el que se fundamen-
tan, presentan las siguientes deficiencias:
(a) Consideran que todos los ordenadores se encuentran
conectados entre sı´. Consecuentemente no se tienen en
cuenta la conexiones locales entre los elementos de la
red.
(b) No tienen en cuenta las caracterı´sticas individuales de
los ordenadores que forma la red, esto es, los para´metros
de los que depende la dina´mica del malware, son globa-
les: se utilizan los mismos para todos los ordenadores.
Estos problemas se pueden solventar si basamos los modelos
en otro tipo de herramientas matema´ticas que permitan incor-
porar las caracterı´sticas propias de cada uno de los ordenado-
res, a saber: tipo de sistema operativo instalado y frecuencia
con la que se actualiza, tipo de software de seguridad instalado
(firewall, software antivirus, etc.), concienciacio´n del usuario
en temas de seguridad, pra´cticas del usuario, etc.
Ası´ se considera el uso de los auto´matas celulares como
posible herramienta para el disen˜o de dichos modelos. En este
sentido se estudia el modelo basado en ecuaciones diferencia-
les propuesto por Feng et al. y se propone una alternativa al
mismo basada en un auto´mata celular booleano. Se comprueba
que las simulaciones obtenidas en el caso homoge´neo (en el
que se suponen las condiciones de los modelos continuos) son
similares en ambos modelos cuando el nu´mero de ordenadores
es elevado. Asimismo, se han realizado tambie´n simulaciones
en el caso individual (cuando los valores de los para´metros
varı´an con el ordenador) y se han mostrado tanto la evolucio´n
global como la individual (cosa que no es posible con el
modelo basado en ecuaciones diferenciales). Se comprueba
como el modelo basado en auto´matas celulares es ma´s sensible
a las conexiones locales entre los diferentes elementos de la
red; asimismo, produce resultados ma´s ajustados a la realidad
que el modelo basado en ecuaciones diferenciales cuando el
nu´mero de ordenadores es pequen˜o.
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Resumen—La importancia de asegurar la comunicacio´n entre
personas ha crecido a medida que se ha avanzado en la sofistica-
cio´n y el alcance de los mecanismos provistos para ello. Ahora,
en la era digital, el alcance de estas comunicaciones es global y
surge la necesidad de confiar en infraestructuras que suplan la
imposibilidad de identificar a ambos extremos de la comunica-
cio´n. Es la infraestructura de autoridades de certificacio´n y la
gestio´n correcta de certificados digitales la que ha facilitado una
aproximacio´n ma´s eficiente para cubrir esta demanda. Existen,
sin embargo, algunos aspectos de esta infraestructura o de
la implementacio´n de algunos de sus mecanismos que pueden
ser aprovechados para vulnerar la seguridad que su uso debe
garantizar. La presente investigacio´n profundiza en alguno de
estos aspectos y analiza la validez de las soluciones propuestas
por grandes productores de software frente a escenarios realistas.
Palabras clave—certificate pinning, certificado digital, identi-
ficacio´n, confidencialidad
I. INTRODUCCIO´N
La presente investigacio´n revisa algunos de los aspectos que
son relativos a la seguridad de la identificacio´n digital median-
te certificados digitales. Para ello se propone un estado del arte
actualizado sobre esta cuestio´n y se presta especial intere´s al
concepto de certificate pinning y co´mo e´ste se esta´ utilizando
en la actualidad para asegurar las comunicaciones en Internet.
Este artı´culo esta´ estructurado en cinco apartados. El primer
apartado refleja la estructura del artı´culo. El apartado segundo
analiza la identificacio´n mediante certificados digitales focali-
zado en tres grandes retos (criptogra´ficos, de interfaces y de
cadena de certificacio´n), ası´ como las contramedidas posibles
a las amenazas sobre los mismos. El tercer apartado introduce
el concepto de certificate pinning. Por u´ltimo, en el apartado
cuarto se reflejan nuestros estudios sobre la implementacio´n
actual del certificate pinning en navegadores web, concluyendo
en el apartado quinto con diferentes conclusiones sobre la
investigacio´n realizada.
II. AMENAZAS Y CONTRAMEDIDAS DEFINIDAS SOBRE LA
INFRAESTRUCTURA PARA LA GESTIO´N DE CERTIFICADOS
DIGITALES
La identificacio´n de entidades en las comunicaciones en
Internet es un paso fundamental para proporcionar toda una
serie de servicios apoyados en los cla´sicos mecanismos de
seguridad, como son la confidencialidad, integridad y auten-
ticidad, tanto de la informacio´n intercambiada como de los
actores que participan en una comunicacio´n. Hoy dı´a, es
posible establecer comunicaciones seguras en Internet de una
manera escalable gracias a la criptografı´a de clave pu´blica,
los certificados digitales, tı´picamente certificados X.509v3, y
las infraestructuras de clave pu´blica. Todas estas tecnologı´as y
algoritmos permiten a un navegador web, utilizando protocolo
HTTP/TLS=HTTPS, establecer comunicaciones seguras ga-
rantizando su confidencialidad (se negocia una clave sime´trica
para cifrar la informacio´n), integridad y autenticidad. En
la actualidad, escenarios tan importantes como el comercio
electro´nico o la firma electro´nica no serı´an posibles sin estas
garantı´as. Es tal la importancia de estas tecnologı´as que es
vital analizar las amenazas existentes que pudieran vulnerar
sus principios, ası´ como proponer contramedidas siempre que
fuera posible.
II-A. Amenazas
En la actualidad, las amenazas vienen fundamentalmente
de tres vı´as: problemas en la implementacio´n de los
mecanismos que garantizan estos escenarios o debilidades
en los algoritmos utilizados en la gestio´n de los certificados
digitales, vulnerabilidades de la interfaz de usuario y la
posibilidad de suplantacio´n de elementos en la cadena de
certificacio´n que garantiza la autorı´a de una clave pu´blica.
Problemas derivados de fallos criptogra´ficos e imple-
mentacio´n
Toda la seguridad de los certificados digitales recae en
la robustez e implementacio´n adecuada de los algoritmos
criptogra´ficos utilizados (cifrado y hash). En los u´ltimos
an˜os se han documentado casos graves de vulneracio´n de
comunicaciones cuando esto no se produce. Entre los ma´s
significativos destacan la investigacio´n de Luciano Bello de-
mostrando la implementacio´n incorrecta de OpenSSL que
permitı´a invertir procesos criptogra´ficos [1], la investigacio´n de
Alexander Sotirov et al. [2] falsificando certificados digitales
aprovechando ataques de colisio´n al algoritmo MD5 o la
investigacio´n de Moxie Marlinspike [3] que descubrio´ que
las autoridades de certificacio´n no validan adecuadamente el
campo CN (Common Name), al firmar un certificado, y por
tanto era factible utilizar una codificacio´n especial para hacer
enmascarar un dominio ilegı´timo haciendo pensar al usuario
que esta´ viendo uno legı´timo.
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Vulnerabilidades de las interfaces de usuario
Los terminales que se utilizan para comunicaciones en
Internet suelen ser terminales inseguros por definicio´n,
cla´sicamente, el computador de sobremesa o los dispositivos
mo´viles. Si es posible manipular su configuracio´n o instalar
malware, cualquier sistema de seguridad sera´ anulado. Por
ejemplo, en el caso del eDNI, esto ha sido puesto de
manifiesto en diversas ocasiones [4]. Si se parte del supuesto
que la seguridad del sistema no se ha comprometido, entonces
se puede concluir que parte de las amenazas estara´n basadas
en que es posible engan˜ar al usuario aprovecha´ndose de
particularidades de la interfaz de usuario (su configuracio´n y
el modo que opera el usuario con ella), es decir, tı´picamente
el navegador web. Posiblemente el ejemplo ma´s representativo
es el intento de hacer aceptar a un usuario un certificado
como va´lido cuando el navegador le indica que no lo es
(al final es decisio´n del usuario aceptarlo o rechazarlo). Por
desgracia, en determinados escenarios esta decisio´n podrı´a ser
transparente al usuario y no ser consciente de la suplantacio´n.
El investigador Moxie Marlinspike descubrio´ en 2009 que
una configuracio´n incorrecta del protocolo OCSP (Online
Certificate Status Protocol) simplificarı´a ataques al protocolo
SSL [5]. OCSP es un protocolo de consulta online para saber
si un determinado certificado digital ha sido revocado o no.
Para ello, el cliente envı´a la peticio´n a la direccio´n de la
CRL (Certificate Revocation List), que viene indicada en el
propio certificado digital. Si un atacante esta´ haciendo un
ataque de hombre en el medio para utilizar uno de estos
certificados digitales, entonces tambie´n puede interceptar
las peticiones OCSP y utilizarlas en su provecho. En un
funcionamiento normal, un servidor mediante este protocolo
podrı´a enviar una respuesta Try Later indicando al cliente
que ahora no puede atender una peticio´n. El atacante podrı´a
simular esta contestacio´n, que tiene asignado el co´digo
3, para indicar al cliente que ahora no puede atender su
peticio´n. Ante esta situacio´n muchos clientes web aceptaban
el certificado digital al no poder corroborar su validez. En
la pra´ctica muchos esfuerzos se han realizado en el pasado,
ataques y herramientas, para engan˜ar al usuario. Un ejemplo
significativo es la herramienta SSLstrip, del investigador
Moxie Marlinskpe [6], que intenta engan˜ar al usuario de
la siguiente forma: cuando se llama a una pa´gina web, se
sustituyen todos los enlaces https por http, con la intencio´n
que la comunicacio´n entre el cliente y el atacante sea por http
y la comunicacio´n entre atacante y servidor por https. Para
engan˜ar a usuarios menos formados se simula el candado
amarillo cargando esta imagen en el favicon. En los u´ltimos
an˜os se ha documentado tambie´n un especial intere´s en la
deteccio´n de malas implementaciones por parte del interfaz
del usuario, navegador web, de protocolos de seguridad. Los
ataques ma´s significativos han sido BEAST [7], CRIME
[8] y BREACH [9], que se apoyaban en implementaciones
inadecuadas del protocolo TLS/SSL permitiendo, bajo ciertas
condiciones, descifrar una comunicacio´n (cookies de sesio´n).
Suplantacio´n de la cadena de certificacio´n
La seguridad en Internet se apoya en la confianza en
autoridades intermedias que certificara´n la autenticidad de
un certificado digital. Esta confianza ejecutada de manera
recursiva a diferentes niveles, hasta resolver la autenticidad de
un certificado digital de un usuario, se conoce como cadena de
certificacio´n. En los u´ltimos an˜os multitud de ataques se han
centrado en suplantar a autoridades o certificados pertenecien-
tes a la cadena de certificacio´n con un objetivo claro: un certi-
ficado falso validado por la cadena de certificacio´n sera´ dado
como bueno y por tanto se podra´n suplantar dominios va´lidos.
Algunos sucesos significativos han sido: compromiso de la
CA Comodo, compromiso CA Diginotar [10], CA TurkTrust
[11], virus Flame [12] (firmado de co´digo y suplantacio´n de
Windows update), certificado Adobe (firmado de herramientas
ilegı´timas) [13], etc.
II-B. Contramedidas
Las amenazas reflejadas en el apartado anterior tienen
soluciones diferentes. Las dos primeras amenazas aunque no
resueltas de manera global pueden ser mitigadas con buenas
pra´cticas y sistemas robustos de actualizacio´n. Por ejemplo,
en el caso de la navegacio´n segura en Internet utilizando
el protocolo HTTP/SSL existen recomendaciones que son
necesarias conocer [14]. No obstante, el usuario siempre puede
tomar algunas medidas adicionales, que aunque requieran
cierta configuracio´n, pueden ser de utilidad en la mitigacio´n.
Por ejemplo, el uso de extensiones en el navegador web para
forzar siempre de manera automa´tica la conexio´n https a un
dominio si e´sta existe (add-on Firefox https everywhere [15]),
la configuracio´n adecuada de los protocolos que verifican el
estado de revocacio´n de un certificado digital o una postura
ma´s activa que permita al usuario comprobar la seguridad
del servidor web con el que se comunica. Para ello una
herramienta de gran utilidad es la herramienta TLSSLed [16].
Por otro lado, si se centra la atencio´n en la u´ltima amenaza
destacada en el apartado anterior, “suplantacio´n de elementos
en la cadena de certificacio´n”, la bibliografı´a publicada en
cuanto a contramedidas y la evolucio´n de las mismas en
entornos reales es, a nuestro entender, escasa. En la actua-
lidad este tema se ha abordado de manera individual en los
extremos de la comunicacio´n. Desde el punto de vista del
desarrollador de una PKI, co´mo implementarla y protegerla
para evitar suplantaciones [17] [18]. Desde el punto de vista
del usuario instalar y configurar contramedidas para detectar
posibles plagios y modificaciones en certificados digitales. Un
ejemplo de lo anterior consistirı´a en reducir los vectores de
ataque bloqueando autoridades de certificacio´n en funcio´n de
su procedencia geogra´fica [20]. Esto minimiza el impacto de
certificados (y por tanto dominios web) firmados por orga-
nizaciones que podrı´an ser ma´s sobornables o manipulables
en determinados paı´ses. En el caso ma´s extremo, algunos
investigadores como Moxie Marlinspike han propuesto, con
la extensio´n Firefox denominada Convergence [21], no sin
inconvenientes, delegar la confianza de si un certificado es
va´lido en la decisio´n de un nu´mero de usuarios en red,
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conceptualmente en una aproximacio´n similar al concepto de
anillo de claves de confianza en GPG.
De todas las contramedidas documentadas una te´cnica que
esta´ comenzando a mostrar gran utilidad es garantizar de
manera transparente y automatizada la cadena de certificacio´n
para evitar ataques derivados de suplantacio´n de entidades
intermedias. Esta contramedida se conoce como certificate
pinning.
III. CERTIFICATE PINNING. REDUCIENDO VECTORES DE
ATAQUE
El problema principal en la suplantacio´n de autoridades
intermedias en una cadena de certificacio´n, necesaria para
validar la autenticidad de un certificado digital asociada a
un dominio, reside en que los navegadores web no tienen
la capacidad, por defecto, de detectar que la cadena de
confianza se ha modificado (que no comprometido), ya que
el certificado/CA comprometido estara´ firmado por una CA
va´lida que a su vez depende de una CA de nivel superior de
la cual se confı´a y no ha sido comprometida.
La idea detra´s del certificate pinning reside precisamente
en poder detectar cua´ndo una cadena de confianza ha sido
modificada. Para ello se busca asociar inequı´vocamente un cer-
tificado digital a un dominio concreto (se recuerda certificados
presentes en una cadena de certificacio´n). De esta forma, un
dominio A, por ejemplo www.google.com, estara´ vinculado a
un certificado/autoridad de certificacio´n B especı´fico. Si una
autoridad de certificacio´n B’ diferente (que depende de una au-
toridad de certificacio´n raı´z de la que se confı´a) intenta emitir
un certificado asociado al dominio A este hecho generara´ una
alerta. La cadena de certificacio´n no ha tenido por que´ ser
comprometida, pero sı´ se detecta que ha sido modificada.
Esta caracterı´stica hubiera permitido detectar ataques recientes
derivados del compromiso de entidades intermedias, como fue
el caso del compromiso de la CA de Comodo [10].
En la pra´ctica, a dı´a de hoy no existe consenso en co´mo
llevar estos principios al mundo real. Aunque todavı´a no existe
ningu´n esta´ndar se esta´n comenzando a vislumbrar trabajos
ma´s maduros en esta direccio´n [22][25][26]. En febrero
del 2014 se publico´ un borrador de RFC [22] en el que el
IETF estudia la posibilidad de que el concepto de certificate
pinning se incluya directamente en el protocolo HTTP. Con
esta futura modificacio´n al protocolo los dominios enviarı´an









En esta propuesta de RFC, en esencia, se propone enviar
un hash por clave pu´blica a pinear (pin-sha1 o pin-sha256)
y el tiempo ma´ximo (max-age) en el cual se deberı´a confiar
en esa informacio´n. En cualquier caso, y mientras se
extiende su utilizacio´n, las soluciones existentes se centran
en la realizacio´n de cambios, ma´s o menos complejos, a
los navegadores y protocolos utilizados para acercarse al
concepto de pinning. Entre las propuestas analizadas son
destacables:
Proyecto DANE (DNS-Based Authentication of Named
Entities) [26]. El IETF normaliza en la RFC 6698 la
posibilidad de vincular el protocolo TLS a dominios
especı´ficos realizando ciertas modificaciones al protocolo
DNS. Lo´gicamente se debe confiar en la validez del
firmador de ese certificado, y como ya se ha visto e´ste
es uno de los problemas actuales de las autoridades de
certificacio´n en Internet. Una aproximacio´n a la solucio´n de
este problema consistirı´a en la utilizacio´n de DNSSEC (DNS
Security Extensions), pudiendo vincular claves criptogra´ficas
(certificados) a nombres de dominio DNS (en lugar de a
cadenas de texto ma´s o menos arbitrarias presentes en un
certificado). En este sentido, el proyecto DANE (DNS-Based
Authentication of Named Entities) proporciona la posibilidad
de utilizar la infraestructura DNSSEC para almacenar y firmar
claves/certificados que sera´n utilizados en TLS.
Proyecto TACKS (Trust Assertions for Certificate Key)
[27]. Moxie Marlinspike y T. Perrie en su propuesta TACKS
(internet-draft) proponen una extensio´n al propio protocolo
TLS para permitir el registro de la cadena de certificacio´n
de los certificados digitales. La idea es que un cliente
intentando conectar a un servidor protegido pudiera resolver
esta asociacio´n a nivel de conexio´n TLS.
IV. ANALISIS DE IMPLEMENTACIONES DE CERTIFICATE
PINNING. NAVEGADORES WEB
Las propuestas reflejadas en el apartado anterior muestran
diferentes intentos para llevar a la pra´ctica el concepto del
certificate pinning como contramedida para los problemas
derivados de ataques a la cadena de certificacio´n. Por des-
gracia, como se ha indicado anteriormente, no existe a dı´a
de hoy una solucio´n esta´ndar, aunque diferentes fabricantes
esta´n realizando implementaciones propietarias buscando las
ventajas de esta contramedida. En este apartado se indaga
en la implementacio´n del certificate pinning en algunos de
los navegadores ma´s utilizados, destacando sus ventajas e
inconvenientes.
Para el ana´lisis de todos ellos se parte del siguiente es-
cenario gene´rico de prueba. En el cual se considera que las
comunicaciones que utilicen protocolo SSL utilizara´n certifi-
cados digitales que podra´n ser validados por una cadena de
certificacio´n. Tı´picamente una autoridad certificadora hoja y
raı´z, y una o ma´s autoridades de certificacio´n intermedias.
Este escenario gene´rico implementado en nuestros ana´lisis
permitira´ analizar diferentes escenarios donde la cadena de
certificacio´n, sin comprometerse, se modifica de alguna forma.
Escenarios cla´sicos son cuando o el certificado hoja cambia
por algu´n motivo o alguna autoridad certificadora intermedia
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Figura 1. Escenario gene´rico de prueba con autoridades de certificacio´n
es comprometida. Por ejemplo, un escenario de prueba es en
el que originalmente el navegador confı´a en las autoridades
certificadoras raı´z (CA1 y CA2) y se compromete la autoridad
certificadora intermedia CA2, generando un certificado para el
dominio X. Dominio y certificado que fue generado original-
mente por la autoridad intermedia CA1. Este escenario ha sido
el ma´s habitual en los ataques publicados en los u´ltimos an˜os
[10].
IV-A. Microsoft Internet Explorer
Microsoft implementa una aproximacio´n a la funcionalidad
de certificate pinning en su herramienta de seguridad EMET
[28]. El kit de herramientas de experiencia de mitigacio´n
mejorada (EMET) es una utilidad que ayuda a prevenir la
explotacio´n de vulnerabilidades de seguridad en el software.
Esta herramienta se aproxima al concepto de certificate
pinning facilitando la unio´n de dominios con certificados raı´z
del repositorio de certificados de confianza del usuario o de
la ma´quina. Mediante la herramienta Process Explorer [29] se
puede observar co´mo se inyecta la librerı´a EMET CE.DLL
en el proceso de Internet Explorer lo que permite, mediante
su configuracio´n, analizar si el dominio al que supuestamente
pertenece un certificado digital coincide con una regla de
configuracio´n definida en EMET. Si no fuera ası´ se avisa con
una pequen˜a ventana emergente. Por desgracia, la apuesta de
Microsoft resulta ser un mecanismo poco usable para usuarios
no formados.
Aunque por defecto vienen preconfigurados algunos
dominios populares (Facebook, Twitter, etc.) esta solucio´n
todavı´a presenta una serie de inconvenientes resen˜ables:
EMET realiza pineo exclusivamente a certificados
creados por autoridades raı´z registradas en el almace´n
de certificados del sistema operativo Windows. Cualquier
compromiso de una CA intermedia/hoja que tenga una
CA raı´z de la cual se confı´a no podra´ ser detectado.
Por tanto, se podrı´an generar certificados para dominios
va´lidos, por ejemplo www.google.com, desde una CA
que no sea la creadora original del mismo (cadena de
certificacio´n modificada aunque no comprometida).
Esta solucio´n no esta´ integrada directamente en
el navegador web y su usabilidad es cuestionable.
Requiere configuracio´n local y manual. La solucio´n
debe instalarse y configurarse explı´citamente. Esta tarea
puede simplificarse mediante la herramienta EmetRules
[30].
EMET podrı´a ser utilizado con otros navegadores pe-
ro suele estar contraindicado. Por ejemplo, en el caso
del navegador Chrome, la recomendacio´n oficial es no
utilizarlo ya que afecta negativamente al rendimiento y
no proporciona mayor seguridad que las contramedidas
implementadas por defecto en el navegador [31].
IV-B. Google Chrome
Google aborda el problema de la confianza en un certificado
digital combinando dos principios en su navegador web: HSTS
y pineo de certificados.
Chrome implementa el esta´ndar HSTS (Http Strict Transport
Security). Se trata de una especificacio´n que permite obligar
a que, en una pa´gina, se use siempre https aunque el usuario
no lo escriba en la barra del navegador. La idea fundamental
es que el servidor web mediante cabeceras http fuerce al
navegador web a conectarse directamente por https. Para





Esta caracterı´stica aunque interesante tiene un problema. Si
la primera vez que se realiza una conexio´n a un servidor (o
cuando la informacio´n enviada expire) se realiza en una red
hostil, ataque de hombre en el medio, se demuestra que la
informacio´n enviada vı´a cabeceras http puede ser suprimida
o modificada, engan˜ando al navegador (hasta que expire la
informacio´n: max-age). Precisamente por este motivo es u´til
utilizar una proteccio´n extra que propone Chrome y es la
posibilidad de incorporar dominios bajo peticio´n. La idea es
que Chrome bajo peticio´n (alg@chromium.com) incorpora en
su co´digo fuente [32] forzar la conexio´n HTTPS para los
dominios reflejados. Es los que se conoce como Preloaded
HSTS sites. Lo´gicamente esta solucio´n no parece escalable a
largo plazo.
En cualquier caso, aunque interesante, la proteccio´n anterior
no protege frente a un escenario de ataque basado en certifi-
cados intermedios diferentes o emitidos de forma fraudulenta.
La cadena de certificacio´n se ha modificado pero no se ha
roto. En este caso Chrome, complementa la medida anterior,
con una aproximacio´n al concepto de certificate pinning.
Antes de analizar las formas en las que Chrome puede reali-
zar pinneo es importante entender co´mo valida los certificados
digitales con los que opera.
En la validacio´n de certificados Chrome no comprueba el
certificado completo para calcular su validez, so´lo la clave
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pu´blica asociada a e´l (SubjectPublicKey+ SubjectPublicKeyIn-
fo). Tradicionalmente los navegadores, y otras herramientas,
calculan el hash del certificado completo como huella digital
(fingerprint) para identificarlo, esto incluye el hash de todos
y cada uno de los datos del certificado, no el hash de la
clave pu´blica en sı´. Por ejemplo, si se cambia la fecha de
caducidad o cualquier otro dato Chrome no se dara´ cuenta.
Esto no es necesariamente negativo, en funcio´n del entorno
esta flexibilidad podrı´a evitar falsas alarmas.
Una vez resuelto co´mo valida Chrome los certificados es
importante responder a la siguiente pregunta ¿co´mo realiza el
pinneo? Chrome soporta pineo de certificados mediante dos
mecanismos:
1. Servidores que soportan el borrador de RFC [22].
Mediante envı´o de cabeceras HTTP un servidor enviara´ a
un navegador informacio´n de los certificados que tiene que
recordar y por tanto pinear (en este escenario surge el mismo
problema de posible ataque MitM visto con HSTS). Por
ejemplo:




2. Pineo establecido en el co´di-
go fuente del navegador. En
https://src.chromium.org/svn/branches/1312/src/net/base/transp
ort security state static.h puede comprobarse como Chrome
pinea por defecto una serie de certificados digitales
almacenando el hash de la clave pu´blica, ma´s exactamente el
hash sha1 en base64 con el SubjectPublicKeyInfo y la propia
clave pu´blica. Por ejemplo: VeriSignClass3, Google2048,
GeoTrustGlobal, etc. Al menos, pinea autoridades de
certificacio´n responsables de certificados digitales de
servicios variados de Google.
Debe tenerse en cuenta que Chrome ignorara´ el pineo
si un certificado raı´z es instalado por el usuario. La razo´n
fundamental recae en posibilitar instalar certificados cuando
soluciones antivirus o proxies instalados en entornos corpora-
tivos necesitan inspeccionar el tra´fico SSL [24].
Por tanto, conocido lo anterior, ¿que´ certificados puede
pinear Chrome? En principio, Chrome podrı´a asociar un
dominio a cualquier certificado en cualquier punto de la
cadena de certificacio´n. En la pra´ctica, se demuestra que
Chrome solo pinea el certificado de una autoridad certificadora
intermedia y el de una autoridad certificadora de backup.
Es posible comprobar este hecho introduciendo la siguiente
url chrome://net-internals/#hsts en el navegador Chrome y
realizando consultas a un dominio deseado. Por ejemplo,
para www.google.com se observa: domain:google.com
pubkey hashes: sha1/vq7OyjSnqOco9nyMCDGdy77eijM=,
sha1/Q9rWMO5T+KmAym79hfRqo3mQ4Oo=.
Este ana´lisis permite inferir las siguientes conclusiones
respecto a este navegador:
Figura 2. Deteccio´n de certificado pineado por Google
¿Detecta Chrome autoridades de certificacio´n suplan-
tadas?
El objetivo de Chrome es intentar detectar cua´ndo un
dominio va´lido, emitido originalmente por una autoridad cer-
tificadora intermedia (la cual se pinea), es emitido por otra
autoridad certificadora diferente pero en la que tambie´n se
confı´a porque se confı´a en una autoridad superior (tı´picamente
raı´z). Es posible detectar este escenario de cadena de certi-
ficacio´n modificada pero no por ello comprometida, lo que
supone un escenario real, y de gran utilidad como resultado
de los recientes ataques documentados [10].
¿Que´ cambios no detecta Chrome?
Chrome, por defecto, no detecta cambios en ningu´n ele-
mento de la cadena diferente a la autoridad de certificacio´n
intermedia que pinea. Por tanto, cualquier ataque que modi-
fique la cadena a nivel de certificado hoja, raı´z o cualquier
otro elemento intermedio no sera´ detectado. Para minimizar
este efecto los servidores deberı´an implementar los principios
del borrador de RFC [22] y enviar informacio´n de pineo al
navegador.
IV-C. Firefox
Firefox no implementa ningu´n mecanismo intrı´nseco de
pineo de certificados. Lo ma´s parecido a esta aproximacio´n
es el uso del add-on Certificate Patrol [19] que monitoriza los
cambios en certificados digitales de servidores a los que un
usuario se conecta habitualmente. De todos los navegadores
analizados es la u´nica herramienta que alerta de cualquier
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modificacio´n en la cadena de certificacio´n. Aunque esto puede
resultar muy interesante tiene varios inconvenientes claros:
a) En funcio´n de la complejidad de la organizacio´n que
proporcione acceso web a un servicio es comu´n que los cer-
tificados hoja cambien por mu´ltiples cuestiones, por ejemplo,
varios certificados para balanceo de carga, etc. No parece muy
conveniente el pineo de certificados hoja. Alertar el cambio
puede saturar al usuario con alertas, muchas de las cuales no
sabra´ discernir como ataque.
b) La herramienta recuerda el primer certificado visto. Si
se conecta por primera vez a una servidor web desde una
red hostil, hombre en el medio que inyecta tra´fico, se podrı´a
recordar un certificado inva´lido.
V. CONCLUSIONES
El presente artı´culo establece un estudio del estado arte
centrado en la problema´tica de ataques a la identificacio´n
basada en certificados digitales. El estudio se centra en el
ana´lisis y experimentacio´n de las protecciones actuales frente
a la modificacio´n, que no compromiso, de las cadenas de
certificacio´n que certificara´n o no la validez de un certificado
digital.
Se ha analizado las herramientas ma´s comunes de comu-
nicacio´n web en Internet, navegadores web, y se demuestra
que ninguna de ellas esta´ exenta de problemas ni permite
solucionar de manera completa el problema del compromiso
de cadenas de certificacio´n. La propuesta ma´s realista es
la implementada por el navegador web Chrome si se tiene
en mente una serie de limitaciones. Se ha comprobado que
muchas webs populares a nivel mundial su cadena de certi-
ficacio´n esta´ compuesta solo por 3 niveles: certificado hoja,
autoridad intermedia y autoridad raı´z. Si se presupone que en
general pinear un certificado hoja es mala idea porque puede
cambiar en entornos reales (varios certificados para balanceo
de carga, etc.) y una autoridad raı´z deberı´a ser muy difı´cil de
comprometer, pinear solo la autoridad intermedia puede ser
una solucio´n escalable y transparente al usuario. Al final, se
define un capa ma´s de proteccio´n que, aunque no perfecta,
proporciona mayores garantı´as en el uso de los servicios ma´s
famosos.
Mientras diferentes organismos de normalizacio´n, entre
ellos el IETF [22][23], y fabricantes intentan disen˜ar la mejor
contramedida basada en el concepto de certificate pinning, a
dı´a de hoy pinear una cadena de certificacio´n completa no
es posible en escenarios reales (cambiantes) y si no se pinea
toda la cadena, como se ha demostrado, quedan escenarios de
ataque que no se pueden detectar.
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Resumen—El objetivo de las tecnologı´as SCADA (acro´nimo
de Supervisory Control And Data Acquisition), es proporcionar
control remoto para la supervisio´n de infraestructuras crı´ticas.
Ataques contra tales sistemas suponen un riesgo importante.
Nuestro intere´s en la tema´tica es poder investigar mejoras en
la seguridad de los sistemas SCADA, usando abstracciones a
nivel de software, herramientas de simulacio´n, dispositivos fı´sicos
y trazas de datos a partir de sistemas reales. Este artı´culo
presenta, de manera general, algunas construcciones ba´sicas de
lo que son las tecnologı´as SCADA y sus componentes. Introduce,
tambie´n, caracterı´sticas generales de algunos simuladores open
source disponibles. Por u´ltimo, detalla limitaciones y mejoras
potenciales, orientadas a completar el estudio de te´cnicas de
deteccio´n de anomalı´as a nivel de sen˜ales fı´sicas entre los
componentes de sistemas SCADA.
Palabras clave—Seguridad TIC, Deteccio´n de Intrusiones,
Sistemas Crı´ticos, Simulacio´n por Ordenador, Sistemas SCADA.
I. INTRODUCCIO´N
SCADA es el acro´nimo de Supervisory Control And Data
Acquisition (Supervisio´n, Control y Adquisicio´n de Datos).
Los sistemas SCADA son grandes infraestructuras utilizadas
para recoger y almacenar datos a distancia y en tiempo real.
Estos sistemas se usan normalmente en la industria y en
arquitecturas crı´ticas, controlando procesos quı´micos, fı´sicos
o de transporte. Algunos ejemplos de sistemas SCADA son
el suministro de agua, la generacio´n y distribucio´n de energı´a
ele´ctrica o de gas.
Debido a su naturaleza crı´tica, una vulnerabilidad en la
seguridad de un sistema SCADA podrı´a tener graves conse-
cuencias si fuera detectada por un atacante. Por esta razo´n, es
necesario analizar los posibles ataques y estudiar las contra-
medidas existentes de cualquier sistema SCADA. El problema
es que estos ana´lisis no pueden realizarse sobre sistemas
reales ya que el coste de reproducir los componentes SCADA
es demasiado elevado, y no se puede asumir el riesgo de
realizar experimentos en sistemas reales en funcionamiento.
Por consiguiente, es necesario utilizar modelos teo´ricos y
herramientas que permitan simular sistemas SCADA, posibles
ataques, y contramedidas. Nuestra propuesta pasa por proponer
una virtualizacio´n de sistemas SCADA para poder reproducir
ataques ciberne´tico en un entorno acade´mico.
En este artı´culo, revisamos elementos tradicionales de
una arquitectura SCADA, proponemos una arquitectura
de estudio concreta y revisamos una solucio´n existente
para poder simular por ordenador, los distintos elementos
de la arquitectura de estudio propuesta. A continuacio´n,
proponemos una extensio´n para poder investigar te´cnicas de
deteccio´n de anomalı´as entre los componentes de las capas
inferiores de la arquitectura de estudio. A ese nivel, la mayor
parte de te´cnicas de deteccio´n requieren un tratamiento a
nivel de las sen˜ales intercambiadas por dispositivos tales
como sensores y actuadores. La mayor parte de las funciones
en la solucio´n de simulacio´n estudiada se limitan a simular
ataques contra dispositivos de capas superiores, tales como
terminales remotos e interfaces intermedias. Nuestra extensio´n
permite poder integrar funcionalidad adicional, a partir de
otras plataformas de simulacio´n, mediante el uso de librerı´as
dina´micas compartidas. Como resultado final, esperamos
poder poner en pra´ctica te´cnicas de co-simulacio´n, sin
importar la naturaleza de los dispositivos evaluados (tanto
reales como virtuales).
Organizacio´n del artı´culo: Las Secciones II y III definen
conceptos ba´sicos asociados con tecnologı´as SCADA de uso
general. Las Secciones IV y V presentan una arquitectura
SCADA de ejemplo, y nuestra metodologı´a propuesta para
evaluar amenazas y contramedidas. La Seccio´n VI finaliza con
las conclusiones del artı´culo.
II. ARQUITECTURA DE UN SISTEMA SCADA
Presentamos en esta seccio´n los elementos de una
arquitectura SCADA tı´pica. La bibliografı´a utilizada se basa
en [1], [2], [3]. Asumimos que una arquitectura SCADA
se compone principalmente de los siguientes elementos
(representados, a modo de ejemplo, en la figura 1:
Interfaces de usuario-ma´quina (en ingle´s, Human Machi-
ne Interfaces -HMIs-)
Unidades de estacio´n maestra (en ingle´s, Master Terminal
Units -MTUs-)
Unidades de estacio´n remota (en ingle´s, Remote Terminal
Units -RTUs-)
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Figura 1: Elementos de un scenario SCADA de ejemplo
Controladores lo´gicos programables (en ingle´s, Program-
mable Logic Controllers -PLCs-)
Sensores y actuadores
II-A. MTUs y HMIs
Los MTUs de un sistema SCADA se localizan en el centro
de control de la organizacio´n. Sirven para dar acceso a la
gestio´n de las comunicaciones, la recogida de datos (generada
por los RTUs), el almacenamiento de datos, y el control de
sensores y actuadores conectados a los RTUs. La interfaz
para los administradores del sistema es proporcionada por los
HMIs.
II-B. RTUs
Los RTUs son unidades aisladas de adquisicio´n de datos
y control. Normalmente se trata de dispositivos basados en
un microprocesador que controla y supervisa los componentes
industriales de manera remota. Tienen dos tipos de funciones:
(1) controlar y recoger datos de los equipos de proceso remo-
tos, y (2) enviar los datos recogidos a una estacio´n maestra de
supervisio´n. Los RTUs modernos tambie´n pueden comunicarse
entre ellos (ya sea con cable o de forma inala´mbrica)
II-C. PLCs
Los PLCs son pequen˜as ma´quinas de co´mputo con un
microprocesador. Las principales diferencias con respecto a
los RTUs son el taman˜o y la capacidad. Un RTU tiene un
mayor nu´mero de entradas y salidas que un PLC, y mayor
poder de proceso (e.g., para post-procesar los datos recogidos
antes de generar las alertas para el MTU a trave´s del HMI).
Por su parte, los PLCs son frecuentemente representados como
sensores con capacidad de comunicacio´n. Los PLCs tienen dos
ventajas principales respecto a los RTUs comercializados: (1)
son dispositivos de uso general, permitiendo una gran variedad
de funciones, y (2) son fı´sicamente compactos, i.e., requieren
menos espacio que otras alternativas.
II-D. Sensores y Actuadores
Los sensores son dispositivos de captacio´n de medidas
relacionadas con feno´menos fı´sicos, respondiendo a algu´n
estı´mulo fı´sico. Este estı´mulo se transforma en una sen˜al
ele´ctrica, que a su vez se transforma y se almacena como
datos. Los sensores pueden considerarse como el punto de
entrada de un sistema SCADA. Sus datos se envı´an a capas
superiores a trave´s de RTUs y/o PLCs. Los actuadores son
dispositivos de control, encargados de gestionar dispositivos
externos. Los actuadores pueden considerarse el punto de
salida de un sistema SCADA, recibiendo o´rdenes de RTUs
y/o PLCs.
III. PROTOCOLOS DE COMUNICACIO´N SCADA
Los sistemas SCADA pueden usar una gran variedad de
protocolos y de patrones de comunicacio´n. A continuacio´n se
muestra un resumen de protocolos de ejemplo, respecto a los
elementos descritos anteriormente.
III-A. HMI/MTUs ↔ RTUs/PLCs
La comunicacio´n entre el centro de control (compuesto
por servidores MTU/HMI) y los dispositivos remotos puede
ser o no guiada. Las comunicaciones guiadas se realizan por
canales ele´ctricos, redes de tele´fono pu´blicas (e.g., un mo´dem
de acceso telefo´nico o una lı´nea alquilada) y las WANs de
la organizacio´n. Las comunicaciones no guiadas se realizan
por canales radio, sate´lite y redes inala´mbricas (e.g., WPAN,
WLAN, WMAM, and WWAN).
Se considera que los protocolos que se usan entre el
centro de control y los dispositvos remotos son protocolos
tradicionales (e.g., protocolos basados en TCP/IP), a trave´s
de redes esta´ndares cableadas o inala´mbricas (e.g., GPRS,
UMTs, LTE) Tambie´n es posible el uso de VPNs y de circuitos
dedicados. En el centro de control, se pueden utilizar tambie´n
protocolos dedicados de tipo OPC (siglas de Object Linking
and Embedding (OLE) for Process Control).
III-B. RTU/PLC ↔ Sensores/Actuadores
La comunicacio´n puede ser guiada (por cable) o no guiada
(e.g., inala´mbrica, basada en tecnologı´as como por ejemplo
wifi, bluetooth, y zigbee). Protocolos de ejemplo a este nivel
son Modbus (e.g., Modbus RTU y Modbus ASCII), PROFI-
NET, DNP3 (DNP3/AGA 1.2 cifrado), EtherCAt, Fieldbus,
protocolos OPC (OPC AppID y OPC UA). Remitimos al lector
a consultar [1], [2], [3] para ma´s informacio´n sobre dichos
protocolos.
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IV. ESCENARIO SCADA DE EJEMPLO
Consideramos la arquitectura SCADA siguiente: distribu-
cio´n de energı´a, distribucio´n de agua, y tratamiento de re-
siduos. La figura 2 muestra una abstraccio´n del sistema
considerado.
AGUA(MTUs,	  HMI)	   ENERGÍA	  (MTUs,	  HMI)	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Figura 2: Escenario de ejemplo
IV-0a. Distribucio´n de Energı´a: El sistema esta´ dividi-
do en tres capas: (a) alta tensio´n, (b) media tensio´n, y (c) baja
tensio´n. El centro de control supervisa y gestiona tan so´lo las
capas (a) y (b). La capa (c) es gestionada a partir de sistemas
tradicionales de tipo hot line.
La infraestructura asociada al centro de control cuenta con
un sistema WAM (siglas en ingle´s de wide area measurement)
que permite recoger, intercambiar y procesar los datos. El
sistema WAM se complementa con una infraestructura basada
en GPS para localizar los puntos finales (extremos) del sistema
y un sistema operacional para gestionar los cortes de energı´a
y la resolucio´n de incidentes en los puntos finales.
A parte de bases de datos, asumimos aquı´ tambie´n elemen-
tos tipo MTUs centrales, para la gestio´n de a´reas de alta y
media tensio´n; puntos de suministro (e.g., energı´a hidra´ulica,
solar, eo´lica); sub-estaciones; y puntos de transformacio´n (eg.,
alta-a-media y media-a-baja) en RTUS, sensores de voltaje y
corriente, y actuadores.
IV-0b. Distribucio´n de Agua y Tratamiento de Resi-
duos: El sistema esta´ compuesto por un MTU central y
varias sub-estaciones MTU. Cada sub-estacio´n gestiona varios
RTUs directamente conectados a sensores y actuadores. Los
componentes remotes se dividen en dos capas: procesamiento
(agua o residuos) y produccio´n de energı´a. Los sensores
(puntos de entrada del sistema) esta´n conectados a la primera
capa, proporcionando medidas de presio´n, temperatura, flujo
y posicio´n. Los actuadores, de cara´cter servomotor, esta´n
conectados al sistema de distribucio´n de energı´a.
IV-0c. Protocolos de Comunicacio´n: La comunicacio´n
(por cable o inala´mbrica) desde los MTUs hasta los centros de
control, ası´ como desde los RTUs a los MTUs, utiliza VPNs
a trave´s de redes pu´blicas y privadas (i.e., redes conmutadas
pu´blicas o lı´neas alquiladas para propo´sitos de supervisio´n).
Asumimos que los protocolos se basan en TCP/IP. Tambie´n
se asume que la comunicacio´n entre RTUs, PLCs, sensores
y actuadores se realiza a trave´s de enlaces inala´mbricos o
fı´sicos. Los protocolos usados se basan, en general, en Modbus
(por ejemplo, Modbus RTU o ASCII por comunicacio´n serie
o sobre TCP/IP) y DNP3 (por ejemplo, DNP3 AGA 1.2
cifrado). Remitimos al lector a consultar [1], [2], [3] para ma´s
informacio´n sobre dichos protocolos.
IV-A. Posibles Ataques a la Seguridad del Sistema
Suponemos que los objetivos del atacante son poner en
riesgo la integridad y la disponibilidad del sistema dscrito. Los
ataques ma´s simples pueden ser basados en eavesdropping,
replay (o ataque de reinyeccio´n), e impersonation (o ataque
de suplantacio´n de identidad). Ataques ma´s complejos pueden
ser iniciados como spam, phishing, e inyeccio´n de datos en
puertos tipo USB. No consideramos ataques a gran escala
(e.g., ataques similares a stuxnet, bien preparados, y con el
apoyo te´cnico y financiero de grandes organizaciones). Como
acciones del adversario, asumimos intercepcio´n y modifica-
cio´n de paquetes, control de tra´fico, inyeccio´n de comandos
falsos, etc. Algunos informaciones adicionales son listadas a
continuacio´n.
Posibles ataques a HMI/MTUs: problemas de seguridad
de las tecnologı´as de la informacio´n y la comunicacio´n
tradicionales.
Posibles ataques a PLCs: ataques lo´gicos (e.g., reescribir
a´reas de la memoria del PLC) y ataques fı´sicos (e.g.,
apagar dispositivos de entrada/salida de manera remota).
Posibles ataques a los puntos finales: amenazas a las co-
municaciones inala´mbicas, incluyendo servidores de agu-
jero negro (blackholes), gusanos (wormholes), clonacio´n
(cloning) y suplantacio´n de identidad (impersonation).
Puntos de entrada: infiltracio´n no detectada a trave´s de
dispositivos infectados (e.g., memorias USB), equipos
corporativos usados de forma equivocada, protocolos
vulnerables en las capas ma´s bajas, etc.
Problemas de seguridad en protocolos Modbus y DNP3:
spoofing de mensajes en modo broadcast, ataques de
replay en las respuestas a la base, control directo de
esclavos, esca´ner de red, reconocimiento pasivo, retardo
de la respuesta e intrusio´n.
Por u´ltimo, consideramos como contramedida principal la
reconfiguracio´n del sistema (e.g., deshabilitar servicios, cortar
conexiones, redirigir conexiones, bloquear aplicaciones, bajar
la prioridad a los mensajes, etc.).
V. SIMULACIO´N DEL ESCENARIO MEDIANTE
SCADASIM
Nuestra propuesta se basa en la simulacio´n del escenario
presentado en la seccio´n IV mediante SCADASim [8], una
librerı´a para la co-simulacio´n de entornos SCADA. A su vez,
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SCADASim se basa en la plataforma de creacio´n de simulacio-
nes OMNeT++ [6] (disponible en http://www.omnetpp.org/).
A continuacio´n, presentamos de manera general OMNeT++ y
SCADASim.
OMNeT++ es una plataforma open source para la creacio´n
de simuladores de eventos discretos. OMNeT++ es amplia-
mente utilizado a nivel acade´mico para la simulacio´n de redes
y nuevos protocolos. La simulaciones OMNeT++ se desarro-
llan principalmente a partir de dos tipos de lenguaje. En primer
lugar, la lo´gica de la simulacio´n se desarrolla en lenguaje C++.
En segundo lugar, la descripcio´n de topologı´as mediante un
lenguaje propio de OMNeT++ denominado NED (NEtwork
Description). NED es utilizado para ensamblar componentes
individuales en nuevos componentes y modelos.
Adicionalmente, OMNeT++ dispone de un gran nu´mero de
librerias externas para modelar un gran nu´mero de tecnologı´as
y protocolos, ası´ como la creacio´n de componentes basados en
multiprocesadores y sistemas paralelos o distribuidos. Ve´ase,
por ejemplo, las librerı´as INET (http://inet.omnetpp.org/) para
la simulacio´n de protocolos basados en UDP, TCP, SCTP,
IP, IPv6, Ethernet, PPP, 802.11, MPLS, OSPF, y muchos
otros; VEINS (http://veins.car2x.org/) para la simulacio´n de
redes vehiculares; CASTALIA (http://castalia.research.nicta.
com.au), para la simulacio´n de redes inalambricas de sensores;
etc. OMNeT++ permite cubrir el vacı´o entre herramientas
orientadas a la investigacio´n acade´mica (tipo NS-2 y NS-3)
con la potencia y facilidad de uso de herramientas comer-
ciales de alto coste como OPNeT de Riverbed Technology
(http://www.opnet.com/).
SCADASim es un proyecto open source disponible en http:
//github.com/caxqueiroz/scadasim. SCADASim permite co-
simulacio´n. Es decir, permite la coexistencia entre dispositivos
simulados y dispositivos reales. SCADASim tambie´n ofrece
la posibilidad de simular la ejecucio´n de ataques contra los
dispositivos de la simulacio´n (virtuales o reales). Para ello,
SCADASim tiene implementado un mo´dulo llamado SSProxy,
que actu´a de enlance entre los componentes reales y los
simulados. El objetivo de este mo´dulo es recibir peticiones de
una IP externa y transmitirlas a los componentes internos de
la simulacio´n. Del mismo modo, este mo´dulo tambie´n enviarı´a
mensajes al exterior generados por componentes internos. Para
ma´s informacio´n sobre SCADASim, remitimos al lector a las
siguientes publicaciones indicadas en [8], [9].
La principal limitacio´n actual de SCADASim es el trata-
miento de la capa fı´sica de un sistema SCADA simulado
por software. Por ejemplo, la funcionalidad existente para la
incorporacio´n de procesadores digitales para el tratamiento de
sen˜ales es muy limitado. Esta limitacio´n supone que el estudio
de amenazas hacia las capas ma´s bajas de la arquitectura
SCADA (en especial en lo que respecta a las comunicaciones
entre sensores, actuadores y PLCs), es extremadamente limi-
tada. De hecho, esta limitacio´n dificulta la incorporacio´n de
te´cnicas relevantes basada en deteccio´n de anomalı´as a nivel
de tratamiento de sen˜ales. A modo de ejemplo, resumimos en
la siguiente seccio´n dos trabajos dentro de dicha categoria,
que consideramos relevantes para el estudio de seguridad
propuesto en la seccio´n IV.
V-A. Detectores de Mo et al.
Para la deteccio´n de determinados ataques contra sistemas
SCADA a nivel de PLCs, sensores y actuadores, se puede
an˜adir a las medidas cla´sicas de control del flujo de datos,
otro control que consiste en la autenticacio´n de la sen˜al que
llega al sistema. Para el control y la verificacio´n de la sen˜al
que llega al sistema, adema´s del control y deteccio´n mediante
estimacio´n de fallos utilizado en los sistemas cla´sicos que
permite enmarcar la sen˜al de llegada dentro de unos patrones y
verificar que la sen˜al se situ´a dentro de los margenes (me´todo
que se puede utilizar para detectar, por ejemplo, un ataque
de denegacio´n de servicio), existen te´cnicas basadas en la
incorporacio´n de ruido aleatorio. Dicho ruido es introducido
en la sen˜al, para su posterior autenticacio´n. Esta incorporacio´n
permitira´ ma´s adelante verificar que son sen˜ales va´lidas. En
la figura 3 mostramos un detector de ejemplo propuesto por
Mo et al. en [13], [14]. Este detector permite tratar ataques
de replay que pueden ser transparentes a otras contramedidas.
Su principal limitacio´n es que disminuye el rendimiento del
sistema, ya que debe analizar y autenticar cada sen˜al.
Estimador/ 
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Figura 3: Sistema de deteccio´n
En la figura 3, yk es la respuesta real del sensor, e y′k es
la respuesta forzada por el atacante al realizar un ataque de
replay. uk es la salida del PLC hacia el motor, y u′k es la
sen˜al que el atacante envı´a la PLC como respuesta del motor.
La salida del PLC puede representarse como uk = u∗k + ∆uk
siendo u∗k la respuesta de control del IDS (sistema de detecio´n
de intrusos) de nivel fı´sico del PLC, y ∆uk el ruido aleatorio
an˜adido en la mejora.
Una mejora en el uso de este sistema la podemos ver en
[15], el sistema esta representado en la figura 4, donde se
utilizan una serie de juegos estoca´sticos que permiten crear una
politica de combinacio´n entre un coste o´ptimo pero un sistema
inseguro y un coste alto y un sistema seguro, permitiendo
ası´ mejorar el rendimiento del sistema.
V-B. Integracio´n de los Detectores de Mo et al. en el
Escenario de Ejemplo mediante SCADASim y MATLAB
En este apartado, mostramos una solucio´n (en curso) pa-
ra tratar las limitaciones de SCADASim reportadas en los
apartados anteriores de esta seccio´n. Nuestra propuesta se






















Figura 4: Detector de Mo et al. optimizado
basa en la incorporacio´n de nueva funcionalidad para el
procesamiento de sen˜ales digitales mediante la incorporacio´n
de librerı´as dina´micas mediante compilacio´n compartida de
co´digo OMNeT++ y co´digo MATLAB [12]. La figura 5
representa la arquitectura de nuestra propuesta. Los mo´dulos
OMNeT++ esta´n representados en forma de cajas en color
blanco. Los modulos SCADASim en cajas de color gris claro.
Los mo´dulos MATLAB en cajas de color gris oscuro. No´tese
que las aplicaciones y las capas de enlace y transporte se
han implementado como componentes SCADASim y OM-
NeT++. Las capas fı´sicas se han implementado como librerı´as
dina´micas MATLAB. Esta´s librerı´as son llamadas en tiempo
de ejecucio´n por las distintas instancias de OMNeT++. La
capa de aplicacio´n simplemente crea y recibe mensajes. La
capa de transporte y la capa de enlace se limitan a tratar y
verificar los mensajes. Por u´ltimo, las funciones MATLAB son
utilizadas para modular y demodular los mensajes mediante
PSK (desplazamiento de fase, del ingle´s Phase Shift Keying),
ası´ como para implementar las propuestas de deteccio´n de


































Figura 5: Arquitectura de nuestra propuesta de virtualizacio´n.
Los mo´dulos OMNeT++ esta´n representados en forma de cajas
en color blanco. Los modulos SCADASim en cajas de color
gris claro. Los mo´dulos MATLAB en cajas de color gris
oscuro.
VI. CONCLUSIONES
El objetivo de las tecnologı´as SCADA (Supervisory Control
and Data Acquisition) es proporcionar control remoto que
permita supervisar y monitorizar infraestructuras crı´ticas e
industriales, como la distribucio´n de energı´a y agua. Ataques
a este tipo de sistema tendrı´an consecuencias muy graves, y
por ello es necesario herramientas que permitan detectarlos y
analizar las contramedidas necesarias. En este artı´culo, hemos
revisado una propuesta para simular ataques realizados contra
sistemas SCADA, llamada SCADASim [8], [9]. A partir de
la descripcio´n de una infraestructura SCADA de ejemplo para
controlar suministro de energı´a, hemos propuesto posibles ata-
ques contra su seguridad, y simulados mediante SCADASim.
Hemos identificado tambie´n algunas limitaciones en la versio´n
actual de SCADASim, que impide la simulacio´n completa de
protocolos previstos en la arquitectura de ejemplo, ası´ como la
incorporacio´n de te´cnicas de deteccio´n de anomalı´as mediante
tratamiento de sen˜ales. Por ello, hemos reportado una exten-
sio´n en curso sobre SCADASim, mediante la incorporacio´n
de compilacio´n de librerı´as dina´micas compartidas con otras
plataformas de simulacio´n ma´s adecuadas para el tratamiento
de sen˜ales, como es el caso de MATLAB [12]. Nuestro
trabajo futuro supone completar la extensio´n reportada en este
artı´culo. En paralelo, proponemos trabajar otras extensiones
sobre SCADASim que faciliten mayor facilidad para realizar
estudios de co-simulacio´n con componentes reales.
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Resumen—Debido al continuo incremento del nu´mero de
vulnerabilidades en las aplicaciones Web, se han elaborado
diversas clasificaciones para mantener organizadas estas vulne-
rabilidades, y tambie´n se han desarrollado herramientas para
detectarlas. Hasta este momento, segu´n nuestra informacio´n, no
se ha realizado ningu´n estudio sobre las capacidades de estas
herramientas en la deteccio´n de las vulnerabilidades presentes en
las clasificaciones de vulnerabilidades. En este trabajo mapeamos
y agrupamos las diferentes clasificaciones para obtener un
conjunto lo ma´s completo posible de vulnerabilidades web, y com-
probamos si las herramientas mejor valoradas disponen de las
caracterı´sticas necesarias para detectarlas. Despue´s introducimos
la aplicacio´n web vulnerable que hemos desarrollado, intentando
incorporar todas las vulnerabilidades web de nuestra lista, con
el objetivo de comprobar las capacidades reales de deteccio´n de
las herramientas de ana´lisis de vulnerabilidades web.
Palabras clave—Clasificaciones de vulnerabilidades, precisio´n
de las herramientas de ana´lisis de vulnerabilidades web, vul-
nerabilidades web. (Vulnerability classifications, web vulnerability
scanners accuracy, web vulnerabilities).
I. INTRODUCCIO´N
La opcio´n ma´s habitual para detectar las vulnerabilidades
de una aplicacio´n Web es utilizar una herramientas automa´ti-
ca de ana´lisis. A estas herramientas se les proporciona un
conjunto de URLs y eventualmente unas credenciales, con
las que explorar la aplicacio´n. Una vez que la ha recorrido,
intentara´ introducir determinados valores en los campos y
cabeceras, para posteriormente analizar el resultado en busca
de evidencias de vulnerabilidades.
Para saber que herramienta de las existentes es mejor en la
deteccio´n de vulnerabilidades se han realizado varios estudios.
En ellos ba´sicamente se parte de un conjunto de herramientas
comerciales o de co´digo libre, un conjunto de vulnerabilidades
a detectar, y una aplicacio´n con esas vulnerabilidades. Se con-
figuran las herramientas para analizar la aplicacio´n vulnerable
y se analizan los resultados. El comparar unos estudios con
otros es difı´cil ya que en cada uno de ellos las herramientas
analizadas, el conjunto de vulnerabilidades y la aplicacio´n
vulnerable son diferentes.
El conjunto de herramientas disponibles cambia a lo largo
del tiempo, por lo que no se puede definir un conjunto esta´tico
de herramientas. Pero lo que sı´ existen son clasificaciones de
vulnerabilidades Web que incluyen las categorı´as existentes
de vulnerabilidades. Estas clasificaciones aunque se revisan
perio´dicamente, no esta´n en constante actualizacio´n.
En este documento los autores describen el proceso seguido
para unificar las clasificaciones disponibles de vulnerabilida-
des Web, agrupa´dolas en una u´nica lista. A continuacio´n se
revisan las capacidades de deteccio´n de las herramientas mejor
valoradas frente a las vulnerabilidades de esa lista.
Posteriormente se describe el proceso seguido para desa-
rrollar una aplicacio´n Web vulnerable, intentando que incluya
todas las categorı´as de vulnerabilidades web. Esta aplicacio´n
sera´ usada en el futuro para comprobar las capacidades reales
de deteccio´n de las herramientas de ana´lisis, y para realizar
acciones de formacio´n en deteccio´n de vulnerabilidades.
II. ANTECEDENTES
Esta seccio´n proporciona informacio´n sobre los diferentes
conceptos relacionados con las vulnerabilidades y las clasifi-
caciones existentes actualmente.
II-A. Conceptos
Aunque algunas listas de vulnerabilidades clasifican segu´n
el concepto de vulnerabilidad, otras lo hacen segu´n otros
conceptos como: amenaza, debilidad, riesgo o control. El
utilizar diferentes conceptos no impide que puedan compararse
las clasificaciones, ya que todos ellos esta´n relacionados, como
puede verse en la guı´a NIST Special Publication 800-30 [1]
y en el esta´ndar internacio´nal ISO/IEC 27001:2005 [2]. Por
motivos de claridad en este documento nos referiremos a todos
ellos como vulnerabilidad.
II-B. Herramientas de ana´lisis de vulnerabilidades Web
En un artı´culo anterior [31] se agrupaban las principales
carencias de las herramientas de ana´lisis de vulnerabilidades
Web, y se proponı´an soluciones para varias de ellas. Posterior-
mente en [4] se proponı´an mejoras de las soluciones indicadas
en ese artı´culo anterior. En otro artı´culo anterior [5], se anali-
zaban varios estudios relevantes sobre estas herramientas, tanto
comerciales como de co´digo libre. Los resultados muestran las
herramientas, vulnerabilidades y aplicaciones vulnerables que
se usaron en cada estudio. En lo referente a las herramientas
analizadas, aunque en cada estudio se comparan al menos
siete herramientas, so´lo dos de ellas se valoran en todos los
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estudios, y muchas solamente en uno. En lo que respecta
a las vulnerabilidades, entre todas se prueban 35, pero so´lo
las dos ma´s conocidas se pruebas en todos ellos: Cross Side
Scripting e inyeccio´n SQL. Sobre la aplicacio´n vulnerable
utilizada, ninguna se usa en ma´s de un artı´culo, en algunas se
usan aplicaciones desarrolladas a propo´sito para sus pruebas,
y en otras aplicaciones de uso habitual con vulnerabilidades
conocidas. Finalmente, en los resultados, ninguna herramienta
aparece en las tres primeras posiciones de todos los artı´culos,
y hay muchas de ellas que aparecen en las primeras posiciones
de unos y en las u´ltimas de otros. Agrupando los resultados
de estos estudios se obtiene una jerarquı´a de herramientas, en
la que que aparecen las siguientes en los primeros puestos:
Appscan [20], Acunetix [21], Webinspect [22] y Burp Suite
[23].
II-C. Clasificaciones de vulnerabilidades
En esta seccio´n se indican las clasificaciones de vulne-
rabilidades ma´s relevantes hasta el momento de la elabo-
racio´n de este documento. Se incluyen clasificaciones tanto
de vulnerabilidades en aplicaciones Web, como otro tipo de
vulnerabilidades.
La organizacio´n Web Application Security Consortium
(WASC) proporciona una clasificacio´n de 49 amenazas en
aplicaciones Web (WASC TC) [6]. Divide las amenazas entre
debilidades y ataques, e incluye la fuente de las amenazas:
disen˜o, implementacio´n o desarrollo. Contiene descripciones
y ejemplos. La u´ltima versio´n es la 2.0 liberada en 2010.
La organizacio´n Open Web Application Security Project
(OWASP) mantiene actualizada la lista OWASP Top 10 [7],
que incluye los riesgos de Seguridad ma´s crı´ticos en las aplica-
ciones Web. Obtiene sus datos de empresas de consultorı´a y de
fabricantes de herramientas de deteccio´n de vulnerabilidades.
La versio´n actual es del 2013. Esta lista incluye la descripcio´n
y ejemplos de cada vulnerabilidad, y tambie´n me´todos para
mitigar su impacto. OWASP tambie´n desarrolla la Guı´a de
Pruebas de OWASP [8] que describe un conjunto de pruebas
que se pueden realizar sobre las aplicaciones Web para detectar
vulnerabilidades. Contiene 66 pruebas, y la versio´n actual es
la v3 del 2008. Incluye la descripcio´n de las vulnerabilidades,
ejemplos y me´todos de deteccio´n. No se indican me´todos
para mitigar su impacto, pero sı´ incluye referencia a otra
informacio´n de intere´s de OWASP. La siguiente versio´n v4
actualmente esta´ en desarrollo.
Del proyecto NIST SAMATE surge en 2007 la guı´a NIST
Special Publication 500-269 [9] que describe las tareas que de-
be realizar una herramientas de deteccio´n de vulnerabilidades
Web. En su anexo A se incluye una lista de 14 vulnerabilidades
Web que una de estas herramientas debe ser capaz identificar.
Las vulnerabilidades de esta lista se han incluido segu´n su
probabilidad de ser explotadas. En el anexo B se suguieren
brevemente me´todos para mitigarlas.
En 2009 la organizacio´n WASC tambie´n elabora el Web
Application Security Scanner Evaluation Criteria (WASSEC)
[10], que incluye una lista de problemas de Seguridad que una
herramienta de ana´lisis de aplicaciones Web debe detectar. Los
extrae principalmente de WASC TC, e incluye 55 problemas
agrupados en varias categorı´as: autenticacio´n, autorizacio´n,
ataque del lado del cliente, ejecucio´n de comandos y reve-
lacio´n de informacio´n.
La clasificacio´n Common Weakness Enumeration (CWE)
[11] desarrollada por la Corporacio´n MITRE, es un conjunto
de debilidades software en todo tipo de software, no so´lo
aplicaciones Web. La versio´n existente en el momento de este
documento, la 2.5 de 2013, incluı´a 940 debilidades. Tambie´n
se citan ejemplos, me´todos de deteccio´n y de mitigacio´n, y
referencias a otras clasificaciones de vulnerabilidades.
SANS y MITRE han desarrollado la clasificacio´n
CWE/SANS TOP 25 de los errores software ma´s peligrosos
(SANS CWE/25) [12], que fue actualizada por u´ltima vez en
2011. Es un subconjunto de CWE e igualmente incluye vul-
nerabilidades de todo tipo de aplicaciones. Incluye ejemplos
y me´todos de deteccio´n.
Otra clasificacio´n que incluye vulnerabilidades en todo
tipo de software es Common Attack Patterns Enumeration
and Classification (CAPEC) [3] que mantiene la corporacio´n
MITRE. Contiene patrones de ataque y la u´ltima version
durante la elaboracio´n de este documento es la 2.1 de 2013.
Incluye ejemplos y descripciones de flujos de ataque.
Por ultimo Shay Chen mantiene la clasificacio´n SecTool-
Market [13] donde se incluye una clasificacio´n de 33 ca-
racterı´sticas de auditoria de las herramientas de ana´lisis de
aplicaciones web. Se actualiza normalmente cada an˜o e incluye
referencias a otras clasificaciones. En Sectoolmarket tambie´n
se analizan 62 herramientas, para determinar cuales de esas
33 caracterı´sticas de auditorı´a detecta cada una.
II-D. Relaciones entre clasificaciones
En el apartado anterior se indicaban las principales clasifica-
ciones de vulnerabilidades. Para relacionar las vulnerabilida-
des de unas clasificaciones con otras se han realizado varios
trabajos de mapeo. Suelen incluir todas las vulnerabilidades
de una clasificacio´n, relacionando las que sean posibles con
vulnerabilidades de otras clasificaciones. A continuacio´n se
ofrece una breve descripcio´n de los principales mapeos entre
clasificaciones.
Denim Group [14] realizo´ en 2010 un mapeo entre las vul-
nerabilidades de WASC TC v1.0, SANS CWE/25, y OWASP
Top 10 2004 y 2007.
Jeremiah Grossman [15] mapeo´ en 2009 las clasificaciones
WASC TC v2.0 y OWASP Top 10 2010.
Threat Classification Taxonomy Cross Reference View (We-
bappsec) [16] es una vista de la clasificacio´n WASC actuali-
zada en 2013, que relaciona las vulnerabilidades en WASC
TC v2.0 con las de CWE, CAPEC, OWASP Top Ten (2004,
2007 y 2010) y SANS CWE/25. Para ello usan la informacio´n
de los dos mapeos indicados antes: Denim Group y Jeremiah
Grossmans.
La clasificacio´n que incorpora la guı´a NIST Special Pu-
blication 500-269 en su anexo A incluye un mapeo con
CWE, OWASP Top 10 2007 y Common Vulnerabilities and
Exposures (CVE) [17].
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Securing Telligent Evolution [18] es un documento creado
por Telligent en 2012, que describe las amenazas que se
prueban en la plataforma Telligent Evolution, incluyendo un
mapeo entre la guı´a de pruebas de OWASP y WASC.
Finalmente SecToolMarket incluye relaciones entre las vul-
nerabilidades de WASC TC v2.0 y la guı´a de pruebas de
OWASP.
La informacio´n de todos estos mapeos se puede resumir
para determinar que´ clasificaciones esta´n ma´s relacionadas. La
clasificacio´n WASC TC v2.0 esta´ relacionada con otras 8 en
los mapeos analizados, SANS CWE/25 con 5 clasificaciones,
OWASP Top 10 2007, OWASP Top 10 2010 y WASC TC
v1.0 con tres, y la guı´a de pruebas de OWASP, CWE, CVE,
y CAPEC so´lo con otra clasificacio´n.
II-E. Aplicaciones Web vulnerables
Para probar las herramientas existen multitud de aplicacio-
nes Web vulnerables a propo´sito, algunas de ellas desarrolladas
por organizaciones dedicadas a la seguridad, y otras por los
fabricantes de las herramientas de deteccio´n. Dentro del primer
grupo las ma´s relevantes son las siguientes.
Damn Vulnerable Web Application (DVWA) [28] es una
aplicacio´n desarrollada en PHP, con vulnerabilidades basadas
en la clasificacio´n OWASP Top 10, que ofrece la opcio´n de
cambiar el nivel de seguridad. WebGoat [29] es mantenida por
OWASP y esta´ basada en tecnologı´a J2EE. Esta aplicacio´n
cuenta con ma´s de 30 lecciones para aprender a detectar
las vulnerabilidades y corregirlas. OWASP tambie´n mantiene
Mutillidae [30], desarrollada en PHP, y como DVWA, se basa
en la clasificacio´n OWASP Top 10. Tambie´n tiene distintos
niveles de dificultad e incluye informacio´n para detectar las
vulnerabilidades. Dentro del grupo de aplicaciones vulnerables
desarrolladas por los fabricantes de herramientas de deteccio´n
podemos indicar, a modo de ejemplo, la aplicacio´n vulnerable
de Acunetix [27] desarrollada en PHP, o la de IBM AppScan
[26] desarrollada en ASP.NET.
En esta seccio´n se han introducidos los conceptos relacio-
nados con las vulnerabilidades, las principales clasificaciones
y la relaciones entre ellas, y las aplicaciones vulnerables. En
la siguiente seccio´n se explica el proceso seguido para unificar
las clasificaciones.
III. CLASIFICACIO´N DE VULNERABILIDADES WEB
UNIFICADA
A partir de las principales clasificaciones de vulnerabilida-
des y los mapeos entre ellas se puede desarrollar una nueva
clasificacio´n que incluya los tipos de vulnerabilidades de todas
ellas, sin vulnerabilidades redundantes. Para ello como primer
paso nos quedarnos con las clasificaciones completas que
so´lo incluyen vulnerabilidades Web, es decir no se tienen en
cuenta las clasificaciones que incluyen las vulnerabilidades de
todos los tipos de aplicaciones, como CWE, ni las que so´lo
incorporan las vulnerabilidades ma´s relevantes o frecuentes,
como hace OWASP Top 10. El resultado son las clasificaciones
WASC TC, la guı´a de pruebas de OWASP y la clasificacio´n
de Sectoolmarket. Los mapeos entre ellas son el de Telligent y
el de Sectoolmarket. El segundo paso es unificar los mapeos
de Telligent y de Sectoolmarket eliminando la informacio´n
redundante. De esta forma se obtiene un listado de 29 mapeos
entre elementos de WASC TC y la guı´a de pruebas de OWASP.
En tercer lugar las vulnerabilidades restantes de cada una
de estas clasificaciones se revisan teniendo en cuenta sus
descripciones. De esta forma se obtienen 12 nuevas relaciones
entre vulnerabilidades de WASC TC y la guı´a de pruebas de
OWASP. Por u´ltimo se obtiene la clasificacio´n final an˜adiendo
las vulnerabilidades sin relacionar en WASC TC, la guı´a de
pruebas de OWASP y la clasificacio´n de Sectoolmarket. De
WASC TC se obtienen ocho, nueve de la guı´a de pruebas
de OWASP, y cinco de la clasificacio´n de Sectoolmarket. Al
final tenemos una clasificacio´n de 63 tipos de vulnerabilidades.
Esta nueva clasificacio´n (ULWeV) y los mapeos entre las
clasificaciones seleccionadas pueden consultase en [19].
En la tabla I puede verse las vulnerabilidades de la nueva
clasificacio´n obtenida agrupadas segu´n su procedencia: WASC
TC, guı´a de pruebas OWASP que no esta´n en WASC TC, y
Sectoolmarket que no esta´n en las dos anteriores.
Tabla I
ORIGEN DE LAS VULNERABILIDAD EN LA NUEVA CLASIFICACIO´N
Clasificacio´n Vulnerabilidades
WASC TC Todas (de WASC-01 a WASC-49)
Guı´a de OWASP -Information Gathering
-User enumeration









-Server Side Java Script (SSJS/NoSQL) Injection
-Unrestricted File Upload and
Blind/Time-Based SQL Injection
-Source Code Disclosure
IV. PRECISIO´N DE LAS HERRAMIENTAS DE DETECCIO´N
DE VULNERABILIDADES WEB
En la seccio´n 2 se indicaban los conceptos relacionados
con las vulnerabilidades, las herramientas de deteccio´n de
vulnerabilidades mejor valoradas, las clasificaciones actuales
de vulnerabilidades, y las relaciones entre ellas. En la seccio´n
3 se describı´a el proceso seguido para unificar estas clasifica-
ciones, y obtener una clasificacio´n de vulnerabilidades lo ma´s
completa posible. En esta seccio´n se usara´ esa nueva clasifi-
cacio´n de vulnerabilidades para comprobar las caracterı´sticas
(capacidades de deteccio´n) de estas herramientas.
IV-A. Capacidades de deteccio´n de las herramientas
Para revisar las capacidades de deteccio´n de las herramien-
tas se ha podido conseguir versiones va´lidas de AppScan,
Webinspect y Acunetix. De Burp Suite no se ha podido
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conseguir una versio´n va´lida completa, por lo que se ha
sustituido por Zaproxy [24].
La clasificacio´n ULWeV tiene 63 vulnerabilidades, que se
puede agrupar en tres grupos, como se ha visto anteriormente
en la tabla I: (1) 49 de WASC TCv2.0, (2) nueve de la guı´a
de pruebas OWASP que no esta´n en WASC TC v2.0, y (3)
cinco de la clasificacio´n de Sectoolmarket que no esta´n en las
otras dos. Para saber si una herramientas tiene capacidad de
detectarlas (incorpora la caracterı´stica necesaria) se usan varias
fuentes de informacio´n: el sistema de gestio´n de vulnerabili-
dades Threadfix [25] junto con el mapeo entre clasificaciones
Webappsec, la informacio´n en Sectoolmarket, y finalmente
la revisio´n manual de las caracterı´sticas de las herramientas.
Threadfix es un Sistema de gestio´n de vulnerabilidades capaz
de consolidar informes de vulnerabilidades provenientes de
Acunetix, Appscan, Webinspect, Zaproxy y otras herramientas,
relacionando las vulnerabilidades detectadas con CWE.
Como se ha visto en un apartado anterior Webappsec
relaciona vulnerabilidades en WASC TC v2.0 con las de CWE.
A partir de esta informacio´n y la que proporciona Threadfix
se pueden determinar las vulnerabilidades de WASC TC v2.0
que detecta cada una de las herramientas seleccionadas, lo que
se corresponde con el primer grupo (1) de vulnerabilidades
de la nueva clasificacio´n ULWeV. Como tambie´n se ha visto
en un apartado anterior en Sectoolmarket se analizan 62
herramientas para ver si detectan las vulnerabilidades de su
clasificacio´n. De aquı´ se obtiene si las cinco vulnerabilidades
del grupo (3) las detectan las herramientas. Para el grupo
(2) de las nueve vulnerabilidades de la guı´a de pruebas de
OWASP, y las que no ha sido posible localizar en los dos pasos
anteriores, se han revisado manualmente para comprobar si las
herramientas tienen capacidad de detectarlas.
En la tabla II se indica el nu´mero de pruebas que puede
realizar cada herramienta analizada, ası´ como las que se
corresponden con las de ULWeV segu´n su clasificacio´n de
origen.
Tabla II




























Nu´mero aproximado de pruebas 350 2000 4300 49 -
63 vulnerabilidades en ULWeV:
49 de WASC TC v2.0 28 31 27 49 49
8 de de la guı´a de OWASP 5 4 3 0 5
5 de Sectoolmarket 5 23 3 0 5
Total 38 37 33 49 59
IV-B. Aplicacio´n Web vulnerable
En apartados anteriores se ha elaborado una clasificacio´n
unificada de posibles vulnerabilidades en aplicaciones Web, y
despue´s se han revisado las capacidades de las herramientas
para detectar esas vulnerabilidades. De esta forma se tiene
un conjunto actualizado de vulnerabilidades que deberı´an de
detectar las herramientas, y las que podrı´an detectar cada una.
Pero para poder determinar si realmente una herramientas es
capaz de detectar una vulnerabilidad hay que probarla.
Para determinar las capacidades reales de deteccio´n de
una herramienta de ana´lisis se hace necesario disponer de
aplicaciones que tengan esas vulnerabilidades. Para ello se han
analizado las aplicaciones vulnerables existentes, de forma que
se pueda seleccionar una o varias de ellas, que incorporen el
mayor nu´mero de vulnerabilidades de la nueva clasificacio´n.
El resultado es que DVWA tiene 17 vulnerabilidades de las
63 de la clasificacio´n ULWeV, WebGoat tiene 32, Mutillidae
34, la aplicacio´n vulnerable de Acunetix cuenta con 18 vul-
nerabilidades de ULWeV, y la de AppScan cuenta con 14. To-
mando las que ma´s vulnerabilidades incorpora, con WebGoat
y Mutillidae se cubre un total de 39 vulnerabilidades de las
63. Las 14 restantes se analizan para determinar si es posible
incorporarlas en alguna de las aplicaciones seleccionadas.
Con la nueva clasificacio´n de vulnerabilidades, y la aplica-
cio´n, o conjunto de aplicaciones, vulnerables a ellas, se pueden
realizar acciones de formacio´n sobre los futuros programado-
res, de forma que es cubran dos objetivos: ensen˜ar a detectar
las vulnerabilidades, para realizar pruebas de penetracio´n sobre
las aplicaciones Web; y ensen˜ar a programar de forma segura,
evitando en la medida de lo posible desarrollar aplicaciones
con vulnerabilidades. En la figura 1 se explica el proceso
que se intenta seguir en este documento para mitigar, usando
formacio´n y concienciacio´n, el desarrollo de aplicaciones Web
con vulnerabilidades.
Figura 1. Formacio´n para detectar y mitigar las vulnerabilidades Web
V. ANA´LISIS DE LOS RESULTADOS
Como se ve ninguna de las herramientas analizadas incorpo-
ra las capacidades de deteccio´n necesarias para detectar las 63
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vulnerabilidades, aunque entre las cuatro analizadas sı´ cubren
casi toda la lista de vulnerabilidades.
Aunque Appscan y Webinspect incluyen muchas pruebas
de vulnerabilidades, segu´n el ana´lisis realizado son las otras
dos Zaproxy y Acunetix las que detectarı´an ma´s vulnera-
bilidades deULWeV. Esto es debido a que Appscan y We-
binspect incorporan muchas vulnerabilidades de aplicaciones
Web especı´ficas y no tanto de tipos de vulnerabilidades.
Por ejemplo en las versiones de las herramientas analizadas,
Zaproxy incluye solo una caracterı´stica para detectar Cross-
Site Scripting, Acunetix siete, Webinspect ma´s de 500, y
Appscan ma´s de 600. En el caso de estas dos u´ltimas,
Webinspect y Appscan, solo unas pocas son para detectar
la vulnerabilidad en cualquier aplicacio´n, por ejemplo “URL
Cross-Site Scripting” la mayorı´a de ellas son para productos
concretos, como “WebSphere Cross-Site Scripting” o “ASP
Nuke Cross-Site Scripting Vulnerability”. Tanto Sectoolmarket
como Threadfix relacionan todas estas vulnerabilidades con el
tipo gene´rico “Cross-Site Scripting”. Esto lleva a la conclusio´n
de que herramientas como AppScan o Webinspect son las
ma´s adecuadas para analizar aplicaciones cerradas, ya sean
comerciales o de software libre, pero que otras herramientas
como Acunetix o gratuitas como Zapproxy, deberı´an de ser al
menos igualmente adecuadas para analizar aplicaciones web
desarrolladas a medida.
VI. CONCLUSIONES Y TRABAJO FUTURO
En este artı´culo se muestra el resultado de unificar las
clasificaciones de vulnerabilidades Web ma´s relevantes para
obtener una u´nica lista. Tambie´n se analizan varias de las
herramientas mejor valoradas de deteccio´n de vulnerabilidades
Web, para determinar si incorporan las caracterı´sticas de
deteccio´n necesarias para detectar las vulnerabilidades que
incluye la nueva lista. Finalmente se explica la seleccio´n de
un conjunto de aplicaciones Web vulnerables, y su mejo-
ra con vulnerabilidades adicionales, intentando obtener una
aplicacio´n que incorpore todas las vulnerabilidades de las
clasificaciones. Aunque esta nueva clasificacio´n pueda crecer
con el tiempo, sı´ sirve para determinar que les falta a las
herramientas, en que deben mejorar, al dar una visio´n global
de que deben detectar y sus capacidades actuales de deteccio´n.
El siguiente paso sera´ analizar estas aplicaciones vulnera-
bles con las herramientas seleccionadas para determinar sus
capacidades reales de deteccio´n. Tambie´n esta aplicacio´n vul-
nerable se podra´ utilizar para realizar acciones de formacio´n
en desarrollo seguro, al partir de una clasificacio´n completa
de tipos de vulnerabilidades, y no solo las ma´s comunes.
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Resumen—Los ataques enmascarados constituyen la actividad
malintencionada perpetrada a partir de robos de identidad,
entre la que se incluye la escalada de privilegios o el acceso
no autorizados a activos del sistema. Este trabajo propone un
sistema de deteccio´n de atacantes enmascarados mediante la
observacio´n de las secuencias de acciones llevadas a cabo por los
usuarios legı´timos del sistema. La clasificacio´n de la actividad
monitorizada es modelada y clasificada en base a algoritmos
de alineamiento de secuencias locales. Para la validacio´n del
etiquetado se incorpora la prueba estadı´stica no parame´trica de
Mann-Whitney. Esto permite el ana´lisis de secuencias en tiempo
real. La experimentacio´n realizada considera los conjuntos de
muestras de Schonlau. La tasa de acierto al detectar ataques
enmascarados es 98,3 % y la tasa de falsos positivos es 0,77 %.
Palabras clave—Atacantes enmascarados, ataques internos, de-
teccio´n de intrusiones, seguridad de la informacio´n. (Masquerader
attacks, insider attacks, intrusion detection, information security)
I. INTRODUCCIO´N
La mayor parte de los accesos no autorizados a un sistema
de la informacio´n se producen desde el interior, lo que
comu´nmente se conoce como ataques internos. Este tipo de
ataques no necesitan explotar vulnerabilidades para atravesar
los diferentes controles de acceso ya que de alguna manera, los
atacantes satisfacen los requisitos para acceder hacie´ndose pa-
sar por usuarios legı´timos. Los atacantes internos se clasifican
en: traidores y enmascarados [1]. Los traidores son usuarios
legı´timos que ganan privilegios para acceder a informacio´n
restringida. Los enmascarados son atacantes con acceso no
autorizado al sistema que suplantan la identidad de usuarios
autorizados. Las propuestas para la identificacio´n de atacantes
internos varı´an en funcio´n de su clasificacio´n. Dado que los
traidores son usuarios legı´timos, habitualmente conocen las
caracterı´sticas y la organizacio´n del sistema protegido. En con-
secuencia su deteccio´n se centra en la elaboracio´n de trampas
y sen˜uelos [2]. Sin embargo la deteccio´n de enmascarados
se centra en la identificacio´n de comportamientos ano´malos
respecto a los perfiles del uso habitual del sistema. Para ello
se tienen en consideracio´n eventos que se producen a nivel
local, como los comandos ejecutados, llamadas al sistema,
movimientos entre directorios o accesos a ficheros.
El sistema propuesto en este trabajo detecta atacantes enmas-
carados mediante el ana´lisis de las acciones llevadas a cabo
por los usuarios del sistema. Para ello se aplican algoritmos
de alineamiento de secuencias, lo que permite modelar su
comportamiento e identificar actividades asociadas a su modo
de uso indebido. A diferencia de las propuestas anteriores, se
introduce el uso de te´cnicas de alineamiento locales y la prueba
de Mann-Whitney para la verificacio´n de sus clasificaciones.
Esto permite el ana´lisis en tiempo real de la actividad del
usuario sin disminuir la precisio´n de los procesos de deteccio´n.
Adema´s cada vez que el usuario ejecuta nuevas acciones su
actividad vuelve a ser evaluada. El sistema permite gestionar
la emisio´n de alertas en situaciones dudosas, produciendo una
mejora adicional en la etapa de etiquetado.
Este trabajo esta´ estructurado en 7 secciones, siendo la primera
de ellas la presente introduccio´n. En la seccio´n II se describen
los trabajos previos relacionados con la deteccio´n de atacantes
enmascarados. En la seccio´n III se explican las principales
te´cnicas de alineamiento de secuencias y sus principales
caracterı´sticas. En la seccio´n IV se detalla la arquitectura y
las caracterı´sticas del sistema propuesto. En la seccio´n V se
introduce la te´cnica de validacio´n de etiquetado que comple-
menta al sistema de deteccio´n. En la seccio´n VI se describe
la experimentacio´n realizada y los resultados obtenidos. Por
u´ltimo, en la seccio´n VII se presentan las conclusiones y las
propuestas de trabajo futuro.
II. TRABAJOS RELACIONADOS
La deteccio´n de atacantes enmascarados tiene sus orı´genes
en propuestas que tienen como objetivo la identificacio´n de
comandos poco utilizados por los usuarios legı´timos. En [3] se
introduce la separacio´n de los comandos ejecutados en usuales
e inusuales. La etapa de ana´lisis es llevada a cabo mediante
cadenas de Markov: a mayor concentracio´n de comandos
inusuales, mayor es la probabilidad de que se trate de un
atacante enmascarado. En [4] se propone el estudio de cadenas
de acciones mediante el uso de una ventana deslizante de
taman˜o fijo y la incorporacio´n de un alfabeto de secuencias.
Cuando el contenido de la ventana analizada no encaja con
ninguna palabra del alfabeto, se gestiona como una cadena
extran˜a, incrementando la posibilidad de que sea etiquetada
como una intrusio´n.
Es importante destacar la aportacio´n de Scholau et al. [5] [6].
[5] presenta la estrategia Uniqueness, basada en el ana´lisis de
la aparicio´n de comandos que no figuran en los conjuntos de
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muestras de referencia. Asimismo, proponen la aplicacio´n de
me´todos de compresio´n y la identificacio´n de la naturaleza
de las secuencias mediante el ana´lisis de su comportamiento.
[6] estudia la precisio´n de diferentes te´cnicas de deteccio´n,
destacando entre ellas Uniqueness, factores bayesianos, Mar-
kov, compresio´n o encaje de secuencias. Para llevar a cabo su
evaluacio´n aplica por primera vez el dataset conocido como
SEA. Este conjunto de muestras es aplicado posteriormente
por otros autores en la evaluacio´n de propuestas similares. No
obstante, tal y como sen˜alaron Maxiom y Townsend, su uso
es controvertido [7]. Su crı´tica se centra en que las capturas
de los distintos usuarios esta´n mezcladas, se desconoce la
informacio´n sobre sus fuentes, se desconocen los perı´odos
de captura y no se da informacio´n especı´fica acerca de las
tareas que llevaron a cabo los usuarios legı´timos durante el
proceso de captura. A pesar de ello los conjuntos de muestras
de Schonlau son considerados un esta´ndar funcional para la
validacio´n de este tipo de sistemas.
Algunos trabajos han propuesto alternativas al estudio de las
secuencias de comandos o llamadas al sistema. En [8] la
elaboracio´n de los perfiles de usuario considera la frecuencia
entre clics y otras caracterı´sticas de los movimientos del rato´n.
Asimismo algunas propuestas se centran en el estudio de la
actividad de ususarios en redes. Este es el caso de [9], donde
sus perfiles se elaboran en base a eventos como bu´squedas,
descargas, impresiones o movimientos en redes sociales.
[10] es uno de los trabajos de mayor impacto. Su objeto
de ana´lisis son los comandos introducidos por los usuarios.
Sin embargo, en esta ocasio´n propone su tratamiento tras un
agrupamiento y etiquetado en base a su funcionalidad, como
la recopilacio´n de recursos, bu´squedas o procesos de comu-
nicaciones. Tambie´n propone te´cnicas para la generacio´n de
conjuntos de muestras con actividades ano´malas. Las muestras
de sus experimentos se basan en los resultados de un juego
de captura de bandera en el que usuarios desconocedores del
sistema tratan de localizar un archivo determinado mientras su
actividad es monitorizada
En [11] se propone el modelado de eventos del sistema
mediante los PHMMs (Profile Hidden Markov Models), pre-
viamente aplicados en el campo de la bioinforma´tica. Los
experimentos realizados arrojan una gran precisio´n cuando
se consideran conjuntos pequen˜os de muestras para su en-
trenamiento. En [12] se introduce el concepto de ataque
de mimetismo en el contexto de la deteccio´n de atacantes
enmascarados. Asimismo se demuestra la vulnerabilidad de la
mayor parte de las propuestas actuales frente a estrategia de
evasio´n similares y se proponen algoritmos para su mitigacio´n.
En [13] se introducen las te´cnicas de alineamiento de secuen-
cias para el ana´lisis de las acciones llevadas a cabo por los
usuarios del sistema. Entre su contenido destaca la discusio´n
sobre la aplicacio´n de las diferentes te´cnicas de alineamiento,
el disen˜o de te´cnicas para la actualizacio´n en tiempo real de los
diccionarios de referencia y la propuesta de diferentes sistemas
de puntuacio´n. Los algoritmos implementados implica un alto
consumo de recursos computacionales. En consecuencia se
proponen heurı´sticas para reducir su consumo a costa de
penalizar la precisio´n de la etapa de ana´lisis.
III. ALINEAMIENTO DE SECUENCIAS
El alineamiento de secuencias es una te´cnica procedente
del campo de la bioinforma´tica que tiene como finalidad
establecer el grado de similitud entre cadenas de ADN, ARN
o diferentes proteı´nas. Las secuencias alineadas generalmente
corresponden a nucleo´tidos o aminoa´cidos, y se identifican
mediante sı´mbolos de un alfabeto. Cuando el ancestro de un
linaje de individuos es comu´n, las diferencias son consideradas
mutaciones puntuales (sustituciones). A los huecos se los
denomina indels (inserciones o eliminaciones). La similitud es
estudiada como una medida de conservacio´n entre linajes, que
habitualmente conlleva una importancia funcional y estructural
de las muestras.
Las diferentes te´cnicas de alineamiento de secuencias ha-
bitualmente son consideradas como una generalizacio´n del
problema de la deteccio´n de la longitud de la sub-secuencia
ma´s larga comu´n entre dos cadenas, conocida como LCS
(Longest Common Subsequence). Para la obtencio´n de la LCS
el proceso de alineamiento consiste en la eliminacio´n de
sı´mbolos y en an˜adir huecos (gaps) hasta que aparezcan sub-
secuencias similares, determina´ndose las de mayor dimensio´n.
Las estrategias de alineamiento de secuencias se clasifican en
funcio´n de su objeto de ana´lisis. Cuando las secuencias son
alineadas considerando su extensio´n total reciben el nombre
de alineamiento global. Si lo hace considerando sus diferentes
sub-secuencias reciben el nombre de alineamiento local. Final-
mente, cuando se combinan de tal manera que se considera la
similitud de una secuencia completa respecto a sub-secuencias
de otra secuencia diferente, reciben el nombre de alineamiento
semi-global.
IV. SISTEMA DE DETECCIO´N DE ATACANTES
ENMASCARADOS
El sistema de deteccio´n propuesto construye secuencias de
acciones llevadas a cabo por los usuarios del sistema a nivel
de eventos, y aplica el algoritmo de Smith-Waterman [14] para
su alineamiento local. El ana´lisis de sub-secuencias permite la
identificacio´n de aquellas situaciones en las que las acciones
efectuadas por el atacante se mezclan con las del usuario
legı´timo: por ejemplo, cuando el usuario con acceso autorizado
abandona su puesto de trabajo sin cerrar sesio´n. En este
caso el atacante puede aprovechar su ausencia para efectuar
actividades maliciosas, retira´ndose antes de ser detectado.
En la Figura 1 se muestra su arquitectura. El proceso de
deteccio´n se lleva a cabo de la siguiente manera: una vez
comenzada la monitorizacio´n de las acciones realizadas por
un usuario, cada vez que se ejecuta una nueva accio´n es
incluida en la cadena Test. El proceso de ana´lisis consiste
en alinear Test con cada una de las secuencias de la co-
leccio´n Legit = l1, l2, .., lm, las cuales contienen acciones
realizadas habitualmente por usuarios legı´timos del sistema.
Para contrastar los resultados, Test tambie´n es alineada con
las secuencias de la coleccio´n Intrusions = I1, I2, .., Ip,
las cuales contienen actividades ano´malas perpetradas por
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usuarios no familiarizados con el sistema. Una vez establecidas
las puntuaciones se aplica la prueba de validacio´n. Cuando el
nivel de parecido de Test con alguna de las colecciones es
lo suficientemente representativo, es etiquetada acorde a las
caracterı´sticas de sus secuencias El sistema propuesto repite
este proceso por cada nueva accio´n monitorizada, y solo se
detiene si la prueba de validacio´n es superada. De lo contrario,
se sobrentiende que no se dispone de suficiente informacio´n
para decidir la naturaleza del usuario, y se espera a que se
ejecuten nuevas acciones.
El sistema de puntuaciones para el algoritmo de alineamiento
de secuencias an˜ade +3 a la puntuacio´n final en los casos
en que el valor de una posicio´n de Test conincide con el de
su posicio´n ana´loga en alguna secuencia de las colecciones
de referencia. Sin embargo, en caso de incoherencia no se
producen modificaciones. La penalizacio´n por gap en las
secuencias de las colecciones es de −2 mientras que en la
cadena Test es de −3. A pesar de ello, la puntuacio´n mı´nima
emitible (menor nivel de similitud) es 0.
Figura 1. Arquitectura del sistema de deteccio´n
V. VALIDACIO´N DEL ETIQUETADO
La validacio´n del etiquetado se realiza mediante la prueba
de Mann-Whitney, conocida como U-test. Se trata de una
extensio´n del T-test de Student no parame´trica adaptada al
ana´lisis de dos muestras independientes. Su objetivo es la
comprobacio´n de que dos muestras sime´tricas han sido ex-
traı´das a partir de la misma poblacio´n. Para ello los datos
deben de estar medidos en una escala ordinal, lo que implica
la necesidad de ordenar las puntuaciones obtenidas. El ca´lculo
del estadı´stico U, parte de los valores U1 y U2, y es definido









Siendo n1 y n2 las longitudes de los vectores de las
puntuaciones ordenadas y R1 y R2 las sumas de los rangos
de las observaciones de las muestras. Dado que el nu´mero
de muestras es grande, U tiende a parecerse a la distribucio´n
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Una vez obtenida la probabilidad de pertenencia, se com-
prueba que la cota de porcentaje de error sea admisible.
En ese caso puede confirmarse que la diferencia entre las
puntuaciones de Test con las colecciones de secuencias es
considerable. El siguiente paso es decidir con cua´l de ellas
presenta un mayor parecido. Para ello se considera la media
de las puntuaciones obtenidas con cada grupo. La secuencia de
puntuaciones cuyo promedio es ma´s bajo corresponde con el
conjunto de mayor similitud. Cuando Test presenta un mayor
parecido con la coleccio´n de secuencias legı´timas, el usuario
se etiqueta como legı´timo. Si lo hace con la coleccio´n de
secuencias ano´malas es etiquetado como atacante enmasca-
rado. Si no hay una diferencia clara, la prueba concluye de
manera indeterminada: no se tiene suficiente informacio´n para
establecer un etiquetado preciso. En ese caso se an˜aden nuevas
acciones a Test y se repite el proceso hasta que la prueba de
validacio´n es superada.
VI. EVALUACIO´N DEL SISTEMA
Para llevar a cabo los experimentos se ha empleado la colec-
cio´n de muestras de Schonlau [6]. Los datasets de Schonlau
esta´n compuestos por capturas de las actividades realizadas
por 50 usuarios distintos operando sobre entorno Unix en
el an˜o 1998. A pesar de su antigu¨edad son consideradas un
esta´ndar funcional para la evaluacio´n de sistemas de deteccio´n
de ataques enmascarados. Esta´n organizados de manera que
a cada usuario le corresponde un fichero que contiene una
serie de 15,000 acciones llevadas a cabo durante el periodo
de captura. Los primeros 5,000 comandos corresponden a
actividades legı´timas, por lo que han sido utilizadas en la
elaboracio´n de la coleccio´n de secuencias de actividades legı´ti-
mas. Los siguientes 10,000 comandos pueden tratarse tanto
ataques de enmascaramiento, como de actividades legı´timas.
Se ha extraı´do parte de los ataques enmascarados para la
elaboracio´n de la coleccio´n de actividades ano´malas.
La evaluacio´n del sistema de deteccio´n consiste en un proceso
de validacio´n cruzada que involucra los distintos usuarios
y los ataques enmascarados presentes en las colecciones de
Schonlau. La Tabla I muestra la tasas de falsos positivos o TPR
(True Positive Ratio) y la tasa de falsos positivos o FPR (False
Positive Ratio) obtenidos al determinar diferentes longitudes
en las secuencias que componen la coleccio´n de actividades
legı´timas de referencia.
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Tabla I
TPR/FPR EN FUNCIO´N DE LA LONGITUD DE SECUENCIA
Prec.\Long. 10 20 30 40 100 200 400 600 800
TPR 0.96 0.97 0.96 0.960 0.97 0.983 0.974 0.9701 0.9712
FPR 0,02 0.02 0.02 0.01 0.01 0.0077 0.0172 0.0232 0.0276
El mejor resultado se obtiene con secuencias de longitud
200, siendo TPR = 98,3% y FPR = 0,77% Sin embargo
el peor resultado se obtiene cuando la longitud es 10, con
TPR = 96,9% y FPR = 2,68%. Los cambios ma´s repre-
sentativos se encuentran en las variaciones de FPR. La curva
que describe estos cambios muestra un punto de inflexio´n al
considerarse longitud 200, siendo este su valor mı´nimo.
El ana´lisis por separado del comportamiento de los usuarios
del sistema con secuencias de longitud 200 indica que existen
usuarios ma´s propensos a ser suplantados con e´xito que otros.
En la Figura 2 se muestra la representacio´n en el espacio
ROC (Receiver Operating Characteristic) de la precisio´n
obtenida en cada uno de ellos. El eje Y del espacio ROC
lo constituyen los valores FPR de los experimentos, mientras
que el eje X contiene el valor de los FPR. Esto habitualmente
es interpretado como el intercambio entre los beneficios obte-
nidos (TPR) por el sistema, y los costes que conlleva (FPR).
La ubicacio´n o´ptima en el espacio ROC es la esquina superior
izquierda con TPR = 1, FPR = 0. A este punto se le llama
clasificacio´n perfecta, y su proximidad determina la calidad
de la precisio´n del sistema.
El valor TPR ha oscilado en el intervalo aproximado del
98 ± 2%. El FPR ha variado en el intervalo aproximado
5±5%, lo que indica una desviacio´n algo ma´s representativa.
La clasificacio´n perfecta ha sido alcanzada por 22 de los 50
usuarios que han participado en la prueba.
A la vista de los resultados arrojados en los experimentos
queda demostrada la gran capacidad del sistema propuesto de
identificar atacantes enmascarados.
Figura 2. TPR/FPR de cada usuario en el espacio ROC
VII. CONCLUSIONES
Se ha propuesto un sistema para el ana´lisis de la activi-
dad realizada por los usuarios del sistema en tiempo real e
identificar atacantes enmascarados. En su evaluacio´n a partir
de los conjuntos de muestras de Schonlau ha alcanzado
valores promedios de TPR = 98,3% y FPR = 0,77%,
lo que demuestra un alto grado de precisio´n. Sin embargo los
experimentos indican que el sistema es sensible a cambios en
la longitud de las secuencias que componen las colecciones de
actividades legı´timas y ano´malas. Asimismo se ha comprobado
co´mo la capacidad de acierto en el etiquetado es mejor en
algunos usuarios que en otros. Como trabajo futuro se propone
la aplicacio´n de te´cnicas para homogeneizar la calidad de los
conjuntos de entrenamiento y fortalecer el sistema frente a
ataques de evasio´n.
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Resumen—Uno de los problemas principales en el ana´lisis
forense de la informacio´n es la CdC (Cadena de Custodia), es
decir, el procedimiento de trazabilidad de todas las pruebas que
se obtienen durante las distintas etapas del proceso de instruccio´n
judicial. Generalmente, las evidencias son obtenidas por los
Cuerpos y Fuerzas de Seguridad del Estado y, posteriormente,
son examinadas y analizadas por analistas forenses en seguridad
de la informacio´n. Es imprescindible que la transferencia de
informacio´n entre las partes implicadas en el proceso se lleve a
cabo con las ma´ximas garantı´as, tanto judiciales como procesales.
El propo´sito de este artı´culo es la propuesta de una CdC digital
y segura, vista como un conjunto de eslabones. Gracias a ello,
la prueba no perdera´ valor jurı´dico puesto que aunque se haya
roto un eslabo´n, habra´ quedado asegurada por la solidez de los
eslabones anteriores.
Palabras clave—Cadena (chain), cifrado (cipher), custodia
(custody), estampado (stamping), evidencia (evidence), forense
(forensic), geolocalizacio´n (geolocation), huella (footprint), pa-
quete (package).
I. INTRODUCCIO´N
En la actualidad, con el auge de las TICs (Tecnologı´as de
la Informacio´n y las Comunicaciones), es necesario propor-
cionar herramientas, me´todos y procedimientos que aseguren
la misma seguridad para las evidencias digitales.
El estudio se ha desarrollado en virtud de las “lı´neas de
investigacio´n de la Comisio´n Europea para 2013” [1].
La metodologı´a utilizada ha sido la de “Disen˜o y Creacio´n”
(sensibilizacio´n, sugerencia, desarrollo, evaluacio´n y con-
clusio´n) [2], [3]. Ası´, podemos indicar que los principales
beneficios o resultados de este estudio en las evidencias
digitales, sera´n los siguientes: la generacio´n de una propuesta
en el proceso de creacio´n y transmisio´n, la contribucio´n para la
mejora en la gestio´n y el planteamiento de un me´todo seguro
para el envı´o.
Las principales cuestiones planteadas son si es posible
desarrollar un nuevo me´todo para la CdC dgital, si se puede
implementar y en caso afirmativo, si se puede extender a los
enlaces, datos y aplicaciones. Otras cuestiones son si el me´todo
propuesto es ma´s seguro que el utilizado en la actualidad y
con menor carga computacional, ası´ como si existen me´todos
anteriores similares al tema tratado.
Ası´ pues, se fijan los objetivos de la investigacio´n que son:
• Una revisio´n, ana´lisis y evaluacio´n de la literatura pro-
puesta [4]–[8].
• La implementacio´n de un MGED (Marco de Gestio´n de
la Evidencia Digital) y el estudio de su funcionalidad.
Ana´lisis forense. En cuanto a la etimologı´a de la palabra
forense, se puede decir que viene del latı´n forensis (“antes del
foro”), aunque en la actualidad se refiere a algo relacionado
con los “Tribunales de Justicia” [9].
Como se define por Clint et al [10] y Carrier [11], la
ciencia forense digital es una rama de la ciencia forense que
abarca la recuperacio´n e investigacio´n de los materiales que
se encuentran en los dispositivos digitales o generados por
ellos y a menudo, en relacio´n con delitos informa´ticos. En la
ciencia forense, los principios cientı´ficos, me´todos y te´cnicas
se aplican a la justicia buscando el bien de la sociedad y
de la seguridad pu´blica [9]. Ası´ pues, el forense informa´tico
es responsable de asegurar, identificar, preservar, analizar y
presentar pruebas digitales de modo que se acepten en los
procesos judiciales [9].
Evidencia. Se denomina ası´ a cualquier elemento que pro-
porcione la informacio´n, mediante el cual se pueda deducir
alguna conclusio´n o que constituya un hallazgo relacionado
con el hecho que esta´ bajo investigacio´n [9].
Cadena de Custodia. Consiste en un informe detallado
que documenta la manipulacio´n y el acceso a las pruebas
objeto de la investigacio´n. La informacio´n contenida en el
documento debe ser conservada adecuadamente y mostrara´ los
datos especı´ficos, en particular todos los accesos con fecha y
hora determinada [12].
Citando a Colquitt: “El objetivo pues, de establecer una
Cadena de Custodia es para convencer al Tribunal de Justicia
de que es razonablemente probable que la exposicio´n sea
aute´ntica y que nadie ha alterado o manipulado la prueba
fı´sica” [13].
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El Instituto Nacional de Justicia de los EE.UU., define
la CdC como “un proceso que se utiliza para mantener y
documentar la historia cronolo´gica de las pruebas”. Esto
significa el control de las personas que recogen la evidencia y
de cada persona o entidad que posteriormente tiene la custodia
de la misma, de las fechas en las que los artı´culos fueron
recogidos o transferidos, de la agencia y el nu´mero del caso
o el nombre del sospechoso, ası´ como una breve descripcio´n
de cada elemento [14].
En lo que respecta al tratamiento de la evidencia digital en la
CdC, podemos citar la norma: ”BS 10008:2008. Especificacio´n
sobre las pruebas y admisibilidad legal de la informacio´n
electro´nica, BSI British Standard” [15]. En ella se incluyen
los diferentes aspectos relacionados con el tratamiento de las
principales pruebas digitales.
Para probar la CdC, es necesario conocer todos los detalles
sobre co´mo se manejo´ la evidencia en cada paso del camino.
La vieja fo´rmula utilizada por la policı´a, los periodistas y los
investigadores de “quie´n, que´, cua´ndo, do´nde, por que´ y co´mo”
(del ingle´s “las cinco Ws y una H”), se puede aplicar para
ayudar en la investigacio´n forense de la informacio´n [7], [16].
Para garantizar la admisibilidad de las pruebas, es necesario
prestar especial atencio´n a los me´todos y procedimientos
utilizados para la obtencio´n de las mismas, respetando no so´lo
los procedimientos te´cnicos sino tambie´n la legislacio´n judicial
y la legislacio´n aplicable al caso. Las medidas tomadas no
deben modificar las pruebas y todas las personas involucradas
deben ser competentes en procedimientos forenses. Todas las
actividades realizadas deben documentarse y conservarse las
pruebas, de modo que este´n disponibles para la repeticio´n
de exa´menes con el mismo resultado. En ciertos momentos,
los procedimientos podra´n llevarse a cabo en presencia de un
notario o secretario judicial. Las personas que esta´n a cargo
de las pruebas digitales son las responsables de las medidas
adoptadas con respecto a ellas mientras este´n bajo su custodia
[15].
II. ESTADO DEL ARTE
Marco de Gestio´n de la Evidencia Digital (MGED).
C´osic´ y Bacˇa han propuesto el Digital Evidence Management
Framework [7], mediante el cual es posible desarrollar un
marco de gestio´n sencillo para el proceso de la investigacio´n
digital basado en las causas y en los efectos producidos por
los eventos. Las fases se pueden organizar en funcio´n de
los requisitos ba´sicos de la investigacio´n, es decir, habra´ que
encontrar la evidencia que muestre las causas y efectos de un
evento y por tanto, sera´ necesario desarrollar hipo´tesis sobre
los hechos ocurridos en la escena del delito. Cada fase tiene
un objetivo claro y los requisitos y procedimientos se pueden
desarrollar en consecuencia. Como afirman Carrier y Spafford,
se debera´n perfilar claramente las definiciones y los conceptos
que se utilicen en este marco [17].
En la Figura 1 se muestra la propuesta del concepto del
MGED, que garantiza la seguridad de una cadena de custodia
sobre la base de los “cinco Ws y una H” que proponen C´osic´
Fig. 1. MGED propuesto por C´osic´ and Bacˇa [7].
y Bacˇa [7]. Aconsejan utilizar una funcio´n SHA-2 (Secure
Hash Algorithm) de la huella digital de la evidencia, una
caracterı´stica biome´trica de autenticacio´n e identificacio´n para
la firma digital (quie´n), control de fecha y hora mediante la
adicio´n de un estampado generado por una entidad de con-
fianza (cua´ndo), la utilizacio´n de servicios (posicionamiento
global por GPS y GLONASS y/o Google Maps) o algu´n
dispositivo de RFID para la geolocalizacio´n (do´nde) y el
cifrado asime´trico para asegurar la evidencia digital (co´mo).
Huella de la evidencia. C´osic´ y Bacˇa proponen que no se
utilice la evidencia digital original, en su lugar recomiendan
que se maneje una huella digital de las pruebas [7]. Para
calcular la huella digital se utilizara´ una funcio´n hash SHA-2,
en lugar de las funciones SHA-0 o´ SHA-1. Esto se hace para
evitar un ataque criptogra´fico (colisio´n y/o ataque preimagen).
No hay lı´mite del taman˜o del archivo de evidencia digital
para el que se desea calcular un hash. Se puede utilizar un
archivo (jpg, tiff, txt, etc.), un grupo de archivos o algu´n tipo de
archivo especı´fico (zip, rar, tar, etc.) o incluso una unidad fı´sica
(disco duro, memoria externa,etc). Al utilizar una funcio´n hash
SHA-2, se dara´ un valor de taman˜o fijo (224, 256, 384 o´ 512
bits dependiendo de sı´ se usa SHA-224, SHA-256, SHA-384
o´ SHA-512). Las huellas ma´s utilizadas son SHA-256 y SHA-
512.
Caracterı´sticas biome´tricas. C´osic´ y Bacˇa plantean, con
el fin de realizar la autenticacio´n e identificar y conocer a
las personas que manejan la evidencia, la utilizacio´n de las
caracterı´sticas biome´tricas del individuo [7]. Como pueden
ser la huella de algu´n dedo de la mano, las caracterı´sticas
del iris del ojo, las caracterı´sticas morfolo´gicas de la cara,
etc. El requisito previo para poder utilizar las caracterı´sticas
biome´tricas, es la necesidad de disponer de una base de datos
de todas las personas que manejan las evidencias, entre las
que se deben incluir los agentes de policı´a relacionados de
alguna manera con el caso, los investigadores que han obtenido
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las pruebas de campo, los investigadores forenses, los peritos
judiciales y el personal judicial.
Estampado de tiempo. C´osic´ y Bacˇa recomiendan para
conocer el momento en el tiempo en el que se descubre
la evidencia y han sucedido los acontecimientos y acciones,
una estampacio´n digital del tiempo utilizando una fuente de
confianza conocida [7].
Otros autores como Willassen [18], indican que tambie´n
es posible el uso de me´todos correlativos de sello de tiempo
almacenado en el sistema de adquisicio´n y que ya fueron
creados por otros sistemas (por ejemplo, mediante la fecha
y hora de pa´ginas web generadas dina´micamente).
Gayed et al [4] citan la “web sema´ntica” como solucio´n
flexible para simbolizar la diferente informacio´n, ya que
proporciona los lenguajes de marcas sema´nticas (markup) para
la representacio´n de los datos con el apoyo de diferentes
vocabularios. Estas caracterı´sticas pueden ser explotadas para
mostrar el documento tangible de la CdC que asegura su
fiabilidad e integridad. Por otra parte, pueden incluirse tambie´n
los mecanismos de consulta de los datos representados para
responder a diferentes cuestiones forenses y de procedencia,
formuladas por los jurados sobre el caso tratado.
C´osic´ y Bacˇa proponen que el me´todo para esta fase sea un
“tiempo de estampado de confianza” [8]. El esta´ndar “RFC
3161” define que la marca de tiempo de confianza es un
sello de tiempo emitido por una Autoridad de Certificacio´n
(Trusted Third Party, TTP), que actu´a como una Autoridad
de Sellado de Tiempo (Time Stamping Authority, TSA) [19].
Cuando se obtiene la evidencia digital, el marco de gestio´n
envı´a una solicitud a la TSA para obtener un certificado
de sello de tiempo de confianza. En este proceso hay que
tener un acceso al sistema de gestio´n de la TSA, o podemos
desarrollar un sistema interno con la infraestructura de la TSA.
Es imprescindible mencionar que en este tipo de “sistema de
tiempo” deben existir unos “auditores externos” que actu´an
como testigos [7].
Geolocalizacio´n. C´osic´ y Bacˇa indican que se debe deter-
minar el lugar exacto donde se maneja la evidencia digital
y do´nde se ha manipulado [7]. Actualmente en los EE.UU.
algunos organismos utilizan la tecnologı´a de RFID (Radio
Frequency IDentification), para hacer un seguimiento de la
evidencia durante su ciclo de vida. A pesar de que con RFID
se puede hacer un seguimiento de una evidencia digital, no
se pueden conseguir las coordenadas (localizacio´n). Por este
motivo, otros autores como Strawn [20], recomiendan el uso
de un Sistema de Posicionamiento (GPS o GLONASS) para
efectuar la recogida e investigacio´n de las evidencias.
Respecto a la utilizacio´n de etiquetas RFID, podemos ase-
gurar que es muy pra´ctica en la clasificacio´n y almacenamiento
de la evidencia fı´sica, como por ejemplo en los depo´sitos
judiciales, porque si se pierde el documento de control es
posible encontrar la evidencia. Pero lo ideal es que la evidencia
digital incorpore los datos de geolocalizacio´n en los metadatos,
tal y como se propone en el presente trabajo.
Cifrado asime´trico. Para una seguridad mayor, C´osic´ y
Bacˇa se refieren a un cifrado asime´trico [7]. La evidencia
digital y el valor obtenido se cifrara´n con la clave privada
recibida de la Autoridad de Certificacio´n y se almacena para
su uso posterior. Todo el proceso se representa en la Figura 1.
III. NUESTRA PROPUESTA
Propuesta de creacio´n y transmisio´n de la evidencia
digital. Se muestra en la Figura 2 y se basa en el me´todo
de los ”Cinco Ws y una H” [7], [16].
C´osic´ y Bacˇa [7] proponen el uso de la identificacio´n
biome´trica de la persona que se encarga de la captacio´n de
las pruebas, como la mejor forma de referencia. Aunque
en las aplicaciones de Smartphones su uso esta´ limitado,
en la actualidad, se esta´ comenzando a crear aplicaciones
para Android que detectan el iris del ojo o incluso la huella
dactilar en la identificacio´n personal y su posterior uso como
medio de pago. Ası´, en un futuro pro´ximo no sera´ necesario
el PIN (Personal Identification Number) para desbloquear
los sistemas como hasta ahora y se aplicara´ en su lugar la
identificacio´n biome´trica.
En la identificacio´n sı´ es posible aplicar el nu´mero IMEI (In-
ternational Mobile Equipment Identity) del tele´fono, ası´ como
el nu´mero de tele´fono asociado a la tarjeta SIM (Subscriber
Identity Module). Debido a la legislacio´n antiterrorista aplicada
en la mayorı´a de los paı´ses, los nu´meros de tele´fono asociados
a las tarjetas SIM identificara´n al propietario.
Para determinar el lugar donde se genera la evidencia digital
es necesario el uso de la geolocalizacio´n. Para ello, la forma
ma´s precisa es mediante el uso de sate´lites. Hasta hace poco
so´lo era posible utilizar la constelacio´n de sate´lites norteamer-
icanos GPS, pero a partir de los u´ltimos an˜os tambie´n se puede
utilizar en combinacio´n los rusos GLONASS y, en un futuro
pro´ximo, tambie´n se podra´ utilizar la constelacio´n europea
Galileo o GNSS (Global Navigation Satellite System). Si en
la actualidad la identificacio´n de la posicio´n se realiza con
un error ma´ximo entre 2 y 3 metros, pro´ximamente gracias
a la exactitud sera´ de centı´metros. Ası´ mismo, el uso de
datos cifrados GNSS PRS (Public Regulated Service) en la
geolocalizacio´n por parte de los investigadores policiales podra´
evitar la posibilidad de ataques jamming y spoofing mediante
interferencias.
La utilizacio´n de redes WiFi sera´ limitada a WiFi WPA2 PSK
con clave robusta no contenida en diccionario, que junto a la
utilizacio´n de redes de telefonı´a 3G/4G podra´n proporcionar
geolocalizacio´n “indoor” mediante el servicio de Google,
incluso como verificacio´n de que la localizacio´n “outdoor”
por sate´lite no esta´ siendo atacada, dentro de los ma´rgenes
lo´gicos de inexactitud del servicio de Google.
Adema´s, existe otra posibilidad de asegurar la geolocaliza-
cio´n de las pruebas. Si el dispositivo mo´vil esta´ conectado a
una red de telefonı´a GSM, el proveedor de servicios tiene un
registro de las conexiones entre el dispositivo y las antenas
en la zona, por tanto el dispositivo esta´ geolocalizado. El
problema del uso de estos datos esta´ en que es necesaria
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una orden judicial para que el proveedor de servicio de datos
telefo´nicos pueda facilitar la informacio´n en una investigacio´n




¿Quién? ¿Cómo? ¿Por qué?
¿Dónde?
Fig. 2. Propuesta de creacio´n y transmisio´n de la evidencia digital.
Para generar la evidencia, tal como se muestra en la
Figura 2, en primer lugar la ca´mara debe estar activada en
el dispositivo. De este modo se obtiene una fotografı´a por
una persona identificada y cualificada (tanto a nivel te´cnico
como jurı´dico, normalmente un miembro de las Fuerzas de
Seguridad del Estado), para ası´ poder obtener unas pruebas
va´lidas que podra´n ser utilizadas en las actuaciones judiciales
posteriores. En caso de que el dispositivo se encuentre bajo
el a´rea de cobertura de los sate´lites o con acceso seguro a
Internet, la prueba obtenida podra´ ser geolocalizada. Una vez
obtenida la evidencia con sus respectivos metadatos (datos
asociados), se obtiene una huella digital que es enviada de
manera segura (con cifrado SSL/TLS por el puerto 443) a
una TSA, la cual devuelve otro archivo (por el mismo enlace
seguro) con el “tiempo de confianza de estampado” como esta´
definido en el esta´ndar “RFC 3161”, junto con la evidencia
que indica la certificacio´n, mediante la fecha y hora de envı´o.
Propuesta de creacio´n del paquete de evidencia. El
paquete estara´ formado por un archivo zip en cuyo interior
contendra´ los ficheros de evidencias (fotografı´as, audios y
videos), los ficheros devueltos por la TSA (en formato p7s)
y el fichero “documento de pruebas y control de cambios”.
Con el fin de garantizar la CdC, es esencial mantener copias
de seguridad tanto del paquete de evidencia recibido como
del enviado, en dispositivos fı´sicos externos. Ası´, en caso
necesario y a requerimiento de los investigadores forenses,
sera´ posible determinar el punto de ruptura de la cadena de
custodia y el momento a partir del cual la evidencia deja de
ser va´lida, pero se evita su anulacio´n.
El disen˜o de la CdC deberı´a ser gene´rico y no debe limitarse
al taman˜o de las evidencias, cuyo valor puede ser desde
unos pocos MBytes (fotografı´as, audios, etc.) hasta valores
de TBytes (discos duros). Aunque para ficheros pequen˜os es
posible su transmisio´n por correo ele´ctro´nico, la forma ma´s
segura de envı´o es a trave´s de un servidor SFTP (Secure File
Transfer Protocole) o un FTPS (FTP-SSL) que proporcionen
acceso remoto y, sobre todo, seguro. Aunque en los dos
protocolos se recurre al algoritmo asime´trico (RSA, DSA),
algoritmo sime´trico (AES), y un algoritmo de intercambio
de claves, para la autenticacio´n del FTPS utiliza certificados
X.509, mientras que SFTP utiliza las claves SSH. Por otro
lado, aunque SFTP es ma´s avanzado que FTPS, algunos
dispositivos pueden no ser compatibles con SFTP (como los
mo´viles, consolas etc) y sin embargo con FTPS sı´ lo son.
La posibilidad de que la evidencia sea interceptada (phi-
shing, ataques al servidor, etc) hace que sea muy conveniente
su cifrado, por lo que se propone AES 128 o, preferiblemente,
256 bits [22], [23].
Mediante una herramienta alojada en la Web se-
gura (para prevenir ataques wiretapping y man-in-the-
middle) de la compan˜ı´a DigiStamp que actu´a como TSA
(https://www.digistamp.com), se obtienen las huellas digitales
(SHA-2, 256 o´ 512bits). La TSA crea un archivo con el mismo
nombre que la evidencia y extensio´n p7s, que es un “PKCS#7
Signature” (Public-Key Cryptography Standard), de acuerdo
con la seccio´n 3.2 del “RFC 2311” [24]. La huella digital se
almacena en la base de datos de la TSA y devuelve al emisor
el archivo de extensio´n p7s. La TSA vı´a herramienta alojada
en su pa´gina web, ofrece la posibilidad de comprobar en el
futuro la fecha y la hora de certificacio´n del archivo (a modo
de herramienta de auditorı´a).
Como cada vez que se envı´a a la TSA una solicitud de sello
de tiempo se genera un archivo de extensio´n p7s, es posible el
ana´lisis forense de la CdC mediante el estudio de la correlacio´n
temporal de archivos.
Ana´lisis de funcionalidad del paquete de evidencia.
Se trata de demostrar que mediante un tele´fono mo´vil in-
teligente o Smartphone (o Tableta, Smartcamera, etc), es
posible obtener evidencias digitales, ası´ como definir e iniciar
una CdC.
Mediante el ana´lisis de los metadatos asociados con la
evidencia (datos contenidos en el archivo de imagen inter-
cambiable, Exif ), es posible analizar con ma´s detalle las
caracterı´sticas de la prueba:
- Tı´tulo de la prueba. Es conveniente no modificar el nombre
que de forma automa´tica genera el Smartphone, ya que incluye
la fecha y hora de la adquisicio´n de la prueba.
- Tipo de archivo de la prueba. Permite identificar si se trata
de un archivo de audio, vı´deo o imagen fotogra´fica.
- Fecha y hora de la captura de la evidencia.
- Carpeta donde la evidencia se guarda en el Smartphone.
- Nombre del lugar en donde se obtuvo la evidencia. Se
basa en el sistema de geoposicionamiento Google, por tanto,
es esencial que la opcio´n este´ habilitada en el sistema operativo
y 3G/4G o cobertura WiFi WPA2 PSK con clave robusta no
contenida en diccionario.
- La geolocalizacio´n de la prueba (latitud y longitud), basada
en el dispositivo GPS y/o servicio de Google.
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- Taman˜o de la evidencia, va´lido para indicar el camino
a seguir en el tratamiento y la mejor manera de enviar la
informacio´n.
- Resolucio´n del archivo de imagen. Muestra la calidad de
la informacio´n de las pruebas.
- La localizacio´n del archivo en la estructura de ficheros
de la memoria del Smartphone: datos necesarios con el fin de
tratar el archivo denominado “paquete de evidencia”.
Fig. 3. Detalle del fichero Exif del GPS.
La mayor parte de los datos incluidos en los metadatos se
pueden utilizar al generar la informacio´n en el documento de
pruebas y de control de cambios. La Figura 3 muestra los
detalles del fichero Exif generado en la utilizacio´n del GPS.
Lo mismo sucede con la posicio´n exacta para localizar el
punto de adquisicio´n de las pruebas. La mejor manera de
confirmar dicho lugar es mediante el uso de GPS, pero tiene
el inconveniente de so´lo ser posible si el sate´lite es visible, ya
que si no la informacio´n sera´ aproximada.
Una vez que se ha obtenido la prueba y se han extraı´do los
datos de identificacio´n, es posible cifrar la evidencia. Para ello
se puede recurrir al uso de aplicaciones de cifrado AES de al
menos 128 bits.
Con la evidencia cifrada, sera´ necesario enviar de manera
segura el fichero a una TSA que proporcione un servicio de
notarı´a electro´nica. Si se utilizan los servicios de DigiStamp,
se obtiene a nivel local una huella del tipo SHA-256 o SHA-
512 bits. En cualquier momento se podra´ verificar que el sello
de tiempo ha sido generado por la TSA, ası´ como el momento
de generacio´n.
Hay que sen˜alar tres desventajas detectadas:
- La certificacio´n es so´lo para el momento en que se envı´a
el archivo a la TSA, pero no indica la hora de la generacio´n
de evidencia.
- El trabajo de campo en el sitio web DigiStamp es imposi-
ble, ya que no esta´ disen˜ado para funcionar en dispositivos
mo´viles y no funciona con cualquier navegador (Android,
Opera, Firefox, Chrome, etc.). Por lo tanto, es necesario
transferir la informacio´n a un ordenador personal y utilizar
un navegador de Internet.
- El servicio tiene un costo por fichero. Por dicho motivo, se
podrı´a crear algu´n sistema que funcionara directamente para
nuestro propo´sito.
Documento de pruebas y control de cambios. Existen
varias opciones para el formato del mismo (texto plano, xml,
doc, etc.) La propuesta de este trabajo, por su sencillez y uni-
versalidad, es de texto plano. El documento debera´ contener,
como mı´nimo:
- Nombre detallado de la persona que adquiere la evidencia,
la posicio´n, la razo´n, el lugar, la hora y la fecha, las auto-
rizaciones, el nombre de las evidencias y los nombres de los
ficheros de sellado de tiempo (archivos p7s).
- Nombre detallado, la posicio´n, la razo´n, la ubicacio´n, la
hora y fecha de cada persona a la que se envı´a el documento
en la CdC.
- La certificacio´n en clave asime´trica del documento com-
pleto, con indicaciones de principio y fin.
Fig. 4. Documento de pruebas y de control de cambios.
La Figura 4 es un ejemplo del documento, que ha sido
firmado con una clave RSA asime´trica de 2048 bits, utilizando
el programa GnuPG versio´n v2.0.1 para Windows 7. La apli-
cacio´n del programa sera´ necesaria cada vez que el documento
avance en la CdC y se hagan modificaciones a firmar.
Propuesta de una aplicacio´n en Android. Consiste en la
creacio´n de una aplicacio´n para tele´fonos mo´viles inteligentes.
Debe ser capaz de capturar la evidencia, crear el paquete
de evidencia y realizar envı´os de correo electro´nico o a un
servidor seguro SFTP o FTPS.
La aplicacio´n ha de tener en cuenta los componentes del
equipo que necesiten ser activados. Una vez que la evidencia
ha sido capturada, la aplicacio´n sera´ capaz de cifrar, realizar
una conexio´n segura a una TSA y obtener los archivos p7s.
Con la ayuda de los metadatos, sera´ capaz de generar el
documento de pruebas y de control de cambios, que estara´
firmado utilizando una clave asime´trica RSA de 2048 bits.
Al final ha de ser capaz de generar un archivo comprimido
de la evidencia, formado por la propia evidencia, el archivo
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p7s y el documento de pruebas y de control de cambios. Este
fichero es el paquete de evidencia. Fina´lmente, el resultado
debera´ estar listo para ser enviado por email o preferentemente
a un servidor seguro SFTP.
IV. CONCLUSIONES Y TRABAJOS FUTUROS
Este trabajo ha sido desarrollado con la intencio´n de crear
un me´todo va´lido de CdC. En un principio la idea era so´lo
crear la cadena, pero con posterioridad se comprobo´ que e´sta
debı´a tener un punto de partida: la generacio´n de la evidencia.
Y fue allı´ donde se ha hallado lo que posiblemente sea el
punto ma´s de´bil de ella.
Por lo tanto, ¿se debe seguir un guion en la adquisicio´n
de pruebas para asegurar que se procede de manera correcta?
La respuesta es que no. La tecnologı´a actual puede permi-
tir la automatizacio´n de ciertas tareas y rutinas, que es la
propuesta principal de este trabajo mediante la creacio´n de
una herramienta que automatice el proceso en la parte ma´s
de´bil de la cadena: la correcta adquisicio´n de la evidencia.
Posteriormente, la prueba debe ser protegida de las mayores
amenazas que se han detectado: spoofing, jamming, phishing,
man-in-the-middle, wiretapping, colisio´n y preimagen. Para
evitar esto y sobre todo, para que no se pueda modificar
fa´cilmente la evidencia sin dejar rastros, se ha propuesto un
me´todo de trabajo.
Las dos cuestiones planteadas en las preguntas y objetivos
de investigacio´n: ¿es posible desarrollar un nuevo me´todo
para la Cadena de Custodia? y, ¿el nuevo me´todo puede ser
implementado? La respuesta es afirmativa en ambos casos,
como se ha demostrado.
Principalmente los trabajos de mejora se pueden centrar en
los siguientes aspectos:
- Creacio´n de una aplicacio´n Android en la forma propuesta.
- Disen˜o de un dispositivo hecho en una plataforma del
tipo “Raspberry Pi” o “BeagleBone Black” (pequen˜os or-
denadores de muy bajo coste que admiten conexio´n de
perife´ricos) y que pueden ofrecer otras posibilidades en la
creacio´n de las CdC mediante la utilizacio´n de ima´genes en
lugar de huellas, y que por tanto eviten la recusacio´n de
una evidencia por la degeneracio´n del soporte fı´sico que la
contiene.
- Uso de la identificacio´n biome´trica de los usuarios de
acuerdo con el progreso te´cnico.
- Utilizacio´n de geolocalizacio´n lo ma´s precisa y segura
posible con la incorporacio´n de datos de posicionamiento
cifrados GNSS-PRS
- Uso de datos de la tarjeta SIM para proporcionar la
identificacio´n del usuario.
- Realizacio´n de ciberataques a la propuesta con el fin de
demostrar su debilidad o su fortaleza.
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Resumen—La mayor parte del estegoana´lisis en el estado
del arte se basa en el uso de te´cnicas de machine learning,
es decir, en entrenar clasificadores para que sean capaces de
diferenciar una imagen portadora de una imagen con mensaje
oculto. Las investigaciones realizadas en este campo muestran
que las zonas de la imagen ma´s difı´ciles de modelar y, en
consecuencia, aquellas en las cuales es ma´s difı´cil detectar un
mensaje incrustado, son las zonas ruidosas. Estas corresponden
a lı´neas y texturas. En este artı´culo presentamos un nuevo
me´todo de esteganografı´a que permite ocultar informacio´n en
dichas zonas, dificultando ası´ su deteccio´n. La efectividad del
me´todo se ha comprobado usando dos bases de datos de ima´genes
diferentes y dos estegoanalizadores recientes. Los experimentos
demuestran que el algoritmo propuesto mejora significativamente
la indetectabilidad estadı´stica respecto al sistema LSB matching
para la misma capacidad de incrustacio´n.
Palabras clave—Esteganografı´a, Estegoana´lisis.
I. INTRODUCCIO´N
La esteganografı´a estudia diferentes te´cnicas para la oculta-
cio´n de datos en otros objetos, conocidos como objetos porta-
dores. Actualmente, estos objetos portadores suelen ser medios
digitales, como por ejemplo ima´genes, vı´deos o archivos de
sonido. No obstante, sin lugar a dudas, el medio ma´s utilizado
en la actualizad son las ima´genes, por su amplia difusio´n en
Internet.
Uno de los me´todos ma´s usados para ocultar informacio´n
en ima´genes de mapas de bits es la sustitucio´n del bit menos
significativo (Least Significant Bit, LSB). Este me´todo divide
el mensaje original en bits y oculta cada uno de ellos en un
pı´xel de la imagen. La variacio´n en el valor del pı´xel es tan
poco significativa que no puede ser detectada visualmente,
pero resulta suficiente para ocultar informacio´n. Sin embargo,
como puede verse en [16], esta te´cnica presenta algunos
inconvenientes. La sustitucio´n del LSB es una operacio´n
asime´trica, pues los pı´xeles con un valor par tendera´n a
incrementar su valor (cuando se incruste un ‘1’), mientras
que los pı´xeles con un valor impar tendera´n a disminuirla
(cuando se incruste un ‘0’). Esto crea anomalı´as estadı´sticas en
la imagen, como por ejemplo parejas de barras (frecuencias)
que tienden a igualarse en el histograma de luminosidad de la
Este trabajo esta´ financiado parcialmente por el Ministerio de Economı´a
y Competitividad a trave´s de los proyectos TIN2011-27076-C03-01/02 “CO-
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imagen [16]. Finalmente, esta debilidad de la sustitucio´n del
LSB ha culminado en ataques como el RS [5] o el SPA [4],
los cuales han conseguido detectar la presencia de informacio´n
oculta incluso cuando el nu´mero de bits incrustados apenas
alcanza el 3 % del nu´mero de pı´xeles de la imagen. Debido a
estos ataques, el me´todo de sustitucio´n del LSB ha dejado de
ser considerado como seguro.
El sistema que ha tomado el relevo de la sustitucio´n del LSB
es el conocido como LSB matching [15]. Este me´todo es muy
similar al anterior, pues solo tiene una pequen˜a diferencia: en
lugar de sustituir el valor del LSB directamente por el bit a
incrustar, lo que hace es modificarlo sumando o restando uno
al valor total del pı´xel cuando el bit a incrustar no coincide con
el LSB del pı´xel correspondiente. El efecto sobre el LSB es el
mismo, ası´ como la dificultad para detectarlo visualmente. Sin
embargo, al proceder de esta manera, ya no se trata de una
operacio´n asime´trica y no se introducen anomalı´as estadı´sticas
tan evidentes. De hecho, con este me´todo resulta muy difı´cil
diferenciar un mensaje oculto del ruido existente en todas
las ima´genes que aparece como consecuencia del proceso de
captura.
Para detectar este me´todo de ocultacio´n de informacio´n en
ima´genes los estegoanalistas han recurrido al uso de te´cnicas
de machine learning [2]. Para ello es necesario preparar una
base de datos de ima´genes que se usara´n para entrenar un
clasificador y verificar que este funciona correctamente. Este
clasificador sera´ el encargado de diferenciar las ima´genes con
mensaje oculto (ima´genes esteganogra´ficas) de las ima´genes
no alteradas (ima´genes portadoras). En este tipo de este-
goana´lisis el trabajo del estegoanalista se basa principalmente
en detectar aquellas caracterı´sticas de la imagen que son ma´s
susceptibles de ser alteradas cuando se oculta informacio´n. Es-
tas caracterı´sticas son las usadas para entrenar al clasificador.
Si bien se han propuesto diferentes me´todos de estegoana´lisis
basados en clasificadores que ofrecen buenos resultados [13],
[8], [11], todavı´a queda mucha investigacio´n para avanzar en
este campo.
Una de las lecciones aprendidas en los u´ltimos an˜os de
investigacio´n en estegoana´lisis usando clasificadores es que
existen zonas que son mucho ma´s difı´ciles de modelar que
otras: los bordes y las texturas. Estas zonas contienen mucho
ruido y, en ellas, es muy difı´cil extraer caracterı´sticas ade-
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cuadas para entrenar al clasificador. Esta es la base que usan
algunas te´cnicas modernas de esteganografı´a, como por jemplo
las presentadas en [14], [9]. En este artı´culo se presenta una
nueva te´cnica de ocultacio´n de informacio´n que usa estas zonas
ruidosas de la imagen para incrustar los bits del mensaje.
El resto del artı´culo se organiza de la manera siguiente. En la
Seccio´n II se presenta el me´todo de esteganografı´a propuesto
en el artı´culo. En la Seccio´n III se analiza experimentalmente
el me´todo y se comprueba su indetectabilidad usando software
de estegoana´lisis. Finalmente, la Seccio´n IV presenta las
conclusiones extraı´das de este trabajo.
II. ME´TODO PROPUESTO
II-A. Motivacio´n
Los me´todos modernos de estegoana´lisis usan clasificadores
para modelar las propiedades estadı´sticas de las ima´genes,
pero existen zonas que son especialmente difı´ciles de modelar,
como los bordes o las texturas. Por ello, la investigacio´n en
nuevos sistemas de esteganografı´a se centra, en gran parte, en
la construccio´n de me´todos que permitan ocultar informacio´n
en esas zonas.
Sistemas de estegoana´lisis como [13], [8], [11] modelan las
caracterı´sticas extraı´das de la imagen como diferencias entre
pı´xeles vecinos. Tomemos como ejemplo el me´todo basado en
patrones de diferencias de pı´xeles (patterns of pixel diferences,
PPD) presentado en [11]. En ese artı´culo se usan cinco pı´xeles
vecinos para modelar la imagen, como se muestra en la Fig.1,




Figura 1: Extraccio´n de caracterı´sticas basadas en bloques PPD
De esta forma pueden obtenerse vectores formados por cua-
tro posibles diferencias. Por ejemplo, si tomamos b como base,
podemos obtener una representacio´n en cuatro dimensiones:
v = [a− b, c− b, d− b, e− b]t, donde [·]t denota el operador
de transposicio´n de un vector (o una matriz).
Suponiendo el caso ma´s sencillo, es decir, usando ima´genes
en escala de grises con una profundidad de color de 8 bits, cada
pı´xel puede tomar un valor de 0 a 255. Por lo tanto, en el peor
de los casos, la diferencia entre dos pı´xeles vecinos sera´ de
255. Ası´ pues, con el modelo presentado, podrı´an generarse
hasta 2554 caracterı´sticas, lo que resulta nume´ricamente im-
practicable para los clasificadores actuales. Con los sistemas
propuestos en [13] y [8] la situacio´n es similar. No obstante,
no es habitual que un pı´xel con valor 0 sea el vecino de un
pixel con valor 255, dado que en las ima´genes el valor de los
pı´xeles suele cambiar en forma de degradado. Por lo tanto,
ignorar diferencias muy grandes entre valores vecinos no suele
perjudicar a los sistemas de estegoana´lisis. Es por ello que se
utiliza un para´metro para reducir el nu´mero de caracterı´sticas.
Por ejemplo, en [11] se sugiere el uso de un umbral S = 4.
De esta manera, en lugar de obtener 2554 caracterı´sticas, se
obtienen 44, que es una cifra mucho ma´s manejable. Con esta
aproximacio´n lo me´todos de estegoana´lisis pueden atacar el
problema sin que la explosio´n en el nu´mero de caracterı´sticas
les impida modelar la imagen.
Sin embargo, este no es el u´nico motivo para el uso de un
umbral para reducir el nu´mero de dimensiones. Otro problema
asociado a la dimensionalidad, y que perjudica seriamente al
estegoana´lisis, es el de la obtencio´n de muestras insuficientes.
Este tipo de problema, detectado previamente en estegoana´lisis
[7], se produce al usar modelos de grandes dimensiones.
Cuantas ma´s dimensiones tenga el modelo, ma´s difı´cil es
encontrar muestras en la imagen para todas las posibilidades
que ofrece. Durante la extraccio´n de caracterı´sticas, se reparten
todas las muestras extraı´das de la imagen entre cada uno de
los patrones de los que dispone el modelo. En el caso de PPD,
por ejemplo, existen T 4 patrones, la frecuencia de los cuales
dependera´ de la imagen y de su contenido. Dado que el nu´mero
total de muestras es fijo y a medida que crece el valor de T
aumenta el nu´mero de patrones, la frecuencia de cada patro´n
sera´ cada vez ma´s pequen˜a. Los patrones menos frecuentes
sera´n los primeros en llegar a frecuencias tan bajas que su
valor no sera´ representativo y perjudicara´n al entrenamiento
del clasificador. Por este motivo existe un lı´mite en el valor
del umbral a partir del cual los me´todos de estegoana´lisis dejan
de ser efectivos. El me´todo que se propone en este artı´culo,
pretende explotar esta debilidad.
II-B. Zonas de insercio´n
Como se ha describe en el apartado anterior, el objetivo del
me´todo presentado en este artı´culo es ocultar la informacio´n
en las zonas ma´s difı´ciles de modelar de la imagen. El
problema que se presenta cuando se desea ocultar informacio´n
u´nicamente en unas zonas concretas de la imagen es co´mo
comunicar al receptor del mensaje (de la imagen) en que´ zonas
debe leer y en que´ zonas no. Si se desarrolla un procedimiento
para identificar las zonas ruidosas, estas pueden cambiar (dejar
de ser ruidosas) al ocultar informacio´n, por lo que el receptor
puede acabar leyendo en zonas donde no hay mensaje e
ignorando zonas donde sı´ lo habı´a.
Un enfoque va´lido, tomado en los me´todos [14], [9], es
el uso de Wet Paper Codes (WPC) [6]. Estos me´todos, que
son muy adecuados para el problema presentado, son relativa-
mente complejos, lo que implica un procesamiento muy lento
en la insercio´n del mensaje. En este trabajo se expone un
procedimiento alternativo, que resulta muy ra´pido y sencillo
en comparacio´n con el uso de WPC.
Para detectar las zonas de insercio´n se establecera´ un umbral
T que nos indicara´ las zonas difı´ciles de modelar, de la
misma forma que lo hacen los sistemas de estegoana´lisis. Se
agruparan los pı´xeles en parejas de pı´xeles vecinos (a, b),de
manera que solo los tomaremos en consideracio´n para ocultar
informacio´n si su diferencia es mayor o igual al umbral T , es
decir si |a− b| ≥ T .
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(a) Imagen Lenna en escala de grises (b) Zonas de ocultacio´n para T = 4 (c) Zonas de ocultacio´n para T = 10
Figura 2: Imagen Lenna y zonas donde se oculta la informacio´n para diferentes valores de T
En la Fig.2(b) se muestran, con pı´xeles negros, las zonas
donde se ocultarı´a la informacio´n en caso de usar T = 4 para
la imagen Lenna de la Fig.2(a). Ana´logamente, la Fig.2(c)
muestra las zonas de ocultacio´n de informacio´n para el caso
T = 10. En ellas podemos ver co´mo se evitan las zonas ma´s
uniformes de la imagen, mientras que los bordes, principal-
mente, y algunas texturas son las zonas que se usan para
ocultar informacio´n.
Para ocultar informacio´n el procedimiento consiste en re-
correr la imagen tomando cada vez una pareja diferente de
pı´xeles vecinos. Las parejas se forman sin solapamiento,
de manera que, dados cuatro pı´xeles vecinos, (a, b, c, d), se
formara´n las parejas (a, b) y (c, d), mientras que la pareja
(b, c) no se tendra´ en consideracio´n. Las parejas ası´ formadas
no se usara´n para incrustar informacio´n si su diferencia esta
por debajo de umbral T . La imagen se puede recorrer tomando
las parejas de forma horizontal o vertical, aunque esto no es
determinante para el funcionamiento del me´todo propuesto.
II-C. Procedimiento de incrustacio´n
El me´todo propuesto usa cada pareja que supera el umbral
para ocultar un bit. Concretamente se oculta alterando el
pı´xel de la izquierda, es decir, el etiquetado como a de la
pareja (a, b). Para ello, se usa el LSB de a como bit de
informacio´n, deja´ndolo tal y como esta´ si su valor es igual
al del bit del mensaje que se quiere ocultar y modifica´ndolo
si su valor no coincide. Esta modificacio´n se realizara´ siempre
incrementando la diferencia entre los valores de los pı´xeles de
la pareja. Ası´ pues, a′, el nuevo valor de a, vendra´ determinado
por la ecuacio´n siguiente:
a′ =
 a, si amod2 = m,a+ 1, si a > b
a− 1, si a < b.
La idea es incrementar siempre la diferencia entre los pı´xeles
de la pareja, nunca disminuirla. El motivo es que incrementar
o disminuir aleatoriamente, de forma similar a como se hace
en LSB matching, llevarı´a en el caso |a − b| = T a dejar
de cumplir el umbral establecido para algunas parejas, que
pasarı´an a tener una diferencia T − 1. Al no cumplir el
umbral de lo que consideramos un pı´xel adecuado para ocultar
informacio´n, el receptor no sabrı´a que debe leer informacio´n
de e´l y se perderı´a la informacio´n oculta en ese pı´xel.
Lo´gicamente, esta operacio´n para ocultar informacio´n in-
troduce una anomalı´a estadı´stica, pues no se aplica de forma
equitativa sobre todas las parejas de pı´xeles. Al incrementar
la diferencia entre parejas con un valor superior a T +1, parte
de esas parejas (en las que se quiere ocultar un bit diferente
al LSB de a) se convierten en parejas con diferencia T + 2.
Ana´logamente, algunas parejas con diferencia T + 2 pasan a
tener diferencia T+3 y ası´ sucesivamente. En general, aunque
varias parejas con diferencia T + n pasan a tener diferencia
T + n + 1, este hecho se ve compensado por el nu´mero de
parejas nuevas con diferencia T +n que aparecen al incrustar
informacio´n en parejas con diferencia T + n − 1. Pero hay
un caso especial, el de las parejas con diferencia T , pues
mientras que parte de estas pasan a tener diferencia T + 1, el
nu´mero de parejas con diferencia T no se ve retroalimentado y
solo decrece. Esta anomalı´a puede observarse en el histograma
de los valores de las diferencias entre pı´xeles adyacentes
representado en la Fig.3(b), en comparacio´n con el histograma
de la imagen original que aparece en la Fig.3(a).
Para eliminar esta anomalı´a en el histograma, se puede
repartir la responsabilidad de ser la primera pareja (la que tiene
diferencia igual a T ) entre diferentes parejas. De esta forma,
se consigue que las barras del histograma correspondientes no
decrezcan lo suficiente como para generar una anomalı´a. Para
ello, se usa un valor de T dina´mico, que dependera´ del pixel
que se este´ modificando. La idea es inicializar un generador
de nu´meros pseudoaleatorios (Pseudo-Random Number Gene-
rator, PRNG) con una semilla (por ejemplo una contrasen˜a)
que debera´n conocer tanto el emisor del mensaje como el
receptor. Este PRNG se utiliza para generar una secuencia
de valores dina´micos para el umbral T . Se usa un rango de
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(a) Imagen original (b) Imagen esteganogra´fica con T = 4 (c) Imagen esteganogra´fica con Tmı´n = 4 y
Tma´x = 9
Figura 3: Histograma de diferencias entre parejas de pı´xeles adyacentes para la imagen original, la imagen esteganogra´fica con
T = 4 y la imagen esteganogra´fica con umbral dina´mico entre Tmı´n = 4 y Tma´x = 9
valores de T entre un mı´nimo, Tmı´n, y un ma´ximo, Tma´x. De
esta manera los valores dina´micos de T se generara´n con la
funcio´n T = PRNG(Tmı´n, Tma´x), que devuelve un nu´mero
pseudoaleatorio con distribucio´n uniforme en el intervalo
[Tmı´n, Tma´x]. De esta manera, como se puede apreciar en la
Fig.3(c), la anomalı´a en el histograma desaparece.
El uso del PRNG para seleccionar un valor dina´mico del
umbral no solo sirve para eliminar la anomalı´a estadı´stica,
sino que adema´s ofrece una capa de seguridad adicional
que dificulta el estegoana´lisis, dado que no se puede saber
con exactitud en que´ pı´xeles se ha ocultado informacio´n sin
disponer de la semilla.
II-D. Algoritmos de incrustacio´n y de extraccio´n
Tal y como se explica en los apartados anteriores, ya
tenemos todas las piezas necesarias para el algoritmo de
insercio´n de datos de la imagen (Algoritmo 1).
La extraccio´n de datos es similar. Basta con inicializar el
PRNG, recorrer la imagen extrayendo parejas de pı´xeles e ir
leyendo los LSB del primer pı´xel de cada pareja que cumple
con el umbral T (Algoritmo 2).
III. RESULTADOS EXPERIMENTALES
El me´todo se ha verificado con dos sistemas de estegoana´li-
sis: PPD [11] y SPAM [13] (en la versio´n ma´s efectiva de
este, que usa caracterı´sticas de segundo orden). Estos siste-
mas permiten extraer caracterı´sticas de las ima´genes. Como
clasificador, se ha usado una implementacio´n de una Support
Vector Machine (SVM) [3], por ser uno de los clasificadores
que ofrece mejores resultados en estegoana´lisis.
La SVM debe ser ajustada para que proporcione unos
resultados o´ptimos. Concretamente, es necesario seleccionar
valores para los para´metros C y γ. Estos valores sera´n
escogidos para dar al clasificador la capacidad de generalizar.
Para escoger dichos para´metros, se ha seguido el proceso es-
pecificado en [10], es decir, realizando una validacio´n cruzada
en el conjunto de entrenamiento de todos los posibles valores
de los para´metros C y γ que se especifican a continuacio´n:
Algorithm 1 Ocultar mensaje
Input: M, I,Seed, Tmı´n, Tma´x
M : Mensaje a ocultar
I: Matriz [1..H, 1..W ] que contiene la imagen original
Seed: Semilla del generador PRNG
Tmı´n: Valor mı´nimo para el ca´lculo de T
Tma´x: Valor ma´ximo para el ca´lculo de T
Output: I ′
I ′: Matriz que contiene la imagen con el mensaje oculto
1: InitializePRNG(Seed)
2: for all i ∈ [1, H] do
3: for all odd j ∈ [1,W − 1] do
4: T ← PRNG(Tmı´n, Tma´x)
5: a← I[i, j]
6: b← I[i, j + 1]
7: if |a− b| ≥ T then
8: m← nextBit(M)
9: I ′[i, j]←
 a, if amod2 = m,a+ 1, if a > b,




C ∈ {2−5, 2−3, 2−1, 21, 23, . . . , 215} ,
γ ∈ {2−15, 2−13, 2−11, . . . , 2−1, 21, 23} .
Los experimentos se han realizado con la base de datos
BOSS, presentada en [1], por ser una de las ma´s usadas
en esteganografı´a, y tambie´n en la base de datos pu´blica
NRCS [12], por disponer de ima´genes de alta resolucio´n muy
ruidosas, significativamente diferentes de las de BOSS. Para
cada base de datos, se han creado dos grupos de ima´genes, uno
que se usa como conjunto de entrenamiento y otro que se usa
como conjunto de verificacio´n. Cada uno de ellos esta formado
por 500 ima´genes, 250 de ellas sin incrustar (portadoras) y
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(a) Base de datos BOSS (b) Base de datos NRCS
Figura 4: Porcentajes de deteccio´n correcta en funcio´n de Tmı´n, usando las bases de datos de ima´genes BOSS y NRCS
Algorithm 2 Extraer mensaje
Input: I, Seed, Tmı´n, Tma´x
I: Matriz [1..H, 1..W ] que contiene la imagen con el
mensaje oculto
Seed: Semilla del generador PRNG
Output: M
M : Mensaje extraı´do
1: InitializePRNG(Seed)
2: for all i ∈ [1, H] do
3: for all odd j ∈ [1,W − 1] do
4: T ← PRNG(Tmı´n, Tma´x)
5: a← I[i, j]
6: b← I[i, j + 1]
7: if |a− b| ≥ T then




las otras 250 con informacio´n incrustada (ima´genes estega-
nogra´ficas). El umbral usado por defecto en PPD es T = 4
(para´metro S especificado en [11], mientras que en SPAM es
de T = 3. Los experimentos se han disen˜ado para verificar
que, marcando con umbrales superiores a los establecidos por
las herramientas de estegoana´lisis, el me´todo presentado no se
detecta. Se ha incrustado informacio´n en las ima´genes usando
diferentes valores para Tmı´n y Tma´x, tal y como se muestra
en el Cuadro I.
Como se puede ver en la Fig.4, el porcentaje de deteccio´n
cae al 50 % (equivalente a decisio´n aleatoria, o sea, a no
deteccio´n) aproximadamente al llegar a Tmı´n = 4. En los
gra´ficos se aprecia como los me´todos de estegoana´lisis fallan
cuando la informacio´n esta oculta en zonas que no pueden
modelar. Los experimentos se han realizado sobre dos bases









de datos de ima´genes muy diferentes, y en ambos casos, el
algoritmo propuesto no es detectado cuando Tmı´n supera el
umbral usado por los me´todos de estegoana´lisis.
Figura 5: Porcentaje de deteccio´n correcta en funcio´n de Tmı´n,
usando la base de datos de ima´genes BOSS y diferentes
valores de T , para el me´todo de estegoana´lisis SPAM
Sin embargo, podrı´a parecer que el motivo por el que los
me´todos de estegoana´lisis no detectan al me´todo de estega-
nografı´a propuesto es por la eleccio´n de un umbral superior
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al que ellos usan y que bastarı´a con subir tambie´n el umbral
usado en estos me´todos. Pero esto no es ası´ dado que, si se
incrementa el umbral, aumenta el nu´mero de dimensiones y
aparecen combinaciones para las que no existen muestras o
para los que existen muy pocas. Esto, como se ha comenta en
la Seccio´n II, empeora considerablemente los resultados del
estegoana´lisis. En la Fig.5 se puede observar que no existe
ningu´n umbral T que permita detectar el me´todo propuesto con
SPAM si Tmı´n ≥ 5. Lo mismo sucede para PPD si Tmı´n ≥ 4.
La cantidad de informacio´n que puede incrustarse (es decir,
la capacidad del me´todo) en una imagen depende de las zonas
ruidosas de esta, por lo que no es sencillo de determinar a
priori. A nivel orientativo, usando Tmı´n = 4 y Tma´x = 9
en las ima´genes de BOSS, se ha realizado la insercio´n con
una ratio media del 9 %, es decir incrustando un bit en el
9 % de los pı´xeles (0,09 bits por pı´xel). En las ima´genes
de NRCS la ratio de incrustacio´n es del 13 %. Para mostrar
la efectividad del sistema propuesto, se han comparado los
resultados de indetectabilidad de este con los obtenidos usando
la esteganografı´a LSB matching tradicional [15]. Para ello,
se han usado los estegoanalizadores PPD y SPAM con el
objetivo de calcular los porcentajes de deteccio´n cuando se
incrusta en LSB matching usando una ratio del 9 % en BOSS
y del 13 % en NRCS. De esta manera se puede realizar una
comparacio´n en igualdad de condiciones en cuanto a capacidad
se refiere. Los resultados de deteccio´n se muestran en II. Como
se puede observar, para las mismas ratios de insercio´n que no
se detectan (porcentaje de aciertos del 50 %) con el algoritmo
presentado, la esteganografı´a LSB matching se detecta con
los estegoanalizadores SPAM y PPD (porcentaje de aciertos
superior al 50 %).
Cuadro II: Deteccio´n de la esteganografı´a LSB matching, para
la misma capacidad que el me´todo propuesto, usando PPD y
SPAM
Base de datos Me´todo de deteccio´n Porcentaje de aciertos
BOSS SPAM 85.00 %
BOSS PPD 81.60 %
NRCS SPAM 58.00 %
NRCS PPD 64.00 %
IV. CONCLUSIO´N
En este artı´culo se presenta un nuevo me´todo para ocultar
informacio´n en zonas difı´ciles de modelar de la imagen. Para
detectar estas zonas, el me´todo propuesto intenta explotar dos
debilidades de los sistemas de estegoana´lisis existentes: el
crecimiento exponencial del nu´mero de caracterı´sticas y la im-
posibilidad de extraer informacio´n u´til de patrones con pocas
muestras. Ambas debilidades tienen en comu´n un umbral T ,
usado como base en el me´todo presentado.
Por otra parte, se trata de un me´todo que no requiere de
ningu´n ca´lculo complejo, a diferencia de otros que persiguen
objetivos similares, como los basados en WPC, por lo que es
adecuado para entornos en los que la velocidad de ejecucio´n o
el rendimiento sean un factor clave. Los resultados muestran la
indetectabilidad del me´todo ante dos sistemas de estegoana´li-
sis: PPD [11] y SPAM [13], viendo como la seleccio´n de
un umbral T adecuado es suficiente para eludir la deteccio´n.
Tambie´n se comprueba que el ajuste del para´metro T en los
me´todos de estegoana´lisis no permite la deteccio´n del me´todo
propuesto.
En futuros trabajos serı´a interesante estudiar si existen otros
modelos similares que tengan en cuenta grupos de pı´xeles
mayores que una pareja y si esto puede mejorar el algoritmo.
Adema´s, serı´a recomenable realizar un estudio teo´rico para el
ca´lculo del valor o´ptimo de T .
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Resumen—Este trabajo describe el desarrollo de un sistema
de clasificacio´n de vı´ctimas en situaciones de emergencia que
consta de una plataforma web y una aplicacio´n mo´vil. La sinergia
entre estos elementos y la integracio´n de diferentes tecnologı´as
de comunicacio´n (NFC y Wi-Fi) permite clasificar a las posibles
vı´ctimas de una forma ra´pida y confiable.
La clasificacio´n realizada para una vı´ctima es guiada por el
dispositivo mo´vil (la implementacio´n se ha hecho para tele´fonos
inteligentes basados en Android) y una vez finalizada, el sistema
ofrece la posibilidad de almacenarla en una tarjeta NFC que
se asigna a la vı´ctima. Adema´s, el diagno´stico realizado se
almacena en el dispositivo mo´vil, pudie´ndose posteriormente
remitir a un servidor central en caso de que las infraestructuras
de comunicaciones este´n disponibles.
Se han implementado me´todos criptogra´ficos robustos, concre-
tamente se utilizan Demostraciones de Conocimiento Nulo para
identificar a los usuarios que desarrollan los triajes, de manera
que sean so´lo los usuarios autorizados previamente por el servicio
los que puedan hacer uso del sistema.
Palabras clave—Triaje, NFC, Android, Criptografı´a Ligera,
Demostracio´n de Conocimiento Nulo (Zero Knowledge Proof)
I. INTRODUCCIO´N
El sistema presentado en este trabajo se denomina FastTriaje
y se basa en el me´todo START (Simple Triage and Rapid
Treatment) [1]. Este me´todo persigue dos metas esenciales en
situaciones de emergencia y/o desastres naturales: salvar el
mayor nu´mero de vidas posible y, simulta´neamente, optimizar
el uso de los recursos materiales y humanos disponibles.
Un sistema tradicional de triaje facilita la toma de decisiones
sobre la prioridad requerida para la atencio´n de una vı´ctima por
medio de tres acciones principales: observacio´n, evaluacio´n y
decisio´n. Con FastTriaje el proceso completo de diagno´stico de
la gravedad del paciente es guiado por la aplicacio´n. El sistema
indicara´ al diagnosticador el resultado final de la evaluacio´n,
ası´ como la decisio´n que debe tomarse.
Uno de los elementos del sistema es una aplicacio´n
mo´vil desarrollada para dispositivos Android. Dicha aplicacio´n
sera´ la herramienta principal del personal a cargo de la evalua-
cio´n del paciente, tanto a la hora de realizar su clasificacio´n,
como tambie´n para gestionar la informacio´n generada en cada
triaje. Una de las posibilidades incluida en la aplicacio´n es
almacenar la informacio´n asociada al triaje en una etiqueta
NFC que se asociara´ al paciente. Dicha informacio´n puede
ser consultada posteriormente en cualquier momento a trave´s
de la misma aplicacio´n.
El segundo pilar del sistema desarrollado es una plataforma
web cuya funcio´n principal es centralizar la recogida de
informacio´n generada por el uso de la aplicacio´n mo´vil y
facilitar la gestio´n de la misma, incluyendo la gestio´n de
usuarios y sus privilegios
La aplicacio´n mo´vil y la plataforma web interactu´an a trave´s
de un servicio web REST, siendo el formato seleccionado para
la comunicacio´n mensajes JSON.
Se han incluido me´todos de autenticacio´n robusta basados
en criptografı´a ligera para la comunicacio´n de la aplicacio´n
con la etiqueta NFC y tambie´n con la plataforma web.
II. DESCRIPCIO´N DE LOS SISTEMAS DE TRIAJE
El termino triaje es de origen france´s y su raı´z (trier)
significa clasificar. Es en el entorno militar donde se comienza
a utilizar en el a´mbito de la clasificacio´n de vı´ctimas en
funcio´n de la urgencia requerida para su atencio´n.
Una definicio´n ampliamente aceptada es la siguiente: pro-
ceso simple, completo, objetivo y ra´pido de obtener una
evaluacio´n clı´nica inicial de vı´ctimas con el objetivo de evaluar
sus capacidades inmediatas de supervivencia y priorizarlas
segu´n su gravedad.
En situaciones crı´ticas, el disponer de un me´todo fiable y
eficiente para la clasificacio´n de vı´ctimas es crucial. General-
mente los sistemas de triaje distinguen dos etapas:
Primer triaje. Se lleva a cabo en la misma zona hostil. El
personal a cargo del diagno´stico no debe pasar ma´s de
un minuto evaluando las capacidades de supervivencia
de la vı´ctima, ordena´ndolas finalmente de acuerdo a
su gravedad. Algunos me´todos en esta categorı´a son
SHORT, START o MRCC.
Segundo triaje. Esta etapa se desarrolla en una instalacio´n
sanitaria o un hospital. Aquı´ es el personal me´dico el que
analizara´ el estado de la vı´ctima: contusiones, heridas
y lesiones. Algunos de los me´todos aplicados en esta
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Figura 1. Algoritmo START
etapa son el Modelo Andorrano de Triaje (MAT), Spanish
Triage System (SET) y Manchester Emergency Triage
System (METS).
A pesar de realizar la distincio´n previa, estos me´todos
no son excluyentes sino complementarios. Los triajes co-
rrespondientes a la primera etapa proporcionan informacio´n
indispensable para realizar la evacuacio´n a las instalaciones
sanitarias donde personal me´dico realizara´ la segunda etapa.
Se incluye en la figura 1 una descripcio´n gra´fica del me´todo
START. E´ste es el me´todo que se ha implementado en el
sistema FastTriaje.
START utiliza etiquetas con cierto color para indicar el
resultado de la clasificacio´n, cada color representa un estado
de gravedad diferente:
negro: vı´ctima mortal o irrecuperable.
rojo: vı´ctimas que requieren atencio´n me´dica inmediata.
amarillo: vı´ctimas que requieren cuidados urgentes, pero
su estado permite un retraso en la atencio´n de entre media
a una hora.
verde: vı´ctimas que no esta´n seriamente heridas. Su
tratamiento puede retrasarse ma´s de una hora.
En el sistema propuesto en este trabajo las etiquetas tra-
dicionales se sustituyen por etiquetas NFC ya que facilitan
el tratamiento automa´tico de la informacio´n generada en las
valoraciones, permitiendo adema´s que dicha informacio´n sea
procesada fuera del lugar del suceso. En la seccio´n siguiente
se especifican algunas de las caracterı´sticas que posee esta
tecnologı´a y que la hacen especialmente interesante para el
sistema desarrollado.
III. TECNOLOGI´A NFC
Near Field Communications (NFC) es es una tecnologı´a de
comunicacio´n inala´mbrica de alta frecuencia de corto alcance.
En cierto modo se puede entender como una extensio´n de
la tecnologı´a RFID puesto que posibilita la coexistencia de
los papeles de lector y tarjeta en un mismo dispositivo. Su
principal funcionalidad es la de permitir la transferencia de
contenido entre dispositivos mo´viles en modo punto a punto.
Tabla II
PARA´METROS DEL CAMPO DE CURVAS ELI´PTICAS EN LAS ZKPS.
Para´metro Descripcio´n
p nu´mero primo que define
el campo Fp
a, b coeficientes de la ecuacio´n
de la curva elı´ptica E
P un punto base (un generador de
un subgrupo cı´clico de E(Fp))
m orden de P en E(Fp)
Una caraterı´stica diferenciadora de esta tecnologı´a frente a
otras tales como RFID, Bluetooth, ZigBee o Wi-Fi, es que
la transmisio´n de informacio´n en NFC no es continua, se
requiere el contacto entre los dispositivos para el intercambio
de informacio´n. Sin embargo dicha transferencia se realiza de
manera ra´pida y oportuna.
Una de las principales ventajas de NFC cuando se compara
con otras tecnologı´as es su seguridad inherente. Debido a su
corto rango de comunicacio´n y la necesidad de participacio´n
de los usuarios cuando se realiza una accio´n, NFC ofrece un
nivel de seguridad ma´s alto.
La tabla I recoge una comparacio´n entre NFC y algunas
tecnologı´as inala´mbricas de comunicacio´n.
IV. CRIPTOGRAFI´A LIGERA Y DEMOSTRACIONES DE
CONOCIMIENTO NULO
Actualmente se disen˜an aplicaciones mo´viles para casi cual-
quier a´mbito de aplicacio´n: negocios, gestio´n de transporte,
redes sociales y muchos otros. En todos ellos el garantizar
la seguridad de la informacio´n es una obligacio´n. Las so-
luciones tradicionales generalmente requieren infraestructura
especı´fica, por lo que transferir estas soluciones al entorno
aquı´ analizado no es viable [2].
En el sistema desarrollado se ha hecho uso de la criptografı´a
ligera para garantizar el acceso legı´timo a la informacio´n
asociada a los triajes. Esta eleccio´n queda justificada por
las restricciones sobre las capacidades computacionales y de
comunicacio´n definidas sobre los dispositivos que participan,
generalmente tele´fonos inteligentes. Concretamente, se usa
criptografı´a de curvas elı´pticas (Elliptic Curve Cryptography,
ECC) [3] debido a que:
proporciona problemas con una complejidad computacio-
nal superior, y
la longitud de clave que se necesita para alcanzar un nivel
de seguridad concreto es ma´s corta.
La tabla II describe la notacio´n relacionada con las curvas
necesaria para describir los protocolos implementados.
Las ZKPs permiten a un participante (el probador, A)
convencer a otro (el verificador, B), sobre la veracidad de
un hecho sin proporcionar ma´s informacio´n que la validez de
dicha demostracio´n. Estas demostraciones se pueden extender
para resolver el problema de autenticacio´n tal y como se
describe en el esta´ndar ISO 9798-5 dedicado a autenticacio´n
de entidades.
Los elementos principales de las ZKPs son los siguientes
tres:
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Tabla I
COMPARACIO´N DE TECNOLOGI´AS INALA´MBRICAS DE CORTO ALCANCE.
Tecnologı´a
Caracterı´stica NFC Bluetooth RFID ZigBee
Establecimiento de conexio´n 0.1s o menos 6s 0.1s o menos 30ms
Velocidad 424-848kbps 24Mbps (versio´n 3.0) 424kbps 250kbps
Rango 10cm 10m 3m 70m
Consumo de baterı´a Bajo Alto Bajo Bajo
Seguridad Alta Alta Vulnerable Vulnerable
Intervencio´n de usuario Tocar Requiere configuracio´n Sin configuracio´n Sin configuracio´n
Figura 2. Mo´dulos de FastTriaje
Testigo (w): el probador selecciona aleatoriamente un
elemento de un conjunto predefinido manteniendo dicha
eleccio´n en secreto. Este valor se denomina compromiso
(x). A partir del mismo, se genera otro valor denominado
testigo (w), siendo dicho valor remitido al verificador.
Reto (e): En el segundo paso, el verificador seleccio-
na aleatoriamente una pregunta que el probador debe
responder correctamente, siempre y cuando realmente
conozca la informacio´n secreta asociada al proceso de
autenticacio´n. Esta pregunta esta´ relacionada con x y con
las credenciales que deben ser verificadas.
Respuesta (y): Finalmente el probador envı´a la respuesta
al reto que sera´ comprobada por el verificador. En caso
de que la verificacio´n sea correcta la autenticacio´n se
acepta.
V. EL SISTEMA DESARROLLADO: FASTTRIAJE
El principal escenario para el despliege de FastTriaje es
una situacio´n de emergencia o desastre natural. Su objetivo
es agilizar la clasificacio´n de vı´ctimas y la gestio´n de la
informacio´n generada durante ese proceso. La figura 2 ilustra
los mo´dulos que componen el sistema: la aplicacio´n mo´vil y
la plataforma web.
El objetivo principal de la aplicacio´n Android es imple-
mentar el me´todo de triaje START en dispositivos mo´viles
como una herramienta simple, usable e intuitiva que facilita el
proceso de triaje tradicional. Con dicha aplicacio´n es posible
enviar a una plataforma web los triajes realizados cuando
el estado de las comunicaciones lo permitan. Actualmente
la implementacio´n desarrollada transfiere los triajes realiza-
dos haciendo uso de infraestructura Wi-Fi, pero es posible
adaptarla para que use comunicaciones Wi-Fi Direct [4]. De
esta manera, la transferencia de informacio´n se puede realizar
directamente entre los dispositivos que forman parte de una red
desplegada en la zona del desastre. Los usuarios registrados en
el sistema podra´n consultar posteriormente los triajes realiza-
dos. Adema´s, cada triaje se puede almacenar en una etiqueta
NFC que se anexa a la vı´ctima para su clasificacio´n “in situ”.
En cualquier caso la informacio´n asociada a cada triaje queda
tambie´n registrada en el dispositivo mo´vil utilizado.
So´lo los dispositivos autorizados pueden intercambiar in-
formacio´n con la plataforma web. Para garantizarlo se ha
implementado una demostracio´n de conocimiento nulo (Zero
Knowledge Proof, ZKP) como protocolo de autenticacio´n
(ver ZKP1 en la siguiente seccio´n). Aquellos usuarios que
utilicen la aplicacio´n deben estar registrados previamente
en la plataforma web. Los privilegios de los usuarios, los
establece el administrador de dicha plataforma. De este modo,
se distinguira´ entre usuarios con permiso so´lo para consultar
las etiquetas, de aquellos que pueden realizar los triajes y
almacenarlos en las etiquetas NFC.
La plataforma web se comunica con la aplicacio´n mo´vil a
trave´s de un servicio web. Antes de almacenar el triaje en la
etiqueta NFC, el usuario autorizado ejecuta otra demostracio´n
de conocimiento nulo (ZKP2) que asocia el triaje con sus
credenciales.
VI. ME´TODOS DE AUTENTICACIO´N EN FASTTRIAJE
Esta seccio´n describe los protocolos de autenticacio´n im-
plementados en FastTriaje para garantizar el acceso so´lo a
los usuarios legı´timos. Los dos protocolos comparten algunas
caracterı´sticas, principalmente en la etapa de inicializacio´n. En
ambos casos dicha etapa consiste en fijar una curva elı´ptica
(E) y un punto base de la misma (P). Adema´s las credenciales
asociadas a A se definen de la misma manera: la identificacio´n
secreta es un entero seleccionado aleatoriamente del conjunto
Zp, mientras que la pu´blica es un punto de la curva E generado
al multiplicar el entero asociado a la informacio´n secreta por
el punto base.
VI-A. ZKP1: Autenticacio´n del dispositivo mo´vil frente a la
plataforma web
Este protocolo se utiliza para la autenticacio´n del dispositivo
mo´vil (A) frente a la plataforma web (B). Se incluye una
descripcio´n detallada del mismo en la tabla III. El reto definido
en cada ejecucio´n se genera a trave´s de la aplicacio´n de una
funcio´n hash. Esta manera de proceder no se corresponde con
la definicio´n tradicional de las demostraciones de conocimien-
to nulo pero permite reducir el nu´mero de iteraciones del
protocolo a so´lo una.
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Tabla III
ZKP1: AUTENTICACIO´N EL DISPOSITIVO MO´VIL FRENTE A LA
PLATAFORMA WEB
Etapas Accciones
Inicializacio´n nu´mero primo p
E curva elı´ptica Zp
P ∈ E
Identificacio´n a ∈ Zp
secreta de A
Identificacio´n a ∗ P ∈ E
pu´blica de A: PuidA
Compromiso: x ∈r Zp
Testigo: A→ B w = x ∗ P ∈ E
Reto: A← B e = hash(P, a ∗ P, x ∗ P )
Respuesta: A→ B y = x+ a ∗ e ∈ Zp
Verificacio´n: B comprueba y ∗ P − e ∗ PuidA = w
Tabla IV
ZKP2: AUTENTICACIO´N DEL DISPOSITIVO MO´VIL FRENTE A LA ETIQUETA
NFC.
Etapas Acciones
Inicializacio´n p nu´mero primo
E curva elı´ptica en Zp
P ∈ E
Identificacio´n a ∈ Zp
secreta de A
Identificacio´n a ∗ P ∈ E
pu´blica de A: PuidA
Compromiso: {x1 ∗ P, x2 ∗ P, · · · , xn ∗ P}
∈ E, con xi ∈r Zp
Testigo: A→ B w = hash(xj ∗ P + xk ∗ P ),
con j, k ∈r {1, 2, · · · , n}
Reto: A← B e ∈r Zp
Respuesta: A→ B y = xj + xk − a ∗ e ∈ Zp
Verificacio´n: B comprueba hash(y ∗ P − e ∗ PuidA)
= w
VI-B. ZKP2: Autenticacio´n del dispositivo mo´vil frente a la
etiqueta NFC
El protocolo se destina a la autenticacio´n del dispositivo
mo´vil (A) frente a la etiqueta NFC antes de almacenar el triaje
en ella.
Sin embargo, este protocolo no puede utilizarse directamen-
te con las etiquetas NFC puesto que las etiquetas utilizadas
en la implementacio´n son totalmente pasivas. Esta eleccio´n
se debe a intentar reducir costos de implementacio´n lo que
imposibilitaba la generacio´n de retos por parte de la etiqueta.
Por este motivo se opto´ por utilizar el paradigma de Fiat-
Shamir [5] para transformar el protocolo propuesto generando
una versio´n no interactiva.
De acuerdo con este paradigma se usa una funcio´n hash para
la generacio´n de los retos. En la implementacio´n realizada se
ha usado el nuevo esta´ndar de funcio´n hash, SHA3 [6].
VII. CONCLUSIONES Y CUESTIONES FUTURAS
Este trabajo presenta un sistema que mejora la logı´stica, cla-
sificacio´n y atencio´n de vı´ctimas en situaciones hostiles como
pueden ser desastres naturales o accidentes. La herramienta
esta´ compuesta por una aplicacio´n mo´vil y una plataforma
web. La aplicacio´n mo´vil sirve como asistente durante el
desarrollo de los triajes y permite almacenar los resultados
en etiquetas NFC que se asocian a las vı´ctimas. Adema´s es
posible transferir el resultado de los triajes, a trave´s de un
servicio web, a una plataforma web donde la informacio´n
generada puede procesarse de acuerdo con los perfiles de
usuarios definidos.
Debido a que los servicios proporcionados se entienden
como crı´ticos, en la implementacio´n realizada se ha tenido en
cuenta la robustez del proceso de autenticacio´n de entidades,
ası´ como la eficiencia del sistema.
Puesto que este trabajo esta´ en desarrollo quedan algunas
cuestiones importantes por solventar. Quiza´s una de las ma´s
significativas es dotar al sistema del servicio de confidencia-
lidad. Tambie´n caben mejoras a la hora de facilitar la coordi-
nacio´n e integracio´n de los diferentes cuerpos de emergencia
que pueden participar en la resolucio´n de la misma. En este
sentido, con la versio´n actual del sistema en el caso de que
intervinieran diferentes cuerpos sanitarios habrı´a que realizar
la etapa de registro “in situ”.
Otras cuestiones que se esperan incluir son las siguientes:
An˜adir funcionalidades estadı´sticas a la plataforma web.
Integrar el sistema con las historias clı´nicas de los
pacientes.
Extender la aplicacio´n para que posibilite la realizacio´n
del segundo tipo de triajes.
Se espera adema´s ampliar la aplicacio´n desarrollada
completando el sistema de clasificacio´n con extensiones
especı´ficas para grupos concretos de vı´ctimas, tales como
pacientes pedia´tricos y tambie´n con la implementacio´n
de sistemas de triajes pertenecientes a la categorı´a de
segundo triaje.
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Resumen—El patro´n de iris es uno de los me´todos biome´tricos
ma´s utilizados para la autenticacio´n de individuos. No obstante,
uno de sus principales desafı´os consiste en lograr una baja tasa
de falsos positivos (aceptacio´n de un usuario ilegal) y de forma
simulta´nea una baja tasa de falsos negativos (rechazo de un
usuario legal), de modo que la seguridad del sistema sea la
mayor posible. En este trabajo se presenta un primer estudio
sobre la viabilidad de utilizar como me´todo de verificacio´n de una
identidad basada en iris la transformada de Walsh-Hadamard,
complementada con la covarianza cruzada y las distancias de
Hamming y euclı´dea. Los primeros resultados muestran que
la identificacio´n basada en los cuatro para´metros anteriores
presenta excelentes tasas de falsos positivos y negativos. Sin
embargo, es preciso llevar a cabo estudios posteriores, que
permitan ajustar mejor tales para´metros, para muestras con
mayor nu´mero de usuarios.
Palabras clave—Covarianza cruzada (Cross-covariance), Dis-
tancia de Hamming (Hamming distance), Distancia euclı´dea
(Euclidean distance), Identificacio´n biome´trica (Biometric iden-
tification), Patro´n de iris (Iris pattern), Transformada de Walsh-
Hadamard (Walsh-Hadamard transform).
I. INTRODUCCIO´N
Como es sabido, la autenticacio´n por me´todos biome´tricos
([12], [13], [17]) consiste en verificar a individuos haciendo
uso de alguno de sus rasgos fisiolo´gicos como la cara ([6]),
huella dactilar ([14]), impresio´n de la palma de la mano ([15]),
iris ([18]), forma de la lengua ([10]), etc., o de comportamiento
como la firma manuscrita ([5]), dina´mica en la pulsacio´n de
teclas ([11]), olor y aroma de olor ([9]), etc.
Los sistemas biome´tricos ofrecen ventajas frente a otros
me´todos de autenticacio´n, como los basados en contrasen˜as,
dado que las caracterı´sticas biome´tricas no se pueden perder
u olvidar. Por otra parte, los rasgos biome´tricos son muy
difı´ciles de copiar, falsificar, compartir o distribuir, y, adema´s,
requieren la presencia en el momento y en el lugar de quien
se esta´ identificando.
Sin embargo, a pesar de todas sus ventajas, el uso de
los sistemas biome´tricos presenta algunos inconvenientes re-
lacionados con la seguridad y la privacidad. Por ejemplo,
algunos rasgos biome´tricos pueden ser grabados fa´cilmente
sin el consentimiento del usuario, tales como la firma, voz,
rostro, huella dactilar, etc. Adema´s, a diferencia de lo que
sucede con las contrasen˜as, PIN, etc., que se pueden renovar
sin necesidad de que hayan sido comprometidos, los rasgos
biome´tricos esta´n asociados al usuario de forma permanente,
de modo que si un rasgo se ve comprometido, no puede ser
revocado o sustituido. Finalmente, si un rasgo biome´trico se
ve comprometido en una aplicacio´n, todas las aplicaciones en
la que este rasgo se utilice se verı´an comprometidas, por lo
que dicho rasgo ya no sera´ u´til.
En general, el proceso para autenticar a un usuario por
medio de su patro´n biome´trico consiste en dos fases: inscrip-
cio´n y comprobacio´n. Durante la primera, se procesan por
primera vez las plantillas biome´tricas y se almacenan en una
base de datos (plantillas de referencia); mientras que en la
segunda se extrae una nueva plantilla biome´trica (llamada la
plantilla de consulta) del usuario que quiere ser identificado
y esta se compara con los datos ya almacenados (plantilla
de referencia). Si la comparacio´n es exitosa, el usuario queda
autenticado; de lo contrario, su autenticacio´n se rechaza.
El proceso de autenticacio´n de usuarios puede llevarse a
cabo de dos maneras, bien mediante una verificacio´n, bien
mediante una identificacio´n. En el primer caso, se compara
la plantilla del rasgo biome´trico con la plantilla de referencia
almacenada en la base de datos, es decir, el sistema realiza la
comparacio´n 1-a-1 para verificar la identidad del usuario. En la
identificacio´n, el objetivo es identificar una plantilla biome´trica
de un usuario desconocido como un individuo conocido dentro
de un conjunto de los n posibles usuarios almacenados en una
base de datos, esto es, la comparacio´n es 1-a-n.
En general, los sistemas que utilizan un u´nico patro´n
biome´trico para la autenticacio´n de individuos (unimodales)
so´lo disponen de la evidencia proporcionada por una u´nica
fuente de informacio´n, por lo que pueden plantear problemas
relacionados con la variabilidad intra-usuarios e inter-usuarios
(ve´ase por ejemplo, [1]).
La variabilidad intra-usuarios hace referencia a las diferen-
cias entre las plantillas de un mismo usuario extraı´das en
dos momentos distintos. Estas diferencias pueden causar el
rechazo de un usuario legal si dos de sus plantillas son bastante
diferentes (falso negativo). La variabilidad inter-usuarios se
refiere a las similitudes que puede haber entre las plantillas de
distintos usuarios. En este caso, tales similitudes pueden llevar
a que el sistema acepte a un usuario ilegal (falso positivo).
Para paliar parte de los problemas mencionados ma´s arriba
se suelen utilizar sistemas multimodales, que utilizan varios
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patrones biome´tricos simulta´neamente.
En todo caso, existen dos coeficientes o tasas que permiten
determinar la cantidad de falsos negativos o positivos que
presenta un sistema de autenticacio´n ([16]):
Tasa de falsa aceptacio´n (False Acceptance Rate, FAR).
Este coeficiente determina la probabilidad de que el
sistema considere una comparacio´n positiva entre una
plantilla de consulta y una plantilla de referencia en la
base de datos que realmente no coinciden, esto es, es
la probabilidad de que un usuario ilegal pueda, erro´nea-
mente, ser aceptado como un usuario conocido por el
sistema (falso positivo). Esta tasa mide el porcentaje de
coincidencias no va´lidas y es una medida relacionada con
la seguridad del sistema.
Tasa de falso rechazo (False Rejection Rate, FRR). Este
valor calcula la probabilidad de que el sistema declare,
incorrectamente, la no coincidencia entre la plantilla de
consulta y la plantilla de referencia en la base de datos
de un mismo usuario, es decir, es la probabilidad de
que un usuario legal sea rechazado por el sistema (falso
negativo). Esta tasa proporciona el porcentaje de entradas
va´lidas que son rechazadas y es un criterio de comodidad.
Asociada a esta u´ltima, esta´ la tasa de aceptacio´n genuina
(Genuine Acceptance Rate, GAR). Este valor es la probabi-
lidad complementaria de la tasa de falso rechazo, es decir,
es la probabilidad de que se considere correctamente a un
usuario como usuario legal (verdaderos positivos). Esto es,
GAR= 1−FRR.
En este trabajo se presenta un primer estudio acerca de
la viabilidad de utilizar como me´todo de verificacio´n de una
identidad basada en iris la transformada de Walsh-Hadamard,
complementada con la covarianza cruzada y las distancias de
Hamming y euclı´dea. Para determinar su eficacia se calculan la
tasa de falsa aceptacio´n y la tasa de falso rechazo haciendo uso
de un determinado nu´mero de las plantillas de iris empleadas
en [7], donde se ha utilizado la base de datos de iris CASIA
(Chinese Academy of Sciences’ Institute of Automation) ([3]).
Se ha hecho uso de los cuatro para´metros mencionados
ma´s arriba debido a que los resultados de cada para´metro son
diferentes, lo que permite ajustar las tasas mencionadas de
forma ma´s precisa. Se han descartado otras me´tricas (simetrı´a,
identidad, ma´ximo de coincidencia de la varianza cruzada,
etc.) porque no aportan mejoras con respecto a las considera-
das finalmente, bien porque sus resultados ya estaban incluidos
en alguno de los para´metros considerados, bien porque no
discriminaban adecuadamente. Debe tenerse en cuenta que
uno de los principales objetivos es lograr que la seguridad
sea ma´xima, es decir, que la tasa de falsos positivos sea 0.
El resto de este trabajo se organiza de la siguiente manera.
En la seccio´n II se describe el algoritmo que se propone
como me´todo de verificacio´n, sen˜alando las propiedades de las
cuatro medidas que se han empleado para la identificacio´n de
usuarios: la transformada de Walsh-Hadamard, la covarianza
cruzada y las distancias de Hamming y euclı´dea. La seccio´n III
contiene los resultados experimentales que se han obtenido al
ejecutar el algoritmo anterior con una muestra de plantillas de
irises. Finalmente, las conclusiones y trabajos futuros de esta
propuesta se incluyen en la seccio´n IV.
II. ALGORITMO DE VERIFICACIO´N DE PLANTILLAS DE
IRISES
Las plantillas de irises que se han considerado proceden,
en concreto, de la base de datos denominada CASIA Iris
Image Database Version 1.0 ([4]) que contiene 7 ficheros BMP
(Windows bitmap) de 105 ojos, lo que contabiliza un total de
735 ima´genes en escala de grises de 8 bits.
El procedimiento seguido en [7] para obtener las plantillas
a partir de su imagen consta de los siguientes pasos:
1. Localizacio´n del iris y la pupila.
2. Identificacio´n de los dos conos laterales del iris, des-
cartando los conos superior e inferior a fin de evitar
distorsiones producidas por las pestan˜as y los pa´rpados.
3. Normalizacio´n de los conos laterales para obtener una
imagen rectangular de 1024× 128 bits.
4. Divisio´n de la imagen en bloques de 32×32 bits, lo que
genera un total de 32× 4 bloques.
5. Ana´lisis de cada bloque mediante filtros de Gabor con
4 orientaciones (0, pi/4, pi/2, 3pi/4) y 3 octavos en fre-
cuencia. Cada orientacio´n y frecuencia, aplicadas sobre
cada bloque, genera dos bits.
6. Concatenacio´n de los 32 ·4 ·4 ·3 ·2 = 3072 bits que dan
lugar al co´digo asociado al iris.
La Figura 1 muestra un ejemplo del procesamiento de un
iris, donde junto a los sectores laterales empleados en el
ca´lculo puede observarse la imagen rectangular normalizada
correspondiente.
Figura 1. Ejemplo de generacio´n de la plantilla asociada a un iris.
Los valores obtenidos se han almacenado en hexadecimal,
conteniendo cada plantilla 384 bytes de informacio´n. La
plantilla correspondiente a la imagen de la Figura 1 comienza
de la siguiente manera:
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9B47 CEB5 3D77 1E0C CB87 E41C 3736 9E0D
CF97 C51C 369B 8CC9 9666 665B 9A67 BA52
C466 374B 9B6D 9BD3 EC52 F74B DB6C AD92
...
En este trabajo se han programado cuatro sub-algoritmos
de comparacio´n de plantillas de iris: la distancia que propor-
ciona la transformada de Walsh-Hadamard, la diferencia de la
covarianza cruzada y las distancias de Hamming y euclı´dea.
Cada algoritmo suministra un valor de medida de proxi-
midad, clasifica´ndose el resultado como de similitud o disi-
militud segu´n que la medida arroje un resultado por encima,
o por debajo, de un determinado valor de referencia elegido
previamente.
La decisio´n de coincidencia de las plantillas de irises se
toma en base a los resultados de los cuatro algoritmos de la
siguiente forma: un usuario es aceptado si en alguno de los
cuatro algoritmos es considerado como similar; mientras que
es rechazado si es disimilar para todos ellos.
II-A. Diferencia de la Transformada de Walsh-Hadamard
La Transformada de Walsh-Hadamard (WHT) es una trans-
formada ortogonal, similar a la transformada de Fourier, que
hace corresponder a una secuencia nume´rica otra secuencia
formada por funciones de Walsh, en lugar de funciones si-
nusoidales ([8]). Las funciones de Walsh solo tienen valores
+1 y −1 y por tanto resulta la ma´s adecuadas para transfor-
maciones de secuencias discretas de nu´meros, mientras que
la transformada de Fourier es o´ptima para sen˜ales continuas.
La WHT es ma´s ra´pida si se calcula con 512 puntos y sus
resultados no mejoran calculando ma´s puntos.
La WHT ha sido propuesta para ser empleada en la selec-
cio´n de caracterı´sticas faciales ([2]). Aquı´ se propone su uso
como un medio para la obtencio´n de un para´metro que permita
decidir si dos plantillas de irises son o no similares. A modo
de ejemplo, en la Figura 2 se ilustra la WHT de la plantilla
del iris del usuario 1 de la base de datos CASIA.

















Figura 2. WHT de la plantilla del iris del usuario 1.
La Figura 3 representa la diferencia entre las transformadas
de dos plantillas diferentes del iris del mismo usuario. El
sub-algoritmo utilizado en este caso, consiste en calcular la
diferencia cuadra´tica media de las secuencias de la WHT de
dos irises diferentes, sean o no del mismo usuario.
La Figura 4 representa la diferencia entre las WHT de dos
plantillas de irises de diferentes usuarios.



















Figura 3. Diferencia entre WHT de dos plantillas del iris del usuario 1.



















Figura 4. Diferencia entre WHT de las plantillas de los usuarios 1 y 2.
Se puede apreciar que la amplitud de la diferencia de
te´rminos de dos irises del mismo usuario es mucho menor,
en conjunto, que la diferencia de te´rminos de dos irises de
distintos usuarios. Experimentalmente se ha encontrado que
el valor de referencia o´ptimo para la diferencia cuadra´tica
media de las secuencias de la transformada es WH = 0,004,
clasifica´ndose como similares los irises con valores medios
menores y como disimilares los irises con valores mayores o
iguales.
II-B. Diferencia de la covarianza cruzada
La covarianza es un valor que indica el grado de variacio´n
conjunta de dos variables aleatorias. Es el dato ba´sico para
determinar si existe una dependencia entre ambas variables.
Cuando las dos variables son ide´nticas se denomina auto-
covarianza y si son diferentes es la llamada covarianza cruza-
da. La Figura 5 ilustra la auto-covarianza de un patro´n del iris
del usuario 1 de la base de datos CASIA, normalizada para
que el valor ma´ximo sea 1.
El sub-algoritmo de comparacio´n de irises utilizado es el
siguiente:
En primer lugar se calcula la auto-covarianza de la
plantilla de un iris de determinado usuario.
A continuacio´n se determina la covarianza cruzada entre
la misma plantilla y otra plantilla diferente (la que se
desea comparar con la anterior).
Ma´s tarde se halla la diferencia entre ellos, te´rmino a
te´rmino.
Finalmente, se calcula la media cuadra´tica de estas
diferencias.
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Figura 5. Auto-covarianza de la plantilla del usuario 1.
La Figura 6 ilustra la covarianza cruzada entre dos plantillas
diferentes del iris del usuario 1 de la base de datos CASIA. La
Figura 7 ilustra la covarianza cruzada de una de las plantillas
de iris del usuario 1 y otra del usuario 2. Se puede apreciar
que la covarianza cruzada de dos irises del mismo usuario
es mucho menor, en conjunto, que la covarianza cruzada de
patrones de dos irises de distintos usuarios.






















Figura 6. Covarianza cruzada de dos plantillas del usuario 1.






















Figura 7. Covarianza cruzada de las plantillas de los usuarios 1 y 2.
Experimentalmente se ha encontrado que, dados los valores
de prueba considerados, el valor de referencia o´ptimo para la
diferencia cuadra´tica media de las covarianzas cruzadas de las
secuencias de la transformada es Xv = 0,01, clasifica´ndose
como similares los irises con valor de esta diferencia menor
que el valor de referencia y como disimilares los irises con
valores mayores o iguales.
II-C. Distancia de Hamming
Para comparar dos archivos de plantillas de irises de la
misma longitud de m muestras, se determina el valor medio
de las distancias de Hamming entre las muestras que ocupan
el mismo lugar en cada archivo.
La distancia de Hamming dh se ha determinado contando la
cantidad de bits ide´nticos en ambas muestras. Se han utilizado
muestras codificadas con 2 bits, por lo que esta distancia
puede ser 0, 1 o 2. Experimentalmente se ha encontrado que
un valor de referencia con buenos resultados es DH = 0,5.
Ası´, se clasifican como similares las plantillas de irises cuyo
valor medio de distancias de Hamming son menores que dicho
valor, dh < DH , y como disimilares las plantillas con valores
iguales o mayores que el dado, dh ≥ DH .
II-D. Distancia de euclı´dea
Consiste en un sub-algoritmo similar al anterior, que en
lugar de calcular la distancia de Hamming entre las muestras
de las plantillas de irises calcula la media de la diferencia
euclı´dea de los valores absolutos de las muestras de los
patrones, que puede variar, en decimal, entre 0 y 3.
Experimentalmente se ha encontrado que el valor de refe-
rencia o´ptimo es DE = 1, clasifica´ndose como similares los
iris con valor medio de distancias euclı´deas menores que este
valor y como disimilares los iris con valores iguales o mayores
que el de referencia.
III. RESULTADOS EXPERIMENTALES
En la parte experimental se han considerado las plantillas
de los 7 irises de 105 individuos de la base de datos CASIA
([3]). Estas 735 plantillas han servido como base de datos
para contrastar el rendimiento del algoritmo presentado en la
seccio´n II.
Dado que se trata de analizar los valores de las tasas de
falsa aceptacio´n (FAR) y falso rechazo (FRR), se ha ejecutado
el algoritmo presentado en la seccio´n II de modo que cada una
de las 7 plantillas de irises de cada uno de los 105 usuarios se
ha comparado con las 735 (= 105 · 7) plantillas de la base de
datos, obtenie´ndose una tabla de taman˜o 735× 735 (se omite
la presentacio´n de esta tabla por razones de espacio).
Para el estudio de la variabilidad intra-usuarios, cada una
de las 7 plantillas de los 105 usuarios se considera como la
entrada de la fase de verificacio´n y se compara con el resto de
las plantillas del mismo usuario. El resultado de esta compa-
racio´n muestra el nivel de similitud entre todas las plantillas
de un u´nico usuario. El nu´mero de similitudes permite medir
la tasa de falso rechazo. Ası´ pues, si se consideran todas las
comparaciones de un usuario consigo mismo se obtienen 49
(= 7 · 7) comparaciones, de modo que el nu´mero total de
comparaciones es de 5145 (= 49 · 105). En el experimento
realizado se ha obtenido que las comparaciones exitosas entre




≈ 0,7951 ≡ 79,51%.
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Por tanto, se tiene que la tasa de falso rechazo, es decir, los
falsos negativos son:
FRR = 1− GAR ≈ 1− 0,7951 = 0,2049 ≡ 20,49%.
Considerando cada uno de los para´metros por separado, los
resultados que se han obtenido son los siguientes: la distancia
euclı´dea proporciona un 65,34% de verdaderos positivos, la
distancia de Hamming un 71,21%, la covarianza cruzada un
71,43% y la WHT un 69,05%; mientras que considerando
todas juntas, el resultado es del 79,51%, lo que supone una
ganancia considerable. Adema´s, ninguno de los para´metros
proporciona falsos positivos.
Como era de esperar, la aportacio´n a la verificacio´n de cada
uno de los para´metros es diferente. Ası´, si no se considera
alguno de los para´metros, la tasa de verdaderos positivos
disminuye, especialmente si no se considera la distancia de
WHT, en cuyo caso los verdaderos positivos serı´an solamente
del 76,95%. Por tanto, es necesario incluir esta transformada
entre los para´metros de discriminacio´n para obtener mejores
resultados, aunque su coste computacional sea el ma´s elevado.
En el estudio de la variabilidad inter-usuarios, se compara
cada una de las 7 plantillas de cada uno de los 105 usuarios
con las 7 plantillas de los restantes 104 usuarios y se determina
su similitud o disimilitud. Dado que hay un total de 535080
(= 7 · 105 · 7 · 104) comparaciones y no hay disimilitudes, la




= 0,0 ≡ 0%.
Finalmente, el coste computacional, para comparacio´n, del
algoritmo de la distancia euclı´dea es de 0,19 ms, de la distancia
de Hamming es 0,55 ms, de la varianza cruzada es 0,87 ms y
de la WHT es 5,22 ms. La comparacio´n de una plantilla contra
las 735 de la base de datos requiere 4,7 segundos. Debe tenerse
en cuenta que los algoritmos se han ejecutado bajo MatLab
en un PC de 2 GHz, por lo que serı´a posible obtener mejores
resultados si estos se implementaran en C, por ejemplo.
IV. CONCLUSIONES
Con el fin de mejorar las tasas de falsos positivos y falsos
negativos en la identificacio´n de usuarios mediante plantillas
de irises, se ha propuesto el uso de un algoritmo que considere
cuatro para´metros derivados de las distancias de la transforma-
da de Walsh-Hadamard y de la covarianza cruzada, ası´ como
de las distancias de Hamming y euclı´dea.
Este algoritmo considera que dos plantillas de irises son
similares, y por tanto que ambas pertenecen a un mismo
individuo, si alguno de los cuatro para´metros anteriores decla-
ran ambas plantillas como similares. En caso contrario, esto
es, si ninguno de los cuatro para´metros lo considera similar,
las plantillas se consideran disimilares y la identificacio´n es
rechazada.
El algoritmo, en su versio´n actual, permite utilizar una u´nica
fuente de informacio´n (unimodal), proporcionando una tasa
de falsos negativos del 20,49% y de faltos positivos del 0%.
Esto es, segu´n el algoritmo propuesto y con la muestra de
usuarios empleada, no se aceptan individuos ilegales (FAR=
0,0) a la vez que el porcentaje de individuos legales que son
erro´neamente rechazados es cercano al 20% (FRR= 0,2049).
A la vista de los resultados obtenidos, es necesario incluir
la transformada de Walsh-Hadamard entre los para´metros
del algoritmo para mejorar los resultados, aunque su coste
computacio´n sea el ma´s elevado.
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Resumen—El desarrollo de la computacio´n en la nube es una
tendencia fuerte en la industria de las TI que hace que los
clientes de este nuevo modelo de prestacio´n de servicios, sobre
todo las empresas, se enfrenten a desafı´os nuevos en lo que se
refiere a la gestio´n de la seguridad de sus aplicaciones heredadas
en el nuevo entorno. La cuestio´n es en co´mo migrar de forma
segura los sistemas de informacio´n heredados de estas empresas.
Este artı´culo presenta un proceso (SMiLe2Cloud) y un marco de
trabajo con el que se puede migrar de forma segura los sistemas
corporativos heredados a infraestructuras o entornos en la nube,
siguiendo los 14 dominios de seguridad del CSA y utilizando
ingenierı´a inversa.
Palabras clave—Cloud, seguridad informa´tica, migracio´n de
sistemas heredados, KDM, SLA, SecSLA.
I. INTRODUCCIO´N
Para algunos expertos, la computacio´n en la nube esta´ ”des-
alineada con los modelos y controles de seguridad tradiciona-
les” [1]. Sin embargo, otros ven en este modelo una gran opor-
tunidad para mejorar la seguridad de los sistemas heredados
[2]. Sin embargo, hay algo en lo que todos coinciden: la nube
supone nuevas amenazas y estas amenazas deben ser resueltas
antes de que las aplicaciones de las grandes corporaciones
entren en juego.
¿Que´ tienen en especial esas aplicaciones de las grandes
corporaciones? Que la mayorı´a de ellas se basan en sistemas
de informacio´n heredados (LIS-Legacy Information Systems).
Segu´n una encuesta realizada por MeriTalk [3] a un total de
166 directivos de TI del gobierno federal norteamericano, el
47 % de las aplicaciones de TI se basan en tecnologı´a heredada
que necesita modernizacio´n?. Y gran parte de la moderniza-
cio´n no so´lo se beneficiarı´a de una mejora tecnolo´gica pura,
sino que entrarı´an en juego reducciones de coste importantes
a raı´z de una migracio´n a la nube de parte de la infraestructura
que las soporta [4].
Y sin embargo, aunque la modernizacio´n de los LIS por
medio de la migracio´n a la nube podrı´a implicar inmensos
ahorros y reducciones de los presupuestos, y a pesar de la
preocupacio´n a la que antes nos hemos referido relativa a la
seguridad intrı´nseca del modelo en la nube, hasta la fecha
parece que todavı´a no hay un modelo que permita la migracio´n
a la nube de sistemas que de forma explı´cita incluyan procesos
relacionados con la seguridad de dichos sistemas. Sı´ que
es cierto que existen propuestas de procesos de migracio´n
[5][6][7][8], pero ninguno de ellos propone una verdadera
integracio´n con las cuestiones especı´ficas de seguridad en
forma de necesidades y/o de oportunidades que se derivan del
modelo en la nube.
Nuestro propo´sito con este artı´culo es proponer un marco de
trabajo para tal proceso mediante un conjunto de me´todos que
resuelvan de forma concreta las cuestiones de seguridad y la
integracio´n de la seguridad con procesos de otra naturaleza
orientados todos ellos a la migracio´n segura a la nube de
sistemas de informacio´n heredados. En [9] se realizo´ un
estudio de la importancia de la seguridad en los entornos Cloud
y se analizo´ algunas propuestas de migracio´n al Cloud, que
fue descrito formalmente planteando un ”mapping study” en
[11], donde se indica la falta de iniciativas con respecto a la
seguridad en el propio proceso de migracio´n. En [10] se da
algunas pautas y criterios a la hora de tomar algunas decisiones
en cuanto a que´ caracterı´sticas debemos migrar al Cloud y
cua´les no. Este artı´culo, que se presenta aquı´, avanza en el
sentido de que una vez descubierta la necesidad de disponer
de un proceso de migracio´n donde se incorpore la seguridad
desde el principio, se define dicho proceso de migracio´n con
el propo´sito de servir de soporte y ayuda para migrar las
caracterı´sticas de seguridad de sistemas heredados al Cloud
Computing.
El artı´culo esta´ estructurado en 2 secciones adicionales a
esta introduccio´n. En la seccio´n 2 presentamos el marco de
trabajo propiamente dicho. Y en la seccio´n 3 ofrecemos unas
someras conclusiones y presentamos lo que sera´n las lı´neas de
actuacio´n futuras.
II. SMILE2CLOUD: PROCESO PARA LA MIGRACIO´N A
LA NUBE DE LA SEGURIDAD DE LOS SISTEMAS
HEREDADOS
En esta seccio´n proponemos un proceso (denominado SMi-
Le2Cloud - Security MIgration of LEgacy systems TO Cloud
computing) que pretende resolver el problema de la migracio´n
con seguridad a la nube de sistemas de informacio´n heredados.
Este proceso esta´ basado en el modelo de herradura del SEI
(Software Engineering Institute) [12], pero tambie´n tiene una
vocacio´n de proceso de mejora continua al estilo de Deming.
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Dado que estamos interesados en los aspectos propiamente
relacionados con la seguridad (y no en los esfuerzos generales
de ingenierı´a inversa necesarios para obtener la especificacio´n
funcional) hemos partido de la base de que los ingenieros
a cargo de la migracio´n ya han desarrollado un modelo del
sistema heredado que define las especificaciones funcionales
y los elementos arquitecto´nicos de sistema (con exclusio´n
de las especificaciones relacionadas con la seguridad y la
arquitectura de seguridad) y que han documentado dichas
especificaciones y elementos en un entorno que puede exportar
dicha especificacio´n en formato KDM (Knowledge Discovery
Metamodel) [13]. Es en este punto en el que nosotros entramos
y empezamos a desarrollar los aspectos de seguridad a partir
del disen˜o obtenido mediante ingenierı´a inversa y luego con-
tinuamos con el resto del proceso de segurizacio´n del sistema
migrado.
II-A. Visio´n general
Como se ha indicado antes, nuestro proceso comienza en
el punto ma´s alto del modelo de herradura del SEI, una vez
que la arquitectura ba´sica ha sido obtenida, y justo antes
de que comience la transformacio´n. Desde este punto, conti-
nuara´ transformando y refinando el sistema objetivo, ya desde
una perspectiva puramente enfocada en los temas relacionados
especı´ficamente con la nube.
El proceso SMiLe2Cloud consta de siete actividades dirigi-
das por 14 dominios de seguridad del CSA (Cloud Security
Alliance) [14] que son mostradas en Figura 1. La actividad de
”extraccio´n” esta´ enfocada al uso de la reingenierı´a inversa
para extraer aspectos de seguridad desde el LIS a un modelo
de seguridad (modelo SMiLe) definido para nuestro proceso
de migracio´n. La segunda actividad es la ”valoracio´n” durante
la cual se estudian las principales caracterı´sticas del cloud, los
principales proveedores y diferentes modelos cloud. La tercera
actividad es el ”ana´lisis” de los requisitos de seguridad, las
cla´usulas en los acuerdos a nivel de servicio de seguridad y
los servicios ofrecidos por los proveedores de seguridad del
cloud. La actividad de ”disen˜o” esta´ enfocada en el disen˜o de
la arquitectura de seguridad y en la definicio´n de una estrategia
de migracio´n que sera´ aplicada en la siguiente actividad del
proceso de migracio´n, que es la actividad de ”migracio´n” don-
de los elementos de seguridad son desarrollados, configurados
y contratados siguiente la estrategia previamente definida. La
sexta actividad es la ”evaluacio´n” donde se verifica y valida
el modelo de seguridad migrado. Finalmente, la actividad de
”mejora” captura los nuevos aspectos de seguridad que se
quieren incorporar dentro de un nuevo ciclo del proceso y
se analizan las mejoras y cambios propuestos para nuestro
sistema cloud.
Dado que KDM carece de elementos especı´ficos para
modelar aspectos de seguridad de un sistema heredado, en
realidad parte de nuestro proceso debe realizarse antes de que
exista una especificacio´n completa del sistema obtenida por
ingenierı´a inversa. La actividad de extraccio´n, especı´ficamente
definida en nuestro proceso, precisamente trata con esta u´ltima
parte de la fase de reingenierı´a del modelo de herradura. Sin
embargo, esta fase no es especı´fica de un proceso de migracio´n
a la nube. Podrı´a ser utilizada de forma separada en cualquier
proceso que pretendiera migrar un sistema heredado de forma
segura a cualquier tipo de arquitectura objetivo.
Lo que sı´ es necesario entender de antemano, cuando
estamos pensando en migrar a la nube, es el papel central
que tienen para la seguridad y para la arquitectura del sistema
completo los acuerdos de nivel de servicio (SLA - Servi-
ce Level Agreement) especı´ficos de seguridad (comu´nmente
denominados SecSLA). Los SecSLA son el nu´cleo de la
seguridad en la nube y la mayorı´a de controles especı´ficos
que se pueden implantar se instancian como cla´usulas en el
SecSLA siempre que es posible. Por supuesto, esto depende en
gran media del modelo de despliegue elegido; con un modelo
de infraestructura como servicio (IaaS - Infrastructure as a
Service) como el que ofrece Amazon EC2, la organizacio´n
que esta´ migrando el sistema heredado tiene que trabajar a un
nivel ma´s bajo y disen˜ar e implementar controles tradicionales
por sı´ misma; sin embargo, con modelos de software como
servicio puros (SaaS - Software as a Service), casi todos
los controles de seguridad deben ser implementados como
SecSLA ya sean acordados con el proveedor funcional del
servicio o con un proveedor especı´fico de seguridad como
servicio (SecaaS - Security as a Service); finalmente con
un modelo de plataforma como servicio (PaaS - Platform
as a Service) como el que ofrece Google App Engine una
solucio´n intermedia que balancee controles de ambos tipos
sera´ la aproximacio´n adecuada (la seguridad de la plataforma
recae en el proveedor y la seguridad de las aplicaciones y
la seguridad del propio proceso de desarrollo y despliegue es
responsabilidad del cliente).
Todo esto es importante para la definicio´n de la arquitectura
de seguridad, puesto que algunas actividades en un proceso
tradicional de aseguramiento de sistemas (ya sea en migracio´n
de sistemas o en desarrollo de sistemas desde cero) implican
el disen˜o de controles, mientras que en un proceso orientado
a la nube, la mayorı´a del proceso tiene que ver con el
aspecto nuclear de seleccionar que´ controles disen˜ados por
los proveedores son aplicables y asegurar que las cla´usulas del
SLA cubren dichos controles. De esa manera, las cla´usulas se
convierten, de facto, en los propios controles que salvaguardan
a la organizacio´n cliente (normalmente mediante la aplicacio´n
de obligaciones contractuales o penalizaciones en caso de
que el proveedor no pueda cumplir dichas obligaciones). El
problema, pues, se convierte en una mezcla de disen˜o de
sistemas, seleccio´n de proveedores de servicio y te´cnicas de
negociacio´n de contratos.
En nuestro caso, el objetivo es orientar nuestra aproxi-
macio´n lo ma´s posible hacia la ingenierı´a de sistemas de
informacio´n. Por ello excluiremos inicialmente las soluciones
puramente SaaS que tienden a estar orientadas principalmente
hacia la reingenierı´a de procesos que a la de sistemas. Esto es,
una propuesta SaaS supone normalmente un disen˜o de co´mo el
proceso de negocio debe ser migrado (es decir co´mo podemos
seleccionar el mejor proveedor SaaS que pueda cumplir con
el proceso de negocio y/o en que´ manera debe cambiar dicho
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Figura 1. El proceso SMiLe2Cloud: un proceso para migrar a la nube la seguridad de sistemas de informacio´n heredados.
proceso de negocio para acomodarse al nuevo sistema) pero
tiene poco que ver con cuestiones relacionadas con la inge-
nierı´a de sistemas. En cierto sentido, una solucio´n puramente
SaaS no serı´a una migracio´n pura de un sistema heredado,
sino que serı´a un cambio completo del sistema que tratarı´a
con cuestiones como la migracio´n de los datos del sistema
heredado original ma´s que la migracio´n de funcionalidades.
II-B. Actividades de SMiLe2Cloud
En esta seccio´n presentaremos una descripcio´n en profun-
didad del conjunto de actividades en nuestro proceso SMi-
Le2Cloud las cuales son mostradas en Figura 1. El proceso
tiene 7 actividades: Extraccio´n, Valoracio´n, Ana´lisis, Disen˜o,
Migracio´n, Evaluacio´n y Mejora, y un amplio conjunto de
artefactos de entrada y salida para cada una de las actividades
y que son descritas de forma resumida a continuacio´n.
II-B1. Actividad 1: Extraccio´n: La extraccio´n es la acti-
vidad en la que el modelo de seguridad del sistema heredado
es obtenido a partir del propio co´digo del sistema y de la
documentacio´n del mismo. Se trata de un subproceso de inge-
nierı´a inversa que se puede realizar en paralelo al subproceso
de obtencio´n del modelo de arquitectura general del sistema
heredado. Normalmente ambos procesos se supone que son
realizados con la ayuda parcial de herramientas de ingenierı´a
inversa que faciliten las tareas y pasos que el analista debe
realizar para identificar los diferentes requisitos y controles
de seguridad existentes en el sistema origen.
Se trata de una actividad orientada por los datos y parte de
la especificacio´n formal de los programas y subprogramas del
sistema heredado, ası´ como de los datos gestionados por cada
unidad de programa. Esta especificacio´n formal tiene la forma
de a´rbol de sintaxis abstracta (AST - Abstract Syntax Tree)
que modeliza cada unidad de programa y los datos manejados.
A1.1 Definir el a´rbol de sintaxis abstracta (AST-abstract
syntax tree)
Un a´rbol de sintaxis abstracta es una representacio´n en forma
de a´rbol de la estructura del programa y de los elementos de
datos del sistema heredado y ofrece una equivalencia 1-a-1
entre todos los elementos incluidos en el co´digo en forma de
estructura arbo´rea. El AST es usado para derivar los requisitos
de seguridad del sistema.
A1.2 Extraer aspectos de seguridad del AST
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Para cada elemento de datos y de subprograma que ha sido
representado en el AST, el analista de sistemas debe extraer
los para´metros de seguridad concretos para cada uno de los
perfiles de usuarios definidos en su operacio´n habitual nor-
mal (acceso, creacio´n, modificacio´n, borrado, administracio´n,
auditorı´a).
A1.3 Definir el modelo de seguridad en KDM (Know-
ledge Discovery Metamodel)
Nuestra aproximacio´n propone evitar esta situacio´n haciendo
que cada artefacto y control de seguridad del sistema heredado
sea instanciado en una regla de seguridad de negocio y se
incluye en el modelo conceptual durante la fase de ana´lisis.
A1.4 Definir el modelo de seguridad (modelo SMiLe)
El modelo SMiLe (Security MIgration of LEgacy systems)
es un modelo de seguridad de un sistema heredado que
ha sido derivado desde las reglas de negocio de seguridad
definidos mediante KDM y los activos identificados en el paso
A1.3. Ahora es necesario incluir las polı´ticas y controles de
seguridad que fueron predefinidos para el sistema heredado
(con independencia de si el sistema debe ser migrado a la
nube o no).
II-B2. Actividad 2: Valoracio´n: La actividad de valoracio´n
es en la que el modelo general de seguridad del sistema
heredado es adaptado al nuevo entorno (en nuestro caso,
a la nube). Comenzamos con un modelo SMiLe que no
esta´ especı´ficamente adaptado al entorno de la nube y en dicho
modelo estudiamos las fortalezas, debilidades, oportunidades
y amenazas especı´ficas que la nube incorpora. Esta actividad
comienza con el modelo SMiLe (esto es, el modelo de se-
guridad del sistema heredado obtenido por ingenierı´a inversa)
y es realmente la primera actividad de ingenierı´a directa del
modelo de herradura que define nuestro proceso.
Los objetivos de esta actividad son los siguientes: refinar el
modelo SMiLe para obtener un modelo SMiLe2Cloud (esto
es, adaptar el modelo del sistema heredado con las amenazas
especı´ficas de la nube, los activos especı´ficos en la nube, los
escenarios especı´ficos de la nube, los requisitos especı´ficos
de la nube, etc.); seleccionar un conjunto de proveedores de
servicios en la nube y de proveedores de seguridad en la nube
que, al menos parcialmente, cumplan con los requisitos de se-
guridad del modelo SMiLe2Cloud del sistema heredado segu´n
nuestra especificacio´n de seguridad; y validar los modelos de
servicio y de despliegue que pueden utilizarse dentro de los
lı´mites de dichas especificaciones de requisitos de seguridad.
A2.1 Definir la matriz DAFO (Debilidades, Amenazas,
Fortalezas y Oportunidades) e incorporar los elementos
especı´ficos de la nube en el modelo SMiLe
Se define una matriz (DAFO) con las debilidades, fortalezas,
oportunidades y nuevas amenazas que el modelo cloud plantea
al LIS.
A2.2 Validar proveedores en la nube
Una vez que la matriz DAFO se ha completado, el analista
debe contrastarlo con el modelo SMiLe del LIS y comprobar
la lista de proveedores de servicios cloud que puede abordar
las especificaciones funcionales del LIS y extraer las espe-
cificaciones de seguridad que ofrecen dentro de los te´rminos
del acuerdo de nivel de servicio. El analista tambie´n debe
comprobar cua´les te´rminos relacionados con la seguridad del
acuerdo a nivel de servicio esta´n abiertos a negociacio´n.
A2.3 Validar modelos en la nube
Dado que las diferentes propuestas de modelos cloud (modelos
de servicios y modelos de despliegue) forman parte de la
arquitectura del modelo cloud y no del modelo de seguridad,
no se debe tratar de cambiar los modelos seleccionados o
propuestos definidos en la arquitectura LIS. Sin embargo, los
modelos conducen a una diferencia en las restricciones de
seguridad que el sistema migrado debera´ enfrentar. Por tanto,
es necesario validar si los modelos seleccionados o propuestos,
de los proveedores seleccionados en el paso anterior, pueden
o no cumplir con los requisitos de seguridad del LIS. Si no,
el riesgo que no esta´ cubierto por el requisito de seguridad no
cumplido debe ser aceptado o un cambio en la arquitectura
destino debe ser recomendada, proporcionando una lista de
modelos aceptables que cumplen con los requisitos de seguri-
dad.
II-B3. Actividad 3: Ana´lisis: La actividad de ana´lisis es
en la que definimos los requisitos de seguridad a implementar
e identificamos el conjunto de servicios de seguridad contra-
tables a proveedores especı´ficos de seguridad como servicio
(SecaaS) que se integrara´n en nuestra aplicacio´n una vez
migrada a la nube. Tambie´n se identificara´n otros controles
tales como las cla´usulas esta´ndar del SLA que afectan a
cuestiones de seguridad y tambie´n puede que volvamos a
validar si los proveedores de servicio en caso de que algu´n
proveedor concreto no pueda cumplir dentro de su marco
contractual con los requisitos fundamentales de seguridad
definidos.
A3.1 Ana´lisis de requisitos de seguridad en la nube
El modelo SMiLe2Cloud actualizado, proveedores cloud va-
lidados, modelos de servicio y despliegue son usados para
derivar un conjunto de requisitos de seguridad con la cual
el sistema disen˜ado debe cumplir con el nuevo entorno. Los
requisitos sera´n un subconjunto de requisitos del LIS que
el LIS ten?a y con los requisitos que se incluyeron en el
desempe?o del ana´lisis DAFO.
A3.2 Asociacio´n de los requisitos de seguridad con los
elementos de SMiLe
Los artefactos obtenidos a partir de la tarea anterior deben ser
utilizados para desarrollar un mapeo entre los requisitos de
seguridad del LIS y una especificacio´n formal de los requisitos
de seguridad con la que el sistema destino debe cumplir para
estar seguro de acuerdo con la especificacio´n de la nueva
arquitectura.
A3.3 Ana´lisis de los acuerdos esta´ndar de nivel de
servicio
Una vez que los requisitos de seguridad se han identificado y
definido formalmente, es necesario seguir analizando el SLA
esta´ndar definido por los proveedores de la nube en busca de
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problemas de seguridad, polı´ticas de seguridad, elementos de
seguridad que pueden ser medidos, etc.
A3.4 Ana´lisis de servicios de seguridad
La u´ltima tarea de esta actividad se ocupa de los servicios
de seguridad actuales que son ofrecidos por los proveedores
de servicios de seguridad. Una vez ma´s, esto puede implicar
el ana´lisis de SLA de estos proveedores y mapear algunas
cla´usulas del SLA en requisitos de las actividades anteriores.
II-B4. Actividad 4: Disen˜o: En la actividad de disen˜o se
definen los componentes propiamente dichos que forman el
nu´cleo de la arquitectura de seguridad del sistema (cla´usulas,
controles personalizados, protocolos, etc.), y no so´lo se define
el disen˜o, sino que tambie´n se define la forma en la que
deben ser validados y se planifican las actividades que sera´n
necesarias en la migracio´n real de la seguridad del sistema
heredado.
A4.1 Disen˜ar la arquitectura de seguridad ba´sica para la
nube
En esta tarea, se toma la especificacio´n de los requisitos de
seguridad y las cla´usulas del SLA identificados en los pasos
anteriores, junto con la lista de los anteriores servicios de
seguridad cloud y se desarrolla la arquitectura de seguridad
ba´sica en te´rminos de controles que se pueden ser integrados
para cumplir con los requisitos de seguridad.
A4.2 Disen˜ar los acuerdos personalizados de nivel de
servicio
Siempre que sea posible, SLA (ya sea SLA general o SecSLA)
debe ser personalizado para satisfacer las necesidades especı´fi-
cas del cliente. La mayorı´a de los analistas cloud aconsejan
que los contratos de servicio se adapten a las necesidades
del cliente. En la pra´ctica, esto so´lo sera´ un motivo de
preocupacio´n para los grandes clientes que pueden negociar
contratos lucrativos. Por otra parte, es evidente que no todos
los proveedores de servicios permitira´n la personalizacio´n de
los servicios y/o cla´usulas hasta el grado deseado.
A4.3 Validar la arquitectura de seguridad especı´fica de
la nube
Una vez que la arquitectura de seguridad ha sido obtenida,
y antes que la migracio´n actual comience, tiene lugar la
validacio´n de la arquitectura. Esta validacio´n involucra una
revisio´n formal del disen˜o que hemos propuesto (ya sea SLA
o controles personalizados). Despue´s de esta validacio´n, la
aplicabilidad y viabilidad te´cnica de la arquitectura deberı´a
ser aclarada; es decir, todos los controles que se implementen
a trave´s de SLA deberı´an ser elegibles o dentro del a´mbito
SLA de los proveedores seleccionados y la responsabilidad de
entregar el control siempre debe estar clara (es decir, cuando
usamos dos proveedores de servicios, debemos asegurarnos
que no hay ninguna posibilidad de que los contratos deleguen
mutuamente la responsabilidad del control de seguridad).
Como alternativa, los controles deben poder aplicarse como
controles personalizados en el modelo seleccionado (es decir,
en PaaS, el acceso esta´ disponible para definir usuarios y
otorgar permisos en una base de datos).
A4.4 Planificar la estrategia de migracio´n
Finalmente, la u´ltima tarea de la actividad de disen˜o es
desarrollar un plan relativo a co´mo la seguridad del LIS
sera´ implementada con recursos, horarios, logros, etc.
II-C. Actividad 5: Migracio´n
Finalmente, la propia migracio´n tiene lugar y es necesario
contratar en la realidad los servicios y firmar los acuerdos de
nivel de servicio y desarrollar los elementos de seguridad per-
sonalizados e implantarlos y configurarlos para dejar todos los
controles de seguridad en condiciones de operacio´n habitual.
A5.1 Contratar servicios de seguridad
En este punto tiene lugar la formalizacio´n del contrato. Este
contrato puede ser un acuerdo de nivel de servicio con un
proveedor de servicios de seguridad en la nube o pueden ser
las cla´usulas especı´ficas de seguridad que se definen en los
contratos con proveedores de servicios IaaS, PaaS o Saas.
A5.2 Desarrollar controles de seguridad a medida
Si nuestra arquitectura define controles de seguridad personali-
zados, ha llegado el momento de desarrollarlos. Por ejemplo,
si hemos definido que nuestro sistema tendra´ una pieza de
software que controlara´ los perfiles de usuario en una base
de datos ofrecida por un proveedor de PaaS que no incorpora
un sistema de roles internamente en la propia base de datos,
sera´ necesario desarrollar la pieza de software que realice
la gestio´n del roles e integrarla en nuestras aplicaciones y
programas que desarrollan elementos funcionales; tambie´n
sera´ necesario en este punto hacer las pruebas unitarias de
software de los controles de seguridad a medida.
A5.3 Configurar controles de seguridad
Para los controles de seguridad personalizados definidos, con-
tratados y/o implantados de forma personalizada en los pasos
anteriores, normalmente es necesario realizar una funcio´n
de despliegue en el sistema final. Adema´s, si los controles
necesitan algu´n tipo de configuracio´n, en este punto debera´n
ser configurados y afinado su funcionamiento.
II-D. Actividad 6: Evaluacio´n
Una vez que todo el proceso ha concluido y el sistema
heredado ha sido movido a la nube de forma segura, es el
momento de verificar y validar el sistema y los controles de
seguridad.
A6.1 Verificar seguridad del sistema cloud
En actividades anteriores (durante el ana´lisis y el disen˜o)
algunos de los artefactos de salida eran entradas en la parte del
proceso y del modelo de seguridad que trata con las cuestiones
de pruebas, verificacio´n y certificacio´n de la seguridad.
A6.2 Validar seguridad del sistema cloud
Te´cnicamente, la validacio´n es la actividad formal que hace
que un sistema sea va´lido para el responsable de las cues-
tiones de seguridad de las tecnologı´as de la informacio´n: el
administrador de la seguridad. La tarea consiste en revisar las
evidencias obtenidas en la actividad anterior y en producir un
documento que establece que la gestio´n de la seguridad esta´ de
acuerdo con la seguridad de los sistemas heredados (LIS)
migrados a la nube de acuerdo con los requisitos especificados.
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II-E. Actividad 7: Mejora
Dado que nuestro proceso tiene vocacio´n de mejora con-
tinua (se trata de un ciclo de Deming) no finaliza con la
validacio´n real del sistema en funcionamiento. Perio´dica-
mente, el responsable de la seguridad del sistema heredado
debera´ reunir nuevas evidencias que permitan asegurar que el
sistema esta´ permanentemente configurado segu´n los requisitos
y para´metros de seguridad definidos y que permita renovar la
validacio´n. Tambie´n estudiara´ mejoras que afecte al ana´lisis
DAFO, al ana´lisis de seguridad en la nube o incluso a la lista
de servicios en la nube que pueden ser considerados en las
anteriores tareas.
A7.1 Estudiar mejoras
La nube es un entorno cambiante. Algunos de los problemas
que ahora esta´n siendo objeto de estudio por parte de la
mayor parte de los expertos, hace un par de an˜os ni siquiera
se conocı´an. En un par de an˜os, puede que haya servicios
completamente nuevos que ayuden a fortalecer la seguridad
de un sistema heredado migrado a la nube. Adema´s, dado que
al mover un sistema a la nube, delegamos la responsabilidad
sobre la aplicacio´n de algunos controles, es necesaria y acon-
sejable que se vigilen los niveles y me´tricas definidos para
asegurar su cumplimiento.
A7.2 Renegociar cuestiones de seguridad
Finalmente, hemos definido una actividad que permita renego-
ciar con los proveedores de servicios y proveedores de seguri-
dad las incidencias de seguridad. Esta negociacio´n es diferente
de la que supone la renegociacio´n de nuevos servicios.
III. CONCLUSIO´N
En este artı´culo hemos presentado un proceso que permite
la migracio´n de la seguridad o la migracio´n segura a la nube
de un sistema de informacio´n heredado. Comenzamos en el
punto en el que el sistema ha sido objeto de un proceso de
ingenierı´a inversa y tenemos disponibles una serie de modelos
KDM que definen la parte funcional del sistema heredado.
Desde este punto, ofrecemos una serie de actividades que
permitira´n evolucionar estas especificaciones en formato KDM
en una arquitectura de seguridad para el sistema heredado
y desde allı´ en un sistema objetivo migrado a la nube en
forma segura; actualmente estamos desarrollando te´cnicas y
plantillas para automatizar parcialmente el proceso de entrega
de una arquitectura segura y para mapear la arquitectura de
seguridad deseada en un modelo que de forma especı´fica
trate las cuestiones especı´ficas de la nube como las amenazas
especı´ficas que la nube presenta, los requisitos de seguridad
especı´ficos para la nube, los controles especı´ficos relaciona-
dos con la nube (ya sean en su forma de seguridad como
servicio o como controles personalizados); todo ello con la
intencio´n de que una aplicacio´n heredad que sea migrada
a la nube cumpla esta´ndares de seguridad en la nube tales
como la matriz de controles de la CSA. Nuestro trabajo
futuro se enfocara´ en un refinamiento del propio proceso y
en el desarrollo de herramientas y patrones que permitan de
forma semiautoma´tica asistir al analista de seguridad en las
actividades de obtencio´n del modelo de seguridad del sistema
heredado y la derivacio´n del modelo de seguridad del sistema
migrado a la nube a partir de aque´l. La aplicacio´n real de
migracio´n de un sistema heredado al cloud se definira´ y
ejecutara´ siguiendo SMiLe2Cloud.
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Abstract—The cloud technology has dramatically increased
the virtualisation usage during the last years. Nevertheless, the
virtualisation has also imposed some challenges on the security
of the cloud. A remarkable case is in the usage of cryptographic
hardware such as the Trusted Platform Module (TPM).
A TPM is a device, physically attached to a server, that pro-
vides several cryptographic functionalities to offer a foundation of
trust for the running software. Unfortunately, the virtualisation of
the TPM to bring its security properties to virtual environments
is not direct due to its design and security constraints.
During the last years several proposals have been presented
to solve the virtualisation of the TPM. Nevertheless, the vir-
tualisation systems have not started to adopt them until very
recently. This paper reviews three existing implementations of
virtual TPM in the Xen and QEMU virtualisation solutions. The
main contribution of the paper is an analysis of these solutions
from a security perspective.
Palabras clave—cloud, security, TPM, vTPM, virtualisation,
XEN, QEMU
I. INTRODUCTION
The cloud technology has dramatically increased the usage
of virtualisation during the last years. Virtualisation has de-
tached the software applications from the physical machines
where they are hosted. This allows a sensible use of resources,
since the same infrastructure can be shared by many applica-
tions and the number of running servers can be adapted to the
load. Nevertheless, the virtualisation has also introduced new
challenges to the security of the clouds. A remarkable case
is the one where the machines were using secure hardware
to ensure the integrity of the infrastructure, such a Trusted
Platform Module (TPM).
A TPM [1] is a device, physically attached to a server, that
provides different cryptographic functionalities to facilitate the
creation of a foundation of trust of the software installed in
the server. Unfortunately, the TPM was not designed with
virtualisation in mind, hence its virtualisation is not direct and
it implies several security considerations.
Since Berger et al. [2] presented their work about virtuali-
sation of the TPM, a few other proposals have appeared [3],
[4], [5], [6]. Nevertheless, existing virtualisation software did
not seem to adopt any of these solutions until very recently.
The main purpose of this paper is the analysis of three
identified implementations of virtual TPM (vTPM) for the Xen
and QEMU virtualisation solutions. The paper is organised in
seven sections. Section II presents the technologies related to
the implementations analysed, Section III describes the vTPM
solution for Xen, Section IV describes two vTPM solutions
for QEMU, Section V analyses the security of the solutions
presented, Section VI discusses the security findings, and
Section VII presents the final conclusion of the paper.
II. TECHNOLOGIES
This section describes the technologies that might be in-
volved in a virtualised Trusted Platform Module solution.
A. Platform virtualisation
Platform virtualisation is the practise of emulating one or
more physical hosts, or parts of them, within an actual physical
host. The software that creates and manages the virtual guests
(emulated hosts) within the host machine (physical host) is the
hypervisor. Two types of virtualisation can be distinguished:
• Full virtualisation: The physical host is fully emu-
lated. The operating system of the virtual guest does
not realise is running on an emulated device and it
does not require any modification. This solution can be
based only on software or leverage specific hardware
virtualisation extensions of the CPU [7], which provide
different performance.
• Paravirtualisation: The physical host is emulated with
selected modifications of its architecture to enhance the
scalability, performance and simplicity of the solution [8].
The operating system of the virtual guest has to be
adapted to work with the emulated host.
In this article we selected the Xen [9], [10] and QEMU [11],
[12] virtualisation systems. Xen is a system that supports full
and paravirtualised x86 guests. Xen maps the virtual guests as
domains. There is a privileged domain, called Dom0, and user
domains, called DomU. Additionally, some of the functionality
of Dom0 was disaggregated in Stub Domains [13] for security
and scalability purposes. QEMU is a fully virtualised system
that can emulate different architectures. As opposed to Xen
that manages the whole host machine, QEMU is a standalone
application within the host machine.
B. Trusted Platform Module
A Trusted Platform Module (TPM) [1] is a device, phys-
ically attached to a server and with a standard interface
called TPM-TIS [14], that provides different cryptographic
functionalities in the host, e.g. to ensure the integrity of the
platform. A TPM includes a Root of Trust for Storage (RTS)
for external secure key storage, non volatile protected storage
(NVRAM), facilities to digitally sign data and the Platform
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Configuration Registers (PCR) to store measurements of the
system done by the TPM.
A TPM has at least 16 PCR registers, which are initialised
to a known value when the machine is rebooted. The values
of these registers cannot be arbitrarily set. Instead, they are
modified by an operation called extension that performs a hash,
a SHA1 in TPM 1.2 [1], of the previous value of the register
and the piece of data to measure. The signed values of the
PCR registers can be retrieved from the TPM by issuing the
TPM Quote operation.
TPM is based on Public Key Infrastructure (PKI). The TPM
has a special key, the Endorsement Key (EK), that is created by
the TPM manufacturer and that can include a certificate issued
by it. When the TPM is initialised by the user, in the process
of taking the TPM ownership, the Storage Root Key (SRK) is
generated. This key is the root of the hierarchy of keys that
will be subsequently generated and used in the TPM. Finally,
the Attestation Identity Keys (AIK) are used as an alias of the
EK for signing information produced by the TPM, e.g. the
PCR register values issued after the TPM Quote operation.
The TPM is mainly used to create a foundation of trust of
the software installed in the host where the device is present.
This is performed through a process called Static Root of
Trust for Measurement (S-RTM) [15]. This process performs
a chain of measurements, starting when the host platform is
reset, of the components and configuration data involved in the
system boot. Each component measures the next component
before passing the control to it, forming what is called a Chain
of Trust (CoT). The CoT, at least, involves the BIOS, the
boot loader and the operating system kernel. The resulting
measurements after a system boot, must be always the same
unless the boot components are modified.
The combination of the TPM Quote operation and the S-
RTM process, allows the remote attestation [16] of the host.
An external attester can request a TPM Quote of the PCRs,
and compare the obtained values with a baseline of the PCR
values of the system generated when it was in a trusted state.
C. Virtual TPM
Virtualisation is currently an extended practise, but the TPM
was not designed for virtualised systems. The security offered
by a TPM is based on the principle of a trusted piece of
hardware to create the foundation of trust in a given host. The
implementation of a virtual TPM (vTPM) for a virtualised
environment, to provide equivalent security than a physical
TPM (pTPM), requires a special care with: protection of
the vTPM secrets, link between the vTPMs and the virtual
guests, extension of the CoT from the host machine to the
virtual guests and key management. Several works analyse and
proposes solutions to the virtualisation of the TPM [2], [17]
and to its integration in virtualised systems [3], [4], [5], [6].
Nevertheless, it is not until recently that implementations have
started to come up and be integrated in well-known virtualised
environments (see Sections III and IV).
Figure 1. Structure of vTPM service in Xen
III. VIRTUAL TPM IN XEN
Xen 4.3 implements the service of virtual TPM (vTPM)
only for paravirtualised guests.The service is designed as a set
of secure separate stub domains (see Figure 1) managed by the
system hypervisor, each of them running a mini-os [18] and
its dedicated functionality. Each virtual guest has a software
emulated TPM, based on the TPM Emulator [19], running
in a vTPM stub domain. And there is a vTPM Manager
stub domain that coordinates and links the vTPMs with the
physical TPM (pTPM). The most relevant characteristics of
the virtualised TPM implementation of Xen are:
• Non transparent vTPM: A custom kernel module
driver (tpmfront) must be installed in each virtual
guest. The module provides the standard TPM interface
(/dev/tpm) to the applications of the virtual guest, i.e.
they can use the vTPM as if it was a pTPM. The custom
kernel module driver is not integrated in the current Linux
kernels and it is not easy to find. In addition, the driver
is not available for non Linux based operating systems.
• vTPM’s secrets bound to pTPM: The secrets of the
vTPM are encrypted with AES-256 and stored in disk.
The symmetric key is bound to an storage RSA key of
2048 bits. The RSA key is generated by the pTPM and
can only be used by it.
• Configurable TPM ownership and SRK authentica-
tion: The passwords used to access the pTPM and the
SRK are configurable. These passwords must be provided
at the time of loading the vTPM Manager stub domain.
• Passthrough of certain Physical TPM registers: The
administrator of the vTPM stub domain can configure
certain PCR registers of the vTPM to adopt the values of
the same registers of the pTPM.
• Extension of CoT from the host machine to the virtual
guests: If the ”pv-grub” external bootloader is used to
boot the virtual guest, the guest kernel is measured
Virtual TPM for a secure cloud: fallacy or reality? 199
Figure 2. Structure of vTPM services in QEMU
in PCR #4 and the boot command line and initrd are
measured in PCR #5 of the vTPM. Hence, the integrity of
the guests can be ensured if the “pv-grub” bootloader, the
hypervisor and other components that support the guests
are trusted.
• Migration of vTPM not supported: All virtual TPMs
are bound to a specific pTPM. Hence, guests with virtual
TPMs cannot be migrated to another physical server.
IV. VIRTUAL TPM IN QEMU
QEMU supports virtual TPMs (vTPM) for guests from its
version 1.5. Nevertheless, the only officially supported vTPM
is based on TPM passthrough. This means that the TPM
offered to the virtual guests is the actual physical TPM (pTPM)
of the physical host. In addition, there is an implementation
of the vTPM that is not officially integrated into QEMU that
provides full vTPMs.
A. TPM passthrough
The TPM passthrough, as previously mentioned, provides
a vTPM to the virtual guests which is a direct mapping with
the pTPM of the physical machine. The service is designed
as a backend driver for the pTPM that communicates with an
emulated TPM TIS frontend (see Figure 2). The most relevant
characteristics of this implementation are:
• Transparent vTPM offered to guest host: The virtual
guest sees the vTPM as if it was a pTPM. No special
kernel drivers are needed.
• Passthrough of all the physical TPM registers: The
vTPM is a direct mapping of the pTPM. The PCR values,
NVRAM area and keys of the vTPM are the same of the
pTPM. Hence, all the measurements performed by the
physical host are reflected to the vTPM.
• Only one virtual guest can be provided with vTPM:
The reason is the one to one mapping between the vTPM
and the pTPM. The registers and the NVRAM of the
pTPM cannot be multiplexed to support multiple vTPMs.
• Migration of vTPM is not supported: The pTPM
registers and NVRAM cannot be extracted from the
TPM and imported into another pTPM. Hence, migration
cannot be supported.
B. Full virtual TPMs
The full virtual TPMs approach, as previously mentioned,
provides a complete vTPM implementation to the virtual
guests that is totally detached from a pTPM. The service is
designed as a software TPM backend implementation linked
with the external library libTPMS. This library provides TPM
emulation. On the guest side there is an emulated TPM TIS
frontend (see Figure 2) and a modified open source BIOS,
based on SeaBIOS [20], to support the vTPM. The most
relevant characteristics of this implementation are:
• Transparent vTPM offered to guest host: The service
of vTPM is based on full TPM emulation. Since the TPM
TIS interface is emulated, no modifications have to be
performed to the guest operating system.
• vTPM’s secrets stored into QEMU image: The secrets
of the vTPM are stored within an image file. The secrets
are not encrypted by default, however QEMU allows the
use of encrypted images, e.g. QCOW2 [21] can provide
AES-128 encryption.
• No pTPM required: Since the vTPMs are fully emulated
and not bound to a pTPM, this solution does not require
the presence of a pTPM in the system.
• Modified BIOS with vTPM and SRTM support: A
set of patches 1 to be applied to SeaBIOS are provided.
The patches add vTPM support and implement the Static
Root of Trust for Measurement (SRTM), i.e. the code
that takes care of the first measurements right after the
machine is powered on.
• Migration ready: The migration of the vTPM is not
implemented, but it would not be difficult to integrate
because the vTPM is not strongly linked to a pTPM.
V. SECURITY CONSIDERATIONS
There are four aspects of the vTPMs in virtualised en-
vironments that define their level of security regarding a
pTPM: protection of the vTPM secrets, link between the
vTPMs and the virtual guests, extension of the CoT from the
host machine to the virtual guests and key hierarchies and
management. This section analyses these four aspects for the
vTPM implementations presented (see also Table I).
1See e-mail with patches of Stefan Berger “[PATCH V3 0/8] Add TPM
support to SeaBIOS” of April 2011 in SeaBIOS mail list
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Table I
COMPARISON OF VTPMS
Xen QEMU TPM Passthrough QEMU Full vTPM
Approach Multiple vTPMs pTPM passthrough Multiple vTPMs
Multiple virtual guests Yes No Yes
Transparent vTPM No Yes Yes
vTPM secrets
Digital envelope linked to pTPM
(AES-CBC 256 bits and RSA 2048 bits)
pTPM
Image
(allows AES-CBC 128 bits)
Link of vTPM and virtual guest Weak Static Strong (state) / Weak (secrets)
Physical to virtual
Chain of Trust
No, but includes external
bootloader that measures kernel
No
No, but includes external
BIOS with SRTM
Key hierarchies Independent Keys of pTPM Independent
VM Migration No No Yes
Orientation Production Development and testing Production
Implementated in Xen Project 4.3 and above QEMU 1.5 and above Experimental patches for development
A. Protection of the vTPM secrets
A TPM has data that must be kept secret and safe from
manipulation, e.g. the Endorsement Key (EK) or the data
contained in the NVRAM area.
The vTPM secrets in Xen are bound to the pTPM through
a digital envelope. The data of the envelope is ciphered with
AES-CBC symmetric encryption with a 256 bits key generated
using the pTPM TRNG [22]. The symmetric key is protected
with a public key of the pTPM. Hence the vTPM secrets can
only be recovered accessing the pTPM. It is announced that
in the future there will be the possibility to seal the symmetric
key, i.e. the current protection linked to the PCR values of the
pTPM. In that case if the hypervisor or Dom0 critical elements
are corrupted, due to a change of the PCR values, the vTPM
secrets will not be available.
In QEMU TPM Passthrough the vTPM secrets and registers
are literally protected by the pTPM. This has the advantage of
the hardware-based security offered by the pTPM, but it also
means that anybody with access to the pTPM has access to
the vTPM secrets.
In QEMU Full vTPM the secrets are kept in a dedicated
image file without any protection mechanism implemented.
Nevertheless, it is possible to leverage the security offered
by the specific type of image used. Currently only QCOW2
offers privacy, in this case password based encryption with
AES-CBC and 128 bits key. Nevertheless, the password is
limited to 16 alphanumeric characters, hence its security level
is limited to 105 bits. No authenticated encryption [23] nor
other integrity-preserving mechanisms are used, hence the
secrets could be manipulated. In addition, the system is not
mature enough and it was failing when a QCOW2 encrypted
image was used.
B. Link between vTPMs and virtual guests
The link between vTPMs and virtual guests must be pro-
tected. Otherwise, a virtual guest could be provided with a dif-
ferent, and probably manipulated, vTPM with measurements
that may not correspond to the guest.
In Xen, the vTPM is completely independent of the virtual
guest, including their lifecycles, and they run in different
domains. The link between the vTPM stub domains and
the virtual guest domains is not robust neither authenticated.
Hence any vTPM domain can be linked to any virtual guest
domain. In addition, it is possible to pause a virtual guest
domain and replace its vTPM domain with the one of another
guest, i.e. completely replacing PCR registers and non volatile
data. This allows a corrupt admnistrator, or attacker with
equivalent privileges, in Dom0, to manipulate the vTPM
virtual guests association.
In QEMU TPM Passthrough the association between vTPM
and virtual guest is static, since there is only one possible
vTPM that is mapped to the pTPM. Despite this increases
the security of the vTPM secrets in front of attackers without
privileged rights, the vTPM lifecycle and state are mapped
to the pTPM. Hence, anyone with access to the pTPM or to
the host node can manipulate the measurements shown in the
vTPM, e.g. by directly accessing the pTPM, enabling another
virtual guest with access to it or rebooting the virtual guest (on
reboot of the virtual guest the vTPM values are not initialised
since the lifecycle of the vTPM are linked to the physical
machine).
In QEMU Full vTPM, the vTPM is implemented and
managed by the same instance of the hypervisor that manages
the virtual guest. Hence the association with the vTPM and
virtual guest lifecycle is implicit, i.e. there is no possibility to
manipulate the PCR registers. Nevertheless, there is no strong
link between the image file that contains the vTPM secrets
and its virtual guest.
C. Chain of Trust extension to the virtual guests
In a virtualised TPM solution, the security offered by the
vTPMs depends on the underlying host machine. It is desirable
to create a Chain of Trust (CoT) in this host and link it to the
individual CoTs created in each virtual guest. The verification
of the CoT extension requires access to the measurements of
both pTPM and vTPM to evaluate.
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In Xen, the “pv-grub” guest bootloader allows the extension
of the CoT from the host machine to the virtual guests. In
detail, the bootloader measures, in the vTPM, the kernel, initrd
and command line used to boot the guest. Additionally, the
bootloader can be measured in one of the registers of the
pTPM and, this register, be selected to be shown as one of the
vTPM PCRs. In this case, both CoT of the host machine and
virtual guest would be linked. Nevertheless, the authors of the
solution discourage the direct usage of the pTPM in the host
machine. The reason is that if the pTPM drivers and software
stack are installed in Dom0, the administrators of the system
have easy access to the pTPM and, as a consequence, to the
key used to encrypt the data of the vTPMs. This prevents the
usage of the pTPM for measuring and checking the integrity
of Dom0 and extending the CoT. Nevertheless, this will be
solved in the new-coming releases of the solution.
In QEMU TPM Passthrough, it is not possible to extend the
CoT of the physical host to the virtual guest since the PCR
registers of the pTPM and vTPM are the same, the lifecycle of
the vTPM is linked to the one of the pTPM and the bootloader
of the guest image cannot be measured by QEMU. In this
solution there is no clear border between the security of the
physical host and the security of the virtual guest.
In QEMU Full vTPM, the modified BIOS provides support
to link the CoT of both the node machine and the virtual
guests. The modified SeaBIOS implements the S-RTM pro-
cess, which allows to create a CoT within the the virtual
guest. If the BIOS of the virtual guests, the hypervisor and
other software managing the system is measured in the host
machine, the link between the host machine and virtual guests
CoT can be created.
In all the cases where the CoT extension would be possible,
the system is vulnerable to malicious administrators replacing
the bootloaders during runtime, virtual guest BIOS, or any
other software involved in the virtual guest management.
D. Key hierarchies and management
All TPMs have at least an EK and, after its ownership is
taken, a SRK which is the root for its key hierarchy.
In the full vTPM implementations in Xen and QEMU the
keys are completely independent of the ones present in the
pTPM. Despite this implies a loosely coupled key hierarchy
with a pTPM, in practise will facilitate the migration of the
vTPMs when this becomes ready in the future. In Xen the EK
is automatically generated the first time the vTPM is initiated,
while in QEMU the EK has to be explicitly generated by the
user issuing a specific command from within the virtual guest.
In the QEMU TPM Passthrough implementation, the keys used
in the vTPM are the same used in the pTPM.
Additional options exist, when the key hierarchy of a vTPM
is generated [2], in order to provide keys that may become
certified by a certificate authority. Nevertheless, the current
vTPM implementations still do not offer them.
Regarding the key generation, in Xen and QEMU TPM
Passthrough the pTPM TRNG is used as random number
generator. While the QEMU Full vTPM implementation uses
a random number generator provided by the OpenSSL library.
VI. DISCUSSION
Given the security considerations detailed in Section V,
it can be stated that the security currently provided by the
existing vTPMs implementations is not equivalent to the
security of a pTPM. In all the cases, the security of the virtual
guests depend on the administrators of the machine hosts.
Nevertheless, the fully virtualised vTPMs of Xen and QEMU
set the bases for a near future usage of this technology.
In Xen, if there is a malicious administrator in the physical
host, the security offered by the vTPM of the virtual guests
cannot be guaranteed. This is something known by the authors
of this implementation 2. As they state, the solution is to
create a domain building component measured by the pTPM
during boot. This component should have a static library with
the critical domains to build. This component should enforce
the creation and destruction of these domains as well as the
correct pairing of vTPM domains and guests. We believe that
an administrator should not be allowed to log into the machine
without modifying the measurements of the TPM, e.g. the
login could add a measurement to the TPM of each user that
logs into the system. This could be used as a tamper-proof
mechanism. Hence the physical machine would become a kind
of sealed box.
In QEMU, the difference with Xen is that there is no
hypervisor that controls the whole virtualised system. In this
case, for a maximum security, a software manager of the
virtual guests should be installed in the physical host. The
manager should ensure the image file that contains the vTPM
secrets and the modified BIOS were correctly paired to the
correct virtual guest to ensure its integrity. This manager could
be measured as part of the physical machine CoT. In this case
it would also be possible to extend the CoT of the physical
host to the virtual guest, assuming the patched SeaBIOS is in
place and a secure bootloader is installed in the virtual guest.
Since the BIOS code used in QEMU is explicitly provided
when the guest is started, the tool that manages the guest
machines could ensure its integrity. As in Xen, the physical
host could generate measurements in the TPM for each user
logged, hence it would become as a sealed box in the sense
that nobody can log to perform system changes without being
detected.
VII. CONCLUSIONS
In this article we have analysed two virtualisation solutions
with three currently available virtual TPM approaches. The
purpose of this analysis was to determine if there where
available virtualised TPM solutions and the level of security
offered by them.
After the presented analysis we found two implementations
that offer complete TPM virtualisation for Xen and QEMU.
The implementation in Xen still has not reached a level of
2See “Questions about the usage of the vTPM implemented in Xen 4.3” in
February 2014 in the xen-devel mailing list.
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security comparable to a non virtualised solution, but their
developers are pushing hard for it. In addition, the solution is
integrated within the Xen official releases. The implementation
in QEMU offers less security than the one in Xen, e.g. to store
the secrets of the vTPM, and its integration with QEMU is
not officially supported due to restrictions of the project for
including code that has dependencies with external libraries
(in this case because of the libTPMS).
Given the development activity seen, it is expected the
improvement of the security and availability of the virtualised
TPM solutions soon. In addition, the virtualised systems will
integrate other technologies that enhance the trust with their
hypervisor, e.g. the support of the IntelTXT technology [24]
that simplifies the foundation of trust for the hypervisors in
virtualised systems in conjunction with the TPM.
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Abstract—This article presents an information system for
location-based routing protocols that does not compromise the
privacy of the involved nodes. This information system provides
a representational model of the most frequented locations of
a node, this most frequented zone is called its habitat, and a
protocol to compare these habitats among nodes given a target
location of interest. Then, the protocol can determine which of
the neighbors of a node is nearer or farther from this target
location and provides this information to the underlying routing
protocol. As it is designed for DTNs, the protocol does not require
a trusted third party, instead, it implements a secure multi-party
computation based on homomorphic encryption. The protocol is
demonstrated to be secure against passive and active adversaries.
Index Terms—Secure multi-party computation, Delay and
Disruption Tolerant Network, DTN routing protocol.
I. INTRODUCTION
The Delay and Disruption Tolerant Network (DTN) [7]
architecture emerged from the research for developing an
interplanetary network. This research was focused in solving
the technical difficulties found in out of space networking, p.e.
frequent disconnections or slow network links. But as these
characteristics could also be found in some scenarios on the
Earth, the DTN term was coined in order to include them.
One of the most important challenges that DTNs have
to face because of its characteristics is how to perform the
routing of messages [16]. The differences between DTNs
and traditional networks, such as the lack of an end-to-end
circuit between the source and the destination or the fact
that nodes can not have a global knowledge of the network
due to their disconnected nature, make the routing protocols
used in traditional networks ineffective. To overcome this,
some routing protocols for DTNs generate metrics that model
the behavior of the nodes in the network. Then, with the
information provided by the model, the routing protocol can
make substantiated decisions on how to forward the messages
in order to try to maximize the delivery rate.
This paper presents an information system support for
location-based routing protocols. This information system is
composed of a representation model of the most frequented
locations of a node and a protocol for determining, given n
nodes, which of their habitats is nearer or farther of a target
location.
This information support would allow a location-based
routing protocol the maximization of the delivery rate of the
messages by forwarding them to the nodes nearer to the
destination location of the given message. Or it would also
allow a routing protocol to forward the messages by paths
that try to avoid specific zones by sending the messages to
the nodes farther of these zones.
To implement the protocol would seem logical to think
that the coordinates of the target location could be directly
compared to the habitats of the nodes. But the privacy of
the involved nodes must be taken into account, since this
nodes could identify physical persons and revealing its location
could be a threat and an invasion of their privacy. Therefore,
the habitats comparisons are treated as a secure multi-party
computation [13].
There are several solutions for performing a secure multi-
party computation. The ones originally proposed by [9] and
[15], and extended by many others, make use of a combinato-
rial circuit for representing the required computation. Parties
execute then a short protocol for every gate of the circuit. The
advantage of these approaches is that they are general methods,
but the problem is that the protocol depends on the size of the
circuit. Therefore, for complex computations these protocols
can be inefficient. Other approaches, like the ones proposed by
[17] or [2], design specific protocols based on, for example,
homomorphic encryption or 1-out-of-N oblivious transfers, to
solve specific problems. These solutions are more efficient,
but are limited to the solving of these specific problems.
The proposal in this paper uses a specific secure multi-party
computation based on homomorphic encryption for efficiency
reasons.
II. HABITAT
This section first describes what is and how is represented
an habitat. Then, it shows how the habitats of two nodes con
be compared given a target location. And finally, shows how
is calculated the distance between two points.
A. Description
The habitat of a node represents its most frequented loca-
tions and it is represented by a dynamically created ellipse
from the historic of movement of the node. How is the ellipse
created is not contemplated in this article. An ellipse can be
defined as
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Definition 1. The set of points such that the sum of the
distances to two fixed points, the foci, is constant. This distance
defines the radius of the ellipse.
Hence, an habitat is defined with two foci points F1 :
(f1x, f1y) and F2 : (f2x, f2y) and a radius r.
B. Comparison
When comparing the habitats of two nodes, three different
situation may be found:
1) The target location is outside the two habitats. In this case
the one nearer to the target is preferred.
2) The target location is inside the two habitats. In this case
the node with the smallest habitat is preferred, as it is
more probable that the node pass through this location
earlier.
3) The target location is inside one of the habitats but outside
the other. In this case the preferred node is the one with
the target location inside its habitat.
To solve each one of the previous situations, it is necessary
to solve the following three problems:
1) How to calculate the distance from an habitat to a target
location.
2) Given two habitats, how to determine which one is
smaller.
3) How to determine if the target location is inside an
habitat.
1) Distance from a target location to an habitat: It is neces-
sary to calculate the distance from the target location defined
by a point P : (x, y) to an habitat H , determined by the
ellipse with foci points F1 : (f1x, f1y) and F2 : (f2x, f2y)
and radius r.
First, it is defined the point X : (a, b) as the nearest point
of the habitat H to the point P , so it would need to comply
the next equation
|a− f1x|+ |b− f1y|+ |a− f2x|+ |b− f2y| = r (1)
Then, it is defined the function distance as follows
d(X,P ) = |a− x|+ |y − b| (2)
and it is minimized while restricted by equation 1, for
example with the method of Lagrange multipliers, to get the
point X . Finally, to obtain the distance is applied the function
distance 2 with the point X and P .
2) Which habitat is smaller: To know which habitat is
smaller, are compared the radius of the two habitats. Given
two habitats H1 and H2, with radius r1 and r2 respectively,
the one with the smallest radius is the smallest habitat
r1 < r2 =⇒ H1
r2 < r1 =⇒ H2
(3)
3) Point inside an habitat: This problem can be resolved
as the first one. If the distance obtained is negative or 0, then
the point is inside the habitat.
C. Manhattan Geometry
To simplify the previous calculations it is used the def-
inition of distance that Manhattan Geometry [5] provides.
In Manhattan Geometry the function distance of two points





|pi − qi| (4)
where p and q are two points. This way it is simpler to calcu-
late the distance while still can be compared, as it maintains
the proportions. This simplification will be of interest when
calculating the distance in the secure multi-party computation
as the operations that can be performed will be limited by the
use of homomorphic encryption,
III. CRYPTOGRAPHIC PROTOCOL FOR HABITAT
COMPARISONS
In this section first will be described how the problems for
comparing two habitats, described in section II, are solved
such that the privacy of the involved nodes remains unaffected.
Then, it will be showed how the protocol works for determin-
ing, given n nodes, which one, or ones, are nearer or farther
to the target location. The protocol will implement a secure
multi-party computation based on homomorphic encryption to
perform the calculations needed to compare the habitats of the
nodes.
A. Homomorphic encryption
An encryption scheme is considered homomorphic if given
the set of plain-texts M, the set of the cypher-texts C and the
encryption function E , it satisfies
∀m1,m2 ∈M, E(m1 M m2))← E(m1)C E(m2) (5)
for some operators M in M and C in C [8]. If the
encryption scheme only satisfies this property for one oper-
ation, e.g. multiplication or addition, it is considered partially
homomorphic.
For this protocol are used the homomorphic properties
of the cryptosystem proposed by P. Paillier in [11], known
as the Paillier cryptosystem. This cryptosystem is additively
homomorphic, computationally efficient and it allows the mul-
tiplication of cyphered-texts by unencrypted constants without
the need of decrypting the operands. Therefore, the set of
operations cryptographically protected that can be performed
are: sum, subtraction and multiplication of an encrypted value
by a non-encrypted constant.
B. Secure comparison
The use of homomorphic encryption limits the operations
that can be performed over the encrypted operands, therefore,
the previous comparison process needs to be adapted to
overcome these limitations.
The problem appears when the distance from an habitat
to a target location is calculated. To calculate the distance it
is necessary to first find the nearest point of the habitat to
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the target location and then use the found point to calculate
the distance, as described in II-B1. But if the operands are
encrypted under homomorphic encryption it is not possible to
calculate their absolute value, therefore this operation needs
to be disposed.
To do so, it is determined where is the target location
situated in relation of the habitat to make sure that all the
subtractions encode an absolute value.
If the space is divided into 9 regions, it can be de-
termined in which region is the target location calculat-
ing the maximum and minimum values of the foci points
(Fxmin, Fxmax, Fymin, Fymax) and comparing them with
the coordinates of P. Once it is known in which region is
situated the target location, the equations 1 and 2 can be
redefined without the need of calculating absolute values and
then minimized for each of the cases.
Note that the corner regions define b in terms of a. This is
the line where X is located, but not any point of this line is
the nearest to P . To know exactly where is the nearest point
each one of these regions is divided in two subregions. To do
so is calculated the left end LE and the right end RE of the
habitat and then compared with the target location. These two
ends are calculated with the following equations
LE = Fxmax + Fxmin + Fymax − Fymin − r
RE = Fxmax + Fxmin − Fymax + Fymin + r
(6)
If the point is located between LE and RE, X and P share
the x coordinate, so a = x, otherwise, b = Fymax in the two
superior corners and b = Fymin in the other two.
C. Protocol
To describe the protocol it is imagined an scenario where
A has multiple neighbors but only A can see all of them.
Given that this situation can be quite common, the proto-
col has been designed such that A will coordinate all the
messages. Therefore, the protocol is based in letting A have
the information that other nodes need to compare between
them so A can distribute it between the other nodes as it
requires. Obviously, as the privacy needs to be preserved,
this information is encrypted and only accessible by the node
referred.
The protocol is divided in two phases, which are represented
in figure 1. After the first phase, A has compared its own
habitat to the habitats of its neighbors. And during the second
phase the surviving nodes (the nodes that still satisfy the req-
uisites of A) are compared among them, under the commands
of A, until A decides that it has enough information for its
purposes.
The neighbor discovery is conducted with the transmission
and detection of periodically transmitted beacons. When a
node detects a beacon, if it has messages to forward, it sends a
beacon asking all the receiving nodes to announce its presence
so it can detect all the neighbor nodes at once. After a time
t1 has elapsed, the protocol continues.
Figure 1. State diagram of the proposed protocol
1) Phase one: Node A compare its habitat with the habitat
of another node following the exchange of messages described
in figure 2. A is the node that coordinates the protocol and B
any other neighbor.
Figure 2. Phase one: Exchange of messages to compare a given habitat and
a target location known by A with the habitat of other nodes
1 Node B sends the limits of its habitat together with its
presence beacon.
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• Node A subtracts to the limits the coordinates of the
target location so node B can determine in which region
is situated the target location respect its habitat. Note
that all the results are obfuscated, by multiplying them
by k, so node B can only know the situation of the
target location respect its habitat and not the exact
position of it.
2 Node A transmits the subtracted limits together with the
target location P : (x, y), its distance dA (which node A
has calculated without any restriction, as he knows the
target location an its habitat), and its radius rA.
• Node B calculates EA(dB) with the supplied target
locations, then, it creates the tuple described in the
figure. This is done this way to do not let node A
know if the distances are equal (or 0) as it will not
distinguish between the comparison of the distance and
the comparison of the radius.
3 Node B transmits the results to node A, and as node A
needs to have the required information so other nodes can
compare among them, node B includes with the result its
own habitat (F1, F2 and r), encrypted with its own key.
• To interpret the result node A checks the sign of the
two values of the tuple, if the values are 0 or positive,
node B is considered to be nearer than A to the target
location.
• With the habitat and knowing in which region is the
target location, node A can calculate the distance of
that node to it, although it is encrypted and unaccessi-
ble for itself. But as node A does not know the region
where is the target location situated, it calculates the
distance for each of the regions, so it ends having 13
different distances, one for each region and subregion.
Once the protocol finishes, node A knows if node B is nearer
or farther to the target location than itself, but it has not learned
anything about the habitat of node A. And on the other hand,
node B has not learned the target location, only the situation
of its habitat respect to this target location and has been able to
compare its habitat with the habitat of node A without learning
it.
If no nodes satisfy the requisites of node A, or only one
node satisfies them, the protocol ends. Otherwise, the protocol
continues with phase two.
2) Phase two: Phase two starts with node A knowing which
of its nodes satisfy its requisites, and having the distance of
the habitat to the destination target location of these nodes,
although the distance is encrypted and node A does not know
which of the 13 distances is the correct one.
At this point, node A has to determine which comparisons
need to be done to reach a decision. As a method to compare
the habitat of any two nodes is provided, any filtering or
sorting algorithm can be used. For example, if node A only
wants to know which node is the nearest to the target location,
A could just make all nodes compare randomly while discards
the ones that lose a comparison until only one node is left.
Or if A wants to sort all its neighbors from nearer to farther,
Figure 3. Phase two: Exchange of messages to compare the habitat of B
with the habitat of other nodes
it can perform a Quicksort ordering. This decision is beyond
the scope of this article.
To perform this comparisons node A starts the exchange
of messages shown in figure 3. Being node B the node to be
compared an O the others nodes to compare with B:
4 Node A sends to the other nodes the information that they
need to compare themselves with node B: the distances of
node B to the destination target location dB (13 of them,
one for each region and subregion), the target location
P : (x, y) and the radius rB of the habitat of node B. All
this values are encrypted with the key of B.
• This is the same information that they received from
node A in the first step of the protocol, with the
difference that it is encrypted by node B and that they
do not know which one is the correct distance, so they
need to compare for each one.
With this information they calculate their distance to
the target location again, but encrypted for node B, and
they subtract it to each of the dB provided.
5 The next step requires opening the result of the compar-
ison. Only node B can open the results, therefore, there
are two options:
• If they can see each other, they send the result directly
to node B,
• If they can not see each other, they send it to node A
so node A can forward it to node B.
Once node B has the result, it opens the correct one.
6 Finally, node B transmits the interpreted results to node
A.
This comparisons can be done in both ways, therefore, if
node A does not completely trust node B it can ask node B to
compare itself with the other nodes and only accept the results
that match.
D. Performance
The information transfered by the protocol can be calculated
with the following formula, b is the size of each value, m is the
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number of messages ready to be forwared by a given node and
c is the number of comparisons performed in the phase two
(which number will depend of the chosen sorting algorithm):
12 ∗ b+ 11 ∗ b ∗m+ (17 ∗ b ∗m+ 2 ∗ b) ∗ c
The size of each value will depend on the key used to encrypt
them, being them twice the size of the key.
It is safe to assume that most DTNs have a window time
of at least a few seconds, for example [4] and [12], and a
bandwidth in the order of, at least, the hundreds of kilobytes
per second, thus, the overhead of the protocol would not
impact on the performance of the network.
Regarding computation performance, it will depend on the
hardware of the nodes, but as the operations to encrypt and
decrypt of the Paillier cryptosystem have low complexity, it is
feasible to implement the protocol in any moderately powerful
hardware.
Finally, note that this information system is designed to
complement other routing protocols, therefore it should be
used when its use is expected to improve the delivery ratio
of the messages.
IV. SECURITY DISCUSSION
The global security of the proposed protocol is not deter-
mined by the individual behavior of the nodes, therefore, the
security rests in three main points: the Paillier cryptosystem,
the key management and the control of the information indi-
rectly disclosed. The security of the first two points can be
quickly determined: The Paillier cryptosystem is proved to be
robust and secure [11] and the security of the key management
is responsibility of the node as the keys are never transmitted
during the protocol. More interesting is the analysis of the
information disclosed.
To analyze the information disclosed by the execution of the
protocol, the framework defined in [6] for the analysis of the
security of multi-party computations will be used as starting
point. This framework describes different adversary models
and gives a generalization of the concept of ideal process,
already proposed by other authors in [10] and [3].
In this framework a protocol is considered to securely
perform a given task if executing the real protocol amounts
to “emulating” the ideal process for that task. In the ideal
process there is an incorruptible trusted party who receives the
inputs of all the parties, locally computes the desired outputs
and transmits them to the required parties. To define what
is “emulating”, first is necessary to formalize the output of
performing a given task.
The output is formalized as the information that the task
explicitly outputs in addition of what can be inferred. In other
words, the information the task outputs once it has successfully
finished and the information that can be deduced from the
process of performing the task.
Now, emulating a task is performing it in such a way that its
output is exactly the same as the ideal task. Thus, all parties
will learn identical information from both the real protocol
and the ideal process.
The adversaries covered in this analysis are classified in
passive and active adversaries. Passive adversaries, also called,
semi-honest, only gather information and do not modify the
behavior of the parties. On the other hand active adversaries,
also called “Byzantine”, modify the outputs of the function so
they can corrupt other parties to get more information.
To simplify the study of the security of the proposed
protocol, it will be divided in two subtask. The subtask of
comparing the habitats of two nodes when one of them knows
the target location, and the subtask of comparing a given
habitat and a target location to n other nodes. The first subtask
corresponds to the first phase of the protocol, and the second
subtask to the second phase. These phases are described in
section III. Also, it will be distinguished between the security
of the nodes (the privacy of their habitats) and the security of
the target location (as it can be the location of a node).
The analysis will be performed as follows. For each subtask
and adversary, it will be described the output of performing
the subtask in the ideal process and then it will be compared
with the output of performing the same subtask in the real
protocol.
A. One-to-one habitat comparison subtask
In the step one of the protocol it is performed a comparison
between the habitats of two nodes, one of them knowing
the target destination. Then, the task of this subtask is the
determination, between these two habitats, of which one is
better suited to forward a message to this destination. The
nodes will be called A and B, being A the one with the
message to forward.
To perform the ideal process of this task, A would send
its habitat and the target location P to the trusted third party
using a secure channel and B its own habitat with another
secure channel. The output that the trusted third party would
transmit would be the communication to the A of which of the
habitats is considered better. Therefore, A would not learn any
additional information about the habitat of B and B would not
learn anything about the habitat of A nor the target location.
Now, will be show how this subtask behaves against passive
and security adversaries.
1) Passive adversaries: The execution of the ideal process
in presence of passive adversaries would not lead to any oppor-
tunity for them to gather additional information. Otherwise, the
real protocol reveals to B the region where the target location
P is located regarding its habitat.
The revelation of the region is the only difference between
the ideal process and the real protocol, but if it points to a node
this is not a threat to its privacy as its location can be hidden
by breaking the relation between the target location and the
node, p.e. with the technique used in [14]. Therefore it can be
stated that this part of the protocol does not compromise the
security of the forwarding nodes nor the nodes to which the
target location can refer in presence of passive adversaries.
2) Active adversaries: In the ideal process, the active
adversaries can only modify the inputs sent to the trusted third
party, on the other hand, in the real protocol, both A and B
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can modify the values in the intermediate steps of the protocol
to try to corrupt the other node.
If the modified values were the values operated with the
encrypted data, the consequences would be the same than
modifying the original inputs. Thus, this modifications would
not affect the security of the protocol as it has been defined
because this attacks could be also performed in the ideal
process. In addition, no other alterations can be done that
would give any advantage to the adversary as all the values are
encrypted and any modification to these values would produce
random uncontrolled outputs when decrypted.
Hence, it is possible to state that this part of the protocol is
also secure against active adversaries as it does not compro-
mise the security of the nodes not of the target location.
B. One-to-N habitat comparison subtask
The other subtask is the comparison of a given habitat
among other n nodes. The task is determining which one or
which ones, depending the sorting or filtering process used,
fulfill the requirements of the initiator of the protocol. It starts
at the last step of the first phase of the protocol, when the node
gives, together with the result of the comparison, its encrypted
habitat. This subtask performs the part of the protocol used in
the previous subtask but with different parties, then, only the
differences from the previous subtask need to be discussed.
To perform this subtask in the ideal model, all the nodes
would send its habitat to the trusted third party, and the node
A, in addition, would send the target location P . Now, the
trusted third party would perform the required calculations
and would send the results of these comparisons to the node
A.
The main difference from the previous subtask is that node
A is allowed to have the information regarding the habitat of
another node, but it is not able to access to it as it is encrypted.
Then, once node A has calculated the distance of the target
node using its habitat information, the protocol behaves in
the same way than in the first subtask and no additional
information is disclosed.
Therefore, as if node A has the information of another node
does not affect the security of the protocol it is possible to
assume that this subtask is also secure against passive and
active adversaries. Thus, the whole protocol is considered
secure against active and passive adversaries.
V. CONCLUSION
In this article we have proposed a support information
system for location-based routing protocols that does not
compromise the privacy of the involved nodes. This system
allows the nodes to use geographical information to make
routing decisions. With the proposed system, it is possible to
forward the messages in such a way that they take a specific
path. For example, the messages can be sent as directly as
possible to their destination, avoiding specific areas. . .
All the required calculations are securely performed on the
involved nodes while protected by the homomorphic Paillier
cryptosystem. Then, since no trusted third parties are needed,
this protocol is suitable for DTNs.
These calculations can be considered a specific case of a
secure multi-party computation. Hence, the security of the
protocol has been analyzed from this point of view. This
analysis has concluded that the protocol is secure against
passive and active adversaries, including collusion attacks.
As future work, it would be interesting to implement the
proposed information system, e.g. in the aDTN platform
currently developed by the SeNDA research group [1]. This
platform allows the exchange of messages following the store-
carry-process-and-forward paradigm proposed in [4] which
allows the messages to provide their own routing code. Then,
it would be of interest to develop several routing algorithms
that make use of this information system and compare the
performance of these routing algorithms to other routing
protocols.
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Abstract—The popularity of Web Based Social Networks
(WBSNs) encourages their enhancement. Many WBSN data is
considered personal data and access control management plays
a key role in this regard. The point is not only to manage
access control but to determine how administration should be
performed. Based on SoNeUCONABC , an expressive usage
control model that allows fine-grained access control manage-
ment, this paper presents SoNeUCONADM , the complementary
administrative model. Based on a pair of related and popular
administrative models, the evaluation proves the completeness of
SoNeUCONADM .
Index Terms—Administrative access control model, Web Based
Social Network, revocation, delegation.
I. INTRODUCTION
In Web Based Social Networks (WBSNs) users upload
huge quantity of data, some of them personal data, which are
in many cases let out of control. Controlling and carefully
managing all WBSNs data is a demanding and challenging
necessity. At a primary step, SoNeUCONABC , an expressive
usage control model that allows fine-grained access control
management along the whole usage process is proposed in
[1]. However, access control models have to describe the way
administration is performed and then, the identification and
specification of administrative tasks for SoNeUCONABC is
the following step.
Coming back to the 90’s, given the maturity of the Role
Based Access Control Model (RBAC) proposed by R. Shadu
et al. [2], its attached administrative model can be used as a
precedent in the identification of administrative tasks [3]. In
a nutshell, in RBAC, administrative permissions (analogous
to rights) are exclusively applied to administrative roles and
other permissions are applied to any other kind of roles. Then,
administrative tasks base on the assignment of users to roles;
the assignment of permissions to roles; and the assignment
of roles to roles. The initial set of administrative tasks are
summarized as follows:
• Who is the entity in charge of creating, updating and
deleting access control preferences.
• Who is the entity in charge of associating preferences
with data.
• How preferences are associated with data and data with
data owners.
Furthermore, administrative issues also involve adminis-
trative rights management. Two types of rights are distin-
guished, namely, use and administrative rights. Use rights
consist of operations performed with objects, e.g read right,
and administrative rights correspond to operations performed
over the right of objects, e.g. the right to give read right.
The management of both types of rights is essential and
delegation and revocation are remarkable operations in this
regard. Delegation focuses on granting a right to a user, while
revocation undoes the effects of delegation. In particular, weak
and strong revocation are differentiated. The former refers to
simply remove granted permissions and the latter refers to
recursively revoke permissions from those to whom the grantee
granted the permissions. Based on these rights and operations,
the following administrative tasks are added to the previous
ones:
• Who is the entity in charge of managing revocation.
• Who is the entity in charge of managing delegation.
• How weak and strong revocation is managed based on
use rights and administrative rights.
• How delegation is managed based on use rights and
administrative rights.
In the social networking field administration focuses on
managing uploaded resources like photos or videos, speci-
fied identity data (namely personal profiles) and established
access control policies. Thus, WBSN administrative tasks are
equivalent to the ones above mentioned but considering that
resources, identity data and policies are the elements at stake.
As a result, this paper presents SoNeUCONADM , an ad-
ministrative model for SoNeUCONABC . SoNeUCONADM
addresses all aforementioned tasks to promote a wider use of
SoNeUCONABC .
This paper is structured as follows. Related work is de-
scribed in Section II. Section III presents the background.
Section IV introduces administrative features, particularly,
tasks and rights. In Section V SoNeUCONADM is described.
The evaluation of the model is described in Section VI. Lastly,
conclusions and future work is outlined in Section VII.
II. RELATED WORK
This Section presents the analysis of 21 proposals in the
literature that address administrative issues in collaborative
environments. Note that this study is not exclusively focused
on WBSNs, but extended to collaborative environments due
to a pair of reasons. On the one hand, WBSNs manage data
which may be related to multiple users and then, they can
be pointed out as collaborative systems. On the other hand, a
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TABLE I
ADMINISTRATIVE FEATURES ANALYSIS
Proposals Administration Delegation Revocation
[25] B. Carminati et al. (2011) D
[6] A.C. Squicciarini et al. (2009) D
√∗
[24] H. Zhang et al. (2012) C
[5] M.R. Thompson et al. (2003) D
√ √
[7] A.C. Squicciarini et al. (2010) D
√∗
[8] A. Ahmad et al. (2012) D
√ √
[9] Y. Jung et al. (2013) D
√
[10] Y. Ren et al. (2011) D
[11] M. Prilla et al. (2006) D
√
[12] A. Imine et al. (2009) D
√
[13] M. Lorch et al. (2003) D
√ √
[14] H.F. Wedde et al. (2003) D
[15] R. S. Shandu et al. (2010) D
√ √
[16] R. S. Shandu et al. (2011) D
√ √
[17] W.K. Edwards (1996) C
[18] K. Sikkel et al. (1997) D
√ √
[19] Z.Y. Zhang et al. (2011) D
√ √
[20] R.K. Thomas (1997) C
[21] E. Cohen et al. (2002) D
√∗
[22] V. Gligor et al. (2002) D
√∗
[23] J. Jin et al. (2006) D
√
∗: mentioned but not managed
small amount of proposals focus on administrative issues in
the specific context of WBSNs.
In general, 6 contributions fall in the WBSN category [4],
[5], [6], [7], [8], [9], 3 proposals in document sharing [10],
[11], [12], one proposal bases on grid environments [13] and
the rest of them focus on other general collaborative systems
[14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24].
This analysis studied the administration type, namely, cen-
tralized C (a single entity decides who can get into the
systems) or decentralized D (multiple entities decide who can
get into the systems); and how delegation and revocation are
managed. Table I presents results of the analysis. Symbol *
means that a particular feature has been mentioned but not
managed.
In what concerns the administration type, 18 approaches
deal with D administration and just 3 proposals focus on
C administration. As expected, administration tends to be
decentralized because each WBSN user has to manage his
owned data.
Concerning centralized administration, in [17] a central
administrator manages roles and policies. Furthermore, the
need of dynamism is highlighted and the change of user roles,
at runtime, is an essential matter to deal with. Similarly, [20]
proposes teams management. Teams are composed of users
with the same role whose management is left to a general
administrator. Likewise, in [24] groups are managed by a
central authority in such a way that users are added to groups
and rules, based on user attributes, time periods and resource
usages, are applied to groups.
The majority of approaches base on decentralized admin-
istration, allowing users to individually manage their per-
sonal data. For instance, in [12], the administrators initiate
the administration process by notifying updates to affected
users who become involved in the administrative management
process. By contrast, in [23], [5] users who want to become
involved in a particular administrative process have to request
it. Other proposals divide data, particularly documents, among
users and they work over each owned piece of data [10].
A different solution are proposed by M.R. Thompson et al.
[5] and A. Ahmad et al [8]. M.R. Thompson et al’s work
bases on certificates jointly signed by all users involved in
the administrative process. However, A. Ahmad et al propose
transfer, multiplication and division operations [8].
Delegation, associated with decentralized administration,
is addressed in a total of 9 approaches. In collaborative
environments several users have to cooperate to achieve a
common goal. Then, delegating permissions breaks the power
of a central administrative user by sharing administrative tasks
among different parties. The most of approaches focus on
permissions delegation [15], [16], [18], [13], [5], [24], [8],
being the proposals of Z.Y. Zhang et al. and J. Jin [23] the
only ones which propose role delegation [19] and E. Cohen
et al.’s proposal which exclusively mentions the difficulty in
managing delegation in organizational environments [21].
Related to revocation management, in multiple cases users
may regret having granted a certain use or administrative right
to a user. A total of 10 proposals provide mechanisms to
deal with revocation and other 3 contributions mention the
relevance of its management [22], [6], [7]. They focus on weak
revocation in respect to rights [15], [16], [11], [13], [8] and
group memberships [12] and on strong revocation regarding
delegated rights [18], [19], [9] and certificates [5].
In sum, it is concluded that administration in collaborative
environments tends to be decentralized. This is specially re-
markable in WBSNs, where many users and data are managed.
Besides, most of analysed approaches propose revocation and
delegation mechanisms which helps to conclude the relevance
of their management as part of the administration process.
III. BACKGROUND: SoNeUCONABC
SoNeUCONABC is an expressive usage control model
that manages six WBSN features, namely, common-contacts,
clique, distance, multi-path, direction and flexible attributes
[26], [27], [28], [29].
In general, SoNeUCONABC is composed of seven ele-
ments: Subjects (S) together with Subject attributes (ATT (S))
refer to WBSN users and their attributes; Objects (O) to-
gether with Object attributes (ATT (O)) correspond to WBSN
data and their attribute; and Relationships (RT ) together
with Relationship attributes (ATT (RT )) refer to the set of
relations and attributes that exist between a pair of users,
being direct relationships denoted as E and ATT (E) their
attached attributes; Rights (R) correspond to actions that can
be performed over objects O; Authorizations (A) refer to rules
to satisfy to grant a subject a right on an object; Obligations
(B) correspond to requirements to satisfy before or while the
usage process; and Conditions (C) refer to requirements to
satisfy in regard to context features, eg. network availability.
In SoNeUCONABC , access control policies, denoted as
ρ, consist of ρ(ρs; ρo; ρrt; r; ∂b; ∂c). In particular, ρs, ρo and
ρrt are predicates defined over subject, object and relationship
attributes respectively. Besides, rights are denoted as r and
obligations and conditions refer to ∂b and ∂c respectively.
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In the following, an example of an access control policy
is presented: Access is granted to photos entitled “Party” to
friends of a friend if they are under 30 years old or if they
are under 25 years and have studied computer science.
ρ = (((age < 30) ∨ ((age < 25) ∧ (studies =
c.science))); (title = party); ((((role = friend); (role =
friend))), ∅, ∅); read; ∅; ∅)
For more details of SoNeUCONABC usage control model
see [1].
IV. TOWARDS ADMINISTRATION
Prior to the description of how administration is performed
in SoNeUCONADM , administrative tasks to address (Section
IV-A) and the available rights to manage (Section IV-B) are
detailed in the following Sections.
A. Administrative tasks
Administration involves multiple tasks (recall Section I)
which can be classified in a couple of groups regarding tasks
related to:
• The identification of who is involved in administrative
issues. These tasks refer to who manages access control
policies, who associates policies with resources and iden-
tity data and who manages revocation and delegation.
• The definition of how administrative issues are per-
formed. These tasks correspond to how policies are
associated with resources and identity data, how resources
and identity data are associated with their owners and how
revocation and delegation are managed.
B. Rights management
Two types of rights are differentiated, use rights and ad-
ministrative rights. The former ones, which are referred in
SoNeUCONUCON to as Rights (R), base on operations
performed with objects such as read, and operations carried out
over objects like tag, move or copy. By contrast, administrative
rights (AR) refer to the management of elements involved in
the access control decision process, along with delegation and
revocation management.
V. SoNeUCONADM DEFINITION
Users enrolled in a WBSN become owners of uploaded
resources, established identity data (mainly profile data) and
defined access control policies. Thus, SoNeUCONADM is
based on ownership, such that owned elements are managed
by their owners. Specifically, administrative objects (AO) cor-
respond to the elements involved in the access control decision
process, namely, managed subjects (S), objects (O), direct
relationships (E) and their respective attributes (ATT (S),
ATT (O),ATT (E)) and access control policies (ACP ).
In SoNeUCONADM , owners execute administrative rights
AR over administrative objects AO and grant use rights R
over objects O according to access control policies ACP (see
Figure 1). In this regard, following Sections describe use rights
R and administrative rights AR management (Section V-A and
V-B respectively).
Fig. 1. SoNeUCONADM
A. Use rights management
Each owner specifies as many access control policies as
desired and leaves them in a pool of policies to be evaluated
when a request is received for executing some right over one
of his owned objects. Contrary to other models, policies in
ACP are not directly associated with data and its owner but
to the owner exclusively. For instance, the policy ”grant read
access to data entitled PARTY to users older than 20” is
created, associated with an owner and located in his pool
of policies. Next, when an object of a particular owner is
requested, all policies associated with him are evaluated,
verifying authorizations (A), composed of subjects, objects
and relationship attributes and the granted right (ATT (S),
ATT (O), ATT (RT ) and r), obligations (∂b) and conditions
(∂c). If there is a policy ρi within the set of policies defined
by an owner (Powi ) that matches the request, the right r over
the requested object o is granted to the requester s. Assuming
that the expression owner(“element”) means being owner of
“element”, it is formally defined as:
(s, o, r) granted ⇐ Powi= {ρi ∈ ACP/owner(ρi) =
owner(o)}∧
∃ρi(A(ATT (S), ATT (O), ATT (RT ), r); ∂b; ∂c) ∈ Powi/
ρi(A(ATT (s), ATT (o), ATT (rt(owner(o), s)), r); ∂b; ∂c) =
true
B. Administrative rights management
This Section details the management of administrative ob-
jects (AO), revocation and delegation. In general, being owner
of a particular administrative object ao grants administrative
rights AR over it to manage the object and its attributes and
to delegate and revoke use rights R and administrative rights
AR over it. It is formally defined as:
(s, ao,management) granted⇐ s = owner(ao)
(s, ao, delegation) granted⇐ s = owner(ao)
(s, ao, revocation) granted⇐ s = owner(ao)
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1) Administrative objects management: Administrative ob-
jects AO management consists of the creation, modification
and deletion of any AO.
In terms of subjects S, they can create WBSN accounts,
becoming owners of their profiles, uploaded data and estab-
lished access control policies. Analogous, they can cancel their
accounts whenever desired.
Objects O are other topic for discussion. In general, objects
are stored in WBSN data bases, eg. Facebook. Nonetheless,
in decentralized WBSNs, like Diaspora, each user chooses the
host to store his data. Similar to WBSN accounts, objects have
to be deleted when users want.
In regard to direct relationship E (as the indirect once
are constructed through them [1]), WBSN users establish
relationships with other users, as well as they update or remove
them.
Concerning attributes, subject, objects and relationships
attributes have to be considered (ATT (S), ATT (O) and
ATT (E) respectively). Firstly, ATT (S) which basically refer
to profile data, are linked to a WBSN account and they
can be established by the account’s owner, retrieved from an
Identity Provider (IdP) where they where previously defined
or obtained from personal devices like identity cards. Second,
ATT (O) attached to an object can be defined by its owner,
as well as retrieved from the object’s metadata. Nonetheless,
if required, owners have to give permission to WBSNs to
process metadata. Finally, what concerns with ATT (E), they
are considered identity data and then, they can be defined by
owners or retrieved from IdPs.
On the other hand, access control policies can be also
created, updated or deleted, at any time. In particular, all
subjects with a WBSN account can manage access control
policies ACP .
One last point is that the use of attributes, conditions and
obligations in spite of being opened sets, depends on what
every WBSN supports.
2) Delegation management: Delegations consist of granting
permission to a certain user over a particular object tempo-
rary or permanent. The delegation of use rights R can be
analogous to the establishment of access control policies. A
right is granted to the requester over the requested object after
satisfying an access control policy.
On the contrary, the delegation of AR requires the definition
of the following function:
• DELEGATE(vk,vj ,oi,λ): It states that vk gives a specific
AR λ to vj over oi. λ refers to a partial or a complete
delegation, the former to delegate some AR and the latter
to delegate all AR. λ takes the value ∗ for a complete
delegation and takes the value, e.g., AR-R to express that
only the permission to grant use rights R is delegated.
Note that this administrative model applies permanent
delegation and the temporal one is left as a matter of
future work.
In SoNeUCONADM the delegation of AR compels the
permanent delegation of all AR. Thus, the object over which
the operation is executed, becomes property of the delegatee.
The delegation operation should be enforced such as λ takes
the value ∗, DELEGATE(vk,vj ,oi,∗).
3) Revocation management: Revocation, contrary to dele-
gation, removes the granted right over an object to a certain
user. There are two types of revocation, weak and strong
(Section I). Nonetheless, weak revocation of use rights R is
the only SoNeUCONADM manages since the delegation of
AR is permanent and recursive delegation of use rights R are
not applied.
SoNeUCONADM manages revocation in terms of the
update of attributes and access control policies, eg. if a photo
entitled “Summer” is accessible to relatives, it would remain
accessible to this set of people until the policy or the photo’s
title change. Indeed, it is extremely related to usage control
and the application of mutability and continuity attributes. Mu-
tability refers to the fact that attributes can be updated at any
time. On the other hand, continuity refers to the enforcement of
access control along the whole usage process. Both attributes
are directly related to revocation because if initial conditions
change along the usage process, access decisions have to be
taken again [30] and they may cause the revocation of granted
rights. Based on [31], revocation can be also divided between
direct and indirect:
• Direct revocation can be enforced, at any time, by the
owners of resources and identity data. Data owners may
decide to revoke rights previously granted, updating or
deleting an access control policy, as well as changing
attributes. For instance, if the right to access a photo
entitled “Classes” is granted to relationships with role
“classmates”, revocations can be caused by the update
of the title of the photo or by the update of the role
of a classmate relationship. Likewise, if the policy “
Grant access to Friends to all photos” is updated to
“Grant access to Friends to photos entitled Birthday”, it
may prevent requesters from getting requested rights in
subsequent requests or while the usage process.
In the revocation process, apart from the data owner, the
Usage Reference Monitor is the entity at stake. This entity
is composed of a Usage Decision Facility (UDF) and
a Usage Enforcement Facility (UEF) which are always
active [34] and they are applied in the usage control
process. UDF identifies changes in attributes and UEF
enforces access control accordingly. When policies are
updated or attributes are changed, the UDF is informed
about that. Afterwards, it informs the occurred event to
the UEF and lastly, the UEF enforces the re-evaluation
of policies.
• Indirect revocation is caused by uncontrolled situations.
Particularly, it is performed when access control policy at-
tributes expire or change. “Automatic” attributes updates,
either subjects, objects or relationship attributes, can
cause revocation of granting rights.“Automatic’ means
that no users interactions are required. For instance, if the
right to access a photo entitled “High-school” is granted
to users under 18, revocations occur when requesters
turn to 18 years old. Note that “automatic” updates are
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TABLE II
ADMINISTRATIVE TASKS COMPARISON
Tasks SoNeUCON ADM UCON ABC [32], [33] RBAC [3]
Entities identification
Creating, updating and deleting access con-
trol preferences
Owners. Owners. Owners.
Associating preferences to data Not required - Owners
Revocation management Usage reference monitor and owners - Owners
Delegation management Owners - Owners
Management procedures
Association between preferences with data
and data with data owners
Policies are exclusively associated to data
owners concerning subjects, objects and re-
lationships attributes.
Assertions associate subjects and objects Permissions are associated with roles and
and data and roles with data owners
Revocation management Weak revocation is managed. Attributes and
access control policies updates.
Weak revocation is managed. Time assigned
to access control policies.
Weak and strong revocation are managed.
Owners revoke users from roles according
to their decisions.
Delegation management Delegation of R and all AR is available.
Owners establish access control policies and
execute the delegation operation for all AR.
Delegation of R. Assertions associated with
particular requesters.
Delegation of R and AR is available. Own-
ers assigned users to roles to delegate.
specially related to attributes in which time is directly or
indirectly involved.
The management is equivalent to direct revocation except
for the fact that the UDF identifies updated attributes.
VI. EVALUATION
This Section presents the evaluation of SoNeUCONADM ,
the administrative model for SoNeUCONABC . It consists
of comparing the proposed model with the most challenging
and related administrative models, RBAC and UCONABC .
SoNeUCONADM is compared with RBAC administrative
model, for being one of the most mature administrative models
[35], [3], and with UCONABC administrative capabilities, for
being the model that lays the bases on the proposed one [32],
[33].
Administrative tasks, identified in Section I, are depicted
and compared in Table II, where symbol ‘-’ implies that a
particular task is not studied.
Concerning the association of data with preferences and
data with data owners, SoNeUCONADM only requires to
associate preferences (access control policies) to data. Policies
are mainly defined over subjects, objects and relationships
attributes instead of being attached to specific objects. By
contrast, UCONABC and RBAC pose more restrictive and
tedious tasks from the users point of view. In UCONABC
owners define assertions to associate subjects with objects, as
well as to associate policies (composed of assertions) with
objects [33]. However, in RBAC permissions are assigned to
roles and to objects and then, roles are assigned to users.
Delegation is also managed in all compared models, being
the SoNeUCONADM proposal the most flexible one. In
SoNeUCONADM delegating R involves the establishment
of access control policies according to subjects, objects and
relationship attributes. Moreover, the delegation of all AR
involves the execution of the operation DELEGATE to guar-
antee that, from the moment the operation is enforced, the
delegated object becomes property of the delegatee without the
possibility of undoing the operation. Conversely, delegation in
UCONABC is limited to R. It bases on specifying assertions
associated with particular requesters which base on objects and
subjects attributes [33]. On the other hand, RBAC delegates
R and AR through the association of roles to users.
Revocation is another compared task. SoNeUCONADM
manages direct and indirect revocation. The former is per-
formed by owners through the change of attributes and access
control policies. On the contrary, indirect revocation is exclu-
sively related to attributes updates, being particularly related
to attributes involving time restrictions. Nonetheless, as this
model only delegates R and all AR, just weak revocation
is at stake. Similarly, UCONABC manages weak revocation
assigning time to access control policies. Moreover, though
not described in the original model, Z. Zhang et al. proposed
a general procedure to manage weak and strong revocation
in UCONABC [36]. On the other hand, RBAC provides
functions to weakly and strongly revoke users from roles by
removing the assignment of users to roles.
In the light of the proposed analysis, SoNeUCONADM
supports all tasks an administrative model should pro-
vide and thus, their completeness is pointed out. Indeed,
SoNeUCONADM has a significant advantage, that is, pref-
erences (access control policies) are associated to users in-
stead of to objects and the burden of managing at least as
many policies as uploaded objects is avoided. Moreover, it
is noticeable that SoNeUCONADM does not manage strong
revocation because cascading delegations are not required. In
other words, this model bases on ownership and then, owners
should manage access control in regard to data their posses,
either being an entire piece of data or, when co-ownership
management takes place, a part of it.
VII. CONCLUSIONS
In this paper, SoNeUCONADM , the administrative model
for SoNeUCONABC usage control model, has been pro-
posed. It supports administrative tasks concerning the iden-
tification of who is involved in administrative issues and how
they are performed. SoNeUCONADM has been assessed
against a pair of administrative access control models (RBAC
and UCONABC) to ensure that it successfully addresses all
identified administrative tasks.
In what concerns SoNeUCONADM , the main future step
is the management of temporal delegations. Moreover, its
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implementation either in a real or in a simulated environment
is expected in future work to prove the feasibility of its
implementation and the study of users satisfaction.
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Resumen—Los fundamentos de la administracio´n de riesgos
tradicional poco a poco se han venido debilitando frente a
la dina´mica, incertidumbre y ambigu¨edad de los entornos de
negocio. Lo que antes era medianamente viable anticipar, ahora
es pra´cticamente imposible establecer un ana´lisis certero que
permita ofrecer orientacio´n y claridad sobre que´ hacer frente a
una situacio´n particular. En este sentido, se introduce la ventana
de AREM, cuyo objetivo es ampliar la capacidad de conocimiento
del entorno y facilitar una toma de decisiones informada sobre las
oportunidades y retos empresariales, buscando ajustar la pra´ctica
actual de la administracio´n de riesgos en un mundo dominado
por las redes sociales, la computacio´n en la nube, los dispositivos
mo´viles y la informacio´n instanta´nea.
Palabras clave—Riesgos, amenazas, decisiones informadas, in-
certidumbre, entorno dina´mico, Ventana de Johari
I. INTRODUCCIO´N
Muchos investigadores y ciudadanos pasan un tiempo im-
portante pensando sobre el futuro, sobre las condiciones y
riesgos que esta´n por venir, sobre los nuevos retos que se van a
plantear y la forma como deberemos enfrentarlos para alcanzar
nuevas posiciones estrate´gicas en los mercados actuales y
futuros.
Conocer el futuro es un problema complejo, pues exige
saber que esta´ pasando en la actualidad con certeza y ver entre
lı´neas los aspectos emergentes, que pueden ser hoy so´lo movi-
mientos aparentemente pasajeros, pero que no dimensionamos
sus alcances o factores que los puedan potenciar. Mucho del
conocimiento que podamos tener del entorno no bastara´ para
establecer un patro´n de conocimiento emergente que pueda
revelar el misterio lo que puede pasar en el mediano y largo
plazo.
En este sentido, las organizaciones deben establecer estra-
tegias que permitan cada vez ma´s avanzar en el conocimiento
de su entorno, buscando un recorrido perimetral completo
que disminuya los puntos ciegos y aumentar su capacidad
de anticipacio´n, toda vez que es de esta forma como puede
permanecer vigente y competitiva, au´n frente a situaciones
inesperadas.
Como quiera que el futuro, es una reflexio´n basada en
escenarios au´n por conocer o mejor, situaciones que ya pasaron
y no las vimos, se hace necesario mantener en el radar una
forma de afinar la revisio´n del medio ambiente empresarial
y las situaciones propias de cada organizacio´n, con el fin de
tener a la vista motivaciones y sugerencias que nos permitan
Tabla I






otros A´REA LIBRE A´REA CIEGA
Desconocido por
los otros A´REA OCULTA A´REA DESCONO-
CIDA
ubicar los riesgos y amenazas emergentes ma´s relevantes y
poder actuar en consecuencia.
Habida cuenta de lo anterior, utilizando los conocimientos
y estrategias fundadas en las relaciones humanas, asociadas
con la forma de ofrecer retroalimentacio´n, como lo es la
Ventana de Johari, instrumento ampliamente conocido en el
a´mbito social, buscaremos repensar los conceptos de amenazas
y riesgos emergentes en el contexto empresarial, para ofrecer
una nueva lectura de la Ventana de Johari, ahora como la
Ventana de AREM (Amenazas y Riesgos Emergentes).
II. ENTENDIENDO LA VENTANA DE JOHARI
“Todos los seres humanos tenemos zonas abiertas, zonas
ocultas, zonas ciegas y zonas desconocidas. Mientras ma´s
amplia sea la zona abierta, mayor es la apertura y transparencia
que generamos cuando interactuamos con los dema´s. Estas
diferentes zonas fueron detalladas por los psico´logos Joseph
Luft y Harry Ingham, que denominaron la Ventana de Johari,
como una estrategia para mejorar la comunicacio´n a trave´s de
la cual una persona da o recibe informaciones sobre sı´ misma
o sobre otras personas.
La idea de usar este instrumento es alertar y tratar las
a´reas ocultas y ciegas que son las que predominan en la
relacio´n interpersonal. El a´rea oculta es aquella donde hay
elementos desconocidos por los dema´s y conocidos por la
persona, mientras el a´rea ciega, es aquello que la persona no
conoce, pero es conocido por los dema´s.” [1].
La ventana de Johari, detalla FRITZEN [2] (pa´g.11), “trata
de explicar co´mo deben procurar tolerarse mutuamente las
diferencias en las distintas a´reas de nuestra personalidad, con
el fin de mejorar las relaciones interpersonales, a trave´s del
conocimiento de uno mismo y de los dema´s. (. . . )”. Este
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instrumento abre la posibilidad para explorar campos desco-
nocidos de nuestro propio entorno que lleven a una mayor
expansio´n del a´rea libre, donde podemos actuar y movilizarnos
para hacer de nuestras relaciones con otros, fuentes de ventaja
emocional y empresarial, donde podemos construir propuestas
conjuntas y relaciones gana-gana que superen la lucha de egos
y se privilegien la suma de talentos y voluntades.
Ası´ las cosas, la ventana de Johari es una forma para aumen-
tar nuestra transparencia en las comunicaciones, motivando la
posibilidad de aprender con los otros y recomponer el campo
de las zonas grises de las relaciones humanas, que en lugar de
ser espacios para la confrontacio´n y la contienda, se conviertan
en oportunidades concretas y confiables para que surja la
confianza, esa condicio´n fundamental para hacer que las cosas
pasen.
III. LAS COMUNICACIONES ENTRE LA EMPRESA Y SU
ENTORNO: RIESGOS, AMENAZAS Y OPORTUNIDADES
Si bien la Ventaja de Johari es un instrumento propio de las
ciencias sociales, pensar en su aplicacio´n a nivel empresarial
resulta algo extran˜o y hasta inco´modo, toda vez que pensar en
comprender la misma dina´mica entre la empresa y el entorno,
como una persona y un grupo, puede ser algo inicialmente
inesperado, peligroso y retador.
En el mundo empresarial, los ana´lisis de las oportunida-
des de negocio siguen modelos establecidos y condiciones
particulares que generan informes tipo que responden ma´s o
menos a lo que los ejecutivos quieren escuchar o entender.
Rara vez, los informes de los analistas de entorno sugieren
elementos que no este´n dentro de los para´metros propios de
sus prono´sticos, como quiera que hacerlo, implica compromiso
de su credibilidad y debilitamiento de su imagen frente a
las decisiones que los ejecutivos van a tomar siguiendo sus
reflexiones.
Ası´ las cosas, comprender el entorno empresarial y revelar
los patrones de cambio que se avecinan, no es so´lo un ejercicio
de correlacio´n de eventos y datos acumulados durante mucho
tiempo, sino de lanzarse a ver aquellos “espacios en blanco”
que sugieren los nu´meros, situaciones excepcionales, condi-
ciones lı´mites, manifestaciones impropias y frecuentemente
peligrosas que permite a la empresa, cambiar las cosas y
quebrar los lentes de su inercia sectorial, para superar sus
temores frente a la competencia y crear una nueva realidad
donde, como afirma REHN [3, pa´g. 34], pocos se puedan
aventurar y donde sus te´cnicas de navegacio´n mental ya no
sean aplicables.
En este contexto, mientras ma´s sea el conocimiento de la
empresa sobre sus capacidades y habilidades para comprome-
ter y desestabilizar su entorno, mayor sera´ su fortaleza para
transformar su ambiente y revelar las nuevas condiciones, que
cambien la manera de hacer las cosas. De igual forma, cuando
somos capaces de profundizar en las variaciones del entorno y
prever nuevos vectores de riesgos, estamos avanzando en una
reflexio´n que le permite a la empresa anticiparse y caminar
sobre las aguas inciertas, con la vista en el nuevo reto, que sabe
que enfrentara´ y superara´, pues ha visto sus manifestaciones
invisibles y advierte sus posibles impactos.
Por tanto, ante este escenario retador y de permanente
incertidumbre, se requiere, como afirma A´LVAREZ DE MON
[4] (pa´g.18) “un cara´cter decidido y resuelto, curtido en
multitud de ocasiones, enfrentado a dilemas crı´ticos (. . . )” que
permita a los ejecutivos de las empresas de hoy, reconocer en
la inestabilidad de los mercados, esa forma natural de “sentirse
perdido” como prerrequisito natural para encontrarse consigo
mismo y descubrir su aute´ntica realidad, esa que esta´ ma´s
alla´ de los ejercicios de planeacio´n estrate´gica, que se esconde
en la manera como la organizacio´n se relaciona con su propia
realidad, sin entrar como afirma A´LVAREZ DE MON [4]
(pa´g.19) en un supera´vit de futuro que genere angustia e
intranquilidad insoportable.
IV. LA VENTANA DE AREM. UNA LECTURA DE LA
INCERTIDUMBRE EN LAS RELACIONES DE LA EMPRESA Y
SU ENTORNO
Modelar las relaciones emergentes del entorno de negocio es
una actividad que reta cualquier modelo de prono´stico disponi-
ble a la fecha, pues tratar de representar la realidad futura con
escenarios, siempre tendra´ la limitacio´n de la variable que no
se puede especificar. Sin embargo, tratar de establecer un mar-
co general de amenazas y riesgos emergentes (AREM), puede
ser una lectura que permita a las organizaciones clasificar
mejor sus acciones y tratar de equivocarse de manera diferente,
motivando un “pensamiento peligroso” que evoluciona desde
los tradicionales riesgos conocidos hasta las propuestas con
momentos y condiciones inesperadas y desconocidas que, al
contar con suficientes enemigos o detractores [3, pa´g.34],
valga la pena el ejercicio de oposicio´n y crı´tica.
Ası´ como, la Ventana de Johari, es un instrumento que nos
permite establecer estrategias para aumentar la zona libre, esa
a´rea de conocimiento mutuo y convergencia de informaciones
entre el yo y los dema´s, se propone hacer una lectura equi-
valente entre la empresa y su entorno, con el fin de crear un
instrumento que mantenga en la mira de los ejecutivos de la
empresa, los diferentes tipos de riesgos y amenazas que debe
atender si quiere mantenerse vigente en su entorno.
En este sentido, se plantea la Ventana de AREM, como
una vista estrate´gica y ta´ctica de actuacio´n de los ejecutivos
de la empresa, para comprender los aspectos conocidos y
desconocidos de sus capacidades empresariales, en el contexto
de aquellos riesgos y amenazas propias de su entorno, ası´ co-
mo de los vectores de inestabilidades emergentes que deben
identificar dentro y fuera de su realidad corporativa.
Siguiendo esta propuesta, se presenta a continuacio´n la
Ventana de AREM que establece las diferentes zonas de
alcance de las amenazas y riesgos conocidos, focalizados,
latentes y emergentes como una forma de motivar el ana´lisis de
los ejecutivos y provocar las ideas que “en tiempos de guerra”
permitan encontrar maneras de sobrevivir.
Las amenazas y riesgos conocidos son las situaciones tra-
dicionales que se presentan en la organizacio´n. Las tı´picas
sesiones de riesgos que buscan comprender que acciones se
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adelantan frente a temas como fuga de informacio´n, errores y/o
omisiones, multas y/o sanciones, pe´rdidas de imagen, acceso
no autorizado, pe´rdida de liquidez, inestabilidad de mercados,
entre otros que mantienen la operacio´n de la empresa frente
a condiciones que se sabe conocidas y que exigen acciones
permanentes y concretas (planes de tratamiento de riesgo) para
mantenerlas bajo control y conocer que´ hacer cuando alguno
de ellos se materializa.
Las amenazas y riesgos latentes, son aquellas circunstancias
que se advierten en el entorno y que son generalmente
desconocidas en el contexto de negocio de las empresas.
Dichas situaciones se manifiestan de manera frecuente y son
detectadas por los analistas empresariales, sugiriendo patrones
y condiciones particulares a trave´s de la cual se pueden presen-
tar. Su comportamiento es asime´trico y genera ruido e incer-
tidumbre en el entorno, condiciones propias de una sorpresa
predecible. Un ejemplo de esta realidad la podemos asociar
con los patrones de comportamiento que se identificaron con
la deuda inmobiliaria en los Estados Unidos de Ame´rica que
genero´ una crisis interna con afectacio´n internacional, la cual
se advertı´a en los ana´lisis de los estudiosos de los mercados.
Las amenazas y riesgos focalizados, son situaciones propias
de una industria o sector de negocio, que afectan la com-
petitividad y posicionamiento de una empresa en un nicho
especı´fico. Son escenarios por lo general desconocidos en el
entorno, pero conocidos por la empresa, dado que reconoce y
sabe el comportamiento de su sector de negocio. Este tipo de
amenazas y riesgos focalizados, deben instar a los ejecutivos
de la empresa a estudiar de manera permanente los avances y
novedades de su industria, para identificar nuevas formas de
hacerlas cosas y crear los escenarios donde su empresa pueda
movilizarse sobre las inestabilidades del sector y alcanzar una
posicio´n privilegiada.
Finalmente y no menos importantes, las amenazas y riesgos
emergentes, esos momentos, ideas, propuestas de contextos
que retan las capacidades de la empresa y privilegian ma´s
las posibilidades que las probabilidades. En este sentido,
como afirman WESTERMAN y HUNTER [5] (pa´g.22) “las
empresas responden de manera ma´s eficiente a los riesgos que
entienden, por muy impredecibles que sean, que a los que
no entienden”. Ası´ las cosas, situaciones como las amena-
zas persistentes avanzadas y los ataques ciberterroristas, las
podrı´amos tipificar como condiciones ba´sicas para pensar e
investigar en escenarios au´n no conocidos, que suponen per
se cambios o situaciones disruptivas.
V. REVISANDO LA VENTANA DE AREM. UNA LECTURA
DESDE LA INSEGURIDAD DE LA INFORMACIO´N
Los analistas de Mckinsey [6] establecen diez tendencias
emergentes que transformara´n la vida personal y empresarial
en la pro´xima de´cada. Dicha lista esta´ conformada por:
* Las tecnologı´as sociales, aquellas que potencian la inter-
accio´n de los individuos y organizaciones en la red;
* El uso de grandes volu´menes de datos y su respectiva
analı´tica, con el fin de advertir patrones emergentes y relacio-
nes desconocidas reveladas a trave´s de los datos;
* El internet de las cosas, como una nueva realidad exten-
dida ahora con dispositivos cotidianos conectados a la red;
* La propuesta de “todo como un servicio” como una forma
de estandarizar todo aquello que podemos hacer con recursos
compartidos y visibles en la red;
* La automatizacio´n del conocimiento, que potencia a los
trabajadores del conocimiento, que aumente la productividad
empresarial ma´s alla´ de los patrones identificados en el ejer-
cicio de la analı´tica de los datos;
* La potenciacio´n del ciudadano digital, como factor di-
ferenciador de un nativo digital informado y dispuesto a
transformar la manera de hacer las cosas;
* El quiebre de las fronteras entre lo fı´sico y lo virtual,
como una renovacio´n del espacio vital del ser humano, ahora
con experiencias diferentes y aumentadas de su realidad;
* La personalizacio´n y simplificacio´n de los modelos de
negocio basados en la red, como una vista particularizada de
los intereses de los ciudadanos digitales, clientes de nuevos
bienes y servicios;
* La creacio´n de mercados electro´nicos dirigidos por las
tendencias de los nativos digitales que permiten la evolucio´n
de los sistemas pagos y logı´stica en el entorno digital y
* Los impactos de los avances tecnolo´gicos en el gobierno,
la educacio´n y la salud, como forma de favorecer el producto
interno bruto de las naciones que desean ser parte de la
realidad de un mundo en lı´nea y con lı´mites desconocidos.
Revisando cada una de estas tendencias encontramos un
comu´n denominador en cada una de ellas. Un elemento que
permite cohesionar cada una de ellas y diferenciarlas al mismo
tiempo. Una fuente de oportunidades y riesgos propios que
busca crear una sensacio´n de exclusividad para todos aquellos
que participan de un entorno digital, altamente interconectado,
con informacio´n instanta´nea y ahora en la nube. La infor-
macio´n se convierte entonces, en palabras de un acade´mico
colombiano, en el nuevo “petro´leo del siglo XXI”, una materia
prima que esta´ en capacidad de generar valor para aquellos que
logran transformarla en activos valiosos, por los cuales otros
esta´n dispuestos a pagar.
Habida cuenta de lo anterior, es a trave´s de la informacio´n
como las empresas logran superar sus miedos o potenciar sus
temores. Es la forma como cada una de ellas es capaz de tratar-
la, lo que hace que algunas se ubiquen en lugares privilegiados
y otras no. Por tanto, su inadecuado tratamiento puede llevar a
situaciones delicadas que deterioran su capacidad de anticipar
las amenazas y riesgos que afecten su operacio´n o lo que es
peor, comprometan su futuro.
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En razo´n con lo anterior, se hace necesario pensar de manera
diferente frente a los ana´lisis de riesgos relacionados con la
seguridad de la informacio´n y motivar un ejercicio desde la
Ventana de AREM que “luche contra las tendencias profun-
damente arraigadas de nuestro pensamiento” [3] (pa´g.64) para
abrirle las puertas a las posibilidades, considerando, como
afirma TRUMP y KIYOSAKI [7] (pa´g.206) que tanto la
empresa como su entorno son “tu propia escuela de negocios
y programa de desarrollo personal”.
La ventana de AREM leı´da en clave de la inseguridad de
la informacio´n, es una herramienta de pensamiento lateral
[8], que deben ser animada por el cuestionamiento de las
suposiciones, hacer las preguntas correctas, intentar nuevos
marcos o puntos de vista (au´n suenen descabellados) y motivar
un ana´lisis lo´gico y disciplinado del razonamiento que inte-
rrogue la solucio´n co´moda y conocida, para entender aquello
que esta´ en el campo de las posibilidades y no en el de las
probabilidades.
VI. INCORPORANDO LA VENTANA DE AREM
La ventana de AREM, surge como una forma diferente de
motivar una reflexio´n sobre el escenario de ana´lisis que se
seleccione, con el fin de movilizar a las empresas fuera de
su zona de confort frente a los riesgos, para sumergirla ma´s
alla´ de las condiciones actuales conocidas de su entorno y
motivar una nueva vista de la empresa, tanto en su sector
de negocio, como ma´s alla´ de aquello que ella conoce y su
entorno le manifiesta.
Como quiera que para adelantar este ejercicio renovado de
riesgos, se hace necesario contar con personas especialistas en
el tema, ası´ como de personas fuera del dominio de estudio, de
los ejecutivos de negocio y de personal externo a la empresa
(si es posible), es importante documentar bien la sesio´n de
trabajo, trayendo a la mesa de trabajo, aquellas situaciones
que actualmente se advierten fruto del ejercicio tradicional de
riesgos, que es donde iniciara´ la revisio´n de la problema´tica,
para ir avanzando a los siguientes cuadrantes de la ventana.
Es importante anotar, que los profesionales que participen
del ejercicio de la ventana de AREM, cuyo objetivo es ampliar
la capacidad de conocimiento del entorno y facilitar una
toma de decisiones informada sobre las oportunidades y retos
del tema analizado, deben tener la seguridad psicolo´gica y
real que sus comentarios sera´n tomados como expresiones
de co´mo “conectar los puntos” para ver ma´s alla´ de los
hechos y eventos, y no como forma de atacar una forma
de pensar particular, que genere contradictores que impidan
que se movilicen las ideas y propuestas que deben salir de la
sesio´n.
La ventana de AREM debe motivar a los participantes a
“pensar fuera de la caja” y fortalecer las lecturas conexas de
los mu´ltiples riesgos identificados, para comenzar a mover las
reflexiones desde el cuadrante de lo conocido, hacia aquello
que es latente, es decir, aquello que no es evidente en el
momento, pero que existen condiciones y sen˜ales en el am-
biente que establecen patrones de actividad, que advierten de
una situacio´n que aparece como irrelevante, pero que existen
suficientes elementos para tenerla en consideracio´n en los
ana´lisis.
Aquellos participantes que han identificado estas nuevas
aproximaciones del entorno, deben comentar y documentarlas
de tal forma que describan con la mayor claridad su vista
y establecer, un proceso de revisio´n y validacio´n con un
equipo de trabajo especializado para establecer allı´ sus ana´lisis
detallados y luego traerlos a la mesa, una vez se hayan
estudiado.
De otra parte, los especialistas de negocio y analistas de
mercados, hacen lo propio frente a los riesgos focalizados,
para lo cual reconocen la nuevas tendencias de la industria
relacionadas con la tema´tica revisada, ası´ como elementos a
saber regulaciones, nuevas pra´cticas, esta´ndares, movimientos
polı´ticos, sociales o empresariales, que son percibidos por la
competencia en su sector o que se manifiestan como tema´ticas
relevantes dentro de los cı´rculos de influencia de la industria.
La consulta de los principales proveedores de la industria y
analistas externos de su sector, ası´ como estudios sectoriales
son elementos relevantes para establecer aquellos elementos
que son emergentes en su a´rea de negocio, para mantenerse
competitivos y con ventaja sobresaliente, siempre y cuando
pueda anticiparse a las mismas o lo que es mejor, que sean
sus acciones y actividades las que crean las nuevas condiciones
de su entorno de negocio.
Luego de revisados y analizados los resultados en cada
uno de los cuadrantes, queda expuesta la sı´ntesis de los
riesgos identificados y sus planes de tratamiento para avanzar y
anticiparse a los impactos que e´stos puedan tener en los planes
de la empresa, en el mediano y largo plazo. Sin embargo,
au´n no esta´ completo el ejercicio faltando el momento para
cuestionar nuestro entendimiento actual de los riesgos y el
marco conceptual en el cual han sido concebidos para eviden-
ciar las discontinuidades y saltos inesperados de las tendencias
actuales, para lo cual se hace necesario abrir el espacio a
las posibilidades y dejar de pensar en las probabilidades,
ampliamente conocidas para los ejercicios tradicionales de
riesgos.
En el sector de amenazas y riesgos emergentes, se requiere
contar con habilidades particulares de aquellos que son capa-
ces de: [9]
1. Ver los cambios que vienen
2. Comprender las implicaciones de dichos cambios
3. Anticipar la trayectoria de los cambios
Es decir profesionales que esta´n dedicados a vigilar y
correlacionar eventos inesperados, variables asime´tricas del
entorno y comportamientos socio-econo´micos inadvertidos,
tecnologı´as disruptivas, ası´ como cambios en las preferencias
de los diferentes grupos de intere´s, que permitan animar
nuevas reflexiones sobre las implicaciones que se pueden
generar para la organizacio´n y sus planes de mediano y largo
plazo.
Las ideas que se presenten en este sector de la ventana
sera´n el trasfondo del conocimiento de la realidad empresarial,
un lugar donde buscar nuevas forma de crear valor en la
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empresas, es decir, para disen˜ar nuevos activos no documen-
tados, ası´ como impactos au´n no dimensionados, que para
algunos podrı´a denominarse un posible “cisne negro” que
pueda tener implicaciones bien positivas o devastadoras para
la organizacio´n.
Terminado el recorrido por cada uno de los segmentos de
la ventana de AREM, se establecen los riesgos y amenazas
emergentes ma´s relevantes para los asistentes del ejercicio,
los cuales sera´n documentados por cada uno de los grupos
de trabajo establecidos para cada cuadrante, quienes ahora de-
bera´n desarrollar las estrategias de tratamiento de los mismos y
entregar una vista consolidada de cada segmento de la ventana,
para que la empresa cuente con acciones concretas y ana´lisis
claves para documentar sus decisiones.
VII. CONCLUSIO´N
Anota A´LVAREZ DE MON [4] (pa´g.18) “las cumbres del
espı´ritu humano han sido conquistadas a base de ensayo y
error. (. . . ) un itinerario que dista mucho de ser sencillo. (. . . )”,
palabras que recogen muy bien las reflexiones que se han
planteado alrededor del ejercicio de tratar de aventurarnos en
las aguas de la incertidumbre. No podemos negar que nuestro
conocimiento finito e incipiente de la realidad nos margina
muchas veces de nuevas oportunidades para crear activos
claves que representen valor y beneficio para un tercero.
Sin perjuicio de lo anterior, existen iniciativas que buscan
enfrentarse al reto de entender las condiciones del entorno,
aun sabiendo que para sobrevivir en un sector de negocios, se
requiere como afirma TRUMP y KIYOSAKI [7] (pa´g.228-
229) “aprender de distintos temas y hacerlo con rapidez”,
so pena de ser arrasados por la constante variacio´n de los
mercados y de los sectores de negocio. En este sentido, la
ventana de AREM, es una propuesta novedosa que busca
motivar a los ejecutivos para pensar sobre aquello que conocen
y desconocen, una apuesta para detallar y profundizar la
misio´n empresarial que los moviliza para crear las condiciones
de operacio´n que les permita “caminar sobre las aguas” de la
inestabilidad y no morir en el intento.
De igual forma, la ventana de AREM es una forma de
nunca subestimar las condiciones asime´tricas de la inseguridad
de la informacio´n, sino ma´s bien, de pensar en los detalles
que implican su entendimiento, la mente de los atacantes,
las relaciones propias entre la tecnologı´a, los procesos y las
personas, las vulnerabilidades latentes, que no marginan el
conocimiento de los actores de la organizacio´n, sino que
potencian sus reflexiones para crear un vitrina de aprendizaje
y desaprendizaje que hablan de una empresa resistente a la
fallas no por excepcio´n, sino por conviccio´n.
Si en el ejercicio de proteger los activos de informacio´n de
la empresa, los ejecutivos y el responsable de seguridad se
concentran en los mecanismos de prevencio´n y control, no es-
tara´n actuando en el escenario real de su entorno y el ejercicio
de la ventana de AREM sera´ marginado a listas de chequeo
que no desarrollara´n su capacidad proactiva. Mientras, si estos
actores se enfocan en el conocimiento abierto y concreto de
su escenario de amenazas y riesgos emergentes, con una vista
diligente y creativa, estaremos creando un activo intangible de
proteccio´n que esta´ ma´s alla´ de una estrategia de seguridad
de la informacio´n, una capacidad de actuacio´n que moviliza
decisiones sencillas y ejecutables.
Recuerde que en la era de la informacio´n y el conocimiento,
afirman TRUMP y KIYOSAKI [7] (pa´g.253) “no es la velo-
cidad de las lı´neas de ensamblaje la clave del e´xito, sino la
velocidad y la alta calidad con que el pensamiento humano
trabaja para alcanzar un objetivo comu´n”, por tanto que la
ventana de AREM, se transforme poco a poco en esa forma
de ver en el margen de las hojas y la excusa para detectar los
detalles que hacen la diferencia, cuando nuestro pensamiento
insista en retornar a su zona de confort.
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Resumen—Numerosas ciudades esta´n desarrollando platafor-
mas smart city con el fin de lograr una mejor coordinacio´n,
eficacia, reduccio´n de costes y en general una gestio´n ma´s eficiente
de la ciudad, a trave´s de la integracio´n de infraestructuras y
servicios. Entre los subsistemas que se integran en una smart city
hay un grupo de especial intere´s formado por las infraestructuras
crı´ticas. Con la integracio´n de estas se busca dar un mejor
servicio, pero al aumentar la complejidad y la dependencia
de unas infraestructuras con otras y con las TIC, crece el
riesgo de que una vulnerabilidad o fallo en una infraestructura
pueda extenderse y ocasionar fallos en otra, y ası´ sucesivamente
provocando un fallo en cascada.
En este artı´culo describimos un diagrama comu´n de mu-
chos proyectos para smart cities y analizamos los problemas
de seguridad y privacidad que aparecen al interconectar las
infraestructuras y al tender hacia una filosofı´a de datos abiertos.
Palabras clave—ciberseguridad (cybersecurity), ciudad inteli-
gente (smart city), datos abiertos (open data), infraestructura crı´ti-
ca (critical infrastructure), privacidad (privacy), Tecnologı´as de la
Informacio´n y la Comunicacio´n (Information and Communication
Technologies).
I. INTRODUCCIO´N
En los u´ltimos an˜os, las ciudades han an˜adido a los re-
tos cla´sicos nuevos desafı´os propios de la sociedad contem-
pora´nea: absorcio´n del aumento de la poblacio´n, reduccio´n
del consumo energe´tico y de emisiones de CO2, mayor
sostenibilidad, crecimiento econo´mico, etc. Para hacer frente
a estos puntos se esta´ produciendo un progresivo aumento
de la inversio´n en capital humano y tecnolo´gico. Usando
las TIC como base, llamamos smart city a las ciudades que
buscan atajar estos desafı´os desarrollando sistemas para la
mejora en a´reas como la gobernanza, la energı´a, el medio
ambiente, la movilidad o la economı´a entre otros. El desarrollo
de estos sistemas conlleva inherentemente nuevos modelos de
operacio´n y modifica caracterı´sticas ba´sicas de las ciudades.
La implantacio´n de lı´neas de telecomunicaciones interconecta
ma´s a los ciudadanos con las instituciones, a las empresas
con sus proveedores, a los gestores de infraestructuras con las
infraestructuras que gestionan, etc. Adema´s, esta interconexio´n
tambie´n se produce con elementos insertados en el entorno
urbano, como por ejemplo ca´maras de video vigilancia, sen-
sores, tele´fonos mo´viles, o dispositivos GPS, que generan una
gran cantidad de informacio´n que pasa a estar disponible no
so´lo localmente sino a una escala mayor para el conjunto
de los entes que conforman la ciudad. Todo esto provoca
que se demanden nuevos servicios, se abran nuevas lı´neas
de negocio, se creen nuevos empleos, se puedan automatizar
operativas urbanas y mejorar la eficiencia en la gestio´n de
infraestructuras, se haga la ciudad ma´s competitiva y se
potencie ma´s transparencia en la gestio´n pu´blica.
Todos estos cambios que aporta la smart city tambie´n
afectan a las que llamamos infraestructuras crı´ticas. E´stas
son las instalaciones clave que proporcionan los servicios
que afectan al bienestar de las personas, sea suministrando
directamente estos servicios esenciales, o dando servicio a
otra infraestructura crı´tica para que e´sta pueda operar co-
rrectamente. Ma´s concretamente, las infraestructuras crı´ticas
ma´s destacadas esta´n relacionadas con la energı´a ele´ctrica, la
produccio´n y distribucio´n de combustibles, las telecomunica-
ciones, el transporte, la distribucio´n de agua, la agricultura, la
banca y las finanzas, los servicios de emergencia y gobernanza,
la educacio´n y la sanidad entre otros [1].
Ma´s integracio´n e interconexio´n trae consigo una mayor
complejidad y un mayor riesgo de vulnerabilidades. En este
artı´culo vemos como la implantacio´n de las smart cities abre
brechas en la seguridad de la informacio´n y en la privacidad
de los usuarios. Para empezar, hacemos una descripcio´n a alto
nivel de los sistemas de informacio´n que se esta´n disen˜ando
para implementar una arquitectura smart city. Posteriormente,
vemos como las infraestructuras crı´ticas usan las TIC para
interconectarse, integrarse en la smart city y como estas
infraestructuras dependen unas de las otras para poder operar.
A continuacio´n, revisamos co´mo la seguridad informa´tica y la
privacidad pueden afectar a la construccio´n de una smart city.
Finalmente sen˜alamos algunos de los problemas que continu´an
abiertos en estos a´mbitos.
II. SMART CITIES Y INFRAESTRUCTURAS CRI´TICAS
II-A. Sistemas de informacio´n de una smart city
Los SI de una smart city son el conjunto de software,
hardware y esta´ndares que hacen posible la gestio´n eficiente e
inteligente de la ciudad a trave´s de las TIC. En la actualidad,
hay diversas compan˜ı´as y ciudades que han propuesto esque-
mas de arquitectura smart city. A continuacio´n, mencionamos
algunos de los productos que se esta´n construyendo:
The PlanIT Urban Operating System[2] es una implemen-
tacio´n de un sistema operativo para entornos urbanos que
provee de tecnologı´a en tiempo real de sensores, control,
ana´lisis espacial, integracio´n de datos, seguridad, soporte y
provisionamiento de contexto de ubicuidad para aplicaciones
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del internet de las cosas (IoT). Se caracteriza por tener 4 capas:
una red de sensores, una capa de control de latencia mı´nima
para el control de los sensores, una capa de supervisio´n a
un nivel ma´s alto y una capa de aplicaciones. Este esquema
sigue el paradigma SOA facilitando la creacio´n de aplicaciones
que usen sus servicios y la integracio´n de mo´dulos de otros
fabricantes.
La ciudad de Oulu en Finlandia [3] ha implementado un
middleware para ser usado como campo de pruebas real para
mejorar y facilitar la comunicacio´n entre los ciudadanos y
el gobierno. Este middleware es una capa encima de la red
LAN/bluetooth/wireless de la ciudad para facilitar el acceso a
esta red y a los datos generados por sensores distribuidos por
el a´rea urbana.
En Corea del Sur esta´n implementando el proyecto Ubiqui-
tous city (u-city)[4] en el que ofrecen servicios interconectados
distribuidos por a´reas de intere´s: automatizacio´n de edificios
(u-life), servicios relacionados con los negocios (u-business),
gobernanza (u-government), etc. Uno de los puntos principales
del proyecto es centrarse en el usuario, ofrecie´ndole los
servicios en cualquier parte pero sin resultar intrusivo.
Chen[5] propone una arquitectura en 4 capas para la in-
tegracio´n de la Internet of Things (IoT) en las smart cities.
La capa ma´s baja es una red de sensores auto´nomos que
responden a estı´mulos del mundo real y que interactu´an entre
ellos. La siguiente capa es un middleware orientado a servicio
que sirve como punto de unio´n entre los sensores y el sistema.
La siguiente capa intermedia es una capa de procesamiento
de datos. Hay que destacar que se proponen instrumentos
para que los diferentes elementos colaboren entre sı´ para un
procesamiento ma´s eficaz. Por ejemplo, un smartphone de
poca potencia enviarı´a parte de un proceso a computar al
cloud. Finalmente, se propone una capa de aplicaciones y
servicios.
La ciudad de Barcelona esta´ desarrollando un esquema
con la integracio´n de varios proyectos [6], [7], [8], [9] co-
financiados por la ciudad y por otras instituciones como la
Unio´n Europea. La capa central de middleware la constituye
el CityOS, una agregacio´n de mo´dulos para procesamiento,
ana´lisis, gestio´n de datos histo´ricos, BI, etc.
Entre estos mo´dulos dentro del CityOS de Barcelona se
encuentra el City Service Development Kit (CitySDK)[6]. Este
proyecto tiene el objetivo de ayudar a las ciudades a abrir
sus datos dando un conjunto de herramientas open source
para facilitar a los desarrolladores la creacio´n de servicios
digitales para la ciudad. Estas herramientas son ba´sicamente
servicios digitales abiertos e interoperables, procesos, guı´as y
esta´ndares de usabilidad. CitySDK no es solamente un mo´dulo
integrado en la smart city de Barcelona, sino´ que tambie´n se
ha integrado en la arquitectura de otras ciudades y busca ser
una pieza para que cualquier ciudad europea pueda ofrecer
sus datos a desarrolladores para la creacio´n de aplicaciones y
ası´ contribuir a la creacio´n de una infraestructura sostenible
de apps. Como colofo´n del proyecto, se desarrollan tres
aplicaciones en los a´mbitos de la participacio´n ciudadana,
el turismo y la movilidad integrados en las smart cities de
Helsinki, Lisboa y Amsterdam.
En general, todas las propuestas existentes en smart cities
tienen una arquitectura orientada a servicio (SOA) con una
pieza central que actu´a de middleware y que en muchas de las
propuestas se equipara a un sistema operativo con un a´mbito
de ciudad. En la figura 1 se puede ver un diagrama general de
bloques para una solucio´n de este tipo. Ba´sicamente se trata
de arquitecturas en tres capas: capa de aplicaciones, capa de
proceso y capa de contacto con el medio.
Figura 1. Diagrama de bloque general de una smart city
En la capa de aplicaciones situamos todos los elementos
que usan los servicios y la informacio´n publicada por la smart
city. Por ejemplo, centros de control o aplicaciones.
La capa central se trata de un middleware compuesto por
muchos mo´dulos de diversos tipos, diferentes funcionalidades
e implementados por entidades diferentes que se comunican
entre ellos con el uso de esta´ndares, como por ejemplo el
API REST. Las soluciones de smart city, tanto las basadas en
open source como las propietarias hacen hincapie´ en el uso
de esta´ndares y la interoperabilidad ya que la finalidad de los
sistemas de este tipo es la concentracio´n de subsistemas y la
generacio´n de nuevos datos para ser usados en aplicaciones
de diversa ı´ndole. Generalmente, el middleware aparte de ser
el nexo de unio´n entre sensores, actuadores y aplicaciones,
tambie´n es una pieza para el procesamiento, el almacenaje, la
gestio´n y el ana´lisis de datos. Gracias a la interoperabilidad
de estos sistemas se busca poder encajar cualquier tipo de
producto que de´ estos servicios, como sistemas de ERP, de
Business Intelligence, sistemas gestores de bases de datos o
minerı´as de Big Data.
La capa de contacto con el medio corresponde a los ele-
mentos que alimentan con informacio´n al sistema o que el
sistema usa para interactuar con los componentes de la ciudad,
como por ejemplo los sensores, los actuadores o los propios
ciudadanos. Dentro de esta capa, destacamos los mo´dulos de
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plataforma de sensores. En este sentido, el proyecto de open
source Sentilo[8], implementado y desplegado en la ciudad
de Barcelona, ofrece una API REST en la que se suscriben
los sensores y los actuadores. Ası´, los sensores envı´an la
informacio´n recogida a la plataforma de sensores para que
sea procesada por agentes del sistema y reenviada hacia una
capa superior o para que sirva de informacio´n de reentrada.
Las funciones de suscripcio´n y notificacio´n crean un medio
para la conexio´n de sensores y actuadores escalable.
II-B. Las infraestructuras crı´ticas de una smart city
De entre todas las infraestructuras crı´ticas, en este artı´culo
nos centramos en las que tienen un impacto mayor en las
ciudades, y por lo tanto, las que entran en el a´mbito y
son candidatas a ser integradas en un esquema de smart
city. Ma´s concretamente, dentro de una ciudad las infraes-
tructuras crı´ticas ma´s relevantes son las energe´ticas, las de
telecomunicaciones, la distribucio´n de agua, la gobernanza,
los servicios de emergencia y seguridad pu´blica, el transporte
y la sanidad[10].
Estas infraestructuras crı´ticas han ido evolucionando su
manera de operar y sus centros de control, empezando con
una gran dependencia de acciones manuales y tendiendo a
la automatizacio´n. Para ello, se han adaptado o reemplazado
los antiguos mecanismos de control por nuevos dispositivos
informatizados da´ndoles conectividad IP y unie´ndolos a redes
de ordenadores para poder ser operados a distancia. Esta
informatizacio´n tambie´n ha llevado a una interconexio´n en-
tre las diversas infraestructuras que no existı´a previamente,
pudie´ndose enviar y recibir informacio´n de unas a las otras
para ganar en coordinacio´n y cooperacio´n.
A parte de la interconectividad que se produce al informa-
tizar las infraestructuras, tambie´n tenemos que considerar las
dependencias naturales - o interdependencias en el caso de que
haya dependencias recı´procas - que existen entre ellas. E´stas
pueden deberse a una causa de tipo fı´sica, TIC, geogra´fica o
lo´gica[1].
Una dependencia fı´sica es aquella que conecta dos infraes-
tructuras porque´ una necesita lo que suministra la otra para
poder operar. Por ejemplo, necesitamos que la produccio´n de
energı´a ele´ctrica funcione correctamente para poder mantener
activo el servicio de telecomunicaciones.
Una dependencia TIC se da en las infraestructuras que ne-
cesitan de la informacio´n transmitida por otra infraestructura a
trave´s de la infraestructura de telecomunicaciones. Este tipo de
dependencia va en aumento debido a la extensa utilizacio´n de
los sistemas de control industrial para la Supervisio´n, Control
y Adquisicio´n de Datos (SCADA). Adema´s, los centros de
control que gestionan las infraestructuras tienden a estar cada
vez ma´s alejados de las infraestructuras que controlan, con lo
que la dependencia con las TIC es todavı´a ma´s enfatizada.
Las dependencias geogra´ficas se encuentran en esos puntos
en que se situ´an pro´ximamente varias infraestructuras crı´ticas,
por ejemplo un puente donde pasan lı´neas de comunicaciones
o canalizaciones de agua. Una afectacio´n en el puente podrı´a
provocar problemas tanto en las lı´neas de tra´fico, como en las
telecomunicaciones o el suministro de agua.
Finalmente, las dependencias lo´gicas son aquellas que exis-
ten entre dos infraestructuras y que no corresponden ni a
dependencias de tipo fı´sico, ni TIC, ni geogra´fico. En este
caso un agente en una infraestructura depende de algu´n modo
de un agente en otra, pero el vı´nculo entre los dos se establece
por algu´n mecanismo que no corresponde a los anteriormente
mencionados. Un ejemplo de este tipo es la dependencia que se
produce entre las infraestructuras ele´ctricas y las financieras.
Desde la privatizacio´n del mercado ele´ctrico se han hecho
muchas inversiones financieras en este sector. Por consiguien-
te, se producen cuantiosas pe´rdidas financieras cuando hay
afectaciones en el precio de la energı´a, del transporte, al
aplicar nueva regulacio´n, nuevos impuestos, etc. Igualmente,
afectaciones en los mercados financieros que hagan desplazar
las inversiones en el sector ele´ctrico pueden no hacer rentables
algunas plantas generadoras y desproveer a la red ele´ctrica de
potencial.
En relacio´n a los tipos de dependencia, cabe mencionar la
clasificacio´n respecto al nivel de criticidad que tiene un fallo
y la temporalidad que ese fallo conlleva. La interrupcio´n de
produccio´n de energı´a ele´ctrica en una planta de mediano
taman˜o puede no afectar demasiado al sistema en un dı´a
de poco consumo, pero ese mismo fallo puede llevar a una
caı´da en cadena del sistema en un dı´a con un pico de
consumo. Adema´s, tambie´n hay que distinguir en el grado de
acoplamiento que tienen las infraestructuras. Por ejemplo, el
corte de suministro de gas a un generador de ciclo combinado
probablemente tendra´ consecuencias casi inmediatas en la
generacio´n de energı´a ele´ctrica. En cambio, en las centrales de
carbo´n, al disponer normalmente de reservas, un corte en el
suministro no tendra´ una consecuencia hasta al cabo de varios
meses.
La conjuncio´n de las tres caracterı´sticas anteriores: incorpo-
racio´n de sistemas TIC, dependencias y mayor interconexio´n
entre infraestructuras es la base de funcionamiento de un
sistema smart city. Una vez establecida la interconexio´n, el
sistema smart city se encarga de analizar las dependencias
entre las infraestructuras con los datos en tiempo real pro-
venientes de sensores y otros dispositivos repartidos por la
ciudad y ası´ ofrecer herramientas para un mejor control y
operacio´n de los diferentes servicios. Por ejemplo, una red de
sensores en las calles que monitoreen el tra´fico podrı´a enviar
informacio´n detallada del nu´mero de vehı´culos circulando
por determinadas vı´as al centro de control de tra´fico. Varias
operaciones de ana´lisis y prediccio´n podrı´an alertar de los
atascos y de las vı´as ma´s ra´pidas. Esta informacio´n serı´a
enviada al centro de control de ambulancias que combinando
estos datos con los sistemas de posicionamiento planificarı´a
las unidades mejor situadas para atender una urgencia y las
rutas a tomar. En un sistema altamente conectado el centro de
control de emergencias tambie´n podrı´a enviar informacio´n al
de tra´fico sobre las intervenciones necesarias, que introducido
en la red semafo´rica podrı´a seguir el recorrido de los servicios
de emergencia y darles prioridad.
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II-C. Los datos y la informacio´n en una smart city
Una de las particularidades ma´s destacadas de las smart
cities es la gran cantidad de datos que manejan provenientes
de fuentes heteroge´neas distribuidas geogra´ficamente por el
a´rea urbana. Si listamos estas fuentes clasifica´ndolas con el
vı´nculo que tienen con la identidad y la privacidad de los
ciudadanos tenemos:
Fuentes no personales correspondientes a los disposi-
tivos que registran datos que no tienen ningu´n vı´nculo
estrecho con una persona en concreto. E.g., sensores de
temperatura, de humedad, sono´metros.
Fuentes personales son aquellas vinculadas a un usuario
donde su identidad aparece directamente. El ciudadano
puede haber dado la informacio´n activamente, e.g., la
participacio´n en una aplicacio´n de denuncia ciudadana,
o de forma inconsciente sin saber que su informacio´n
acabarı´a dentro del sistema, e.g., un comentario en una
red social que es analizado por el sistema.
Fuentes ano´nimas ofrecen datos que provienen de los
usuarios pero se han tratado previamente para enmas-
carar la informacio´n personal de e´stos. E.g., ca´maras de
videovigilancia que ensombrecen rostros, un parquı´metro
realizando la lectura de la matrı´cula de un coche. Hay que
tener en cuenta que dependiendo de co´mo se haya hecho
el tratamiento de datos se podrı´a deducir informacio´n
de algunos usuarios. E.g., datos de consumo ele´ctrico en
agregaciones espaciales de unos pocos kilo´metros cua-
drados pueden no revelar informacio´n sobre habitantes
de regiones densamente pobladas, pero puede no ser
suficiente para a´reas rurales.
Cada vez hay ma´s dispositivos que pueden nutrir datos al
sistema smart city y a esto hay que an˜adir el movimiento
open data. Este movimiento promueve que cada vez haya
ma´s datos que se abran. En muchos casos, para respetar la
privacidad del ciudadano, la informacio´n se presenta agregada
o anonimizada. Ası´, este modelo de ma´s datos y ma´s abiertos
ayuda a la transparencia de las administraciones y empresas de
servicio pu´blico, es fuente de creacio´n de nuevas aplicaciones
y servicios, pero tambie´n an˜ade incertidumbre sobre los datos
que se ofrecen y la manera en que se ha hecho el tratamiento
de datos privados.
III. SEGURIDAD Y PRIVACIDAD
Sin tener en cuenta los problemas derivados de las nume-
rosas interconexiones y dependencias inherentes a una smart
city, este tipo de sistemas tambie´n afrontan los problemas de
seguridad informa´tica cla´sicos que afectan a los centros de
datos y a los sistemas de comunicacio´n: malware (virus, tro-
yanos, gusanos, backdoors, spyware), bots, loggers, rootkits,
ataques de denegacio´n de servicio distribuidos (DDoS), falta
de actualizaciones, etc. Se han destacado los gusanos y los
DDoS como los ma´s peligrosos para los servicios que ofrece
la smart city en tiempo real y para las infraestructuras crı´ticas,
ya que tienen una afectacio´n muy alta para el rendimiento de
los sistemas[11]. Tı´picamente, la prevencio´n contra todos estos
ataques se ha hecho con la instalacio´n de antivirus, firewalls,
honeypots, sistemas de deteccio´n de intrusiones (IDS), la
creacio´n de polı´ticas de seguridad, la actualizacio´n de los
sistemas y la implementacio´n de medidas de autenticacio´n.
Los problemas de falta de actualizacio´n son de especial
relevancia en las infraestructuras crı´ticas, donde precisamente
por su criticidad se minimizan las actualizaciones para evitar
dan˜os[12]. Tambie´n hay dificultades para la actualizacio´n, la
aplicacio´n de nuevas polı´ticas de autenticacio´n o la denegacio´n
de autorizaciones en los dispositivos repartidos por la ciudad
y que no disponen de una plataforma comu´n de control.
En el a´mbito de la privacidad, los problemas tradicionales
que conciernen a las smart cities afectan a las bases de datos,
a la identidad de los usuarios y a las comunicaciones.
En el campo de las bases de datos hay algunos pro-
cedimientos propuestos dirigidos a mantener la privacidad
de los usuarios[13]. Las te´cnicas de Statistical Disclosure
Control (SDC) proponen an˜adir ruido o hacer agregaciones
para preservar la privacidad pero a su vez manteniendo el valor
informativo de los datos. Las te´cnicas de Private Information
Retrieval (PIR) se basan en hacer consultas pidiendo ma´s in-
formacio´n de la necesaria para ocultar la informacio´n concreta
que demandaba el usuario. Otras te´cnicas como el cloaking y
el uso de pseudo´nimos se usan para ocultar la identidad de
los usuarios concretos al acceder a servicios basados en la
localizacio´n (LBS).
Para los problemas de privacidad en las comunicaciones, la
criptografı´a avanzada y el control de acceso son los sistemas
usados para la prevencio´n de escuchas en la transmisio´n de
datos y para evitar la conexio´n de nodos no autorizados
en las redes con aparatos distribuidos en lugares de acceso
pu´blico[14]. Sin embargo, el uso de te´cnicas criptogra´ficas
puede ser viable para dispositivos con alta capacidad de
co´mputo, como los contadores inteligentes, pero sensores y
otros dispositivos ma´s pequen˜os pueden no tener capacidad
suficiente para realizar estas funciones.
III-A. Problemas abiertos
La complejidad de un sistema crece exponencialmente al
an˜adir nuevos subsistemas, y el nu´mero de vulnerabilidades
que an˜ade al conjunto este nuevo subsistema es mayor que las
que lo afectaban de forma aislada[14]. Estas vulnerabilidades
pueden ser aprovechadas por hackers o terroristas no so´lo para
causar dan˜o al sistema que tiene abierta esta vulnerabilidad,
sino que pueden utilizarla como puerta de entrada al resto de
subsistemas que conforman la smart city.
El primer problema aparece al aumentar las interconexiones
entre servicios, empresas e infraestructuras, ya que incremen-
tamos tambie´n las vı´as para la circulacio´n de virus entre
objetivos codiciados como son las infraestructuras crı´ticas. El
ejemplo de infeccio´n del gusano Stuxnet[15] que ha afectado
a los sistemas de control industrial aprovecha´ndose de vul-
nerabilidades en sistemas Windows nos muestra la fragilidad
y el riesgo de implantar las TIC e interconectar este tipo de
entornos que anteriormente tenı´an su seguridad basada ba´si-
camente en seguridad fı´sica para impedir el acceso. Co´mo los
Seguridad en smart cities e infraestructuras crı´ticas 225
virus, los hackers tambie´n pueden utilizar las interconexiones
para viajar entre sistemas y ganar control.
El segundo problema en un sistema smart city procede de
las dependencias entre infraestructuras. Un fallo en uno de
los nodos en la red de dependencias podrı´a causar problemas
en cascada a varias infraestructuras crı´ticas. Para una mejor
planificacio´n y gestio´n de las dependencias se han propuesto
soluciones en el campo de la simulacio´n y el modelado, pero
los productos que sirven para una gestio´n global de mu´ltiples
infraestructuras esta´n todavı´a poco maduros[16]. Este tipo de
problemas en cascada puede deberse tanto a la disrupcio´n de
uno de los subsistemas como a la generacio´n de desinfor-
macio´n. Continuando con el ejemplo de la seccio´n II-B, si
un atacante produjera un colapso en uno de los colectores
que recoge los datos de los sensores de tra´fico de un cruce
importante y a su vez provocara una pequen˜a incidencia
circulatoria, no solamente estarı´a afectando a las lecturas de
tra´fico, sino que el servicio de ambulancias estarı´a basando su
planificacio´n en datos desactualizados.
En tercer lugar, la conexio´n entre el middleware de la smart
city y el resto de plataformas y aplicaciones es un elemento
estrate´gico para que una smart city tenga e´xito. Esta conexio´n
tiene que ser interoperable, estandarizada y a su vez contem-
plar los principios ba´sicos de confidencialidad, integridad y
autenticidad. Por lo tanto, las APIs que ofrece la plataforma
tienen que soportar el uso de protocolos con encriptacio´n como
HTTPS, hecho que crea algunos problemas. Por ejemplo, la
posibilidad de que un atacante use un dispositivo en la vı´a
pu´blica con una conexio´n encriptada para enviar un virus hasta
el subsistema de la smart city que desencripta la conexio´n.
En este caso, un firewall perimetral no podrı´a descifrar el
contenido enviado y por lo tanto no podrı´a detectar el virus. Un
segundo ejemplo recae en que algunos dispositivos por su poca
capacidad no soportan conexiones encriptadas. Aceptar que
tambie´n sean posibles este tipo de conexiones para dispositivos
inocuos abre la puerta a que sean atacados y tambie´n a errores
humanos como malas configuraciones en otros elementos ma´s
peligrosos.
Un cuarto problema aparece con el hecho de disponer de
muchos servicios y fuentes de datos para la creacio´n de nuevas
aplicaciones. Esto es una ventaja, pero a su vez es un riesgo
al no poder asegurar la disponibilidad de estos servicios. Por
ejemplo, una aplicacio´n para la visualizacio´n del servicio de
autobuses donde aparezcan las lı´neas y las paradas de autobu´s
en un mapa cerca de la zona donde estamos con el tiempo
de espera para cada autobu´s podrı´a necesitar la disponibilidad
de un servidor de mapas, de un servicio de localizacio´n para
indicar al usuario donde se encuentra y del servicio que da
informacio´n de forma dina´mica en tiempo real sobre el tiempo
de espera de los autobuses. Un fallo en cualquiera de estos
servicios llevarı´a a la aplicacio´n a no funcionar debidamente
o incluso a que fuera inservible.
Finalmente, en el a´mbito de la privacidad, a pesar de
las te´cnicas mencionadas en la seccio´n III, en un contexto
de open data con cuantiosas fuentes de informacio´n tanto
en tiempo real como histo´ricas, al publicar nuevos datos
parece difı´cil poder asegurar que no podra´n ser utilizados
para inferir la identidad de los usuarios al aplicar alguna
te´cnica de correlacio´n en el futuro. Un ejemplo del uso de
te´cnicas de este tipo lo ha llevado a cabo la ciudad de Nueva
York[17]. Para no tener que pagar para deshacerse de los
aceites usados, algunos restaurantes los vierten ilegalmente en
las alcantarillas. Correlacionando datos pu´blicos provenientes
del sistema de alcantarillado, informacio´n de contaminacio´n,
de licencias de restaurantes, de compan˜ı´as de recogida de
residuos entre otras, el ayuntamiento pudo dibujar un mapa
de probabilidades de los restaurantes que habı´an cometido
los vertidos ilegales sin disponer de ningu´n dato inicial que
indicara la identidad de los autores.
Para disminuir el tiempo en las intrusiones y en los ataques,
se propone la implantacio´n de soluciones capaces de aplicar
reacciones activas donde automa´ticamente el sistema responda
en un escenario de crisis para frenar una anomalı´a[18]. Estas
soluciones son todavı´a poco comunes, ya que los sistemas
actuales esta´n basados en la activacio´n de alertas para la
solucio´n semimanual de irregularidades.
IV. CONCLUSIO´N
En este artı´culo hemos presentado un esquema gene´rico
de smart city en el que se basan algunos de los productos
implementados por empresas y ciudades. A partir de este
esquema, hemos repasado co´mo se esta´n integrando las in-
fraestructuras crı´ticas a la smart city a base de informatizarlas
e interconectarlas. A las dependencias naturales que tienen
entre sı´ estas infraestructuras, se le an˜aden dependencias con
las TIC, que llevan a todo el sistema a ser ma´s vulnerable a
ciberataques y a ser susceptible a fallos mu´ltiples en cascada.
Ası´, hemos repasado los problemas de seguridad informa´tica
que el modelo de smart city tiene asociado. Adema´s, el
paradigma de open data en el que se basa la publicacio´n
de muchos de los datos generados por la smart city contrae
problemas de privacidad para los ciudadanos y las empresas
de las que se extraen esos datos. Varios de estos problemas de
seguridad y privacidad han sido resueltos para otros entornos,
pero debido a las particularidades y caracterı´sticas propias de
una smart city, algunos de los problemas continu´an abiertos
en este contexto.
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Resumen—En una sociedad gobernada por la informacio´n,
las empresas y en particular las PYMES, dependen cada vez
ma´s de la capacidad de poder asegurar la informacio´n, no
solo internamente, sino con terceros que este´n dispuestos a
establecer po´lizas de seguros sobre la informacio´n. Pero cuando
estamos hablando de activos intangibles, las aseguradoras se
enfrentan a la problema´tica de que no existen metodologı´as de
Ana´lisis de Riesgos adecuadas que permitan tasar y garantizar
la informacio´n de forma objetiva. En este artı´culo, presentamos
la base de una nueva metodologı´a que tiene como objetivo dar
solucio´n a las problema´ticas presentadas por las empresas y
las aseguradoras, permitiendo realizar un ana´lisis de riesgo con
menor grado de incertidumbre que los existentes en la actualidad.
Palabras clave—PYMES; Analisis de riesgos; Tasacio´n de
activos; Aseguradoras
I. INTRODUCCIO´N
Para las empresas, es muy importante implantar controles
de seguridad que les permitan conocer y controlar los riesgos
a los que pueden estar sometidas [1], [2]. Pero la implantacio´n
de estos controles no es suficiente, siendo necesarios sistemas
que gestionen la seguridad a lo largo del tiempo, de modo
que les permitan reaccionar a´gilmente ante nuevos riesgos,
vulnerabilidades, amenazas, etc. [3]. Sin embargo, la mayor
parte de las empresas tienen sistemas de seguridad cao´ticos
creados sin unas guı´as adecuadas, sin documentacio´n y con
recursos insuficientes [4]. Los controles cla´sicos se muestran
por sı´ solos insuficientes para dar unas mı´nimas garantı´as
de seguridad. Por lo tanto, a pesar de que la realidad ha
demostrado que para que las empresas puedan utilizar las tec-
nologı´as de la informacio´n y las comunicaciones con garantı´as
es necesario disponer de guı´as, me´tricas y herramientas que
les permitan conocer en cada momento su nivel de seguridad
y las vulnerabilidades que au´n no han sido cubiertas [5], el
nivel de implantacio´n con e´xito de estos sistemas realmente
es muy bajo. Este problema se acentu´a especialmente en el
caso de las PYMES, que cuentan con la limitacio´n adicional
de no tener recursos humanos y econo´micos suficientes para
realizar una adecuada gestio´n [4]. Algunos autores [6], [7]
sugieren la realizacio´n de un ana´lisis de riesgos como parte
fundamental en la PYME. Otros autores [8] proponen la
necesidad de desarrollar un nuevo modelo de ana´lisis de
riesgos orienta´ndolo directamente a las PYMES, considerando
que el uso de te´cnicas de ana´lisis y gestio´n de riesgos, ası´ como
el papel de terceros (Ej: aseguradoras), es necesario para poder
garantizar la seguridad del sistema de informacio´n de las
PYMES Como tal, toma especial relevancia la necesidad de
obtener nuevas metodologı´as y modelos de ana´lisis y gestio´n
del riesgo, que permitan adaptarse a las PYMES, con el
objetivo de eliminar (o al menos reducir) los inconvenientes
y ayudar a estas sociedades a evaluar los riesgos a los que
sus activos esta´n expuestos y a establecer los controles de
seguridad adecuados, permitiendo a su vez que esa evaluacio´n
de riesgos sea lo suficientemente objetiva, como para ser
aceptada por terceros. De esta manera, el objetivo principal de
este artı´culo es mostrar el framework que se esta´ desarrollando
con el objetivo de poder obtener una metodologı´a de ana´lisis
de riesgos que de´ solucio´n a los problemas detectados en las
investigaciones previas [9]. El artı´culo continu´a en la seccio´n
II, describiendo brevemente el objetivo de la metodologı´a
y la problema´tica que pretende solucionar. En la seccio´n
III se presentan brevemente las propuestas de framework de
la metodologı´a. Finalmente, en la seccio´n IV concluimos
indicando cua´l sera´ el trabajo que desarrollaremos en el futuro.
II. ESTADO DEL ARTE
MARISMA (Metodologı´a para Ana´lisis de Riesgos SIs-
tema´tico basado en Modelos Asociativos inteligentes y cuanti-
ficables) es la metodologı´a que se esta´ desarrollando con el fin
de permitir la tasacio´n objetiva de un sistema de informacio´n
y la generacio´n de un ana´lisis de riesgo objetivo que tenga en
cuenta aspectos asociativos y jera´rquicos y sea de bajo coste en
su generacio´n y mantenimiento. Antes de iniciar la elaboracio´n
de MARISMA, se realizo una revisio´n sistema´tica siguiendo
el me´todo cientı´fico, que fue mostrada en la anterior edicio´n
de la RECSI [9], y de la que entre otros resultados se pueden
destacar las siguientes conclusiones:
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1. La mayor carencia detectada en las metodologı´as ac-
tuales es el elevado nivel de aspectos subjetivos que
deben ser establecidos y que invalida los resultados
obtenidos, o por lo menos limita su uso [9]. A lo
largo de nuestra experiencia hemos comprobado que
la elaboracio´n de un ana´lisis de riesgos por parte de
dos consultores, sobre la misma compan˜ı´a, utilizando
la misma metodologı´a y con los mismos interlocutores,
puede dar dos resultados completamente diferentes, al
entrar en juego muchos aspectos subjetivos que deben
ser valorados segu´n la experiencia y el criterio de los
consultores. Esta problema´tica hace que los resultados
obtenidos en un ana´lisis de riesgos sean parcialmente
u´tiles para la propia compan˜ı´a, pero totalmente inu´tiles
cuando hablamos de terceras partes (compan˜ı´as asocia-
das, proveedores, clientes, aseguradoras).
2. La segunda carencia detectada en las metodologı´as ac-
tuales, es que actualmente las metodologı´as consideran
que las empresas y los activos esta´n aislados. En base
a nuestra experiencia de auditorı´a y certificacio´n con
la norma ISO27001 [10], nos hemos dado cuenta que
uno de los mayores puntos de pole´mica es la definicio´n
del .Alcance a certificar”, ya que obliga a establecer una
frontera clara de que´ activos esta´n dentro del alcance
y cua´les no. Estos aspectos de asociatividad y jerarquı´a
deben ser contemplados en un ana´lisis de riesgos para
que los resultados tengan un valor real y adecuado.
3. La tercera carencia detectada es la falta de un sistema de
tasacio´n monetaria adecuado para los activos de infor-
macio´n. En reuniones mantenidas con aseguradoras, se
llego´ a la conclusio´n de que, en la era del conocimiento,
una de las pocas cosas que todavı´a no podı´an asegurarse
y que suponı´an un mayor riesgo para las compan˜ı´as
eran los sistemas de informacio´n, y que aunque cada
vez ma´s compan˜ı´as solicitaban el poder asegurar y tasar
el sistema de informacio´n, las compan˜ı´as no habı´an
localizado ningu´n mecanismo objetivo que les permitiera
asegurar una compan˜ı´a con las garantı´as necesarias.
4. La cuarta carencia detectada es que la metodologı´a
que se construya debe adaptarse a las caracterı´sticas
requeridas por las PYMES, que principalmente exigen
un bajo coste de recurso, tanto econo´micos, como de
tiempo y personal.
5. Finalmente, la quinta y u´ltima carencia detectada es
que actualmente las empresas desconocen las inter-
relaciones de sus activos con sus clientes y provee-
dores, carecen de ese grafo, lo que hace que les sea
difı´cil entender muchas veces los riesgos que asumen.
Aquı´ introducimos un nuevo concepto que creemos que
puede llegar a solucionar ese problema y que es el
concepto de Red Social Empresarial.aplicada al control
y la gestio´n de las inter-relaciones entre los activos de
las compan˜ı´as derivados de sus estructuras empresarial,
o de la aprobacio´n de un proyecto.
La metodologı´a propuesta resolvera´ todas estas carencias
detectadas durante la investigacio´n, buscando que los re-
sultados obtenidos sean no so´lo validos desde el punto de
vista cientı´fico, sino que tengan una aplicacio´n directa a las
empresas objetivo de la investigacio´n.
III. FRAMEWORK MARISMA
El principal objetivo de esta investigacio´n es el desarrollo
de un marco de trabajo metodolo´gico que permita realizar
ana´lisis de riesgos con el menor grado de incertidumbre, que
sean va´lidos para las PYMES, que sean dina´micos, controlen
aspectos asociativos y jera´rquicos y permitan la tasacio´n
econo´mica y objetiva de los Sistemas de Informacio´n de una
compan˜ı´a.
De cara a hacer posible la obtencio´n de una valoracio´n
econo´mica objetiva de un sistema de informacio´n y de los
riesgos a los que esta´n sometidos estos activos, con el menor
grado de incertidumbre, con el objetivo de permitir a una
compan˜ı´a aseguradora poder realizar un seguro del mismo, o
permitir conocer a un tercero los riesgos que asume al ceder un
activo o colaborar con la compan˜ı´a, planteamos la necesidad
de desarrollar un marco metodolo´gico que permita realizar este
proceso.
El marco metodolo´gico estara´ formado por tres componen-
tes:
MI : Contendra´ el modelo de informacio´n, y estara´ for-
mado por las ontologı´as y las bases de conocimiento del
marco metodolo´gico.
I : Contendra´ todas las me´tricas que nos permitira´n las
tasaciones econo´micas objetivas de los activos, y las
reducciones del nivel de incertidumbre en la elaboracio´n
del ana´lisis de riesgos.
M : Contendra´ la propia metodologı´a de tasacio´n y ana´li-
sis y gestio´n del riesgo.
En las siguientes sub-secciones se ira´n detallando los prin-
cipales elementos y caracterı´sticas del marco de trabajo que
se esta´ desarrollando.
Modelo de Informacio´n - MARISMA.MI
La primera parte del marco metodolo´gico que proponemos,
contendra´ un modelo de informacio´n que recoge todos los
conceptos relacionados con la metodologı´a que se pretende
desarrollar. Estara´ formada por un conjunto de ontologı´as y
una base de conocimiento, que nos permitira´ reutilizar el
conocimiento adquirido en diferentes implantaciones, y que
estara´ basada en las investigaciones realizadas por [11], [12],
entre otras.
Para el desarrollo de estas ontologı´as, debemos ser capaces
de analizar las tres dimensiones del problema:
Conceptos relacionados con el campo de la tasacio´n de
activos (TA) : para abarcar este dominio del problema,
analizaremos otras investigaciones y esta´ndares existen-
tes. Las investigaciones realizadas hasta el momento han
concluido que existen muy pocos estudios y esta´ndares
relacionados con la materia [13], [14].
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Conceptos relacionados con el campo de la seguridad (S) :
para abarcar este dominio del problema, utilizaremos
los principales esta´ndares relacionados con la gestio´n de
la seguridad de Sistemas de Informacio´n, en especial
los relacionados con el ana´lisis y gestio´n de riesgos
(ISO27001, ISO27002, ISO27005, MAGERIT, OCTA-
VE, . . . ) [10], [15]–[24] y orientados en especial a
disminuir el nivel de incertidumbre de la generacio´n de
un ana´lisis de riesgos .
Conceptos relacionados con la interrelacio´n de compan˜ı´as
(asociatividad y jerarquı´a) (AJ) : para abarcar este do-
minio del problema, y ante la ausencia de esta´ndares
oficiales, utilizaremos los estudios obtenidos durante la
revisio´n sistema´tica, que sera´n complementados con los
resultados pra´cticos obtenidos de aplicar la investigacio´n
en caso reales mediante el me´todo cientı´fico “investiga-
cio´n en accio´n”.
El conjunto resultante de analizar estos tres dominios sobre
un campo comu´n como son los sistemas de informacio´n,
dara´ lugar a un conjunto de ontologı´as que podremos aplicar
sobre la metodologı´a que estamos desarrollando.
Indicadores - MARISMA.I
La segunda etapa para el desarrollo de nuestra metodologı´a
se esta´ centrando en el estudio y desarrollo de un conjunto
de indicadores, reglas de negocio y me´tricas vinculadas a los
procesos seguridad de los sistemas de informacio´n.
Uno de los objetivos de esta fase es facilitar que pueda
determinarse de forma semiautoma´tica la valoracio´n (tanto
monetaria como en cuanto a importancia dentro de la empresa)
de los activos del sistema de informacio´n.
Una vez que hemos desarrollado la primera fase del marco
de trabajo y obtenida una ontologı´a, e´sta se utilizara´ entre otras
cosas para obtener reglas del sistema de tasacio´n. Por u´ltimo,
estas reglas se utilizara´n para aplicar factores derivados de las
posibles relaciones de cada activo, amenaza y vulnerabilidad
en cuanto a la jerarquı´a y asociatividad de la compan˜ı´a
dentro de su entorno, buscando siempre reducir el nivel de
incertidumbre.
El objetivo u´ltimo perseguido en esta fase es ser capaces de
localizar y desarrollar indicadores y me´tricas que nos permitan
calcular de forma semi-automa´tica los valores de los activos y
el nivel de riesgo al que esta´n expuestos, reduciendo el nivel de
incertidumbre en la elaboracio´n del ana´lisis de riesgos. De esta
forma, esta parte de la investigacio´n permitira´ la consecucio´n
completa de los siguientes objetivos: i) Disen˜ar me´tricas para
la valoracio´n y tasacio´n de activos de informacio´n; ii) Disen˜ar
me´tricas para la valoracio´n de las amenazas; iii) Disen˜ar
me´tricas para la valoracio´n de activos de informacio´n en base
a criterios de riesgo; iv) Disen˜ar me´tricas para la valoracio´n de
controles de seguridad en base a esta´ndares existentes y para
calcular la probabilidad de ocurrencia de una vulnerabilidad.
Metodologı´a - MARISMA.M
La tercera parte del marco de trabajo que estamos desarro-
llando contiene la metodologı´a que se aplicara´ para la tasacio´n
objetiva de un sistema de informacio´n y la generacio´n de un
ana´lisis de riesgo objetivo que tenga en cuenta aspectos asocia-
tivos y jera´rquicos, reutilizacio´n del conocimiento, dinamismo,
y que sea va´lida para las PYMES.
La metodologı´a MARISMA esta´ constituida por los siguien-
tes artefactos:
Sistema de Tasacio´n de Activos (STA) : Permite, a partir
de la lista de activos de la compan˜ı´a, obtener una tasacio´n
econo´mica de los mismos. Esta tasacio´n se realizara´ en
base a criterios totalmente objetivos, de forma que el
valor de los activos no varı´e si dos consultores diferentes
realizan la tasacio´n sobre los mismos activos. La tasacio´n
tendra´ en cuenta tambie´n que pueden actuar sobre el valor
de un activo dos tipos de factores: i) Factores jera´rquicos:
Por ejemplo, en el caso de una empresa filial, es posible
que un determinado activo no le pertenezca, sino que
sea propiedad de la matriz. O que la matriz deje ese
activo a la filial mediante un leasing, con lo que so´lo
poseera´ un porcentaje del activo; ii) Factores asociati-
vos: Por ejemplo, un producto del cual la compan˜ı´a se
encargue de desarrollar el software, siendo incorporado
el hardware por otra compan˜ı´a asociada. En este caso,
el valor del producto tasable para la compan˜ı´a sera´ so´lo
el correspondiente a la parte software del mismo. Este
proceso esta´ formado por cinco tareas: T1 – Lista de
activos de la compan˜ı´a; T2 – Rellenar el conjunto de
propiedades de los activos; T3 – Calcular el valor total del
activo; T4 – Aplicar factores asociativos y jera´rquicos; T5
– Calcular el valor del activo en la compan˜ı´a.
Sistema de Valoracio´n Objetivo de Amenazas (SVOA) :
Permite valorar en base a me´tricas objetivas la pro-
babilidad de ocurrencia de cada posible amenaza que
puede afectar a cada uno de los activos de la compan˜ı´a.
En este sistema sera´ ba´sica la Base de Conocimiento
que se va alimentando de cada nueva implantacio´n,
de forma que se pueda calcular automa´ticamente la
probabilidad de ocurrencia de una amenaza en funcio´n
de la calculada previamente para otra compan˜ı´a con
similares caracterı´sticas. Por ejemplo, en funcio´n del
a´mbito geogra´fico. Los valores calculados tambie´n se
vera´n afectados por la aplicacio´n de factores jera´rquicos
y asociativos. Este proceso esta´ formado por tres tareas:
T1 – Pedir caracterı´sticas de la compan˜ı´a; T2 – Pedir
factores asociativos y jera´rquicos; T3 – Calcular el nivel
de amenaza de la compan˜ı´a.
Sistema de Medicio´n Objetiva de Vulnerabilidades
(SMOV) : Permite valorar mediante me´tricas objetivas
la probabilidad de que una vulnerabilidad pueda ser
explotada para una compan˜ı´a. Este sistema trabaja como
parte fundamental una ontologı´a de vulnerabilidades,
para cada una de las cuales se calculara´ la probabilidad
de ocurrencia. Este valor se calculara´ en funcio´n del
los niveles de cobertura de los controles implantados en
la compan˜ı´a. De esta forma, el sistema trabajara´ sobre
la base de un listado de controles. Para la primera
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versio´n de la metodologı´a se empleara´ el listado de
controles de seguridad de la Norma ISO 27001 [10].
Los valores calculados tambie´n se vera´n afectados por
la aplicacio´n de factores jera´rquicos y asociativos. Este
proceso esta´ formado por cinco tareas: T1 – Calcular
el nivel de cobertura de los controles; T2 – Lista de
vulnerabilidades; T3 – Probabilidad de ocurrencia de
la vulnerabilidad; T4 – Aplicar factores asociativos y
jera´rquicos; T5 – Calcular el valor del activo en la
compan˜ı´a.
Sistema de Valoracio´n de Activos Objetivo (SVAO) : Per-
mite dar un valor, de forma cuantitativa y objetiva, a cada
uno de los activos de la compan˜ı´a sobre la base de los
principales criterios de riesgo (Confidencialidad, Integri-
dad, Disponibilidad y Legalidad). Para ello se empleara´n
me´tricas que tomen como base estos criterios de riesgo.
Los valores calculados tambie´n se vera´n afectados por
la aplicacio´n de factores jera´rquicos y asociativos. Este
proceso esta´ formado por cinco tareas: T1 – Lista de
activos de la compan˜ı´a; T2 – Rellenar el conjunto de
propiedades de los activos; T3 – Calcular el valor total del
activo; T4 – Aplicar factores asociativos y jera´rquicos; T5
– Calcular el valor del activo en la compan˜ı´a.
En funcio´n de las valoraciones obtenidas por los sistemas
SMOV (Probabilidad de ocurrencia de vulnerabilidades) y
SVAO (Valoracio´n de activos en base a criterios de riesgo),
podemos obtener un valor de riesgo objetivo para cada uno
de los activos de la compan˜ı´a. Para realizar esto, nos estamos
basando en las investigaciones de Feng [25] sobre generali-
zacio´n de la teorı´a Bayesiana de probabilidad subjetiva, las
del modelo hı´brido (probabilı´stico y posibilı´stico) de Carlsson
[26], y me´todos de inferencia difusa (fuzzy inference) para
desarrollar modelos inteligentes de evaluacio´n de riesgos en
lı´nea (intelligent online risk assessment models) propuestos
por Abraham [27], entre otras [28]–[36]. Todas ellas orientadas
a disminuir el grado de incertidumbre en la generacio´n del
ana´lisis de riesgos.
Una vez calculado un valor de riesgo objetivo para cada
activo, se podrı´a utilizar como base para el ca´lculo del seguro
del Sistema de Informacio´n de la compan˜ı´a, ya que contamos
tambie´n con la valoracio´n econo´mica objetiva de cada activo
calculada previamente en el sistema STA. Como comentamos
anteriormente, para la valoracio´n econo´mica de los activos nos
estamos basando en las investigaciones de Lambrinoudakis
[13].
Como hemos visto, los factores jera´rquicos y asociativos se
aplican a todos y cada uno de los sistemas que conforman
el nu´cleo de la metodologı´a. Asimismo, para el disen˜o y
aplicacio´n de la misma es necesario contar con una tercer
factor: La necesidad de que la metodologı´a sea dina´mica, de
forma que si hay algu´n cambio en el sistema (Por ejemplo,
an˜adir un nuevo activo o un control que originalmente no se
aplicaba) se puedan recalcular los valores de riesgo y tasacio´n
de una forma automa´tica y a´gil. Para definir estos aspectos nos
estamos basando en las investigaciones de [26], [32], [37]–
[39].
IV. CONCLUSIONES Y TRABAJO FUTURO
En este trabajo se ha propuesto MARISMA, un marco de
trabajo que permite la tasacio´n objetiva de un sistema de
informacio´n y la generacio´n de un ana´lisis de riesgos objetivo
que tenga en cuenta aspectos asociativos y jera´rquicos y sea
de bajo coste en su generacio´n y mantenimiento.
Durante la investigacio´n, se han estudiado las principales
metodologı´as existentes en el mercado relacionadas con la
generacio´n de ana´lisis de riesgos y se ha realizado una revisio´n
sistema´tica de los diferentes modelos y metodologı´as para
el ana´lisis y gestio´n de riesgos, con el objetivo de estudiar
las propuestas centradas en riesgos asociativos y jera´rquicos
orientadas a PYMES.
Como resultado de esta revisio´n se ha podido establecer
la importancia que tiene la gestio´n y el ana´lisis de los riesgos
sobre la seguridad de los Sistemas de Informacio´n en el desem-
pen˜o y evolucio´n sostenible de las empresas, ya que constituye
un requisito ba´sico para alcanzar la misio´n y los objetivos
organizacionales en un entorno altamente competitivo.
Adema´s, se han realizado reuniones y entrevistas en empre-
sas privadas y sectores como el asegurador, para establecer las
necesidades reales de las empresas y terceros, de forma que
la investigacio´n tenga una clara aplicacio´n pra´ctica.
Se ha podido validar durante la investigacio´n la problema´ti-
ca de aplicar las metodologı´as existentes en el caso de las
PYMES, ya que e´stas han sido concebidas para grandes
empresas, siendo la aplicacio´n de este tipo de metodologı´as y
modelos difı´cil y costosa para las PYMES [40]–[44].
El problema principal de todos los modelos de ana´lisis y
gestio´n de riesgos existentes es que no esta´n teniendo e´xito a
la hora de implantarse en PYMES, debido principalmente a
que:
Unos fueron desarrollados pensando en organizacio-
nes grandes (Grandes esta´ndares como CRAMM [23],
ISO/IEC 27005 [17], MAGERIT [20], OCTAVE [45],
NIST SP 800-39 [46], MEHARI [21] o COBIT [47]) y
en las estructuras organizativas asociadas a e´stas.
Otros [37], [39], [48] han intentando simplificar el mo-
delo para que pudiera ser apto para compan˜ı´as con
recursos limitados, pero son modelos incompletos que
so´lo afrontan parte del problema, o intentan aportar unas
guı´as ba´sicas de los pasos a realizar, pero sin entrar en
co´mo evaluar y gestionar realmente los riesgos de una
forma en la que el propio personal te´cnico de la empresa
se pueda involucrar. Adema´s, la mayorı´a son modelos
teo´ricos y esta´n todavı´a en desarrollo.
La mayorı´a de las propuestas no tienen en cuenta la
necesidad de contemplar riesgos jera´rquicos y asociati-
vos, factores cruciales en la estructura y funcionamiento
actual de las empresas (en el que cada vez tiene ma´s peso
el uso de sistemas en Cloud), sobre todo de las PYMES.
No existen formas objetivas de realizar un ana´lisis de
riesgo, dejando gran parte de la responsabilidad a los
consultores, de forma que los resultados no tienen validez
para terceros.
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es subjetiva, al no existir formas objetivas de valorarlo.
De esta forma, creemos que la investigacio´n propuesta es
el inicio de una propuesta detallada y ambiciosa, ya que
solucionara´ gran parte de la problema´tica existente con las
metodologı´as actuales y tendra´ una clara aplicacio´n pra´ctica.
Las ventajas de la investigacio´n propuesta son claras; la
posibilidad de poder tener mecanismos de tasacio´n de sistemas
de informacio´n y de ana´lisis de riesgos que sean objetivos, con
coste reducidos y que tengan en cuenta las interrelaciones de
los activos supone un cambio radical en la forma de ver los
ana´lisis de riesgo, ya que estos se convierten en herramientas
u´tiles para los terceros (ej: las aseguradoras) y posibilita que
las compan˜ı´as tengan mecanismos objetivos de comparacio´n
de los riesgos cuando contratan un proyecto a otra compan˜ı´as.
Todos los esta´ndares y propuestas para la evaluacio´n y ges-
tio´n de riesgos estudiados en este trabajo son muy importantes,
y sus aportaciones sera´n tenidas en cuenta para el desarrollo de
una metodologı´a que incluya todas las caracterı´sticas deseadas.
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Resumen—La informacio´n puede considerarse como el activo
ma´s importante de cualquier organizacio´n moderna. Garantizar
la seguridad de esta informacio´n implica preservar la confidencia-
lidad, la integridad y la disponibilidad de la misma, trı´ada cono-
cida como CIA en ingle´s. Este trabajo presenta una arquitectura
de seguridad multinivel motivado por la necesidad de considerar
la informacio´n desde diferentes puntos de vista con el fin de
protegerla. Adema´s, se sugiere una nueva clasificacio´n de los
elementos de informacio´n, operaciones, entidades y componentes
que se pueden integrar para mostrar las distintas fuentes de
riesgos al tratar con informacio´n sensible. Se muestra tambie´n
una visio´n general de co´mo se trata y se representa actualmente
la informacio´n y por que´ es tan difı´cil garantizar la seguridad
en todos los aspectos del tratamiento de la informacio´n.
Palabras clave—Arquitectura, confianza, seguridad de la in-
formacio´n. (Architecture, trust, information security)
I. INTRODUCCIO´N
La gestio´n de seguridad de la informacio´n es fundamental en
cualquier organizacio´n. Aun ası´, son muy pocos los modelos
formales que ayudan a proteger eficazmente la informacio´n.
Una manera de tratar el problema de la seguridad de la
informacio´n es gestionar los riesgos desde diferentes puntos
de vista. Estos riesgos esta´n asociados a feno´menos naturales,
riesgos tecnolo´gicos y riesgos humanos [4]. Teniendo en
cuenta estos aspectos, este trabajo propone una arquitectura
multinivel para la gestio´n de riesgos de seguridad en las
organizaciones modernas. Este trabajo esta´ organizado en 7
secciones, siendo la primera la presente introduccio´n. La
Seccio´n II recoge los trabajos relacionados ma´s representa-
tivos. La Seccio´n III propone una arquitectura de seguridad
multinivel. La Seccio´n IV presenta un modelo de confianza
para la arquitectura multinivel. Por u´ltimo, la Seccio´n V
muestra las principales conclusiones que se extraen de este
trabajo.
II. TRABAJO RELACIONADO
Mucho se ha dicho sobre normativas y esta´ndares en segu-
ridad de la informacio´n y sobre la importancia de su uso. Las
normas de seguridad sirven como una guı´a para el desarrollo
de un sistema de gestio´n de seguridad de la informacio´n.
Normas como la BS7799 e ISO 27000 [5] son guı´as amplia-
mente reconocidas en el a´rea de la seguridad de la informacio´n.
Plataformas como ITIL y COBIT [6] son utilizadas tambie´n en
la administracio´n de las tecnologı´as de la informacio´n con el
fin de guiar a las organizaciones a aumentar su productividad
y, en algunos aspectos, ayudan a mantener la seguridad de la
informacio´n en te´rminos de organizacio´n y metodologı´a [7].
Sin embargo, el cumplimiento de las normas no garantiza
en absoluto la seguridad. Para hacer frente a la seguridad de
la informacio´n se requiere ir ma´s alla´ del cumplimiento de
normas o de mejores pra´cticas.
Respecto a las arquitecturas de seguridad de la informacio´n,
el Zero Trust Model for Cybersecurity [8] sostiene un mensaje
muy claro: dejar de confiar en los paquetes de datos como si
fuesen personas. La idea subyacente es que el concepto de
redes internas y externas debe cambiarse porque uno asume
que todo el tra´fico no es de confianza. Zero Trust viene a
decir que los datos internos deben ser protegidos contra abusos
procedentes de la red interna y que los datos externos deben
ser protegidos en las redes pu´blicas.
[9] sen˜ala que existe una necesidad de mejorar la seguridad
de la informacio´n a nivel administrativo y organizacional. Por
su parte, [11] [10] advierten de un cambio en la manera
de co´mo las personan se relacionan con la seguridad de la
informacio´n, convirtie´ndose adema´s en el centro del problema.
Con el fin de proteger la informacio´n, es muy importante
entender la forma en que se trata en el mundo digital. Desde
la perspectiva del usuario, la informacio´n puede ser un texto,
una imagen o una combinacio´n de ambos. Internet redefinio´ la
forma de representarla y de recuperarla [12]. La representacio´n
de la informacio´n requiere de complementos estructurales o
sema´nticas adicionales, que transforman los datos en algo
significativo para los seres humanos.
Considerando todo lo expuesto anteriormente, las arquitec-
turas de seguridad actuales no logran gestionar los riesgos,
las polı´ticas, las personas y los activos de forma correcta.
Para intentar paliar esta carencia, este trabajo propone una
arquitectura de seguridad de informacio´n multinivel que trata
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de conectar todas las piezas entre sı´ respecto a la seguridad de
la informacio´n. La especificacio´n del modelo en niveles es im-
portante para ver co´mo todos los elementos de la arquitectura
de seguridad interactu´an.
III. ARQUITECTURA DE SEGURIDAD DE LA
INFORMACIO´N
La forma en la que vemos la seguridad esta´ basada en
una arquitectura multinivel. En este enfoque cada elemento es
una pieza del rompecabezas que debe estar bien conectada,
de forma que la seguridad de informacio´n pueda ser vista
como un todo indivisible. La Figura 1 ilustra la arquitectura
de seguridad de la informacio´n propuesta con sus niveles.
Figura 1. Arquitectura de Seguridad Multinivel
III-A. Nivel Superior
El nivel superior es la base para empezar a pensar en la
seguridad de informacio´n de cualquier organizacio´n. Sin la
adecuada comprensio´n de lo que son los datos, la informacio´n,
los activos de informacio´n, etc., no hay co´mo hablar de
seguridad de la informacio´n, simplemente porque uno no sabe
que´ hay que proteger. Es importante sen˜alar que el enfoque de
“proteger todo” no es eficaz y es, adema´s, bastante costoso.
En general, en este nivel es donde se localizan los datos
importantes o con valor para las organizaciones o las personas.
Considerando la importancia que tienen los datos actualmente,
una gran cantidad de informacio´n se puede recuperar a partir
de los datos y los sistemas de informacio´n. Utilizando herra-
mientas y te´cnicas adecuadas, es posible crear adema´s nuevos
conocimientos a partir de los datos que, a simple vista, no
parecen tener ningu´n sentido.
Cuando se trata de activos de informacio´n es muy impor-
tante que estos sean identificados y etiquetados, y la relacio´n
con la informacio´n debe ser claramente entendida por la
organizacio´n.
Las redes de comunicacio´n conectan los datos, la infor-
macio´n y sus activos para que cualquier persona con acceso
autorizado pueda explorarlas. Quie´n controla (personas) o
co´mo se controla (proceso, hardware o software) la red es lo
que la hace peligrosa o no. Ası´ que la creacio´n de perı´metros
de redes, polı´ticas y otros mecanismos de defensa sigue siendo
una forma de controlar lo que entra y sale de la red. El uso
de estos mecanismos es clave para entender lo que sucede en
la transmisio´n dentro de los sistemas de informacio´n.
Tambie´n en este nivel la seguridad tiene como foco salva-
guardar la confidencialidad, la integridad y la disponibilidad de
la informacio´n, debiendo aplicarse de forma efectiva en toda la
cadena. La confidencialidad se refiere a la limitacio´n de acceso
a la informacio´n y a la divulgacio´n a los usuarios autorizados.
La integridad se refiere a la fiabilidad de los recursos de
informacio´n, es decir, que los datos no han sido modificados
inapropiadamente, ya sea por accidente o deliberadamente. Por
u´ltimo, la disponibilidad se refiere a la disponibilidad de los
recursos de informacio´n.
Las extensiones de seguridad de la informacio´n son nuevos
atributos o propiedades que protegen la informacio´n y los
sistemas, pero no se limitan a ellos. La autenticacio´n, el
control de acceso, el no repudio, la privacidad, el anonimato
y la autorizacio´n son servicios que se caracterizan como
extensiones de seguridad.
III-B. Nivel Intermedio
Siguiendo un recorrido descendente nos encontramos con
este nivel que es la parte de la arquitectura que nos ayudara´ a
definir cuestiones tales quie´n, co´mo, por que´ y que´ tecnologı´as
pueden utilizarse para garantizar la seguridad de la informa-
cio´n en el nivel superior. Los siguientes ı´tems son analizados:
polı´ticas de seguridad, procesos, personas y tecnologı´a.
Una polı´tica de seguridad de la informacio´n es un do-
cumento de alto nivel que describe los requisitos o reglas
que se deben cumplir para garantizar la seguridad de la
informacio´n en una organizacio´n. En general, esta polı´tica es
muy especı´fica y cubre una u´nica organizacio´n. La polı´tica
de seguridad tambie´n esta´ relacionada con los problemas
de gestio´n y de control de la informacio´n, una vez que la
proteccio´n de la misma esta´ directamente relacionada con la
cultura de la organizacio´n.
La polı´tica de seguridad debe explicar la necesidad de la se-
guridad de la informacio´n para todos los usuarios dentro de la
organizacio´n y complementar los objetivos de la organizacio´n,
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siendo necesario que este´ alineada con el plan estrate´gico de
la organizacio´n [13].
En la seguridad de la informacio´n los procesos son una
manera formal de identificar, medir, gestionar y controlar los
riesgos relacionados con la informacio´n o su valor para la
organizacio´n. Los procesos incluyen mecanismos formales e
informales (grandes o pequen˜os, simples o complejos, ...) para
hacer las cosas y proporcionar un vı´nculo vital para todas las
interconexiones dina´micas.
Las personas son el principal bloque del rompecabezas
y representan el recurso humano. En general, una persona
disen˜a e implementa cada parte de la polı´tica de seguridad,
crea y mantiene los procesos, los activos de informacio´n, la
tecnologı´a utilizada, etc. Los problemas de seguridad afectan
a las personas, sus relaciones, sus valores y sus comporta-
mientos. Cuando se trabaja con seguridad de la informacio´n
es importante hacer frente a puntos como las estrategias rela-
cionadas con la contratacio´n, el acceso, las responsabilidades,
la formacio´n, el despido, las sanciones y todo lo que sea
importante abordar para ayudar a mantener la estrategia de
seguridad de la informacio´n de la organizacio´n.
La tecnologı´a es el elemento del rompecabezas constituido
por un conjunto de sistemas de informacio´n, aplicaciones,
herramientas, infraestructura y mecanismos de defensa que la
organizacio´n utiliza para llevar a cabo su misio´n de proteger
la informacio´n. Los elementos tecnolo´gicos son susceptibles a
frecuentes cambios y actualizaciones y pueden hacerse obsole-
tos ra´pidamente. La tecnologı´a puede ser la parte fundamental
de una infraestructura de la organizacio´n. La tecnologı´a se usa
tambie´n para resolver las amenazas de seguridad y los riesgos.
Es muy importante tener en cuenta que la tecnologı´a por
sı´ misma no hace nada. Debe ser vista como una parte
de un sistema complejo que tiene necesidades especı´ficas
para proteger lo que es valioso en la organizacio´n. Adema´s,
la tecnologı´a debe trabajar conjuntamente con personas y
procesos completando un ciclo, todos ellos guiados por la
polı´tica de seguridad de la informacio´n de la organizacio´n.
III-C. Nivel Inferior
Este nivel trata de las actividades diarias y las medidas
que se deben adoptar en caso de un problema especı´fico. Las
pra´cticas de seguridad son guı´as para mantener la informacio´n
segura. Sin embargo, las normas, procedimientos de monitori-
zacio´n y auditorı´a dan a los administradores las herramientas
necesarias para ayudarles a mantener la informacio´n, los acti-
vos, las redes, los sistemas, etc., ma´s seguros. Los siguientes
ı´tems son analizados: normativas de seguridad, auditorı´a y
monitorizacio´n continua.
Ba´sicamente, una normativa define co´mo deberı´an ser las
cosas y co´mo hay que valorarlas. Tambie´n tiene que ver con
la forma de clasificar las acciones en correctas o equivocadas.
Las normativas son primordiales para la priorizacio´n de los
objetivos y para definir co´mo se deben hacer las cosas.
La auditorı´a de la seguridad de la informacio´n es un proceso
que determina la valoracio´n cualitativa y cuantitativa del
estado actual del sistema analizado segu´n criterios especı´ficos
de seguridad de la informacio´n. El proceso de auditorı´a es
clave para encontrar riesgos, fallos te´cnicos, polı´ticas, pro-
cedimientos y problemas normativos en una organizacio´n.
Hay que tener en cuenta que la auditorı´a es un proceso que
nunca termina. Cuando se realiza la auditorı´a, uno debe estar
preparado para abarcar temas desde seguridad fı´sica de los
centros de datos hasta la seguridad lo´gica, incluyendo los
perı´metros de red, la configuracio´n del sistema y los sistemas
de informacio´n.
Otra de las tareas realizadas en este nivel es la monitori-
zacio´n continua. Se trata de una actividad de mantenimiento
de los conocimientos de seguridad de la informacio´n, vulne-
rabilidades, amenazas y riesgos asociados [14]. Es un punto
clave de apoyo a la toma de decisiones relativas a la gestio´n
de riesgos de una organizacio´n.
La monitorizacio´n continua se inicia definiendo que´, co´mo,
por que´ y cua´ndo monitorizar los activos de informacio´n o
cualquier parte de la arquitectura. Se apoya en tecnologı´a,
procesos, procedimientos, entornos operativos y personas.
Tambie´n ayuda en el establecimiento de prioridades y gestiona
el riesgo de forma coherente en toda la organizacio´n.
IV. CONFIANZA
Desde el punto de vista de la seguridad de la informacio´n, la
confianza puede tener un valor de cero o de uno. Uno confı´a o
no en sus sistemas de informacio´n, redes, activos, etc. El “tal
vez” debe evitarse a toda costa. Por lo general, la confianza se
adquiere mediante la observacio´n empı´rica, por prueba formal
de los sistemas, etc. [15].
La confianza y la seguridad esta´n estrechamente relacio-
nadas [15]. Si se consideran los objetivos de seguridad,
esta´ claro que los aspectos de confianza esta´n conectados con
la seguridad ya que mantener la informacio´n segura depende
de las personas, las extensiones de seguridad (autenticacio´n,
autorizacio´n, control de acceso, no repudio, etc.).
Considerando lo anteriormente expuesto, no se puede pro-
teger la informacio´n sin ser capaz de comprender todo el
ciclo de vida que tiene la informacio´n. Hay que tener en
cuenta una visio´n detallada si se desea ma´s seguridad en el
sistema; uno debe ser capaz de representar, procesar y utilizar
la informacio´n en un entorno donde las personas, la tecnologı´a,
los activos de informacio´n, el hardware, el software, etc., esta´n
conectados entre sı´. Y, paralelamente, hay que tomar medidas
de seguridad para garantizar su proteccio´n. Ahı´ es donde la
arquitectura de seguridad de la informacio´n multinivel con
confianza entra en escena porque so´lo proteger una parte de
la informacio´n se ha demostrado ineficaz, como se ha visto
recientemente [1][2].
La confianza en general es parte del rompecabezas cuando
hay un conocimiento suficiente de la informacio´n, los sistemas,
la tecnologı´a y los dema´s componentes que ayudan hacer
afirmaciones como “totalmente seguro” o la informacio´n es
segura porque se cumple alguna condicio´n en particular.
Esta arquitectura en niveles le permite a uno hacer frente
a determinados componentes y aislar problemas relacionados
con cada uno de ellos.
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V. CONCLUSIONES
La tarea de garantizar la seguridad de la informacio´n no
es un fin en sı´ mismo; es un medio para lograr un fin [16].
Se trata tambie´n de un tema en constante evolucio´n, debido
a la creciente magnitud y complejidad de las amenazas de
seguridad de la era digital. Como se observa en la actualidad,
el campo de investigacio´n de la seguridad de informacio´n es
cada vez ma´s importante porque el mundo esta´ interconectado
con redes de comunicacio´n que se utilizan para la transmisio´n
de informacio´n crı´tica y sensible.
En este trabajo se ha introducido una arquitectura de se-
guridad multinivel donde los elementos de seguridad de la
informacio´n esta´n interconectados siendo u´tiles para la gestio´n
de riesgos en los diferentes niveles de la organizacio´n. De esta
forma, la seguridad de la informacio´n puede ser vista como
un todo.
Gobierno, organizaciones y empresas que consideran la
gestio´n de seguridad de la informacio´n necesitan un enfoque
sistema´tico para abordar de manera coherente la seguridad en
cada nivel, disminuyendo ası´ los riesgos de administracio´n y
mejorando la eficiencia de la gestio´n de la seguridad. Bajo esta
perspectiva, la arquitectura de seguridad de la informacio´n en
niveles puede ser utilizada como una guı´a para obtener mejores
resultados en la proteccio´n de la informacio´n.
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Resumen—El nuevo paradigma de computacio´n en la nube
posibilita la prestacio´n de servicios por terceros. Entre ellos, se
encuentra el de las bases de datos como servicio (DaaS) que
permite externalizar la gestio´n y alojamiento del sistema de
gestio´n de base de datos.
Si bien esto puede resultar muy beneficioso (reduccio´n de
costes, gestio´n simplificada, etc.), plantea algunas dificultades
respecto a la funcionalidad, el rendimiento y, en especial, la
seguridad de dichos servicios.
En este trabajo se describen algunas de las propuestas de
seguridad en sistemas DaaS existentes y se realiza un ana´lisis de
sus caracterı´sticas principales, introduciendo un nuevo enfoque
basado en tecnologı´as no exclusivamente relacionales (NoSQL)
que presenta ventajas respecto a la escalabilidad y el rendimiento.
Palabras clave—Base de datos (database), Cloud Computing,
Cifrado homomo´rfico (Homorphic encryption).
I. INTRODUCCIO´N
En la actualidad estamos asistiendo al ra´pido despliegue del
modelo de computacio´n llamado cloud computing (compu-
tacio´n en la nube). Este paradigma de computacio´n ofrece
un nuevo modelo de prestacio´n de servicios tecnolo´gicos
y de negocio. A medida que va creciendo la oferta de
proveedores, tambie´n lo hace la diversidad de servicios que
ofrecen, ası´ tenemos servicios SaaS (software as a service),
IaaS (Infrastructure as a Service), PaaS (Platform as a Service)
y DaaS (Database as a Service). En DaaS, el modelo permite
ofrecer bases de datos como servicio.
Es este u´ltimo caso el que resulta ma´s interesante dada la
problema´tica relacionada tanto con la seguridad como con la
funcionalidad cuando externalizamos una base de datos. En
concreto, los sistemas de bases de datos relacionales son los
ma´s utilizados para modelar problemas reales y administrar
datos dina´micamente.
Los sistemas de gestio´n de bases de datos relacionales
(RDBMS, Relational Database Management Systems) son uno
de los elementos esenciales en los sistemas de computacio´n
actuales, ya que permiten almacenar y administrar datos en
forma de tablas, de forma razonablemente sencilla mediante la
definicio´n de relaciones entre tuplas y elementos estructurales
que limitan la existencia de duplicados, permitiendo la unio´n
y bu´squeda de elementos dentro de las tablas de forma o´ptima.
Las bases de datos relacionales utilizan el lenguaje de con-
sulta estructurado o SQL (Structured Query Language). Dicho
lenguaje, basado en el a´lgebra relacional, permite realizar
tanto consultas de informacio´n a la base de datos como de
modificacio´n de estructura.
Son muchos los RDBMS comerciales existentes en la ac-
tualidad, entre los ma´s extendidos se encuentran MySQL (y
MariaDB), PostgreSQL, Oracle, DB2, INFORMIX y Microsoft
SQL Server. Todos ellos, junto a las caracterı´sticas propias del
sistema de gestio´n de datos, poseen controles de seguridad
como la definicio´n de roles de acceso, logs de auditorı´a o, en
los ma´s avanzados, sistemas de cifrado de la informacio´n.
Curino et al. [4] indican que el uso de sistemas DaaS en
el cloud es interesante desde el punto de vista econo´mico por
dos motivos, fundamentalmente: el primero, relacionado con
la reduccio´n de consumo energe´tico ya que los costes son
menores cuando los recursos son compartidos por varios usua-
rios; el segundo, relacionado con los costes de gestio´n, tanto
de licencias como gastos administrativos que son menores en
sistemas compartidos.
Independientemente de los motivos econo´micos, existen
una serie de factores (ve´ase [5]) que incentivan el uso de
servicios DaaS: la escalabilidad horizontal que permite que
los recursos puedan ser ampliados casi sin lı´mite en el cloud;
la velocidad de despliegue de aplicaciones e infraestructura
que es mucho ma´s ra´pida en sistemas compartidos que en
sistemas propios; la flexibilidad en la contratacio´n de servicios
especı´ficos evitando los costes de aquellos elementos que
no son necesarios y, por u´ltimo, la mayor fiabilidad de los
proveedores de cloud que disponen de sistemas redundantes
de respaldo e infraestructura, mejorando la disponibilidad de
los servicios.
Aun cuando son muchas las ventajas, existen una serie de
inconvenientes (ve´ase [5]) que deben considerarse a la hora de
elegir un sistema DaaS, como son la velocidad, el rendimiento,
los costes asociados a la gestio´n de grandes volu´menes de
informacio´n (Big Data) y la pe´rdida de control sobre la
informacio´n. Es este u´ltimo aspecto, el de la seguridad, el
eje fundamental del presente trabajo.
Al externalizar un sistema relacional y ubicarlo en el cloud
la informacio´n queda expuesta al administrador del sistema o
cualquier elemento con acceso directo a la base de datos. Una
posible solucio´n para proteger los datos, garantizando la con-
fidencialidad de los mismos, consiste en cifrar la informacio´n;
con el inconveniente de que al realizar dicha accio´n, algunas
de las propiedades ba´sicas de los sistemas relacionales no son
viables. El reto consiste, pues, en construir un esquema de
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cifrado de la base de datos que permita la viabilidad de dichas
propiedades (ve´ase [16]).
Entre esas propiedades ba´sicas destacamos las siguientes
operaciones:
1. Relaciones entre tablas: Las tablas se relacionan entre
sı´ mediante claves.
a) Clave Primaria: permite identificar un registro de
forma u´nica.
b) Clave Ajena: aparece en una tabla haciendo refe-
rencia a la informacio´n de otra tabla.
2. Operacio´n Insertar: An˜adir registros a una tabla
3. Operacio´n Consulta: Seleccionar registros dentro de una
tabla
a) Consulta de atributos alfanume´ricos
b) Consulta de intervalos
c) Consulta de agregacio´n
4. Operacio´n Modificar: Actualizacio´n de datos de una
tabla.
5. Operacio´n Eliminar: Borrado de registros
Existen diversas soluciones a este problema propuestas en
la literatura. En este trabajo se describen y analizan algunas de
ellas y se propone una nueva alternativa basada el paradigma
no exclusivamente relacional (NoSQL).
II. SISTEMAS DAAS RELACIONALES
II-A. Sistemas con cifrado en descanso (at rest)
Muchos de los productos existentes basan su seguridad
exclusivamente en el cifrado del almacenamiento, de esta
forma los datos se descifran de forma transparente al ser
accedidos y se cifran al ser guardados, permaneciendo en claro
mientras perduren en memoria. A pesar de la eficiencia en
el rendimiento, el principal inconveniente que plantea este
modelo consiste en que el proveedor elige (y, por tanto,
dispone de) las claves de cifrado.
Aunque este modelo viene motivado por exigencias nor-
mativas, no resulta adecuado en aquellos casos en los que el
proveedor no deba tener acceso a los datos, como ocurre en
arquitecturas de tipo DaaS con datos sensibles.
Este modelo es adecuado para la proteccio´n ante un eventual
robo de medios fı´sicos, como unidades de disco o cintas de
seguridad, ya que impedirı´a el acceso a la informacio´n en
claro. Las operaciones que realiza el sistema relacional hacen
uso de los datos en memoria, que se encuentran en claro.
Algunas de las soluciones ma´s utilizadas para este modelo
son Oracle [10] y SQL Server [9].
II-B. Esquema de cifrado homomo´rfico completo
Aun cuando el modelo no tiene una implementacio´n pra´ctica
viable en la actualidad, la propuesta de Gentry [6] resolverı´a
completamente el reto propuesto. Consiste en un sistema de
cifrado homomo´rfico, capaz de soportar tanto las operaciones
de suma como de producto.
El principal problema de esta propuesta radica, como se
ha indicado, en que su implementacio´n no es viable con
los medios computacionales disponibles en la actualidad. Por
ejemplo, el sistema homomo´rfico parcial, requiere para el
sistema ma´s pequen˜o (512 dimensiones) un ancho de palabra
de 200.000 bits, lo cual muestra la magnitud del problema.
La clave pu´blica usada en el sistema totalmente homomo´rfico
tiene un taman˜o de 17 MB y necesita 2.4 segundos para
generarse. El sistema mayor (32768 dimensiones) requiere dos
horas para generar la clave y ocupa 2.3GB [2].
II-C. Propuesta de L.M.X. Rodrı´guez
El esquema de cifrado para bases de datos relacionales
propuesto por Rodrı´guez (ve´ase [16]) pretende conseguir dos
objetivos: garantizar la confidencialidad de la informacio´n
y permitir que las consultas puedan ser procesadas por un
sistema de base de datos relacional convencional. La propuesta
utiliza diferentes tipos de primitivas criptogra´ficas: un cifrador
por bloques (AES), un cifrador homomo´rfico (Paillier [11]) y
un cifrador que preserva el orden (Boldyreva [3]). Cada uno
permite solventar limitaciones distintas a la hora de realizar
consultas relacionales sobre un sistema de bases de datos
cifrado.
Cifrador por bloques (AES): dado que los cifradores por
bloques en modo directo (ECB) son deterministas (obtienen
siempre el mismo texto cifrado para el mismo texto en claro
con igual clave), permiten realizar las consultas que involucren
campos alfanume´ricos tanto para bu´squeda (SELECT) como
condicionales (WHERE). En esta propuesta se ha seleccionado
el algoritmo AES por su buen rendimiento y ser un esta´ndar
bien conocido.
Cifrador basado en homomorfismos (Paillier): en las
bases de datos es habitual realizar operaciones de totales y
subtotales. Para permitir que el servidor realice operaciones
que impliquen sumas, en esta propuesta se emplea un cripto-
sistema homomo´rfico bajo la suma, como el de Paillier [11],
en el que el resultado del producto de dos textos cifrados es
ide´ntico al cifrado de la suma de esos textos sin cifrar; de esta
manera se pueden sumar los datos sin conocerlos en claro.
Cifrador que preserva el orden (Boldyreva): en este
tipo de cifrador, el texto cifrado presenta la caracterı´stica de
preservar el orden nume´rico del texto en claro; posibilitando
la realizacio´n de consultas que impliquen la evaluacio´n de un
intervalo de informacio´n, estableciendo lı´mites tanto inferiores
como superiores.
La propuesta de Rodrı´guez [16] consta de tres elementos
esenciales: el proceso de cifrado, el modelo de almacenaje y
el proceso de consulta de la informacio´n cifrada.
El proceso de cifrado recibe como entrada un registro de
texto en claro el cual es analizado para elegir el me´to-
do de cifrado apropiado para cada campo: los campos
nume´ricos se cifran simulta´neamente mediante el cifrador
basado en homomorfismos y el que preservan el orden
mientras que los alfanume´ricos se cifran con el cifrador
por bloques.
El modelo de almacenaje se ve condicionado por el
proceso de cifrado, dado que por cada campo nume´rico
en claro se generan dos campos cifrados. El acceso a
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cada campo cifrado se realiza en funcio´n de la operacio´n
requerida en la consulta.
El proceso de consulta de informacio´n cifrada requiere
la traduccio´n de dichas consultas. El cliente solicita la
consulta en claro y se analiza para determinar que´ tipo
de algoritmo aplicar: para el caso de restricciones al-
fanume´ricas se accede a los campos cifrados con AES,
para las comparaciones nume´ricas se accede a los campos
cifrados con Boldyreva y, finalmente, para los ca´lculos
que impliquen sumas se accede a los campos cifrados
con Paillier.
Las limitaciones identificadas en el desarrollo de esta pro-
puesta incluyen la imposibilidad de la ejecucio´n de determina-
das consultas, como bu´squedas textuales mediante expresiones
regulares, multiplicaciones, divisiones, nu´meros en coma flo-
tante y fechas.
II-D. CryptDB
En la propuesta de Popa, et al. (ve´ase [12], [13], [14], [15])
se desarrolla un sistema para garantizar la confidencialidad de
la informacio´n en base a la ejecucio´n de consultas SQL sobre
datos cifrados utilizando un conjunto de esquemas de cifrado
eficientes.
Este sistema permite gestionar las claves de cifrado a nivel
de usuario, de modo que en una tabla puede haber datos
de varios usuarios y so´lo el usuario autorizado es capaz de
descifrar los datos que le pertenecen.
CryptDB esta´ formado por dos elementos: el sistema de
bases de datos y el servidor de aplicaciones; y tiene dos
objetivos fundamentales: limitar el acceso a la informacio´n
por parte del proveedor de la base de datos y mantener la
confidencialidad en caso de que la seguridad de todo el sistema
se viera comprometida.
Al igual que en la propuesta de Rodrı´guez, los campos son
cifrados de distintas maneras en funcio´n del tipo de dato y
la operacio´n a realizar. Para ello, se define una estructura
de capas: igualdad, orden, bu´squeda y suma. Cada dato es
cifrado tantas veces como sea necesario (mediante el algoritmo
adecuado) en funcio´n de las operaciones que se puedan realizar
sobre el mismo.
Los cifrados que se pueden encontrar en las capas son:
aleatorio, determinı´stico, preservando el orden, homomo´rfico
y para relaciones.
La arquitectura del sistema consta de dos partes: un proxy
de base de datos y el sistema de gestio´n de bases de datos
relacional sin modificar. El proxy se encarga de traducir las
consultas al formato adecuado para su ejecucio´n en el sistema
de gestio´n de bases de datos cifrado. En dicho servidor, se
almacena la estructura de las tablas para realizar el proceso
de traduccio´n consultas. El servidor de base de datos tiene una
serie de funciones definidas por el usuario para llevar a cabo
algunas de las rutinas de cifrado/descifrado.
Al ser un sistema funcional, los creadores del mismo
lo han podido probar como motor de base de datos para
aplicaciones habituales en internet, como PHPbb o HOTCPR.
Los resultados obtenidos muestran niveles de rendimiento y
ejecucio´n de consultas muy aceptables. A pesar de ello, hay un
conjunto de consultas ba´sicas, relacionadas con ordenaciones
y uniones, que no pueden ejecutarse.
Por otra parte el taman˜o de la base de datos aumenta
significativamente, debido a que un mismo campo necesita
ser cifrado en varias capas.
III. ANA´LISIS Y ENFOQUE NOSQL
Se puede identificar algunos problemas en las propuestas
anteriores.
En el caso de los sistemas con cifrado en descanso (at rest,
seccio´n II-A), es necesario confiar en el proveedor puesto que
es e´ste el que elige y custodia las claves de cifrado. Adema´s, al
ser sistemas de gestio´n de bases de datos puramente relaciona-
les, no han sido disen˜ados para ser escalables bajo el modelo
de computacio´n en la nube; es sobre el cliente donde recae
la responsabilidad de la escalabilidad, disen˜ando y adaptando
el esquema de su base de datos de forma especial para
poder escalar de forma limitada mediante particionamiento
(sharding) u otras te´cnicas similares. No parece ser la mejor
solucio´n para el modelo DaaS.
Si bien la propuesta de Rodrı´guez (seccio´n II-C) soluciona
el problema de la confianza, puesto que es el cliente quien
elige y custodia las claves de cifrado, presenta el mismo
inconveniente frente a la escalabilidad horizontal del sistema.
Por otra parte, el uso de criptografı´a homomo´rfica implica
una gran carga computacional, si bien, en esta propuesta no
se cuantifica suficientemente el impacto sobre el rendimiento
del sistema no cifrado.
El sistema CryptDB (seccio´n II-D) delega toda la gestio´n de
seguridad al proxy traductor de consultas; por lo tanto, dicho
proxy debe estar gestionado y alojado por el cliente para evitar
tener que confiar en el proveedor DaaS. Bajo este modelo, el
back-end relacional cifrado permite escalabilidad horizontal
utilizando te´cnicas tradicionales como particionamiento (al
igual que los sistemas con cifrado en descanso y la propuesta
de Rodrı´guez) pero el proxy se convierte en un cuello de
botella por el que pasan absolutamente todas las transacciones
al back-end cifrado. Por otra parte, una gestio´n eficiente del
proxy obligarı´a al cliente a tener y mantener su propio sistema
de computacio´n en cloud privado, que es, precisamente, lo que
se quiere evitar al adoptar una estrategia DaaS.
Por todo lo anterior, consideramos que una posible solucio´n
a los sistemas DaaS seguros se encuentra en el uso de
sistemas no exclusivamente relacionales (NoSQL, ve´ase [1]),
ya que esta´n disen˜ados desde su origen para la escalabilidad
horizontal en sistemas de computacio´n en la nube.
Si bien existen funcionalidades equivalentes en ambos en-
tornos, es necesario tener en cuenta que hay una serie de
diferencias (ve´ase [8]) entre ambos sistemas de bases de
datos. En primer lugar, los datos no se almacenan en tablas
sino en estructuras de documentos; no existen esquemas de
tablas definidos en NoSQL ya que las estructuras pueden
crecer de forma dina´mica. Adema´s, no existe un lenguaje
estructurado de consultas esta´ndar al estilo de SQL en los
sistemas relacionales; podemos encontrar sistemas de bases
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de datos NoSQL que tienen un lenguaje UnQL (Unstructured
Query Language), pero la sintaxis difiere en cada una de ellas.
Los sistemas de bases de datos NoSQL esta´n orientadas a
cumplir el Teorema de Brewer o Teorema CAP (Consistency,
Availability and Partition tolerance; ve´ase [7]) y no el modelo
ACID (Atomicity, Consistency, Isolation and Durability) pro-
pio de los sistemas relacionales transaccionales. No obstante,
existen alternativas para solventar este inconveniente.
Al igual que en las propuestas de Rodrı´guez y CryptDB, el
objetivo principal bajo el enfoque NoSQL consiste en que la
base de datos pueda ser gestionada por un tercero manteniendo
la confidencialidad de la informacio´n y permitiendo la realiza-
cio´n de consultas sobre los datos como si estuvieran en claro.
Para ello, resulta imprescindible el almacenamiento mu´ltiple
de cada campo con distintos tipos de cifrado en funcio´n de
las operaciones a realizar sobre el mismo.
A continuacio´n, detallamos algunas de las operaciones a
considerar junto con sus posibles soluciones:
Alta, baja y modificacio´n de documentos. Es necesario
que el cifrado se realice en el cliente, determinando los
esquemas de cifrado oportunos en funcio´n del tipo de
cada campo: cifrado homomo´rfico y cifrado que preserva
el orden en el caso de campos nume´ricos y cifrado
determinı´stico en caso de campos alfanume´ricos.
Bu´squeda de elementos. Para el filtrado y localizacio´n de
elementos se ha de considerar la naturaleza del campo
sobre el que se esta´ buscando para determinar que cifrado
utilizar. Esta operacio´n se realiza en el cliente.
Orden de elementos. El uso de un cifrado que preserva el
orden permite ordenar resultados y delimitar intervalos.
Suma de elementos. Empleando un cifrador homomo´rfico
para la suma, el servidor es capaz de realizar las opera-
ciones de suma sin tener que descifrar los datos.
Relacio´n entre documentos. Consiste en la bu´squeda de
un elemento relacionado en dos colecciones de datos.
Por otra parte, es necesario encontrar una implementacio´n
adecuada para el cifrado de datos nume´ricos en coma flotante
y de tipo fecha, de modo que se pueda operar con ellos en el
servidor sin necesidad de descifrar los mismos.
IV. CONCLUSIO´N
Se han descrito y analizado algunas propuestas significativas
de sistemas de bases de datos seguros para la computacio´n en
la nube. Tambie´n se ha introducido una posible solucio´n a las
deficiencias de los sistemas existentes mediante un enfoque no
exclusivamente SQL (NoSQL).
Los sistemas NoSQL, al contrario que los sistemas de
gestio´n de bases de datos relacionales tradicionales, han sido
disen˜ados desde el origen para la computacio´n en la nube;
por lo tanto, posibilitan niveles de rendimiento y escalabilidad
o´ptimos en dichas plataformas. No obstante, presentan ciertas
dificultades como el hecho de almacenar la informacio´n en
documentos sin estructura relacional o no ofrecer un lenguaje
de consulta esta´ndar como el SQL.
Por ello, este enfoque resulta una vı´a de trabajo futuro muy
interesante que se esta´ explorando en la actualidad.
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Resumen—En este artı´culo pretendemos mostrar porque´, a
nuestro entender, la comunidad cientı´fica y en especial los que
trabajamos en el a´mbito de la criptografı´a y la seguridad de la
informacio´n, debemos comprender el funcionamiento de la mo-
neda digital Bitcoin. Como se vera´, los motivos que presentamos
trascienden a la propia moneda Bitcoin y se centran en la red
peer-to-peer (P2P) subyacente a dicha moneda, que proporciona
un sistema distribuido que permite mantener un registro pu´blico
tambie´n distribuido. Dicho registro permite distintos usos y, como
se vera´, deja la puerta abierta a mu´ltiples innovaciones.
Palabras clave—Bitcoin, criptomoneda (cryptocurrency), P2P,
Sistemas Distribuidos (Distributed Systems), Problema de los
Generales Bizantinos (Byzantine Generals Problem)
I. INTRODUCCIO´N
Los sistemas distribuidos presentan un sinfı´n de propiedades
que los hacen unos candidatos ido´neos en distintos escenarios.
Por ejemplo, son sistemas altamente escalables, que pueden
ofrecer rendimientos muy elevados. Por otro lado, en cuanto
a la seguridad se refiere, un sistema distribuido presenta la
ventaja de eliminar el u´nico punto crı´tico que supone un
sistema centralizado, ası´ como la supremacı´a que implica el
control de dicho punto crı´tico.
Sin embargo, uno de los problemas tambie´n de seguridad
asociado a los sistemas distribuidos es la naturaleza poco
controlable de las entidades que participan en el sistema
distribuido. Las entidades que lo forman tienen cierto grado
de autonomı´a y, por lo tanto, su comportamiento puede ser
alterado, ya sea a causa de fallos no deseados dentro de la
propia entidad, como a causa de la existencia de entidades
con intereses contrarios al resto del sistema. Uno de los
problemas de seguridad asociados a los sistemas distribuidos
es el conocido como los generales bizantinos.
El problema de los generales bizantinos [1] es un ex-
perimento mental creado para ilustrar el dilema de lograr
un consenso entre un conjunto de entidades con un objetivo
comu´n cuando entre ellas pueden existir traidores, es decir,
entidades con objetivos opuestos que intenten dinamitar el
proceso. Adema´s, se supone que las comunicaciones entre
dichas entidades son limitadas e inseguras. El problema se
presenta como una analogı´a con un escenario de guerra, donde
un grupo de generales bizantinos se encuentran acampados
con sus tropas alrededor de una ciudad enemiga que desean
atacar. Despue´s de observar el comportamiento del enemigo,
los generales deben comunicar sus observaciones y ponerse
de acuerdo en un plan de batalla comu´n que permita atacar
la ciudad y vencer. Para ello, los generales se comunican
u´nicamente a trave´s de mensajeros. Adema´s, existe la posi-
bilidad que algunos de los generales sean traidores y, por lo
tanto, decidan enviar mensajes con informacio´n erro´nea con el
objetivo de confundir a los generales leales. Un algoritmo que
solucione el problema debe asegurar que todos los generales
leales acuerdan un mismo plan de accio´n y que unos pocos
traidores no pueden conseguir que el plan adoptado por los
generales leales sea equivocado.
Uno de los grandes logros que supone Bitcoin, ma´s alla´ de
ser la primera criptomoneda con una aceptacio´n extendida1
por todo el mundo, es el hecho de ofrecer la primera solucio´n
pra´ctica al problema de los generales bizantinos. La aplicacio´n
de los generales bizantinos a la criptomoneda permite, por
primera vez en la historia, transferir propiedad digital a otro
usuario de Internet, de manera que solo el propietario pueda
hacerlo, u´nicamente el destinatario pueda recibirla, todo el
mundo pueda validar la transferencia y esta sea reconocida
por todos los participantes, todo ello realizado de manera
totalmente distribuida.
En este artı´culo, expondremos porque´ es interesante conocer
la criptomoneda Bitcoin y repasaremos las aportaciones que
el esquema utilizado por Bitcoin representan, ma´s alla´ de la
propia moneda.
El resto del artı´culo se estructura de la siguiente manera:
la Seccio´n II presenta a grandes rasgos el sistema Bitcoin;
despue´s, la Seccio´n III enfatiza las caracterı´sticas de Bitcoin
en relacio´n a la notarizacio´n de informacio´n; posteriormente, la
Seccio´n IV comenta extensiones de la notarizacio´n que se han
propuesto, tanto como para el propio sistema Bitcoin como
para sistemas posteriores construidos a su imagen; seguida-
mente, la Seccio´n V menciona algunas de las aplicaciones que
un sistema de notarizacio´n distribuido puede tener; finalmente,
la Seccio´n VI presenta las conclusiones.
II. BITCOIN: CONCEPTOS BA´SICOS
Dado que este artı´culo pretende resaltar las caracterı´sticas
que hacen del sistema Bitcoin un sistema a tener en cuenta
1Trabajos existentes realizados con datos de Enero de 2014 [2] descubren
alrededor de 110000 nodos diferentes conectados en un dı´a cualquiera.
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en distintos a´mbitos ma´s alla´ de la propia moneda, en esta
seccio´n se describen u´nicamente unas nociones muy ba´sicas
del funcionamiento de los Bitcoins, imprescindibles para que
el lector comprenda el abasto de las contribuciones que Bitcoin
representa.2 Por este motivo, es posible que dicha descripcio´n
sea incluso insuficiente para entender la correccio´n y com-
pletitud del sistema Bitcoin como moneda digital. El lector
interesado en conocer a fondo el funcionamiento de la moneda
puede obtener ma´s informacio´n en: [3], [4], [5].
II-A. Las transacciones
La unidad ba´sica de funcionamiento de Bitcoin son las
llamadas transacciones. Una transaccio´n indica un movimien-
to de Bitcoins de una direccio´n de origen a una direccio´n
de destino. Cada direccio´n de Bitcoins representa una clave
pu´blica (Bitcoin se basa en criptografı´a de curvas elı´pticas).
Para gastar Bitcoins es necesario conocer la clave privada
asociada a la clave pu´blica que contenga un saldo en Bitcoins.
Entonces, se pueden gastar esos Bitcoins, es decir, transferirlos
a otra direccio´n, firmando digitalmente con la clave privada la
transmisio´n de esta informacio´n y enviando la nueva transac-
cio´n a toda la red. Vea´moslo con un ejemplo:
Sea {PKA, SKA} ({PKB , SKB}) el par de claves, pu´blica
y privada, del usuario Alice (respectivamente, del usuario
Bob). La funcio´n Addr(PK) nos devuelve la direccio´n de
Bitcoin asociada a la clave pu´blica PK, H es una funcio´n
hash y SigSK(m) representa la firma de m con la clave
privada SK. Supongamos que Alice ha recibido anteriormente
en una transaccio´n T0 la cantidad de 25BTC a su direccio´n,
Addr(PKA):
T0 = {input0, output0}
input0 = {· · · }
output0 = {Addr(PKA), 25}
Alice desea, entonces, enviar los 25BTC a Bob. Para ello,
Alice crea una nueva transaccio´n, T1:
T1 = {input1, output1}
input1 = {H(T0), SigSKA(T0 + output1), PKA}
output1 = {Addr(PKB), 25}
Veamos el motivo de incluir cada uno de los elementos en la
transaccio´n. En primer lugar, la transaccio´n nueva T1 incluye
el hash de la transaccio´n que se quiere gastar, T0, que actu´a
como un puntero. En segundo lugar, Alice, que es la propie-
taria de la direccio´n que contiene los fondos, es la u´nica que
puede gastarlos ya que es la u´nica que conoce la clave privada
SKA necesaria para realizar la firma SigSKA(T0 + output1).
Adema´s, si Alice no ha usado anteriormente esta direccio´n,
ella es tambie´n la u´nica que conoce su clave pu´blica PKA,
ya que la funcio´n Addr es pu´blica pero no invertible. Por este
2De hecho, se presenta una simplificacio´n del esquema que no corresponde
exactamente al protocolo Bitcoin, pero que permite entender sus puntos clave
sin entrar en todos los detalles.
motivo, para que se pueda validar la firma, la transaccio´n debe
incluir PKA. Por u´ltimo, Alice indica que quiere transferir los
fondos a Bob firmando la direccio´n de Bob juntamente con el
importe a transferir (output1). De este modo, solamente Bob,
que es el u´nico conocedor de su clave privada, podra´ gastar
la transaccio´n T1.
Bob puede verificar que le han sido transferidos los fondos
comprobando que Addr(PKA) coincida con la direccio´n de
destino de T0 y que la firma SigSKA(T0+output1) es correcta
con PKA.
II-B. La cadena de bloques
Tal como hemos descrito el sistema hasta este punto,
no hay nada que impida a Alice gastar repetidamente los
25BTC que ha recibido en la transaccio´n T0, es decir, crear
T1, . . . , Ti transacciones con direcciones de destino diferentes
utilizando la misma direccio´n de origen y el mismo puntero a
la transaccio´n anterior. Este comportamiento se conoce bajo el
nombre de doble gasto y, obviamente, es necesario prevenirlo
en cualquier tipo de moneda virtual.
Con el objetivo de prevenir el doble gasto, Bitcoin anota
todas las transacciones ocurridas en un registro comu´n cono-
cido como cadena de bloques (o blockchain). De este modo,
cuando Bob recibe la transaccio´n T1 de Alice, puede acudir
al registro pu´blico y comprobar que Alice no haya gastado
anteriormente el dinero que le esta´ transfiriendo, es decir,
comprobar que no existe ninguna otra transaccio´n que tiene
en su input el mismo valor H(T0).
Este registro u´nico se genera, distribuye y almacena de
forma distribuida, de modo que todos los participantes esta´n
de acuerdo en su contenido sin la intervencio´n de ninguna
autoridad central. Es en esta creacio´n de un registro pu´blico
u´nico de manera distribuida donde Bitcoin resuelve de manera
pra´ctica el problema de los generales bizantinos y por el cual
el potencial de Bitcoin sobrepasa de largo el de una moneda
virtual.
El registro pu´blico de Bitcoin (la cadena de bloques)
esta´ formado, como su nombre indica, por un conjunto de
bloques enlazados de manera secuencial. Con el paso del
tiempo, nuevos bloques son creados y an˜adidos a la cadena
existente. La cadena de bloques es, por lo tanto, un registro que
solo permite anexar informacio´n. Cada bloque contiene una
cabecera y una carga u´til. La carga u´til son las transacciones
que han ocurrido en el sistema desde que se creo´ el u´ltimo
bloque. De este modo, el conjunto de transacciones aceptadas
como va´lidas por la red son las transacciones contenidas en
cada uno de los bloques que pertenecen a la cadena de bloques.
A su vez, la cabecera de cada bloque contiene un puntero al
bloque anterior, de modo que los bloques forman una cadena.
Adema´s, la cabecera contiene tambie´n un valor de nonce, que
permite crear bloques va´lidos como veremos a continuacio´n.
Los usuarios que se dedican a crear bloques en la red Bitcoin
son conocidos como mineros, y son una pieza fundamental del
esquema. Cualquier usuario de la red puede ser un minero.
Su trabajo consiste en validar las transacciones que se envı´an
por la red P2P, incluyendo las va´lidas en nuevos bloques y
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Figura 1. Bifurcacio´n de la cadena.
descartando las inva´lidas. De este modo, si una transaccio´n
intenta gastar un importe ya gastado, o bien un usuario intenta
gastar una transaccio´n que no le pertenece (generando por lo
tanto una firma inva´lida), esta nueva transaccio´n nunca sera´ in-
cluida en un bloque y, de este modo, no habra´ existido para
el sistema. Por lo tanto, se necesita asegurar que los mineros
hacen su trabajo correctamente, es decir, que aunque existan
algunos mineros traidores que actu´en en contra del intere´s
comu´n, se asegura que los mineros leales consigan acordar una
cadena u´nica, que contenga u´nicamente transacciones va´lidas.
Para lograrlo, se requiere que los bloques contengan una
prueba de trabajo (proof-of-work) para ser considerados
va´lidos. Dicha prueba de trabajo demuestra que el minero
ha gastado un tiempo de computacio´n en la generacio´n del
bloque. De este modo, mientras el poder de co´mputo de la
red este´ distribuido, un grupo pequen˜o de mineros traidores
no podra´ modificar la cadena de bloques en su beneficio. La
prueba de trabajo que utiliza Bitcoin consiste en encontrar un
valor de nonce para el nuevo bloque de tal manera que el
hash del bloque sea inferior a un valor objetivo fijado. Por
las propiedades de las funciones hash, la u´nica manera de
conseguir un hash inferior al valor objetivo es ir probando
diferentes valores de nonce, hasta dar con uno que genere el
hash buscado.
Una vez un minero ha encontrado un bloque que cumple
los requisitos, lo envı´a a toda la red, de manera que el nuevo
bloque se convierte en el u´ltimo de la cadena. A partir de ese
momento, todos los mineros actualizan su estado, es decir,
actualizan el puntero al u´ltimo bloque conocido y actualizan
las transacciones conocidas por el sistema, incluyendo en
la generacio´n del nuevo bloque solo aquellas que no se
encuentran ya en la cadena.
Se puede dar el caso que dos mineros encuentren dos
bloques distintos va´lidos que tengan el mismo bloque padre
de manera ma´s o menos simulta´nea (Figura 1), y que ambos
envı´en los bloques encontrados a toda la red. En este caso, se
acepta el bloque que genere la cadena ma´s larga, en te´rminos
del trabajo invertido en realizarla.
Como se ha visto, la existencia de mineros es fundamental
para el funcionamiento del sistema, ası´ que es necesario asegu-
rar que existen incentivos suficientes para que los usuarios de
la red quieran realizar el trabajo de minerı´a, cosa que supone
un coste (al menos en electricidad) para ellos. Actualmente
el incentivo principal de los mineros es la recompensa que
reciben, en forma de Bitcoins, cada vez que generan un bloque.
Hemos visto como se transferı´an Bitcoins de una direccio´n a
otra pero, hasta este momento, no hemos comentado como se
crean estos Bitcoins. Los Bitcoins se crean a partir de un tipo
de transaccio´n especial, la transaccio´n de generacio´n, que se
incluye en cada bloque. Dicha transaccio´n tiene una direccio´n
de destino (que pertenece al minero que se ha generado el
bloque) pero no tiene ninguna direccio´n de origen. El importe
de esta transaccio´n de generacio´n va disminuyendo con el
tiempo y, a dı´a de hoy, es de 25BTC3. Cada bloque solo
puede contener una u´nica transaccio´n de generacio´n.
III. NOTARIZACIO´N DE INFORMACIO´N EN EL PROTOCOLO
BITCOIN
En esta seccio´n, describiremos las contribuciones de Bitcoin
con relacio´n a la notarizacio´n de informacio´n, es decir, a la
creacio´n de un registro u´nico comu´n de manera totalmente
distribuida.
Bitcoin utiliza la cadena de bloques para almacenar transac-
ciones, es decir, las unidades de informacio´n almacenadas en
el registro u´nico de Bitcoin son transacciones. Estas transac-
ciones han sido creadas con anterioridad por algu´n miembro
de la red, y difundidas por toda la red.
Suponiendo que existen usuarios en la red creando transac-
ciones, el trabajo de los nodos de Bitcoin, es decir, de las
entidades que forman parte del protocolo distribuido para crear
el registro comu´n de informacio´n, se resume en cuatro grandes
tareas: validacio´n, afianzamiento, transmisio´n y almacenaje.
III-A. Validacio´n
Los mineros validan cada una de las transacciones que se
incluyen en un bloque. Sea T1 la transaccio´n a validar, las
comprobaciones a realizar son las siguientes:
No existe doble gasto, es decir, T1 no intenta gastar una
transaccio´n anterior T0 ya gastada anteriormente.
La transaccio´n anterior T0 que se intenta gastar existe.
La clave pu´blica especificada en la entrada de T1 se
corresponde a la direccio´n de salida especificada en T0.
La firma es correcta al validarla con la clave pu´blica
especificada en la entrada de T1.
Aunque el funcionamiento de Bitcoin es muy similar al que
hemos descrito, en realidad su especificacio´n no se describe
en estos te´rminos sino en otros mucho ma´s generales, con el
objetivo de permitir realizar transacciones ma´s complejas. En
vez de fijar como se deben codificar las claves pu´blicas, las
direcciones y las firmas dentro de cada transaccio´n, Bitcoin
dispone de un lenguaje de scripting propio basado en pila,
el co´digo del cual se inserta tanto en las salidas como en
las entradas de las transacciones. A la hora de validar una
transaccio´n, se apila el script de entrada con el de salida y se
evalu´a el script resultante. Si el resultado final de la evaluacio´n
es Cierto, entonces la transaccio´n se considera va´lida. En caso
contrario, la transaccio´n se considera inva´lida.
3En el momento de escribir estas lı´neas, en Febrero de 2014, este importe
equivale a unos 20,000 do´lares.
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Las validaciones descritas en este apartado forman parte de
lo que serı´a una validacio´n completa. No´tese que para realizar
esta validacio´n es necesario conocer la cadena de bloques
entera, juntamente con todas las transacciones que contiene.
Esto tiene un coste de espacio elevado. Adema´s, recorrer
la cadena en busca de las transacciones implicadas supone
tambie´n un coste computacional elevado, que junto al coste en
espacio, suponen un problema para dispositivos ligeros como
mo´viles o incluso ordenadores limitados. Por este motivo,
Bitcoin dispone del Protocolo de Validacio´n Simplificado
(SPV, del ingle´s Simplified Payment Verification), que permite
a un usuario comprobar que ha recibido un pago utilizando
significativamente menos recursos a costa de una reduccio´n
en la seguridad de la validacio´n. Para la validacio´n SPV, solo
es necesario disponer de una copia de las cabeceras de los
bloques de la cadena (que el cliente puede pedir a otro(s)
nodo(s) de la red en cualquier momento) ası´ como de algunos
valores hash que permiten localizar la transaccio´n dentro del
bloque.
III-B. Afianzamiento
Adema´s de validar las transacciones, es necesario tambie´n
crear los bloques que las afianzan, ası´ como validar a su vez
la correccio´n de estos bloques. Este proceso es el que permite
construir el registro comu´n u´nico y se realiza de manera
totalmente distribuida en Bitcoin.
Como hemos visto, el afianzamiento en Bitcoin se basa en
una prueba de trabajo (proof-of-work), consistente en encontrar
un valor de nonce para el bloque B de tal manera que H(B) <
t, es decir, que el hash del bloque sea inferior al objetivo
fijado. El valor objetivo no es constante, y permite adaptar la
dificultad de la prueba al poder de co´mputo de la red en cada
momento, con el propo´sito de generar un nuevo bloque cada
10 minutos.
De este modo, si un atacante quiere modificar la cadena de
bloques, ya sea para dar marcha atra´s y anular transacciones
que ha realizado, ya sea para tener control de lo que se anota
en el registro comu´n, sera´ necesario que e´ste disponga de
un poder de co´mputo superior al 50% de la red4. En caso
contrario, si el atacante intenta modificar la cadena de bloques
generando sus propias alternativas, no tendra´ suficiente poder
de co´mputo como para generar bloques ma´s ra´pido que el
resto de la red, por lo que su rama no sera´ la ma´s larga, y
sera´ descartada.
III-C. Transmisio´n
Bitcoin utiliza una red P2P totalmente distribuida para pro-
pagar la informacio´n. Bloques y transacciones son transmitidos
a trave´s de esta red.
Cuando un nodo quiere realizar una transaccio´n (o bien
encuentra un bloque va´lido), este lo envı´a a toda la red. Para
hacerlo, lo envı´a a los nodos que se encuentran directamente
conectados con e´l y e´stos, a su vez, lo reenvı´an a sus vecinos,
siempre que el objeto en cuestio´n (bloque o transaccio´n) sea
4Estudios recientes presentan un ataque teo´rico que reduce este valor al
33% del poder de co´mputo total[6].
va´lido. De este modo, la informacio´n se propaga por toda la
red.
Dado que, a diferencia de los bloques, las transacciones no
contienen ninguna prueba de trabajo, un nodo malicioso podrı´a
crear un gran nu´mero de transacciones va´lidas con la intencio´n
de desbordar la red. Para evitar este tipo de ataques, los nodos
esta´ndar de Bitcoin aplican una polı´tica de retransmisio´n de
transacciones, que obliga a incorporar una comisio´n a las
transacciones que cumplen ciertas caracterı´sticas que las hacen
ideales para este tipo de ataques. Au´n ası´, los usuarios que
realizan transacciones tienen libertad para decidir si pagan o
no una comisio´n y, en caso de hacerlo, del importe que esto
conlleva. Estas comisiones afectan, como hemos comentado,
la retransmisio´n de la transaccio´n, adema´s de su inclusio´n en
un bloque. Esto u´ltimo es debido a que el minero, adema´s de
cobrar la recompensa por encontrar un bloque, tambie´n obtiene
todas las comisiones que las transacciones que contiene el
bloque incorporan. Por este motivo, incluir comisiones en las
transacciones puede crear incentivos adicionales para que los
mineros las incluyan en sus bloques.
III-D. Almacenaje
El almacenaje de la cadena de bloques se lleva a cabo
con mucha redundancia: todos los nodos completos de la red
contienen una copia entera de la cadena de bloques (y sus
transacciones). Esto permite a estos nodos validar de manera
correcta cada nueva transaccio´n.
Tener que mantener una copia completa de la cadena puede
suponer un problema para los nodos operando en dispositivos
ligeros como, por ejemplo, dispositivos mo´viles. En Febrero
de 2014, despue´s de 5 an˜os de operacio´n de la moneda Bitcoin,
la cadena de bloques ocupa unos 13 GB.
IV. EXTENSIONES PARA LA NOTARIZACIO´N DE LA
INFORMACIO´N
En esta seccio´n, repasaremos algunas de las mejoras o
alternativas que se han propuesto sobre el protocolo de Bitcoin,
algunas de ellas implementadas ya en otras criptomonedas,
otras solo presentadas a nivel teo´rico.
IV-A. Validacio´n
Aunque los scripts de Bitcoin permiten especificar que´ se
necesita para poder gastar una transaccio´n, el lenguaje es
limitado. Segu´n la propia descripcio´n del lenguaje, este no
es Turing-completo por disen˜o, argumentando motivos de se-
guridad para justificar esta decisio´n. Si bien es cierto que esto
previene de realizar ciertos ataques (pensemos, por ejemplo,
en un script con un bucle infinito, que se ejecutarı´a de manera
indefinida cada vez que se intentara validar), tambie´n limita
el conjunto de programas que se pueden codificar con e´l.
Una extensio´n que se ha propuesto en este sentido es
incorporar un lenguaje Turing-completo a las transacciones
[7], aumentando ası´ la potencia de las mismas. Este lenguaje
debe ir acompan˜ado de un sistema de seguridad que permita
evitar ciertos ataques, como el anteriormente comentado script
de ejecucio´n infinita. Una de las propuestas contempla incluir
Bitcoins y el problema de los generales bizantinos 245
una comisio´n que se debe pagar por cada paso de ejecucio´n del
algoritmo, de manera que los scripts ma´s simples, que suponen
menos tiempo de validacio´n, resulten ma´s baratos que aquellos
ma´s complejos, que necesitan gastar tiempo de computacio´n
para ejecutarse.
Otra de las limitaciones del protocolo Bitcoin se encuen-
tra en relacio´n al Protocolo de Validacio´n Simplificado. El
protocolo se puede llevar a cabo para el tipo de transaccio´n
esta´ndar dentro de Bitcoin, pero se complica enormemente
(hasta el punto que no se ha encontrado solucio´n au´n) para
ciertas variaciones del esquema.
IV-B. Afianzamiento
Bitcoin utiliza una prueba de trabajo basada en el ca´lculo
de hashes para afianzar la informacio´n. A dı´a de hoy5, se
estima que la red dispone de un poder de co´mputo superior
a los 23000 TH/s. Esto supone un gasto energe´tico elevado,
hecho que ha empezado a causar alarma por los posibles
efectos negativos sobre el medio ambiente. Adema´s, dicho
gasto energe´tico u´nicamente se utiliza para la propia crip-
tomoneda ya que el ca´lculo de los hash para afianzar los
bloques no tiene ningu´n otro fin. Por lo tanto, es interesante
plantearse alternativas a la prueba de trabajo basada en hash
que permitan obtener una funcionalidad equivalente. Se han
propuesto cuatro enfoques diferentes:
Proof-of-Work: Como hemos visto, consiste en demostrar
que se ha realizado una cantidad de trabajo para conseguir el
bloque. Por lo tanto, la probabilidad de conseguir minar un
bloque depende del poder de co´mputo empleado en el trabajo.
En este a´mbito, las mejoras se centran en dos alternativas.
Por un lado, proponer funciones que no requieran una inver-
sio´n en hardware para el minado de bloques (como sucede
actualmente con la funcio´n SHA256), para democratizar el
proceso de minado y evitar ası´ grandes clu´sters de minado que
pudieran llegar a controlar la red. Dentro de esta alternativa se
encuentran funciones hash, como por ejemplo scrypt [8] que
requieren un volumen elevado de memoria para su ca´lculo,
haciendo poco viable la creacio´n de hardware especı´fico. Otro
enfoque, mucho ma´s ambicioso, es la propuesta de una funcio´n
de proof-of-work tal que su propio ca´lculo permita resolver
problemas u´tiles computacionalmente costosos. El problema
principal de este enfoque es formalizar problemas que tengan
las siguientes propiedades, necesarias para una proof-of-work
utilizada como sistema de validacio´n de los bloques de la
cadena: 1) verificabilidad: el problema propuesto debe ser
difı´cil de realizar pero, una vez resuelto, la validacio´n de la
solucio´n encontrada debe ser muy simple; 2) granularidad:
la dificultad del problema propuesto debe ser granular, en el
sentido que se debe permitir ajustar la dificultad del mismo
de forma controlada y progresiva. En la actualidad u´nicamente
se conoce una proof-of-work con estas caracterı´sticas, utilizada
en la moneda digital PrimeCoin [9]. En este caso, la proof-of-
work consiste en encontrar ciertas cadenas de nu´meros primos,
5Febrero 2014
en concreto, cadenas de Cunningham de primera y segunda
especie o cadenas de primos gemelos.
Proof-of-Stake: En este caso, la probabilidad que un minero
encuentre un bloque depende de la cantidad de Bitcoins que
posee actualmente. De este modo, mientras la posesio´n de
Bitcoins sea distribuida, tambie´n lo sera´ la capacidad de minar.
Proof-of-Burn: En este tipo de pruebas, la probabilidad
de conseguir afianzar un bloque depende del nu´mero de
Bitcoins destruidos expresamente para este propo´sito, es decir,
quemados. Destruir Bitcoins es tan sencillo como enviarlos a
direcciones que no se puedan gastar, es decir, a scripts que se
evalu´en a Falso de manera deliberada.
Proof-of-Excellence: En este sistema definido vagamente
en [10], se crean torneos perio´dicamente y se minan bloques
en funcio´n del rendimiento de cada participante en el torneo.
IV-C. Transmisio´n
Algunas criptomonedas surgidas despue´s del auge de Bit-
coin modifican el tiempo medio necesario para crear un
bloque, fijado en 10 minutos en Bitcoin. Aunque parezca un
cambio trivial, esto tiene consecuencias importantes sobre la
seguridad del esquema.
Por un lado, la seguridad de una transaccio´n en Bitcoin se
mide utilizando el nu´mero de confirmaciones que e´sta tiene,
es decir, cua´ntos bloques se han an˜adido a la cadena despue´s
del bloque que contiene la transaccio´n en cuestio´n. El motivo
es que, como ma´s confirmaciones tenga una transaccio´n, ma´s
difı´cil es anularla, ya que para ello habrı´a que construir una
rama alternativa de la cadena que supere en dificultad a la rama
actual. Bajo este punto de vista, fijar un tiempo de creacio´n
de bloques de 10 minutos hace de Bitcoin un sistema lento en
dar por va´lidas las transacciones. El cliente esta´ndar espera a
que existan 6 confirmaciones antes de aceptar una transaccio´n
como pago, lo que fijarı´a un tiempo medio de 1 hora para el
proceso.
Por otro lado, cuando un nuevo bloque es encontrado por
un minero, este lo envı´a a sus vecinos, de modo que el bloque
se propaga por la red. Esta propagacio´n no es instanta´nea,
y son necesarios algunos segundos para que los nodos la
reciban[2]. Durante este tiempo de propagacio´n, el minero que
ha encontrado el bloque ya se encuentra minando encima de
este, mientras que el resto de mineros au´n trabajan en el bloque
anterior. Esto tiene dos consecuencias importantes. La primera
es que estos u´ltimos mineros esta´n realizando trabajo inu´til. El
porcentaje de trabajo inu´til por bloque, suponiendo un tiempo
de propagacio´n constante, es mayor como menor sea el tiempo
de generacio´n de bloques. La segunda consecuencia se deriva
tambie´n de este problema, ya que el minero que ha encontrado
el bloque se encuentra en clara ventaja respecto al resto de la
red. Esto tambie´n se acentu´a con la disminucio´n del tiempo
de generacio´n de los bloques.
Una de las propuestas para minimizar el impacto que el
trabajo inu´til sobre bloques ya minados supone para el sistema
es la de recompensar no solo al bloque que queda en la cadena
principal, sino tambie´n a algunos de los bloques va´lidos que
hayan quedado en otras bifurcaciones de la cadena [7].
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IV-D. Almacenaje
En relacio´n al almacenaje de la informacio´n, el principal
problema que Bitcoin tiene que afrontar es la escalabilidad.
Con la continua creacio´n de nuevas transacciones, el taman˜o
de la cadena de bloques no hace ma´s que aumentar a buen
ritmo, augurando problemas de almacenamiento a largo plazo.
Por otro lado, las restricciones en el taman˜o de los bloques
implican que en la actualidad la red bitcoin solamente pueda
procesar un ma´ximo de 7 transacciones por segundo6, un valor
demasiado pequen˜o para una moneda con vocacio´n global.
Aunque de momento no se ha implementado ninguna so-
lucio´n, se discute activamente la posibilidad de incorporar
un algoritmo de poda de la cadena, de manera que no sea
necesario guardar todas las transacciones. Ası´, transacciones
antiguas podrı´an ser eliminadas, guardando de ellas solo su
hash, para preservar la integridad de la cadena.
V. POSIBLES APLICACIONES
Las utilidades pra´cticas de Bitcoin (o de un sistema basado
en la cadena de bloques) sobrepasan de largo las de una simple
moneda. A continuacio´n, se listan algunas de las aplicaciones
que el sistema proporciona, tanto aquellas de las que ya existen
implementaciones sobre Bitcoin, como aquellas que surgen a
partir de alternativas derivadas, ası´ como tambie´n las que de
momento quedan en un plano teo´rico.
Submonedas ([7], [11], [10], [12]): La cadena de bloques
se puede utilizar para representar transacciones de otros
bienes, como por ejemplo, otras monedas, oro, acciones
o propiedad.
Derivados financieros ([7]): Se pueden representar tam-
bie´n en la cadena de bloques derivados financieros,
explicitando sobre que bien concreto se deriva el precio.
Servicios de marca de tiempo o timestamps ([13], [11]):
Incluyendo el hash de un archivo en un bloque de la
cadena, se puede demostrar la existencia del archivo en
el momento de la creacio´n del bloque.
Servicio de nombres de dominio o DNS ([11]): La cadena
se puede utilizar tambie´n para almacenar informacio´n de
nombres de dominio de manera totalmente distribuida.
Sistemas de Reputacio´n Ano´nimos ([7]): Del mismo
modo que se pueden registrar nombres de dominio en
la cadena, e´sta se puede utilizar para construir sistemas
de reputacio´n ano´nimos.
Co´mputo multipartito seguro o Secure multiparty compu-
tation ([14], [15]): Protocolos para el co´mputo bipartito
y multipartito seguro se han propuesto recientemente, e
incluso se han realizado implementaciones de algunos de
los protocolos sobre Bitcoin.
Juegos de Azar P2P ([16], [7]): Juegos de azar o loterı´as
pueden implementarse de manera que e´stos resulten se-
guros para todas las partes, utilizando trozos de la cadena
(o hashes de estos) como generadores pseudoaleatorios.
6El taman˜o ma´ximo de un bloque es de 1MB y el tiempo entre bloques es
de 10 minutos. Esto proporciona 1,7KB por segundo, lo que suponen unas 7
transacciones de 250bytes.
VI. CONCLUSIO´N
Bitcoin es la primera moneda criptogra´fica que ha tenido
una grande aceptacio´n entre la poblacio´n, existiendo imple-
mentaciones del cliente esta´ndar que permiten operar con ella
para mu´ltiples plataformas. Este hecho, por si solo, ya tiene
un gran me´rito. Adema´s, ma´s alla´ de ser una criptomoneda
en utilizacio´n, con un esquema criptogra´fico robusto, total-
mente descentralizada y ano´nima, Bitcoin resuelve de manera
pra´ctica el problema de los generales bizantinos, permitiendo
crear un registro u´nico comu´n de manera descentralizada. Los
usos de este registro sobrepasan de largo los de la propia
criptomoneda y, en consecuencia, creemos que es importante
dar a conocer su existencia. Como hemos expuesto, ya existen
diferentes iniciativas que hacen uso de este registro con
finalidades muy diversas y, a nuestro parecer, estas iniciativas
son solo el principio de una larga lista de aplicaciones que se
pueden disen˜ar e implementar en base a este registro.
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Resumen—El comercio electrónico móvil (m-commerce) repre-
senta ya una importante área de negocio con grandes oportuni-
dades para consumidores y comerciantes. Sin embargo, todavía
existen escenarios que requieren mejoras en cuanto a eficiencia,
como son los cupones electrónicos. La eficiencia y el rendimiento
de estas soluciones suele medirse únicamente considerando el
coste de las operaciones criptográficas o realizando pruebas
de laboratorio en entornos limitados, muchas veces una única
máquina para ejecutar todo el escenario de pruebas (incluyendo
consumidores y comerciantes). En este artículo presentamos un
análisis del rendimiento de una solución de cupones electrónicos,
mediante la cual comprobamos que no es suficiente analizar
únicamente la carga debido a las operaciones criptográficas, sino
que también deben considerarse otros factores, como el efecto de
la red.
Index Terms—cupón electrónico, seguridad, privacidad, efi-
ciencia, análisis de rendimiento
I. INTRODUCCIÓN
El comercio electrónico (e-commerce) representa uno de los
sectores más dinámicos e innovadores dentro de la economía
global. Hoy día la atención que recibe el e-commerce es
incluso mayor dado el auge de los dispositivos móviles y
la mejora de las infraestructuras móviles de comunicaciones.
De hecho, la cuota de mercado de usuarios con teléfonos
inteligentes ha alcanzado alrededor del 18 % del total de
dispositivos de usuario [1], siendo el comercio móvil (m-
commerce) uno de los sectores más beneficiados por este
hecho. De acuerdo con predicciones publicadas [2], en los
próximos cuatro años las ventas on-line crecerán entre un 10 %
y un 15 % anual.
Sin embargo, todavía hay mucho trabajo que hacer en
el campo del m-commerce. Uno de los aspectos que más
negativamente afecta a su crecimiento es la falta de privacidad
y confianza de los consumidores respecto a los comerciantes y
a las transacciones on-line. Otro de los aspectos importantes,
a menudo dejado de lado, es la baja eficiencia (medida como
el tiempo de respuesta) de las soluciones de m-commerce
percibida por los consumidores.
En el campo del m-commerce, los cupones electrónicos son
uno de los temas que requiere importantes mejoras, sobre todo
en privacidad, usabilidad y eficiencia. Un cupón electrónico es
la versión electrónica de los cupones en papel, documentos
impresos que permiten al consumidor conseguir o acceder
a productos o servicios, normalmente bajo un descuento o
beneficio. En este sentido, encontramos conocidas soluciones
comerciales, como cupones para restaurantes [3], [4], hoteles
[5], etc., aunque todas ellas se basan en la utilización final
del papel para poder canjearlos en los comercios. Este modo
de funcionamiento conlleva una pérdida en tiempo y recursos
tanto para los comerciantes como para los consumidores y
además frena su expansión.
Tanto los cupones electrónicos individuales como los mul-
ticupones (el equivalente a los talonarios de cupones) han
atraído la atención en los últimos años de la comunidad
científica [6]–[20]. No obstante, las soluciones no se validan
teniendo en cuenta el tiempo total de respuesta percibido por
los consumidores, a pesar que este es un aspecto crítico que
debe ser considerado tanto en la fase de diseño como de
implementación.
Contribución. En este artículo incidimos en la importancia
de analizar todos los costes que influyen en el tiempo de
respuesta de los protocolos. Para realizar este trabajo, hemos
implementado en Java una solución propia de multicupo-
nes electrónicos para múltiples comerciantes [16], llamada
MC − 2D y hemos analizado su eficiencia y rendimiento.
La eficiencia la medimos respecto a una propuesta previa
similar de multicupones electrónicos, la cual fue verificada en
un entorno limitado usando una sola computadora. Gracias
a este análisis, demostramos que nuestra propuesta mejora
ampliamente la solución previa. Finalmente, desplegando la
implementación en un entorno de producción con dispositivos
móviles Android, servidores remotos y comunicaciones reales,
analizamos su rendimiento teniendo en cuenta los efectos de
la red. Además de comprobar que MC − 2D es viable en un
entorno real, también demostramos que no solo la criptografía
incide en aumentar el tiempo de respuesta percibido por los
clientes del m-commerce, sino que otros costes pueden ser
incluso mayores.
Organización. El artículo está organizado de la siguiente
forma. En la Sección II presentamos un análisis sobre las
propuestas previas. En la Sección III se resume la solu-
ción propuesta. La Sección IV se dedica a presentar una
comparación de eficiencia basada en el número y tipo de
operaciones criptográficas. Utilizando un escenario real, en la
Sección V analizamos los diferentes factores que influyen en
el rendimiento de la solución. Finalmente, cerramos el trabajo
con las conclusiones y las líneas futuras en la Sección VI.
II. TRABAJOS PREVIOS
Como se ha comentado en la introducción, existen propues-
tas tanto comerciales como de carácter científico para cupones
electrónicos. Respecto a las soluciones comerciales [3]–[5],
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éstas intentar ofrecer soluciones sencillas a bajo coste y nor-
malmente basadas en papel. Es decir, evitan en la medida de lo
posible llevar a cabo nuevas inversiones en implementaciones
y reutilizan los sistemas que ya tienen desarrollados. Por
ejemplo, una manera sencilla que utilizan las compañías para
ofrecer cupones electrónicos es desplegando una simple página
web a través de la cual los clientes pueden comprar cupones
para un determinado uso. Sin embargo, los clientes deben
desplazarse físicamente hasta la tienda del comerciante (o a un
establecimiento autorizado) o utilizar su propia impresora para
obtener una copia en papel. Este modo de funcionamiento no
facilita el uso de los cupones y limita su difusión.
Respecto a las propuestas científicas actuales referentes a
cupones y multicupones electrónicos [6]–[20], éstas intentan
ofrecer el mayor número de funcionalidades sin considerar el
coste que pueden generar al aplicarse en escenarios reales. No
obstante, solo un número reducido de ellas [13], [16] proponen
soluciones para un entorno donde los usuarios puedan gastar
sus cupones en diferentes comerciantes sin tener que emitir
un multicupón para cada uno de ellos (escenarios multi-
comerciante). Por otra parte, en muchas de las propuestas no
se encuentra suficiente información para analizar su viabilidad,
tanto la referente a la implementación de las operaciones
criptográficas involucradas como a la eficiencia resultante.
En la mayoría de los trabajos que proporcionan medidas
de eficiencia, utilizan escenarios de laboratorio, con pruebas
limitadas y sin tener en cuenta todos los factores que influyen
en el rendimiento final de las soluciones. Los autores de [8],
[10] analizan sus propuestas basándose en cómo el número de
cupones contenidos en un multicupón incrementa el coste de
los diferentes protocolos para su gestión. Como resultado, los
autores en [8] afirman que el coste es lineal respecto al número
de cupones involucrados en cada transacción, mientras que en
[10] se afirma (sin aportar ninguna prueba) que su esquema
tiene un coste computacional constante con independencia
del número de cupones involucrados en cada transacción.
En [21], el autor realiza una implementación del esquema
presentado en [13], pero considerando un entorno de pruebas
local, en donde todas las operaciones se ejecutan sobre una
misma computadora. Otras propuestas de cupones electrónicos
[6], [15], [17]–[19] proporcionan resultados de eficiencia en
entornos muy limitados y en pocos casos consideran el uso de
algún tipo de dispositivo móvil [20].
Por lo tanto, la evaluación de soluciones para multicupones
se ha realizado principalmente en términos del número de
operaciones criptográficas. Sin embargo, este tipo de análisis
no puede asegurar la viabilidad de una propuesta sobre redes y
dispositivos reales. Este es un aspecto crítico para el éxito del
m-commerce en general y de las soluciones para multicupones
electrónicos en particular.
III. UNA SOLUCIÓN DE CUPONES ELECTRÓNICOS
A continuación resumimos los puntos fundamentales de
MC − 2D, solución de multicupones electrónicos para esce-
narios multi-comerciante. Los detalles de la misma, así como
un amplio análisis de seguridad se pueden consultar en [16].
III-A. ¿Cómo Proporcionar Privacidad?
El funcionamiento de la solución se basa en el uso de la
firma parcial ciega y la firma de grupo.
Firma parcial ciega. Es una generalización de la firma
ciega [22] en la que el firmante tiene la capacidad de añadir
a la firma resultante un conjunto de datos comunes acordados
previamente entre el firmante y el solicitante. MC − 2D usa
el esquema de firma parcial ciega presentado en [23].
Firma de grupo. Es una primitiva criptográfica que genera
firmas en las que la identidad de un firmante que pertenece a un
grupo de usuarios se mantiene en secreto. En estos esquemas
se define una tercera parte, llamada Gestor de grupo, que es el
encargado de generar los parámetros necesarios para realizar
estas firmas. Además, es la única entidad capaz de revocar
el anonimato y revelar la identidad de la entidad firmante.
En nuestra solución se usa el esquema de firma de grupo
propuesto en [24].
III-B. Arquitectura y Protocolos
La Figura 1 representa la arquitectura de la solu-
ción MC − 2D. Los participantes involucrados son el
cliente (C), el vendedor (V), el emisor (E) y el ges-
tor de grupo (G). Entre cada uno de los partici-
pantes se definen siete protocolos: Inicialización,
Afiliación/Desafiliación, Registro, Emisión,














Figura 1: Arquitectura de MC − 2D.
1. Inicialización. Tanto G como E inicializan sus
servicios para recibir peticiones. G crea un conjunto de claves
secretas y una clave pública para el esquema de firma de grupo,
mientras que E y los clientes generan sus propias claves RSA.
2. Afiliación / Desafiliación. Todos los ven-
dedores interesados en aceptar cupones emitidos por E se
afilian a E mediante un simple acuerdo sin que se lleve a
cabo ningún intercambio de información sensible.
3. Registro. Cada cliente interesado en usar cupo-
nes tiene que registrarse con G mediante el protocolo de
Registro usando su identidad real, para así obtener una
pareja de claves de grupo. Entonces G enlaza la identidad real
de C con su correspondiente clave secreta para poder revocar
el anonimato en caso de ser necesario.
4. Emisión. El protocolo permite a C solicitar a E la
emisión de un multicupón firmado, al que llamamos MC2D.















Figura 2: Estructura MC2D compuesta por MCω (consideran-
do un sola tira de m cupones) y MCPBS .
La estructura MC2D (Figura 2) está compuesta por dos
elementos principales: MCω y MCPBS .
1. MCω . Es la estructura que define todos los cupones que
forman un multicupón. MCω se organiza en múltiples
tiras de cupones, cada una de ellas con un número
determinado de cupones y con el mismo valor (o des-
cuento). Para cada tira de m cupones, la solución genera
iterativamente (mediante hash chain) 2m + 1 hashes
desde un identificador aleatorio y secreto (identificador
seed: ωseed) hasta el último hash de la tira (identificador
de la tira: ω0). Entonces, cada cupón (ci) se define
mediante dos hashes: el de la derecha es la información





, ∀0 < i ≤ m
(i indica el i-ésimo cupón de la tira). C mantiene MCω
en secreto, excepto el elemento ω0, como veremos a
continuación.
2. MCPBS . Es la firma parcial ciega sobre MC0ω , la lista de
todos los ω0 contenidos en MCω . El elemento MCPBS
contiene además datos de verificación (verif_data) así
como información pública y acordada previamente (Γ)
entre C y E . Ésta define las características de MC2D:
número de tiras y número de cupones en cada tira, el
valor o descuento de cada cupón, marcas temporales
























Figura 3: Protocolo de Emisión.
Una vez C ha generado MCω , empieza el protocolo de
Emisión (Figura 3). La emisión de un multicupón implica
la ejecución de un proceso basado en una firma parcial ciega
sobre MC0ω , mediante el cual E firma MC0ω (aunque no pueda
obtener los datos en claro), juntamente con la información
común (Γ). Como resultado, C obtiene MCPBS , elemento que
E no puede reconocer. Además, MCPBS no contiene ninguna
información referente a la identidad de C, gracias al uso de la
firma parcial ciega.
5. Pago Múltiple. C puede pagar con cupones usando
el protocolo de Pago Múltiple (Figura 4) a cualquiera de
los V afiliados a E . El protocolo de Pago Múltiple tiene
cuatro pasos, mediante los cuales C puede gastar cualquier
número de cupones con una sola ejecución del protocolo,
incluso cupones pertenecientes a diferentes tiras de cupones.
Esta característica no incluida en propuestas previas contribuye
a mejorar la eficiencia de nuestra solución.
C firma usando el esquema de firma de grupo un conjunto
de datos (data1) entre los cuales está la información de pago
(MCpayω ). V valida la información y, si los datos recibidos
son válidos (MCpayω no usado antes, MC
pay
ω pertenece a
MCPBS , verificación de MCPBS , etc.), envía un acuse de
recibo juntamente con el servicio solicitado. A continuación,
se repite el proceso, esta vez usando otro conjunto de datos





. Como antes, si las verificaciones son
satisfactorias, V envía un acuse de recibo.





Prepara información de prueba
Prepara información de pago
Cliente (C) Vendedor (V)
Verifica los elementos recibidos





) Verifica los elementos recibidos
Envía acuse de recibo de data2
data1 = (MCpayω , idV , idr)
data2 =
(
MCproofω , idV , idr
)
Figura 4: Protocolo de Pago Múltiple.
6. Depósito (on-line o off-line). El protocolo de
Depósito permite a V solicitar a E un depósito corres-
pondiente al valor de los cupones recibidos de los clientes.
V puede depositar cupones por cada transacción de pago
(Depósito on-line) o solo cuando tiene una lista de cupones
(Depósito off-line).
7. Reembolso. En caso que C quiera recuperar el valor
de cupones sin gastar, el protocolo le permite que E autorice
su reembolso. Este protocolo es opcional y su aplicación
dependerá de la implementación y del escenario.
IV. COMPARACIÓN CON UNA PROPUESTA SIMILAR
A continuación comparamos la eficiencia de nuestra solu-
ción (MC − 2D) frente al esquema multi-comerciante pro-
puesto en [13]. Con el objetivo de comparar las medidas,
hemos adaptado el escenario de pruebas a las condiciones de
ejecución que los autores del esquema propuesto en [13] han
realizado y analizado en [21] (un único portátil para cliente,
comerciante y emisor, considerando la misma capacidad de
cómputo). Además, hemos considerado las mismas pruebas
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Cuadro I: Comparación práctica de rendimiento respecto a [13].
Emisión (segundos) Pago Múltiple (segundos)
k = 5 cupones k + 1 k = 5 cupones k + 1
C E Total C V Total
[13] - - 4,280 0,811 - - 33,01 6,476
Nuestra solución 0,023 1,182 1,205 < 0,005 0,877 1,204 2,082 < 0,02
Nuestra solución* n/a n/a n/a n/a 0,093 1,204 1,297 < 0,02
* - aplicando precomputación para la firma de grupo en el cliente durante el protocolo de Pago Múltiple
n/a - no aplicable
que en [21], teniendo en cuenta solo el tiempo de computación.
De esta forma, comparamos el tiempo necesario para emitir y
gastar un grupo de cinco cupones (k = 5) y la carga adicional
de emitir o gastar un cupón adicional (k + 1). El Cuadro I
recoge los resultados de rendimiento de ambas soluciones.
Analizando el proceso de emisión, el cliente solo necesita
23 ms de computación para obtener un MC2D, lo que sig-
nifica que es aproximadamente 3,5 veces más rápido que el
presentado en [21].
Referente al protocolo de Pago Múltiple, nuestra pro-
puesta también obtiene mejores resultados. Tanto es así que el
tiempo necesario para gastar 5 cupones es aproximadamente
15 veces menor que el mostrado en [21]. Si además aplicamos
técnicas de precomputación para la firma de grupo, nuestro
protocolo llegaría a ser hasta 25 veces más rápido, como se
puede observar en el Cuadro I.
Finalmente, el tiempo necesario para emitir o gastar un
cupón adicional en nuestro esquema, es despreciable. Esto es
debido a que durante el protocolo de Pago Múltiple, V
solo tiene que computar dos hashes para cada cupón adicional.
Por tanto, aunque se gasten múltiples cupones durante una
sola ejecución del protocolo, el tiempo de computación solo
aumentará de forma lineal en función del coste de dos opera-
ciones de hash por cada cupón. Como conclusión, el análisis
demuestra que a diferencia de [13],MC−2D es una solución
escalable donde su rendimiento es independiente del número
de cupones emitidos o gastados.
V. EVALUACIÓN DEL RENDIMIENTO
Como hemos enfatizado en §I, no solo se debe tener en
cuenta el coste computacional de las operaciones del protoco-
lo, sino que también hay que introducir los costes debidos
al efecto de la red. En esta Sección vamos a evaluar el
rendimiento de MC − 2D utilizando un dispositivo Android
como plataforma cliente. Además, hemos añadido la lógica
necesaria para implementar la comunicación entre clientes y
servidores remotos.
V-A. Escenario de Pruebas
La Figura 5 representa el escenario de pruebas considerado
para obtener los valores de rendimiento de MC − 2D. El es-
cenario que proponemos emula un entorno real de producción
con dispositivos móviles, servidores remotos y conexiones
de red comerciales. Así pues, como plataforma de servidor,
hemos elegido la solución Elastic Cloud Computing (EC2)
de Amazon Web Services (AWS), para ejecutar el código
Red
ADSL
Figura 5: Escenario de pruebas.
del vendedor (V), y un servidor virtual alojado en la red
corporativa de la universidad, para ejecutar el código del
emisor (E). La aplicación cliente corre en un dispositivo
Android, concretamente HTC Desire, que se conecta a los
servidores remotos mediante una red WiFi y una conexión
ADSL comercial. El Cuadro II resume las propiedades de los
dispositivos considerados, mientras que el Cuadro III define
las principales características de las dos redes consideradas.
Cuadro II: Dispositivos de test considerados.
Dispositivo Rol CPU RAM OS
Virtualbox E 2.8 GHz 1GiB Debian Linux
EC2 µ-instance V 2 EC2 CU(1) 633MiB AWS Linux
(≈ 1.0-1.2GHz)
HTC Desire C 1GHz 512MiB Android 2.3
(1) Una EC2 CU (Compute Unit) proporciona la CPU equivalente
a un procesador Xeon a 1.0-1.2GHz [25]
Cuadro III: Características de las redes.
Camino Tasa de transmisión (media) Latencia (media)
Origen Destino Bajada Subida Round-trip
C (ADSL) V <3Mbps <0.3Mbps >200 ms
V E >25Mbps >25Mbps <100 ms
V-B. Tiempo de Respuesta y Longitud de Mensajes
Para conocer el rendimiento de la solución, hemos analizado
el tiempo de respuesta total percibido por la aplicación cliente,
realizando pruebas para los protocolos en las que está invo-
lucrada, es decir, los protocolos de Registro, Emisión
y Pago Múltiple. Todas las pruebas se han repetido 20
veces y se ha realizado la media de los valores obtenidos
descartando los resultados extremos.
En el tiempo de respuesta total percibido por el cliente,
podemos distinguir dos factores principales:
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• Tiempo de computación. La aplicación cliente tiene que
realizar cálculos y operaciones matemáticas para generar
las peticiones y procesar las respuestas recibidas. En este
caso, los valores temporales dependen de la capacidad de
procesamiento de cada dispositivo, principalmente de la
CPU y de la memoria disponible.
• Tiempo de transmisión de red. El tiempo consumido por
























Figura 6: Tiempo de respuesta total para cada protocolo
(usando HTC Desire y acceso WiFi).
La Figura 6 muestra el tiempo de respuesta medido en el
cliente para cada uno de los protocolos analizados usando
el dispositivo móvil HTC Desire. El protocolo que implica
mayor coste es el de Pago Múltiple, dado que es el que
incorpora mayor número de operaciones, tanto para cliente
como para vendedor (entre las cuales hay que destacar dos
firmas de grupo) y también un mayor tiempo de espera de
red.
Si analizamos la Figura 7, podemos observar como la mayor
parte del tiempo consumido por cada uno de los protocolos es
básicamente debido a tareas de red: enviar mensajes y quedar
en espera de recibir los mensajes de respuesta. Las tareas de
red llegan a significar incluso más del 50 % del tiempo de


























Figura 7: Porcentaje de carga debido a cada una de las tareas.
Si también analizamos el resultado obtenido teniendo en
cuenta una ejecución on-line del protocolo de Depósito por
parte del vendedor durante el Pago Múltiple, podemos
afirmar que el tiempo añadido en el tiempo de total de respues-
ta es de solo 680 ms. Por consiguiente, el hecho de ejecutar
una validación on-line de los cupones por cada ejecución del
Pago Múltiple, representa un coste asumible en caso que
se requiera comprobar inmediatamente con el emisor si los
cupones recibidos no se han usado previamente.
En definitiva, además de evidenciar la eficiencia y el rendi-
miento deMC−2D, el análisis también demuestra que no solo
es necesario evaluar el coste respecto al uso de los recursos de
procesamiento necesarios, sino que también es imprescindible
evaluar el tiempo consumido en la transferencia de datos a
través de la red. Tanto es así que hemos demostrado que el
tiempo necesario para enviar y recibir mensajes, puede ser
incluso más importante que el tiempo de procesamiento de
los mismos mensajes.
VI. CONCLUSIONES
En este trabajo hemos comprobado como nuestra propuesta
de cupones electrónicos para el escenario multi-comerciante
es eficiente, escalable y que puede ser usada en dispositivos
móviles. Para demostrarlo, hemos implementado la solución,
comparado su eficiencia respecto a la propuesta previa y
analizado su rendimiento considerando un escenario real.
En primer lugar, la comparación nos permite afirmar que
MC − 2D es más eficiente, utilizando el mismo escenario
de pruebas que la propuesta anterior y considerando solo el
efecto de la computación. Esto es debido, principalmente, a
la utilización de mecanismos criptográficos con una menor
carga y a la capacidad de nuestro esquema de permitir emi-
tir y gastar cupones utilizando una misma transacción. En
segundo término, la implementación completa del esquema
sobre la plataforma Android nos ha permitido realizar una
evaluación del rendimiento considerando un escenario realista,
con servidores remotos y comunicaciones reales, escenario
alejado de los entornos de prueba limitados que normalmente
encontramos en las propuestas científicas. De esta manera,
las medidas reflejan todos los factores que pueden afectar al
tiempo de respuesta. De hecho, hemos podido comprobar que
los costes debidos a otras tareas diferentes a la computación
deben también ser analizados cuidadosamente para obtener
una solución viable y con un tiempo de respuesta adecuado
para el entorno de ejecución de la misma.
Como trabajo futuro, sería interesante estudiar la viabilidad
de llevar a cabo el pago con cupones en los comercios
utilizando tecnología NFC.
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Resumen—Los dispositivos mo´viles inteligentes equipados con
funciones avanzadas de computacio´n y comunicaciones han
crecido ra´pidamente. Sin embargo, a pesar de los mecanismos de
seguridad existentes, y dada la cantidad creciente de dispositivos
conectados a Internet, tambie´n han aumentado exponencialmente
la cantidad de aplicaciones maliciosas (malware) dirigidas a ellos.
En este trabajo mostramos co´mo los componentes peligrosos
y maliciosos del malware mo´vil se pueden visualizar de una
manera intuitiva a fin de descubrir fa´cilmente que´ funciones de
Android pueden desencadenar el fraude. Nuestro enfoque incluye
un me´todo para interceptar llamadas a funciones (”hooking”) con
el fin de recoger trazas pertinentes de la aplicacio´n durante de
tiempo de ejecucio´n. Esto permite la monitorizacio´n de llamadas
a funciones de la API de Android relacionadas con los permisos
de instalacio´n de la misma. Las trazas obtenidas se colectan en
un servidor web central donde tiene lugar la visualizacio´n del
comportamiento de las aplicaciones.
Palabras clave—seguridad en aplicaciones mo´viles (mobile
application security), software malicioso en aplicaciones mo´viles
(mobile malware), ana´lisis Visual (visual analytics), ana´lisis del
comportamiento de aplicaciones mo´viles (application behavior
analysis)
I. INTRODUCCIO´N
La adopcio´n masiva de las comunicaciones mo´viles en la
vida cotidiana ha traı´do una necesidad de establecer en la
sociedad una confianza en la infraestructura mo´vil, y esto
supone un gran reto en la actualidad. Esto es debido a que las
plataformas mo´viles, como tele´fonos inteligentes y tabletas,
ası´ como las aplicaciones mo´viles esta´n aumentando expo-
nencialmente en popularidad. Actualmente existen alrededor
de 1 millio´n de aplicaciones para el Sistema Operativo mo´vil
Android en su sitio web de ventas en lı´nea Google Play, con un
estimado de 50 mil millones de descargas [1]. En contraste, el
software malicioso (malware) que ataca la plataforma Android
ha aumentado considerablemente en los u´ltimos 24 meses en
un 100 %. Las nuevas familias de malware Android esta´n
evolucionando ra´pidamente para evitar ser detectados por los
esca´neres tradicionales basados en firmas. Hay una necesi-
dad de mejorar las capacidades de deteccio´n para superar
los nuevos desafı´os de deteccio´n debido a la ofuscacio´n, y
ası´ mitigar o remediar el impacto de la evolucio´n de malware
para Android.
Dado que el sistema operativo mo´vil ma´s popular es An-
droid OS de la compan˜ia Google (en la actualidad tiene el 70 %
del mercado), Android es el OS ma´s atacado con un 99 % de
los ataques malware segu´n lo publicado por Cisco y Kapersky
Labs durante el tercer trimestre Q3 del 2013, y resumido en
el reporte de SOPHOS [2]. Esta investigacio´n se enfoca en el
seguimiento del comportamiento en tiempo de ejecucio´n de las
applicaciones y la visualizacio´n de sus funciones maliciosas
para descubrir que´ tipo de ataques o intenciones existen
detra´s de estas. La plataforma propuesta de monitorizacio´n
esta´ compuesta ba´sicamente de cuatro elementos, a saber: (i)
una aplicacio´n Android llamada (Sink) que guı´a al usuario en
la seleccio´n y parametrizacio´n de la aplicacio´n a supervisar,
(ii) un cliente embebido que se inserta en cada aplicacio´n a
ser supervisada, (iii) un servicio web encargado de recoger
la aplicacio´n a monitorizar, enviar al dispositivo la aplicacio´n
instrumentada, y recopilar las trazas que va generando, (iv) y
finalmente un componente de visualizacio´n que muestra grafos
relacionados con el comportamiento de las trazas o llamadas
a funciones, relativa a la aplicacio´n monitorizada.
Se preve´ que esta herramienta pueda ser utilizada por
analistas malware con el fin de realizar una inspeccio´n visual
de las aplicaciones en estudio. Por otra parte, la monitori-
zacio´n de una aplicacio´n en el momento de su ejecucio´n es
esencial para entender co´mo esta interactu´a con el dispositivo,
con componentes claves tales como las APIs (Application
Programming Interfaces) provistas por el sistema. Una API
especifica co´mo algunos componentes de software (rutinas,
protocolos y herramientas) deben actuar cuando este´n sujetos
a invocaciones de otros componentes. Al rastrear y analizar
estas interacciones, podemos ser capaces de dar seguimiento
a co´mo se comportan las aplicaciones, a co´mo manejan datos
sensibles e interactuar con el sistema operativo.
I-A. Contribucio´n y organizacio´n del artı´culo
A lo largo de este artı´culo se presenta un me´todo para
la deteccio´n de malware, mediante el ana´lisis visual de la
ejecucio´n de las funciones a las que llaman. La subsiguientes
partes del trabajo esta´n organizadas como a continuacio´n se
detalla. La seccio´n II le da al lector las nociones ba´sicas detra´s
de los componentes utilizados en las siguientes secciones y re-
copila el trabajo previo relacionado con la tema´tica. La seccio´n
III describe la arquitectura de monitorizacio´n y visualizacio´n
del sistema presentado. La seccio´n IV muestra los resultados
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obtenidos con la infraestructura implementada haciendo uso
de diferentes aplicaciones. Por u´ltimo, las secciones V y VI
presentan las conclusiones e identifican unas posibles lı´neas
futuras de trabajo, respectivamente.
II. ANTECEDENTES Y TRABAJOS RELACIONADOS
En los ambientes convencionales de Java, el co´digo fuente
es compilado en un conjunto de instrucciones llamado byte-
code, el cua´l es almacenado en un formato de ficheros .class.
Estos ficheros son ma´s tarde leı´dos por la Ma´quina Virtual de
Java (JVM) al momento de su ejecucio´n. Por otra parte, en
Android, el co´digo fuente de Java que ha sido compilado en
ficheros .class debe ser convertido en ficheros .dex, frecuen-
temente referidos como ficheros ejecutables del tipo Dalvik
(Dalvik Executable). Adema´s, Android application package
file (apk), es el formato de fichero utilizado para distribuir
e instalar software de aplicaciones y middleware en el sistema
operativo Android. Las apps se presentan en un fichero con
el formato .apk, en un contenedor de la aplicacio´n binaria
que consiste en ficheros .dex, AndroidManifest.xml, y los
ficheros de recursos de la aplicacio´n. Asimismo, el archivo
.apk resultante se firma con una clave (keystore) para establecer
la identidad del autor de la app. Existen me´todos para realizar
el proceso en el sentido inverso. Apktool es un conjunto
de herramientas para realizar ingenierı´a inversa en apps, lo
que simplifica el proceso de ensamble y desensamble de
ficheros binarios de Android (.apk) a ficheros Smali (.smali),
permitiendo la modificacio´n del co´digo fuente. Esto resulta
especialmente u´til para el ana´lisis de las aplicaciones.
El ana´lisis y deteccio´n de malware para Android ha sido
un tema candente de la investigacio´n en los u´ltimos an˜os. Un
ejemplo de los mecanismos de inspeccio´n para la identifica-
cio´n de aplicaciones con malware para Android se presenta en
[3], donde tambie´n se desarrollo´ un sistema de instrumentacio´n
transparente para la automatizacio´n de las interacciones de los
usuarios.
Adema´s, en [4] se utiliza un marco de seguridad llamado
XManDroid para extender el mecanismo de seguimiento de
Android, con el fin de detectar y prevenir ataques del tipo
escalada de privilegios a nivel de aplicacio´n durante el tiempo
de ejecucio´n sobre la base de una polı´tica determinada. Adi-
cionalmente, los autores en [5] y [6] han propuesto diferentes
te´cnicas de seguridad con respecto a los permisos de las
apps. Por ejemplo, en este u´ltimo, se propone una herramienta
para extraer la especificacio´n de permisos del co´digo fuente
de Android OS. Por otra parte, las te´cnicas de deteccio´n
de malware en dispositivos mo´viles usualmente se pueden
clasificar de acuerdo al modo en el que se realiza el ana´lisis:
ana´lisis esta´tico y ana´lisis dina´mico. La primera se basa en
intentar identificar el co´digo malicioso por descompilacio´n de
la aplicacio´n y la bu´squeda de cadenas o bloques de co´digos
sospechosos; en la segunda se analiza el comportamiento de
una determinada aplicacio´n utilizando la informacio´n de su
estado de ejecucio´n. Algunos tipos recientes de deteccio´n de
malware son: Dendroid [7] como un ejemplo de un ana´lisis
esta´tico para dispositivos con Android, y Crowdroid, sistema
que agrupa la frecuencia de llamadas al sistema de las apli-
caciones para detectar malware [8]. En un reciente trabajo de
Jiang y Zhou [9] se han mapeado los tipos ma´s comunes
de violaciones de permisos en un gran conjunto de datos de
malware. Por otro lado, en [10], [11] se pueden encontrar
estudios ma´s amplios sobre el estado del arte de la seguridad
para los dispositivos mo´viles.
Entre los sistemas de monitorizacio´n de comportamiento
de aplicaciones se encuentra una propuestas que permite
visualizar mediante grafos las llamadas a funciones de una
aplicacio´n determinada, pero los autores lo hacen mediante
te´cnicas de ana´lisis esta´tico [12]. El sistema hace un mapa de
todas las funciones disponibles, mientras que este trabajo solo
monitoriza y visualiza aquellas funciones que se suceden en
tiempo de ejecucio´n, obteniendo adema´s los para´metros que
se envı´an a la funcio´n. No se han encontrado propuestas de
deteccio´n de malware en base a ana´lisis dina´mico que opere
en el dispositivo del usuario de manera muy ligera y ”online”.
Esto es necesario debido a la apertura de la Plataforma
Android donde el malware puede tambie´n ser instalado a
trave´s de apps de otras fuentes, tales como pa´ginas web y
de memorias USB, lo que requiere mecanismos de deteccio´n
que operan en el propio dispositivo.
III. DESCRIPCIO´N DEL SISTEMA
En esta seccio´n se presenta una solucio´n aplicable para la
deteccio´n de anomalı´as producto de la presencia de malware
en las aplicaciones, basada en un ana´lisis dina´mico combinado
con el soporte de un servidor web.
La Figura 1 muestra la estructura de la plataforma de mo-
nitorizacio´n propuesta. Las etapas para llevar a cabo la misma
consisten en los siguientes pasos lo´gicos: Etapa I: Envio´ de
la aplicacio´n APP y de una lista de permisos que se desean
monitorizar al Servidor Web, Etapa II: Instrumentacio´n de la
aplicacio´n mediante un proceso de hooking generando APP’,
Etapa III: Instalacio´n y activacio´n de la APP’ reemplazando a
APP en el dispositivo, Etapa IV: Almacenamiento de las trazas
de APP’ en una base de datos, y la Etapa V: Visualizacio´n de
los grafos relacionados con APP’.
De nuevo, en la Figura 1 se muestra un diagrama de bloques
formado por cuatro componentes: la aplicacio´n Sink, un cliente
embebido, un servidor web, y el componente de visualizacio´n.
III-1. La Aplicacio´n Sink: es una aplicacio´n Android con
dos funciones principales: una de gestio´n de la aplicacio´n a
monitorizar, y otra para el manejo de las trazas. La parte del
tratamiento de la aplicacio´n, a su vez, esta´ compuesta de un
conjunto de actividades como se muestra en la Figura 2(d).
En la Figura 2(a) el usuario selecciona la aplicacio´n que
desea monitorizar, entre aquellas que no vienen reinstaladas de
fa´brica. En el siguiente paso se seleccionan los permisos que
el usuario estime convenientes a monitorizar, relacionados con
la aplicacio´n y considerados como peligrosas segu´n el mapa
de funciones API obtenido con PScout [6]. La interfaz guı´a
despue´s al usuario a lo largo de varias actividades donde se
llevan a cabo la subida de la aplicacio´n y lista de permisos a
monitorizar al Servidor, descarga de la aplicacio´n modificada,
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Figura 1: Componentes del Sistema de Monitorizacio´n del comportamiento de la Aplicacio´n.
e instalacio´n de la misma. Finalmente, un boto´n permite iniciar
o detener la monitorizacio´n de la aplicacio´n en el cualquier
instante.
Por otra parte, el Sink permite realizar la gestio´n de las
trazas, ejecutando servicios en segundo plano. Este gestor
es el encargado de colectar las trazas enviadas desde los
clientes embebidos individuales, ubicados en cada una de las
aplicaciones supervisadas, an˜adie´ndoles una marca de tiempo
y el hash del ID del dispositivo, y su almacenamiento en una
memoria intermedia circular comu´n. Por u´ltimo, las trazas se
envı´an perio´dicamente al servicio web donde se almacenan en
una base de datos.
III-2. El Cliente Embebido: consiste en un mo´dulo de
comunicacio´n que utiliza el protocolo UDP para la transmisio´n
de las trazas de las funciones modificadas invocadas en APP’,
al Sink.
III-3. El Servicio Web: provee los siguientes servicios al
Sink: subir aplicaciones, descargar las aplicaciones modifi-
cadas y enviar las trazas. Ahora la pieza clave de todo el
sistema y donde reside la lo´gica del me´todo presentado, es la
herramienta que instrumenta la aplicacio´n, el proceso conocido
como ”hooking”. Este componente mapea los permisos de
la aplicacio´n en llamadas a funciones que son marcadas, las
cua´les van ser monitorizadas. Por lo tanto, este proceso es una
accio´n automa´tica realizada por el servidor Web cada vez que
una aplicacio´n es enviada al mismo.
Las funciones modificadas registrara´n el nombre de la
aplicacio´n, el nombre de paquete de la aplicacio´n, y el hash de
la aplicacio´n y enviara´ esta informacio´n al cliente embebido
junto con el nombre de la funcio´n (e.g., sendTextMessage(),
getDeviceID(), execSQL(), SendBroadcast(), etc.). A continua-
cio´n, todos los ficheros modificados junto con el resto de los
recursos desensamblados se reensamblan y se empaquetan en
un fichero binario Android .apk. Al terminar la Etapa II, la
APP’ es descargada al Sink.
III-4. Visualizaciones: Con el fin de realizar un ana´lisis vi-
sual del comportamiento de las aplicaciones se utiliza una base
de datos NoSQL basada en grafos, Neo4j1. Neo4j almacena los
datos en una estructura orientada a grafos, en lugar de utilizar
las tablas relacionales de las bases de datos convencionales.
En te´rminos generales, un grafo es una representacio´n de un
conjunto de nodos y las relaciones entre ellos unidos por medio
de enlaces, (ve´rtices y aristas o arcos, respectivamente). Esto
se ilustra en la Etapa V de la Figura 1. De esta manera,
se puede plasmar cada uno de los comportamientos de la
aplicacio´n analizada con una representacio´n simple pero muy
ilustrativa. Los grafos se elaboran mediante relaciones de
tipo ”una Aplicacio´n incluye varias Clases que a su vez
llaman a Funciones”. El primer nodo superior, ”Aplicacio´n”,
contiene el nombre del paquete de la aplicacio´n, que es u´nica
para cada una de las aplicaciones existentes, mientras que el
segundo nodo, ”Clase”, representa el nombre del componente
de Android que ha llamado a la ”API call”, el nodo ”Funcio´n”.
Una vez se obtiene la informacio´n recogida por el servicio
Web en la base de datos, toda su estructura de llamadas a fun-
ciones puede ser filtrada y tratada. Inicialmente se genera un
grafo sin incluir colores empleando el lenguaje Cypher Query
1Software disponible en el sitio web http://www.neo4j.org
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Figura 2: Interfaz de Usuario del Sink. (a) Seleccio´n de la aplicacio´n, (b) Pasos de la aplicacio´n, (c) Seleccio´n de los permisos,
y (d) Proceso de monitorizacio´n.
Languaje, que permite operar y aplicar transformaciones en el
grafo.
Para ello, un experto debe completar y encadenar un
conjunto de reglas que ayudan a resaltar el comportamiento
malicioso conocido (por ejemplo, la llamada a la funcio´n
SendMessageText(). Para ello, se buscan los nodos en la parte
inferior del grafo relacionado con las llamadas a funciones
API consideradas maliciosas. Las reglas incluyen la bu´squeda
y representacio´n de funciones maliciosas (representadas en
rojo), sospechosas o maliciosas pero no crı´ticas (en naranja)
y benignas (en verde). Cuando se detecta un comportamiento
malicioso como el envı´o de mensajes SMS a un nu´mero de
pago premium sin el consentimiento del usuario, se procede a
representar el nodo bajo inspeccio´n en color rojo como sen˜al
de alerta usando Cypher.
IV. RESULTADOS
En esta seccio´n se muestran los resultados de utilizar la
plataforma de monitorizacio´n y visualizacio´n para algunos
ejemplos. En este artı´culo, exploramos 3 diferentes apps con
el fin de evaluar todo el marco de trabajo:
Skype-free IM & video calls
La aplicacio´n popular Angry Birds
El malware Fake player
IV-A. Las Trazas
Despue´s de ejecutar las aplicaciones arriba mencionadas
durante 2-3 de minutos cubriendo todas las funcionalidad de
la aplicacio´n, el servidor Web recolecta un gran volumen de
trazas de cada una de las mismas.
IV-B. Ana´lisis Visual de las Trazas
Como se ha dicho anteriormente, un conjunto de reglas
predefinidas por expertos nos permite identificar las funciones
API ”sospechosas”, y en funcio´n de sus para´metros, se asignan
colores a e´stas. Al hacerlo, nos permite identificar ra´pidamente
las funciones y asociarla con elementos relacionados. Al
aplicar la clasificacio´n de funciones en base a un color para
cada nodo del grafo, esto permite la construccio´n de un ”mapa
visual”que describe y ayuda al ana´lisis de su funcionamiento.
Adema´s, este grafo es adecuado para guiar el analista durante
el examen de clasificacio´n de una muestra de malware peli-
grosa debido a que el sombreado rojo de los nodos indican
estructuras maliciosos identificados por la infraestructura de
monitorizacio´n. Esta revisio´n debe realizarse entre todos los
nodos de las funciones llamadas en el nivel ma´s bajos de cada
rama del a´rbol del grafo. Sin embargo, con el fin de colorear
completamente el grafo de la aplicacio´n hasta llegar al nodo
raı´z, hay que recurrir a realizar un ana´lisis de abajo hacia
arriba (”bottom-top”) del vecindario de cada funcio´n invocada
y las asociadas. Por lo tanto, si una de las ramas del grafo es
coloreada en rojo, a continuacio´n, la app se considera como
potencialmente maliciosa.
En particular, los grafos de las aplicaciones como Skype,
Angry Birds, y Fake Player se muestran en la Fig. 3 lo cual
proporciona al usuario una indicacio´n del estado de seguridad
de e´llos. Para ello, se han creado reglas Cypher para colorear
aquellos nodos que contienen una llamada a funcio´n de envı´o
de SMS en rojo, y llamadas a funciones para obtener y mostrar
publicidad (Adware) en naranja.
Como resultado, el grafo generado para la aplicacio´n Skype
no muestra ninguna amenaza y sus nodos aparecen coloreados
en verde, tal y como se muestra en la Fig. 3(a).
Por otra parte, en la Fig. 3(b) existe una aplicacio´n con
Adware, por lo que varios nodos de esta aplicacio´n esta´n
coloreados en naranja, mientras en contraste las funciones
maliciosas que identifican un malware se colorean en rojo,
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como se muestra en la Figura 3(c) para la aplicacio´n Fake
Player.
V. CONCLUSIONES
En este trabajo se propone una arquitectura de supervisio´n
con el objetivo de monitorizar aplicaciones Android a gran
escala, sin modificar el firmware del mismo, sin la necesidad
de obtener permisos de administrador del dispositivo, y que
resulta en un grafo de visualizacio´n donde se destacan las
llamadas a funcio´n correspondientes a los comportamientos de
malware predefinido. La plataforma esta´ compuesta por cuatro
componentes: el cliente embebido, el Sink, el servicio web y
la visualizacio´n. Antes de que una aplicaco´n sea supervisada,
el Sink la transfiere al Servicio Web, que se encarga de la
insercio´n de los hooks an˜adiendo el cliente embebido en el
interior la aplicacio´n. Finalmente el Sink descargara´ la apli-
cacio´n recie´n instrumentada. Cuando una funcio´n modificada
es llamada, se construye una traza parcial que sera´ pasada al
cliente embebido que a su vez la enviara´ al Sink. Este recoge
los trazas parciales de todas las aplicaciones supervisadas, las
completa, y las sube mediante el servicio Web. El Servidor
finalmente transforma las trazas y las almacena en una base
de datos de grafos.
Por u´ltimo, se aplican un conjunto de reglas predefinidas
con el fin de obtener una visualizacio´n donde se pone de
relieve o resalta la conducta maliciosa de la aplicacio´n super-
visada. La infraestructura desarrollada es capaz de monitorizar
simulta´neamente varias aplicaciones en distintos dispositivos
y la recopilacio´n de todos las trazas se da en un mismo
lugar. Las pruebas realizadas en este trabajo muestran que
las aplicaciones pueden ser preparadas para ser supervisadas
en cuestio´n de minutos y las aplicaciones modificadas se
comportan como estaban originalmente disen˜adas. Adema´s, se
ha mostrado que la infraestructura se puede utilizar para de-
tectar comportamientos maliciosos en aplicaciones, tales como
el monitorizado del malware Fake Player. Las evaluaciones
del Sink han revelado que nuestro sistema de supervisio´n es
reactivo, no pierde ninguna de las trazas parciales, y tiene un
impacto muy pequen˜o en el rendimiento de las aplicaciones
supervisadas.
VI. TRABAJOS FUTUROS
Como trabajo futuro, la plataforma se puede ampliar para
ser capaz de supervisar las funciones Android conocidas como
Intents, enviadas por la aplicacio´n que permitirı´an a una
aplicacio´n llamar a funciones que no requieren ningu´n tipo
de permiso especı´fico (como por ejemplo que una funcio´n
llame a un navegador sin que la aplicacio´n tenga permisos
de Internet). No ser capaz de monitorear Intents significa que
la infraestructura no es capaz de realizar un seguimiento, de
si la aplicacio´n supervisada inicia otra aplicacio´n durante un
corto perı´odo de tiempo para realizar una tarea determinada,
e.g., para abrir un navegador web para mostrar la EULA (end-
user license agreement). Adema´s, esto permitirı´a saber co´mo
la aplicacio´n bajo prueba se comunica con el resto de las
aplicaciones de terceras partes y las aplicaciones instaladas
en el dispositivo.
Asimismo se puede ampliar el modelo anti-malware descrito
en este trabajo, desarrollando una arquitectura que lo comple-
mente mediante la deteccio´n automa´tica de malware mo´vil
como por ejemplo con el uso de VirusTotal, realizando ası´ un
paso de filtrado previo. En definitiva, se podrı´a obtener un
sistema mas versa´til disponiendo en el mo´vil de una aplicacio´n
que reporte anomalı´as (i.e., desviacio´n del patro´n de tra´fico de
las aplicaciones de red) a un servidor anti-malware en su red.
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(a) Grafo de Skype.
(b) Grafo del juego Angry Birds.
(c) Grafo del malware Fake Player.
Figura 3: Grafos de las aplicaciones bajo prueba. (a) Diagrama Superior: Grafo de Skype, (b) Diagrama Intermedio: Grafo de
la aplicacio´n Angry Birds, y (c) Diagrama Inferior: Grafo del malware Fake Player.
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Resumen—Android climbed up to 80 percent of the smartp-
hone and mobile devices market share. One of the key aspects
for the acceptance of a mobile OS is the security degree the user
perceives from the system. In this article, we explore some of the
important security mechanisms implemented in Google Android
through the study of several recent vulnerabilities. Particularly,
we discuss a recent security issue in WhatsApp, the dangers
of connecting devices to external machines and the security
of current mechanisms for access control. We describe these
vulnerabilities through in-lab proof-of-concepts. The experience
learned from these cases is used to propose better practices for
improving the security of the system.
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I. INTRODUCCIO´N
El sistema operativo (SO) Android, presente tanto en smar-
pthones como en tabletas, ha sufrido un gran crecimiento en
el nu´mero de usuarios provocando tambie´n que la comunidad
de desarrolladores haya crecido [1]. De la misma forma las
posibilidades para utilizar la plataforma Android con fines
te´cnicos-comerciales tambie´n han crecido, se hace necesario
realizar un estudio por parte de la comunidad sobre que´ nivel
de seguridad se puede garantizar en los dispositivos actuales.
Las prestaciones del primer dispositivo, el HTC Dream
ma´s conocido como T-Mobile G1, no tienen nada que ver
con las prestaciones de los terminales actuales. Ası´ pues, es
razonable pensar que tanto las funcionalidades disponibles
para el usuario como las herramientas del sistema hayan
mejorado de forma considerable, permitiendo una multitud de
aplicaciones que a su vez conllevan implicaciones a nivel de
privacidad y seguridad de los datos del usuario.
Android esta´ construido sobre el kernel de Linux y su
co´digo es de tipo abierto o open-source. Esto ha permitido
identificar vulnerabilidades del sistema que posteriormente han
sido subsanadas, ya sea a partir de acciones de los usuarios o
bien por la determinacio´n de Google para mejorar su sistema.
La falta de documentacio´n te´cnica actualizada sobre dis-
positivos Android relacionada con la seguridad y el ana´lisis
de e´sta es el motivo por el cual hemos decidido realizar este
artı´culo. El ana´lisis se ha hecho con ejemplos reales y recientes
de algunas vulnerabilidades del sistema.
El artı´culo esta´ organizado de la siguiente manera. La
seccio´n II hace referencia a anteriores artı´culos donde se revisa
el estado del arte de la seguridad en dispositivos Android
ası´ como la percepcio´n sobre el nivel de seguridad por parte de
los usuarios. En la seccio´n III se han estudiado los principales
elementos de seguridad sobre los que va a tratar el artı´culo.
En el apartado IV desarrollamos en detalle el ana´lisis de
seguridad mediante ejemplos concretos y en la seccio´n V se
hacen diversas propuestas que permitan mejorar la seguridad
de nuestro dispositivo. Finalmente, este artı´culo acaba con las
conclusiones de nuestro trabajo y referencias para consultar.
II. TRABAJO RELACIONADO
La elaboracio´n de este artı´culo parte de un ana´lisis realizado
en el an˜o 2009 [2] en el que se destacan los principales
mecanismos de seguridad en el sistema operativo Android,
ası´ como se describen algunos cambios y propuestas concretas
que permitirı´an mejorar en este aspecto. Aunque en el ana´lisis
realizado se hace referencia al mo´vil HTC Dream, cuyas
prestaciones no se asemejan a la de los mo´viles actuales, el
artı´culo nos han permitido obtener una visio´n ma´s concreta
sobre la construccio´n del sistema.
En [3] hemos podido analizar una encuesta hecha a 60
usuarios donde se estudia comparativamente las acciones que
el usuario realiza en un ordenador personal frente a las que
realiza en un smartphone. En el artı´culo se comprueba que los
usuarios prefieren utilizar el ordenador al realizar operaciones
con datos sensibles como por ejemplo introducir el nu´mero
de la seguridad social, el nu´mero de cuenta bancaria, efectuar
procesos de compra o bien intercambiar informacio´n personal
relativa a la salud. El artı´culo muestra que un 60 % de
los usuarios reticentes a utilizar el smartphone para realizar
este tipo de operaciones argumentan motivos relacionados
con la seguridad del dispositivo. En el estudio tambie´n se
observan los criterios seguidos por parte de los usuarios al
instalar aplicaciones Android. Los criterios ma´s valorados son
el precio, la popularidad y las crı´ticas recibidas por otros
usuarios. Sin embargo, los permisos, la polı´tica de privacidad
y las condiciones de uso de la aplicacio´n son los criterios que
menos se valoran por parte de los usuarios.
III. DESCRIPCIO´N DEL SISTEMA ANDROID
En esta seccio´n se describen los principales mecanismos
que intervienen en la seguridad de los dispositivos.
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III-A. Mecanismos de cifrado
Android desde la versio´n 2.3.4 tiene soporte para el cifrado
del sistema de ficheros aunque e´sta opcio´n se ofrecio´ a los
usuarios a partir de la versio´n 3.0, para ello se utiliza dm-crypt,
herramienta presente en el kernel. El cifrado, segu´n se describe
en [4], se realiza con un algoritmo AES de 128 bits con el
modo CBC. La master key se cifra con otra clave AES de 128
bits, para ello se utiliza la funcio´n PBKDF2, implementada
en OpenSSL. La sal se genera a partir de una secuencia de
nu´meros o contrasen˜a establecida por el usuario.
E´ste es un proceso irreversible en el cual se cifra por
completo el sistema de ficheros, so´lo se puede revertir en
caso de realizar un borrado al estado de fa´brica, perdiendo
ası´ los datos almacenados. A nivel lo´gico se sigue utilizando
el sistema de ficheros de manera transparente para el usuario.
Sin embargo, a nivel fı´sico los datos se encuentran cifrados
y no podrı´an ser extraı´dos por otro dispositivo sin la clave
correspondiente. Cuando es necesario acceder a un fichero
determinado e´ste se descifra y se vuelve a cifrar una vez
finalizada su modificacio´n. El proceso se realiza a nivel de
bloque del sistema de ficheros.
Actualmente, el sistema tambie´n permite el cifrado de
dispositivos de almacenamiento externo. Una vez realizado el
proceso, los ficheros cifrados so´lo sera´n accesibles desde el
mismo dispositivo.
III-B. Firma de aplicaciones y Keystore
Cualquier aplicacio´n debe estar firmada para poder ser
instalada en el entorno Android. La firma del paquete (APK)
se realiza a trave´s de un certificado digital auto firmado, e´ste
es generado a partir de la keystore creada por el desarrollador.
Toda modificacio´n y/o actualizacio´n del APK debera´ firmarse
con el mismo certificado. La utilizacio´n de autoridades de
certificacio´n se limita en el uso de la navegacio´n segura y
durante el uso de las VPN configuradas en el dispositivo.
A trave´s de la KeyStore el sistema operativo realiza la
gestio´n de claves criptogra´ficas, de esta manera se facilita
el almacenamiento de claves de forma segura por parte de
las aplicaciones sin tener que aplicar medidas de seguridad
adicionales durante el desarrollo.
En la versio´n 4.3 se han aplicado mejoras de seguridad
debido a la capacidad de gestio´n multiusuario de las claves y la
mejora en el respaldo de claves basado en sistemas hardware
[5]. Ası´ pues en los dispositivos multiusuario, una misma
aplicacio´n puede almacenar y gestionar diferentes claves de-
pendiendo del usuario que utiliza la aplicacio´n. Por otra parte,
el respaldo de claves basado en sistemas hardware ofrece
mayor seguridad ya que las claves no pueden ser exportadas ni
manipuladas por ningu´n otro elemento que no sea el hardware
usado para tal finalidad.
III-C. Mecanismos de control de acceso
Los dispositivos siempre han dispuesto de mecanismos de
control de acceso. Ya en la versio´n Gingerbread 2.2, la
segunda versio´n ma´s utilizada despue´s de Jelly Bean [6],
la proteccio´n se realizaba a partir de un patro´n, un PIN
o una contrasen˜a elegida por el usuario. Actualmente las
opciones se han incrementado an˜adiendo la posibilidad de
proteger el dispositivo mediante desbloqueo facial-voz o bien
deslizando el dedo por la pantalla, aunque las u´ltimas opciones
contemplan un nivel muy bajo de seguridad.
Respecto al control de procesos y ficheros en el sistema,
la ejecucio´n de las aplicaciones se realiza de manera aislada
debido al sistema POSIX, ası´ pues cada paquete (APK) tiene
asignado un UserID (UID) y el co´digo de la aplicacio´n se
ejecuta en un proceso de manera aislada a la de cualquier otra.
El UID tambie´n restringe el acceso a los archivos de la propia
aplicacio´n frente a otras siempre que e´stos se almacenen en
el directorio de la aplicacio´n. El acceso al sistema de ficheros
sigue las directrices establecidas en Linux (rwx) de la misma
forma que ocurre con el sistema POSIX.
III-D. Sistema de permisos
En el caso de Android, durante la instalacio´n de la aplicacio´n
se informa al usuario de los permisos que e´sta va a requerir
para su correcto funcionamiento. El usuario tiene la opcio´n de
aceptar el procedimiento o bien rechazarlo si cree que alguno
de los permisos puede ser perjudicial para el dispositivo o los
datos que e´ste contiene. La desventaja principal se encuentra
en el hecho que no se puede aceptar o rechazar un subgrupo
determinado de permisos.
III-E. Repositorio de aplicaciones (Play Store)
La tienda oficial de aplicaciones de Android, antiguamente
conocida como Google Play, au´n tiene fallos de seguridad im-
portantes debidos a la falta de revisio´n de las Apps subidas por
los desarrolladores. Recientemente Google ha publicado una
patente que podrı´a ser utilizada para evitar que aplicaciones
malware, copias de otras ya existentes, sean introducidas en
la tienda oficial [7]. De esta manera, cuando un desarrollador
suba una aplicacio´n, el sistema hara´ una comparacio´n de los
recursos utilizados con otras aplicaciones disponibles en la
Play Store. En caso que un nu´mero razonable de recursos
coincidan (ficheros multimedia, de datos o ejecutables), la
aplicacio´n pasara´ a ser revisada manualmente para comprobar
si se trata de una aplicacio´n pirata o copia de otra. Esta
novedad permitira´ ofrecer ma´s seguridad tanto a los desarro-
lladores de las aplicaciones que pueden ser vı´ctimas de copias
o suplantacio´n, como a los usuarios que podra´n adquirir ma´s
confianza en la tienda oficial de Android.
III-F. Conectividad USB
Los mo´viles y las tabletas pueden conectarse mediante un
USB, ya sea para copiar datos de usuario no protegidos o bien
para realizar operaciones a trave´s del Android Debug Brigde
(ADB). A partir de la versio´n 4.2, la opcio´n para habilitar
la conexio´n USB solo es visible en caso de activar el modo
desarrollador en el dispositivo. Ma´s segura es la conexio´n con
la versio´n 4.2.2 ya que adema´s de habilitar la conexio´n USB, se
debe confirmar la conexio´n mediante la aceptacio´n de la firma
RSA del ordenador al cual conectamos nuestro dispositivo. A
primera instancia la conexio´n USB puede parecer inofensiva y
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las medidas de seguridad adoptadas en la versio´n 4.2.2 pueden
parecer poco resolutivas pero ma´s adelante comprobaremos
que no es ası´.
IV. ANA´LISIS DE SEGURIDAD
En esta seccio´n se presentan tres vulnerabilidades que pue-
den o podrı´an haber afectado a una cantidad considerable de
usuarios de smartphones o tabletas con consecuencias graves
para la privacidad y seguridad de los datos de dichos usuarios.
IV-A. Vulnerabilidad en la privacidad de WhatsApp
En marzo de 2014 se conocio´ una importante vulnerabilidad
que afecta a la privacidad de los usuarios del servicio What-
sApp [8]. La brecha de seguridad fue detectada al observar
que el histo´rico de las conversaciones era guardado en una
parte de la memoria interna (/sdcard) o en la SD Card
externa, donde cualquier aplicacio´n con permisos para acceder
al almacenamiento externo y a Internet podı´a subir el histo´rico
a un servidor remoto. Aunque el archivo de backup estaba
cifrado, el me´todo de cifrado era muy simple ya que utilizaba
la misma clave de 192 bits en todos los dispositivos que
utilizaban la aplicacio´n. Esa clave fue descubierta y distribuida
en 2011.
Posteriormente a la publicacio´n de esta vulnerabilidad,
WhatsApp cambio´ el me´todo de cifrado y utilizo´ una clave
u´nica por dispositivo generada a partir de la cuenta WhatsApp
asociada a e´ste. Aunque se produjo una mejora considerable,
so´lo con acceder a las cuentas del dispositivo (permiso GE-
TACCOUNTS) y utilizar un nuevo me´todo de descifrado, se
pudo obtener nuevamente la clave [9].
Esta vulnerabilidad fue aprovechada en 2013 por una apli-
cacio´n llamada Balloon Pop 2 que se distribuyo´ a trave´s de
la Play Store, una vez detectada fue retirada por parte de
Google. La aplicacio´n, a grandes rasgos perseguı´a los mismos
objetivos, las copias de las conversaciones eran almacenadas
en un sitio web en el cual pagando una cantidad determinada y
introduciendo el mo´vil de la vı´ctima, cualquier usuario podı´a
espiar el histo´rico de conversaciones.
IV-B. Conectividad USB
En octubre de 2013 fue reportado un fallo de seguridad
relativo al mecanismo de control de acceso al dispositivo.
Segu´n el informe [10] la vulnerabilidad afectaba las versiones
4.0, 4.1, 4.2 y 4.3, posteriormente se depuro´ en la versio´n
4.4. En el informe se demuestra como cualquier dispositivo
que tenga activada la depuracio´n USB esta´ expuesto a la
amenaza. El fallo se encuentra en la implementacio´n de la
clase ChooseLockGeneric, e´sta se ocupa de seleccionar el
me´todo de acceso al dispositivo por parte del usuario, en
caso de existir uno y querer cambiarlo se debe introducir
correctamente el anterior. Este error ha sido verificado en un
dispositivo Android 4.1.2 a trave´s del comando ADB y la
aplicacio´n de test que proporciona el creador del informe y
que permite inhabilitar el sistema de login. A su vez se ha
comprobado que la vulnerabilidad no afecta a un dispositivo
con Android 2.3.7, ası´ pues suponemos que en alguna de las
actualizaciones posteriores se debio´ introducir el error.
Otra amenaza a la cual podrı´amos estar sometidos los
usuarios son los cargadores de baterı´a de uso pu´blico. El hecho
de disponer de un cargador pu´blico, ya sea con un coste para
el usuario o bien de uso gratuito, es cada vez ma´s frecuente
debido a la poca duracio´n de la baterı´a de los dispositivos. En
el campus universitario Campus Nord (UPC) disponemos de
un equipamiento que suministra energı´a mediante la conexio´n
de un cable USB de datos, como se muestra en la figura 1. En
este equipamiento, la energı´a se obtiene a trave´s de la radiacio´n
solar y se almacena en una baterı´a conectada a la celda solar.
Adema´s, dispone de un conjunto de conectores dependiendo
del dispositivo que se quiera conectar, el tiempo de conexio´n
recomendado es de 30 minutos. Esta solucio´n puede convertir-
se a su vez en una amenaza en caso que hubiera algu´n tipo de
mecanismo , por ejemplo una Raspberry o cualquier elemento
similar, que acceda a los datos del dispositivo e incluso pueda
copiarlos. En este caso, la extraccio´n de la informacio´n se
podrı´a llevar a cabo a trave´s de un script que ejecute comandos
en ADB y realizar ası´ una copia de determinada informacio´n.
Al utilizar esta infraestructura, el usuario debe confiar en
el buen uso que se hace de ella por parte de la empresa
o institucio´n responsable, aunque cabe recordar que si este
elemento se encuentra en el espacio pu´blico, podrı´a ser incluso
manipulado.
IV-C. Control de acceso: reconocimiento facial
Por u´ltimo, hemos realizado un test para comprobar la
seguridad del mecanismo de acceso mediante reconocimiento
facial, te´cnica implementada en la versio´n 4.0 de la plataforma.
Para ello hemos habilitado el mecanismo en la Samsung
Galaxy Tab3 y posteriormente hemos realizado una fotografı´a
con una tableta Sony Xperia Z a la misma persona que ha
activado el reconocimiento facial. Se ha podido comprobar
que se ofrece un nivel de seguridad bajo, tal como se indica
en la subseccio´n III-C, ya que el dispositivo protegido por
reconocimiento facial ha sido desbloqueado utilizando la foto-
grafı´a realizada en la tableta Sony Xperia Z. Cualquier persona
que tenga acceso a nuestro dispositivo y a una foto nuestra,
ya sea impresa en papel o mostrada por pantalla, podrı´a
conseguir introducirse en nuestro sistema. Para incrementar
la seguridad del mecanismo, en la versio´n 4.1 se an˜adio´ la
necesidad de parpadear durante el desbloqueo del dispositivo
para evitar que se utilicen fotografı´as de la vı´ctima durante
el reconocimiento facial. Adicionalmente, en junio de 2012
Google presento´ una patente [11] que finalmente se acepto´ en
junio de 2013. La patente propone una mejora en la seguridad
del control de acceso facial an˜adiendo la posibilidad de usar
gestos en la deteccio´n facial. El usuario debera´ establecer un
gesto determinado para poder desbloquear el dispositivo, de
esta manera el atacante adema´s de disponer de una fotografı´a
de la vı´ctima tendrı´a que simular la mueca escogida por el
usuario. Algunos ejemplos son sacar la lengua, sonreı´r o bien
mover las cejas. Con esta medida resulta ma´s complejo llevar
a cabo el ataque ya que se deberı´an utilizar te´cnicas de edicio´n
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Figura 1. Cargador mo´vil solar
de imagen para simular la accio´n del usuario propietario del
dispositivo.
V. RECOMENDACIONES PARA LA MEJORA DE LA
SEGURIDAD
A raı´z de los casos del apartado IV, se derivan algunas
cuestiones relativas a la seguridad y la usabilidad de los dispo-
sitivos mo´viles en el entorno Android en las cuales queremos
incidir particularmente. En esta seccio´n propondremos algunas
acciones que permitan mejorar la seguridad de los dispositivos.
El caso IV-A sen˜ala la importancia de proteger adecuada-
mente el sistema de almacenamiento del dispositivo, ası´ como
valorar correctamente cua´les son las acciones que puede
realizar una aplicacio´n.
V-A. Almacenamiento externo: La primera recomendacio´n
hace referencia al acceso al almacenamiento externo ya que
este no se rige por los sistemas descritos en la subseccio´n
III-C. A menos que haya un cambio sustancial en el sistema
de acceso a datos de la memoria externa, creemos que la
informacio´n sensible no deberı´a ser almacenada en medios
compartidos. Eso implica necesariamente una revisio´n del
sistema operativo en la gestio´n de archivos que a su vez,
deberı´a incidir en el disen˜o de las aplicaciones que utilicen
dispositivos de almacenamiento externo. Teniendo en cuenta
que los cambios en el SO no son decisio´n del usuario final,
aunque la comunidad de desarrolladores puede incentivarlos,
proponemos otra solucio´n que sı´ esta´ al alcance del usuario,
el cifrado del dispositivo y la SD Card.
V-B. Cifrado del dispositivo y la SD Card: Si opta´ramos
por cifrar el dispositivo obtendrı´amos una solucio´n parcial a
la vulnerabilidad descrita anteriormente. Durante la utilizacio´n
del smartphone o la tableta cualquier aplicacio´n maligna
continuarı´a siendo una amenaza ya que los ficheros no se
encontrarı´an protegidos. Por otra parte, en caso de pe´rdida
o robo, nuestra informacio´n permanecerı´a inaccesible. Sin
embargo, si eligie´ramos cifrar la SD Card, conseguirı´amos una
proteccio´n completa frente la vulnerabilidad presentada ya que
durante la utilizacio´n del smartphone o la tableta, una aplica-
cio´n maligna que intentara acceder a nuestros datos necesitarı´a
la contrasen˜a de descifrado. Aun siendo una propuesta va´lida
para mitigar la amenaza, e´sta conlleva un empeoramiento en el
nivel de usabilidad debido a que se produce una ralentizacio´n
en el tratamiento de ficheros, ası´ como se requieren ma´s
autorizaciones por parte del usuario durante la realizacio´n de
acciones.
V-C. Antivirus: La tercera solucio´n que proponemos es
proteger el dispositivo usando un antivirus. Actualmente en
la plataforma Android hay una gran variedad de soluciones
que realizan escaneo de malware, proteccio´n de navegacio´n
web, ası´ como escaneo de aplicaciones y contenidos en la SD
Card, entre otras cosas. Aun ası´, un estudio realizado por V.
Rastogi et al. [12] demuestra que este tipo de software debe
mejorar ya que es susceptible a ataques de transformacio´n
por parte del malware y virus residentes en los dispositivos.
Por otra parte, la eficacia de la aplicacio´n antivirus se ve
muy reducida en caso de que esta no posea privilegios de
usuario administrador. En estas circunstancias, la aplicacio´n no
conseguirı´a monitorizar las actividades de otras aplicaciones
debido a la falta de privilegios, y a su vez, tampoco podrı´a
monitorizar las actividades consideradas como ma´s peligrosas.
Ası´ pues, en caso de utilizar esta opcio´n, se recomienda
rootear el dispositivo previamente.
V-D. Sistema de permisos: Por u´ltimo, la solucio´n ma´s
simple y plausible serı´a adoptar cambios en la gestio´n del
sistema de permisos tal y como se describe en la seccio´n
III-D, empezando por una mejor concienciacio´n por parte del
usuario sobre que´ tipo de permisos requiere una aplicacio´n y
como e´sta puede manipular sus datos personales. Seguido de
una modificacio´n del sistema que permita aceptar o rechazar
un subgrupo de permisos de manera que el usuario no se deba
aceptar todo el conjunto para ası´ poder utilizar la aplicacio´n
deseada. E´ste es un problema muy comu´n y una de las
principales fuentes de amenazas debido a la inexperiencia
o poco conocimiento te´cnico de las personas que utilizan
dispositivos mo´viles con plataforma Android.
El caso IV-B demuestra la importancia de los mecanismos
de control de los dispositivos.
V-E. Depuracio´n USB: So´lo deberı´an tener activada los
desarrolladores, y utilizarla con suma cautela. A trave´s de la
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conexio´n USB con el ADB se pueden realizar muchas acciones
que comprometen la seguridad y privacidad de los datos del
dispositivo. Hacer una copia completa del dispositivo, eliminar
datos o bien instalar aplicaciones malware son algunos de los
ejemplos ma´s comunes. Hasta la versio´n 4.2.2 la amenaza
solo podrı´a ser contrarrestada en caso de tener la depuracio´n
USB deshabilitada. A partir de la versio´n 4.2.2 hasta la 4.3
el acceso al dispositivo esta´ sujeto a mayor control ya que
adema´s se debe confirmar la conexio´n mediante un dia´logo
basado en el algoritmo RSA, para ello se precisa desbloquear
el control de acceso del dispositivo (III-C). En caso de que el
usuario no haya establecido ningu´n mecanismo de proteccio´n
de acceso, el dispositivo sufrirı´a la misma vulnerabilidad que
en las versiones anteriores de la plataforma ya que cualquier
individuo con acceso fı´sico al dispositivo podrı´a aceptar el
dia´logo RSA y confirmar la conexio´n. Cabe destacar que no
es conveniente utilizar la opcio´n ”Permitir siempre en este
ordenador” en el dia´logo RSA ya que eso inhabilitarı´a la
proteccio´n adicional que nos proporcionan las versiones ma´s
recientes del sistema.
V-F. Conexio´n a otros dispositivos: Los dispositivos tienen
la capacidad de interconectarse entre ellos usando tecnologı´as
diversas como Bluetooth, USB, Wi-Fi, NFC... Ası´ pues nuestra
recomendacio´n es tener activadas estas tecnologı´as u´nicamente
cuando sea necesario, con ello conseguiremos tener nuestro
dispositivo ma´s protegido frente amenazas del entorno. De
lo contrario, se podrı´a dar el caso donde terceros accedieran
a nuestros datos o podrı´amos sufrir infecciones de virus,
malware, rootkits, etc. Adema´s, tambie´n debemos ser cons-
cientes sobre la importancia de conectar nuestros dispositivos a
otros dispositivos de confianza, de lo contrario nos podrı´amos
exponer a amenazas como las que hemos tratado en el caso
IV-A o IV-B.
V-G. Interfaz de login: Todos los usuarios deberı´an tenerla
activada. Aunque las contrasen˜as o combinaciones de dı´gitos
podrı´an verse expuestas a ataques de fuerza bruta o ataques
de diccionario, de momento se consideran las opciones ma´s
robustas en el mecanismo de control de acceso. Los me´to-
dos usando para´metros biome´dicos no son lo suficientemente
eficaces como para adoptarlos como me´todos de control de
acceso. De hecho, el mismo dispositivo ya lo advierte en el
momento de elegir el mecanismo y tal como se indica en el
apartado IV-C se ha conseguido romper el control de acceso.
VI. CONCLUSIONES Y LI´NEAS FUTURAS
Del ana´lisis realizado y expuesto en este artı´culo se constata
que la plataforma Android au´n teniendo versiones comerciales
estables y bastante seguras, debe mejorar e incrementar los
me´todos de seguridad utilizados en los dispositivos. De lo
contrario, seguiremos encontrando vulnerabilidades (algunas
de ellas graves) que afecten a un gran nu´mero de usuarios.
Adema´s, las vulnerabilidades detectadas, o bien la falta de
implementacio´n de algunas te´cnicas de seguridad, pueden
provocar que la plataforma Android no sea considerada como
una opcio´n empresarial en beneficio de otras plataformas
existentes como Windows Phone, BlackBerry o iOS.
Cabe destacar tambie´n la necesidad de compromiso entre
seguridad y usabilidad, tan importante es un sistema seguro
como suficientemente pra´ctico y amigable para el usuario. En
esta direccio´n el sistema Android deberı´a asumir la necesidad
de realizar algunos cambios estructurales que se han comen-
tado anteriormente en la subseccio´n V como por ejemplo el
sistema de permisos de las aplicaciones.
Se han identificado algunas lı´neas futuras para profundizar
el estudio realizado en este trabajo. Usualmente, las vulnera-
bilidades de seguridad se corrigen por parte de los desarro-
lladores cuando estas son detectadas. Aun ası´, es necesario
un me´todo general para poder identificarlas y evitar que los
programadores de aplicaciones las introduzcan inadvertida-
mente. Por otro lado, la proteccio´n contra alguno de estos
ataques (como por ejemplo, la identificacio´n de la cara del
usuario) depende directamente de la potencia de procesado
del hardware.
Finalmente, por falta de espacio no se han incluido en el
estudio otras vulnerabilidades identificadas, como la posibili-
dad de modificar el sistema operativo sin el consentimiento
del usuario, aplicaciones capaces de eludir el sistema POSIX
de permisos o aplicaciones que pueden ser modificadas por un
atacante incluso despue´s de su firmado digital.
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Resumen—La realizacio´n de vı´deos con dispositivos mo´viles
se ha convertido en una actividad comu´n dado su alto grado de
utilizacio´n y el gran nu´mero de usuarios. Adema´s, la portabilidad
de este tipo de dispositivos hace que este´n a mano de los
usuarios gran cantidad de tiempo facilitando que se utilicen para
generar vı´deos en una gran diversidad de situaciones. Por tanto,
estos vı´deos pueden ser utilizados como evidencias en procesos
judiciales. Todo lo anterior hace necesario contar con te´cnicas de
ana´lisis forense enfocadas en vı´deos de dispositivos mo´viles dada
las caracterı´sticas peculiares de sus ca´maras. En este trabajo se
estudia la identificacio´n de la fuente de adquisicio´n de los vı´deos
de dispositivos mo´viles y se presenta una te´cnica basada en la
extraccio´n del ruido del sensor y la transformada wavelet de los
fotogramas extraı´dos del vı´deo. Estos fotogramas son extraı´dos
mediante un algoritmo que tiene en cuenta la naturaleza de los
mismos, mejorando la seleccio´n de los fotogramas a analizar.
Finalmente se presentan experimentos con vı´deos de dispositivos
mo´viles para evaluar la validez de las te´cnicas utilizadas.
Palabras clave—Ana´lisis forense de vı´deos, fuente de adquisi-
cio´n de vı´deos, patro´n de ruido del sensor, PRNU. (Video forensics
analysis, video source adquisition, sensor pattern noise, PRNU).
I. INTRODUCCIO´N
Si las ima´genes capturadas por dispositivos electro´nicos son
consideradas parte de la verdad como hechos reales, en pocos
minutos, un vı´deo puede comunicar una enorme cantidad de
informacio´n. Segu´n el medidor de tra´fico “Alexa, The Web
Information Company” [1], Youtube es actualmente el tercer
sitio con ma´s visitas del mundo, lo cual nos deja un claro
indicio de la popularidad de la que gozan los vı´deos entre los
diferentes medios en los que puede desplegarse. Existe una
amplia gama de dispositivos mo´viles que pueden reproducirlo
y/o grabarlo, como por ejemplo: tele´fonos mo´viles, tablets,
vı´deoconsolas porta´tiles y ca´maras digitales o de vı´deo. En
cuanto a los dispositivos mo´viles, Gartner Inc. [2], afirma
que las ventas de tele´fonos inteligentes crecio´ un 36 % en el
cuarto trimestre del 2013. Asimismo, este tipo de dispositivos
represento´ el 57.6 % de las ventas globales de tele´fonos
mo´viles en el cuarto trimestre de 2013, frente al 44 % del an˜o
anterior. Al igual que las ca´maras digitales han desplazado
en te´rminos de uso a las ca´maras tradicionales de pelı´cula,
actualmente, los dispositivos mo´viles equipados con ca´maras,
tienen un papel importante poniendo fin al ra´pido crecimiento
de las ca´maras digitales. En los dispositivos mo´viles, se ha
visto una gran competencia entre fabricantes que se esfuerzan
en integrar una videoca´mara de alta definicio´n al alcance del
usuario. Como consecuencia de este feno´meno y de la gran
cantidad de tiempo que una persona pasa junto a un tele´fono
inteligente, este se ha convertido en el primer dispositivo de
grabacio´n de vı´deos para muchos usuarios en la sociedad
actual.
Debido al frecuente uso de los dispositivos mo´viles, en
ciertos casos existen restricciones legales sobre el uso de
este dispositivo, ası´ como tambie´n de su uso en distintos
lugares, tales como: colegios, universidades, oficinas de go-
bierno, empresas, etc. Actualmente los vı´deos se exhiben con
mayor frecuencia, ya sea directa o indirectamente en procesos
judiciales como pruebas o evidencias para la aplicacio´n de
la ley [3]. Por tanto, dada la importancia de los vı´deos en
estas situaciones, el ana´lisis forense cobra especial relevancia.
Dentro de las distintas ramas del ana´lisis forense, destaca la
que nos permite identificar la fuente de adquisicio´n, en este
caso de la videoca´mara que genero´ el vı´deo. En este trabajo se
presentan te´cnicas de ana´lisis forense para la identificacio´n de
la fuente de adquisicio´n de vı´deos, centra´ndonos especialmente
en los vı´deos generados por dispositivos mo´viles.
Este trabajo esta´ estructurado en 6 secciones, siendo la
primera de ellas la presente introduccio´n. En la seccio´n 2
se presentan brevemente las diferencias entre el pipeline en
la creacio´n de una imagen y un vı´deo. La seccio´n 3 realiza
un estado del arte del ana´lisis forense para ima´genes y
vı´deos generados por dispositivos mo´viles. En la seccio´n 4
se presenta la te´cnica propuesta. Los experimentos realizados
y sus resultados son presentados en la seccio´n 5. Por u´ltimo
en la seccio´n 6 se presentan las conclusiones obtenidas de este
trabajo.
II. PIPELINE DE UNA VIDEOCA´MARA
Antes de mencionar alguna de las te´cnicas existentes para la
identificacio´n de la fuente, es importante comprender cua´l es
el procedimiento realizado para generar un vı´deo. Este proceso
es similar en la generacio´n de una imagen y de un vı´deo, salvo
que en un vı´deo finalmente existe un u´ltimo paso que consiste
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en codificar los fotogramas resultantes para la creacio´n de
un archivo u´nico final de vı´deo. Esta codificacio´n tiene como
objetivo transformar todos los fotogramas capturados en una
secuencia de ellos a lo largo de un tiempo. Tambie´n se busca
conseguir un taman˜o lo ma´s o´ptimo posible del archivo final,
ya que en un vı´deo existen fotogramas capturados que son
redundantes entre sı´. Es decir, en ocasiones entre un fotograma
y otro, se puede compartir caracterı´sticas de la escena que
facilitan el poder optimizar el taman˜o del vı´deo final sin perder
contenido visual. Por ejemplo, para la codificacio´n MPEG,
existe una estructura llamada GOP (Group of Pictures) que
especifica el orden en el que las ima´genes son ordenadas y
soluciona el problema de redundancia en la codificacio´n. Para
la codificacio´n habitualmente se utilizan los co´decs: MPEG-x
o H.26x para ca´maras digitales y 3GP para tele´fonos mo´viles,
este u´ltimo tiene la capacidad de ser compatible con los
co´decs: MPEG-4, H.263 o H.264 [4].
III. TE´CNICAS DE IDENTIFICACIO´N DE LA FUENTE
La mayor parte de las investigaciones realizadas sobre la
identificacio´n de la fuente se han realizado para ima´genes
fotogra´ficas esta´ticas. La mayorı´a de las te´cnicas que se
pueden aplicar a una imagen se pueden emplear con los
diferentes fotogramas de un vı´deo [5].
En [6] se realiza una comparacio´n detallada de los prin-
cipales grupos de te´cnicas de identificacio´n de fuente de
adquisicio´n. Estas se dividen en cinco grupos y esta´n basadas
en: metadatos, caracterı´sticas de la imagen, defectos de la
matriz CFA e interpolacio´n croma´tica, imperfecciones del
sensor y las transformadas wavelet.
El a´rea que esta´ basada en metadatos, es la ma´s sencilla
de analizar, aunque depende en gran medida de los datos que
inserta el fabricante. Asimismo la agregacio´n de metadatos a
la imagen no es obligatoria. En [7], [8], [9] y [10] se utilizan
los metadatos con fines de clasificacio´n de ima´genes digitales.
En [11] se trata el tema de la identificacio´n de la fuente
utilizando las caracterı´sticas de la misma. Se contemplan tres
tipos de caracterı´sticas: caracterı´sticas de color, caracterı´sticas
de calidad y caracterı´sticas de la imagen en el dominio de
la frecuencia. La clasificacio´n de las ima´genes es realizada
por una Maquina de Soporte Vectorial (SVM). El resultado
obtenido para una clasificacio´n de cuatro ca´maras de dos
fabricantes distintos con contenidos similares en la ima´genes
fue del 100 %, mientras que para la clasificacio´n de ima´genes
con contenidos distintos entre sı´ fue 93.05 %. Un u´ltimo
experimento se realizo´ con un conjunto de 8 ca´maras que
alcanzo una precisio´n del 95,46 %.
En [12] se utiliza una te´cnica que se basa en los algorit-
mos propietarios de interpolacio´n croma´tica, los cuales dejan
correlaciones a trave´s de los planos de bits adyacentes de una
imagen. Estos pueden ser representados mediante un conjunto
de 108 me´tricas de similitud binarias y 10 me´tricas de calidad
de la imagen (IQM). Con un clasificador KNN se realizan
experimentos utilizando 9 ca´maras de tele´fonos mo´viles y 200
fotos de cada una. Para el entrenamiento se utilizaron 100 fotos
de cada ca´mara y las 100 restantes para las pruebas. Se obtuvo
un rendimiento promedio del 93.4 % de 16 experimentos que
se realizaron. Hay diversos grupos de investigacio´n que han
aportado en esta a´rea, en donde se presentan buenos resultados,
por ejemplo en [13], [14] y [15].
Dentro de los me´todos existentes que se basan en las
imperfecciones del sensor, hay dos grandes ramas de las cuales
se pueden trabajar: defectos del pixel o patro´n de ruido del
sensor. En [16] se demostro´ que los sensores de las ca´maras
generan un patro´n de ruido (Sensor Pattern Noise) que podrı´a
ser utilizado como me´todo u´nico de identificacio´n.
En [17] se demostro´ que el ruido del sensor extraı´do de las
ima´genes podı´an ser severamente contaminado por los detalles
de las escenas concretas. Para lidiar con ese problema, se
propuso un nuevo enfoque para la atenuar la influencia del
detalle de las escenas en el ruido del sensor mejorando la
tasa de acierto. En los experimentos se tomaron 9 ca´maras
y 320 fotos de cada una, variando las escenas al aire libre
e interiores. En [18], [19] y [20] se presentan otros me´todos
de identificacio´n de fuente basados en las imperfecciones del
sensor.
Por u´ltimo, en el a´rea de las transformadas wavelets existen
diversos enfoques. Por ejemplo en [21] se propone una nue-
va te´cnica de identificacio´n basada en las caracterı´sticas de
probabilidad condicional. Este tipo de caracterı´sticas fueron
propuestas inicialmente para propo´sitos de estegoana´lisis en
[22]. Se obtuvieron unos resultados del 98.6 %, 97.8 % y
92.5 % de acierto en la clasificacio´n de 2, 3 y 4 iPhones
respectivamente con un recorte de imagen de 800x600.
En [23] se determina que el uso del patro´n de ruido
del sensor conjuntamente con la transformada wavelet es un
me´todo efectivo para la identificacio´n de fuente, alcanzando
una tasa de e´xito promedio del 87.21 %.
En el caso del desarrollo de te´cnicas para la identificacio´n
de fuente de vı´deo, existen pocas referencias al respecto.
Algunas se basan directamente en la secuencia de codificacio´n
y otras en la extraccio´n de frames aplicando algu´n me´todo de
clasificacio´n para ima´genes fijas.
En [24], se propone un algoritmo en base a la informa-
cio´n del vector de movimiento en el flujo codificado. En
los experimentos realizados se utilizaron 100 secuencias de
vı´deo (20 de ellas procedentes de VQEG (Video Quality
Experts Group)[25] y 80 de DVDs). Todos los vı´deos fueron
codificados por diferentes aplicaciones de edicio´n de vı´deo
conocidos. Mediante un experimento se obtuvo un 74.63 % de
precisio´n en la identificacio´n del software que se utilizo´ en la
codificacio´n.
En [26] propone un me´todo de identificacio´n utilizando los
fotogramas extraı´dos de vı´deos. Las caracterı´sticas de proba-
bilidad condicional se extraen directamente de los fotogramas
del vı´deo. En las pruebas realizadas se utilizaron 4 modelos
diferentes de ca´maras y un clasificador SVM, obteniendo, en
un primer experimento aplicado en el dominio del espacio
con los valores de luminancia, un 82.6 % de precisio´n. En un
segundo experimento usando el mismo conjunto de vı´deos,
tomando el valor de luminancia, el promedio de clasificacio´n
fue de 100 %. En un tercer experimento en donde se utilizaron
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un conjunto de vı´deos con mayores cambios en las escenas se
obtuvo un 97.2 % de acierto.
IV. DESCRIPCIO´N DE LA TE´CNICA
Al completar la generacio´n de un vı´deo es posible que se
introduzcan, en cada uno de sus fotogramas, algunos defectos
que se vean reflejados como ruido, llamados comu´nmente
“huellas”. Estas “huellas” se pueden utilizar para detectar la
fuente de adquisicio´n del vı´deo. A continuacio´n, se describe el
me´todo de extraccio´n de fotogramas del vı´deo y se referencia
el algoritmo que permite extraer el patro´n de ruido del sensor.
Los fotogramas seleccionados para la clasificacio´n son
obtenidos mediante el algoritmo 1.
Algoritmo 1: Algoritmo de extraccio´n de fotogramas
Input: vı´deo: Vı´deo a procesar
nFotogramas: Nu´mero de fotogramas deseados
umbralI : Umbral inicial
incU : Incremento del umbral
Result: fotogramas: Vector de fotogramas
1 histogramas ← extraerHistogramas(vı´deo);
2 umbral ← estimarUmbral(histogramas, nFotogramas,
umbralI , incU );
3 fotogramas ← extraerFotogramas(vı´deo, umbral,
histogramas);
El algoritmo calcula y compara los fotogramas contenidos
en un vı´deo. Los fotogramas que presenten un cambio de
escena significativo sera´n utilizados para la clasificacio´n e
identificacio´n. Esto se debe a que el ruido del sensor extraı´do
de una imagen puede estar severamente contaminada por los
detalles de la escena [17], adema´s de que los datos de un vı´deo
contienen redundancia temporal, espacial y espectral. En el
algoritmo son necesarios 4 para´metros para su funcionamiento:
Video del cual sera´n extraı´dos los fotogramas.
Numero de fotogramas deseados a extraer.
Umbral inicial que sera´ la referencia para determinar
cuando existe un cambio de escena.
Valor del incremento para el umbral que se realizara´ en
cada iteracio´n.
El primer paso consiste en extraer el histograma (frecuencia
de los valores de color) de los fotogramas, y calcular mediante
la correlacio´n de cada par de fotogramas contiguos la similitud






















siendo N el nu´mero de niveles de intensidad para cada canal
de color RGB.
Existen diversos me´todos para calcular la diferencia de
histogramas de color de dos dimensiones. En este trabajo se
opto´ por el ca´lculo de la correlacio´n, ya que es un vector
aleatorio (variable aleatoria multidimensional) y adema´s, los
resultados obtenidos con el coeficiente de correlacio´n son me-
jores que otras medidas [27]. Se puede mencionar por ejemplo
la distribucio´n de probabilidad continua (chi-cuadrado) o la
interseccio´n o distancia de Bhattacharyya.
El primer fotograma del vı´deo se toma como parte del
conjunto de fotogramas elegidos. Se realiza la comparacio´n
tomando el primer y el segundo fotograma, si no hay una
diferencia significativa entre ellos en base al umbral, se toma el
siguiente fotograma y se realiza una nueva comparacio´n con el
primero, esto se realiza hasta que el resultado de la correlacio´n
sea menor al umbral, para tomar en cuenta al fotograma para la
clasificacio´n e identificacio´n. Si al final la cantidad de cambios
de escena en base al umbral, es menor a la cantidad necesaria,
se repite el proceso de comparacio´n incrementando el umbral,
hasta que la cantidad de cambios de escena sea mayor o igual
a los deseados.
Para poder determinar el umbral inicial, se realizaron varios
experimentos sobre los vı´deos, y se hallo´ que mediante la
comparacio´n de los histogramas de un vı´deo, la correlacio´n
promedio ma´s baja fue de -0.27, presentando al menos 1 o 2
cambios de escena, definiendo ası´ el umbral inicial. Para el
valor del incremento se experimento´ con diferentes valores,
tales como: 0.1, 0.01, 0.001, 0.0001 y 0.0001. El valor de
0.001 fue el elegido, ya que demostro´ ser un valor ideal para
llegar a el nu´mero de fotogramas deseados en un menor tiempo
y con ma´s exactitud. Estos incrementos se realizan porque,
si el umbral se encuentra ma´s cercano al valor ma´ximo de
correlacio´n directa, es decir al valor de 1, se pueden encontrar
ma´s cambios de escena, y ası´ extraer la cantidad de fotogramas
definidos por el usuario para la clasificacio´n e identificacio´n.
Mediante el ana´lisis de los trabajos de la literatura, se
llego´ a la conclusio´n de que el patro´n de ruido del sensor
y la transformada wavelet, ayudan a definir una huella, siendo
me´todos efectivos para la identificacio´n de fuente. Este articulo
extiende el uso del patro´n de ruido del sensor y la transformada
wavelet de [23]. La te´cnica esta´ enfocada en representar las
huellas en vectores de caracterı´sticas.
El esquema presentado en la Figura 1 muestra el diagrama
funcional de la te´cnica.
La obtencio´n del patro´n de ruido del sensor de las ima´genes,
se basa en el me´todo descrito en [23].
El siguiente paso es obtener las caracterı´sticas que caracte-
rizan el ruido del sensor para fines de la clasificacio´n. Un total
de 81 caracterı´sticas son obtenidas utilizando el algoritmo de
extraccio´n de caracterı´sticas descrito en [23].
V. EXPERIMENTOS Y RESULTADOS
Para probar la efectividad del te´cnica propuesta, se captu-
raron vı´deos sin ninguna consideracio´n en las caracterı´sticas
temporales o espaciales, debido a que deben representar casos
reales. Como actualmente los dispositivos mo´viles presentan
grandes mejoras en la calidad del vı´deo, se considero´ usar
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Figura 1. Esquema funcional de extraccio´n de patro´n de ruido del sensor.
vı´deos con calidad de 1080p (vı´deos de alta definicio´n), es
decir con una resolucio´n de 1920x1080 pixeles.
La Tabla I muestra las especificaciones ba´sicas y los mode-
los de dispositivos mo´viles considerados para los experimen-
tos.
Tabla I
























En la Tabla II se resumen las condiciones experimentales
usadas en la evaluacio´n de la te´cnica propuesta.
La clasificacio´n se ha realizado utilizando el me´todo de
aprendizaje supervisado SVM con kernel RBF, ya que es uno
de los ma´s utilizados para este tipo de clasificaciones [6]. Los
para´metros utilizados en el clasificador SVM son los mismos
que los empleados en [23]. Se utilizo´ el paquete LibSVM [28]
que permite la clasificacio´n de mu´ltiples clases.
Con la finalidad de mostrar a grandes rasgos tiempos de
ejecucio´n para la obtencio´n del conjunto de caracterı´sticas,
para una imagen con un recorte de 1024x768, en un procesador
Intel Core i7 de 1.6GHz con 8Gb de RAM, se consumen
aproximadamente 2 segundos. Para 500 ima´genes con el
recorte anterior y utilizando la misma ma´quina, en las fases de
entrenamiento y clasificacio´n de la SVM se emplearon aproxi-
madamente unos 650 segundos y 1 segundo respectivamente.
Tabla II
PARA´METROS DE LOS EXPERIMENTOS
Para´metro Valor
Numero de vı´deos para entrenamiento por ca´mara 5
Numero de vı´deos para pruebas por ca´mara 5
Me´todo de extraccio´n Histograma
Umbral inicial -0.27
Incremento umbral 0.001
Numero de fotogramas deseados por vı´deo 100
V-A. Influencia de la Resolucio´n en la Tasa de Acierto
Para analizar la influencia que tiene taman˜os de recortes de
los fotogramas en la tasa de acierto, se realizo´ la identificacio´n
de la fuente de los 5 dispositivos mo´viles de la Tabla I con
cada una de las siguientes resoluciones de los fotogramas:
Resoluciones esta´ndar: 128x128, 320x240, 640x480,
800x600, 1024x768.
Resolucio´n recomendada: 1024x1024
Resolucio´n real del fotograma: 1920x1080.
Los para´metros utilizados para la extraccio´n de las carac-
terı´sticas definido en [23] son: Daubechies 8 wavelet, recorte
del fotograma centrado y estimacio´n de varianza adaptativa.
En la Tabla III se muestra el porcentaje de acierto medio en
la identificacio´n de la fuente de cada dispositivo con respecto
a los distintos taman˜os de recortes de los fotogramas. Por
porcentaje de acierto se entiende al porcentaje de fotogramas
de los 5 vı´deos de cada dispositivo mo´vil clasificados correc-
tamente. Cada vı´deo obtuvo un porcentaje de acierto en la
identificacio´n de la fuente que se muestra en la tabla III.
En la mayorı´a de los casos, los porcentajes de acierto por
dispositivo, aumentan cuanto ma´s grande sea el recorte de los
fotogramas (esto se da para todos los casos si se tiene en
cuenta la tasa de acierto promedio). Obteniendo para la mayor
resolucio´n la mayor tasa de acierto promedio, un 85.56 %. En
todos los experimentos realizados se supera la tasa por vı´deo
individual del 50 %. Esto indica que en todos los casos, para
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Tabla III
TASA DE ACIERTO × RESOLUCIO´N DE FOTOGRAMAS.
Dispositivos % Acierto
Resolucio´n
M1 M2 M3 M4 M5 Medio
128x128 65.80 % 79.20 % 66.60 % 75.00 % 64.00 % 70.12 %
320x240 73.80 % 88.20 % 78.00 % 78.80 % 63.40 % 76.44 %
640x480 79.60 % 95.60 % 85.00 % 85.60 % 66.20 % 82.40 %
800x600 81.80 % 96.80 % 84.80 % 86.00 % 68.80 % 83.64 %
1024x768 80.80 % 97.40 % 88.80 % 85.40 % 75.40 % 85.56 %
1024x1024 81.20 % 97.20 % 92.20 % 88.00 % 78.40 % 87.40 %
1920x1080 87.40 % 98.80 % 93.00 % 89.80 % 82.60 % 90.32 %
todos los fotogramas de un vı´deo concreto de un dispositivo
concreto, al menos el 50 % de los fotogramas son identificados
correctamente. Finalmente la identificacio´n de la fuente de un
vı´deo debe responder a la pregunta concreta de a que´ fuente de
adquisicio´n pertenece ese vı´deo. Como criterio lo´gico, puede
estimarse que el vı´deo pertenece a la fuente con el mayor
nu´mero de fotogramas clasificados con respecto a las otras
fuentes (mayor porcentaje de acierto con respecto a las otras
fuentes). Se podrı´a dar el caso en el que varias fuentes tengan
exactamente el mismo nu´mero de fotogramas clasificados y a
su vez sean el mayor nu´mero con respecto a las otras fuentes.
En este caso, poco habitual, se dirı´a que la fuente del vı´deo
no puede ser identificada con determinacio´n y estarı´a entre la
duda de esas distintas fuentes.
Los resultados obtenidos no dejan lugar a dudas sobre la
identificacio´n de la fuente de adquisicio´n del vı´deo teniendo
en cuenta el criterio definido anteriormente, ya que en todos
los casos el acierto supero´ el 50 %. Asimismo puede verse
que las tasas de acierto en muchos casos son mucho mayores
(llegando en ocasiones hasta el 100 %). Por tanto, segu´n este
experimento, tomando el criterio antes definido y teniendo
en cuenta el vı´deo como entidad unitaria (es decir un vı´deo
se clasifica bien o no), se puede concluir que esta te´cnica
identifica la fuente de un vı´deo con un 100 % de acierto.
Como se puede observar en la Tabla III, utilizando la imagen
completa existe una mayor tasa de acierto promedio en la
identificacio´n de fuente, aunque el incremento es pequen˜o.
Sin embargo, la influencia que tiene la resolucio´n en la tasa de
aciertos de la identificacio´n de la fuente que adquirio´ un vı´deo
se refleja en la Figura 2, donde se muestra que la mejora en la
tasa de acierto para la taman˜o de recorte de 1920x1080 es del
2.92 % con respecto a un taman˜o de recorte de 1024x1024. Por
tanto, a partir de un cierto taman˜o de recorte el incremento de
la tasa de acierto es pequen˜a, e incluso en algunos casos este
puede disminuir un poco. Tambie´n hay que tener en cuenta
que a mayor taman˜o de recorte mayor tiempo de ejecucio´n
del algoritmo de extraccio´n de caracterı´sticas.
V-B. Influencia de los Para´metros de Ejecucio´n en la Tasa
de Acierto
Para analizar co´mo afecta el uso de los distintos para´metros
del algoritmo propuesto, en [23] en la identificacio´n de la
fuente de vı´deos, se realizo´ un conjunto de experimentos
utilizando el mismo taman˜o de recorte centrado del fotograma
Figura 2. Porcentaje de mejora de la tasa de acierto × por resolucio´n.
(640x480) para identificar la fuente de los 5 dispositivos
mo´viles de la Tabla I. En la Tabla IV se muestra un resumen de
los experimentos realizados y los para´metros de configuracio´n
del algoritmo de extraccio´n de las caracterı´sticas utilizados en
cada uno de ellos.
Tabla IV
TASA DE ACIERTO UTILIZANDO DIFERENTES CONFIGURACIONES
Configuracio´n Varianza Aplicar Zero Meaning % de Acierto
1 Adaptativa No 82.4 %
2 Adaptativa Sı´ 82.32 %
3 No adaptativa Sı´ 81.56 %
4 No adaptativa No 82.96 %
La diferencia entre la mejor y la peor tasa de acierto
mostrada en la Tabla IV es del 1.4 %. Este resultado indica que
los para´metros de configuracio´n del algoritmo de extraccio´n
de caracterı´sticas no influye significativamente en el porcentaje
de acierto de identificacio´n de la fuente de vı´deos. Puede verse
que la tasa o´ptima de acierto se consigue con los para´metros
de estimacio´n de la varianza no adaptativa y sin utilizar el filtro
zero-meaning. Asimismo los peores resultados se obtuvieron
con los para´metros de estimacio´n de varianza no adaptativa y
el uso del filtro zero-meaning. Dado el estrecho margen entre
las tasas de acierto que hay entre las diferentes configuraciones
y los resultados de la configuracio´n o´ptima y las restantes,
las conclusiones no pueden extrapolarse de forma catego´rica
para cualquier experimento, aunque e´stas deben de tenerse en
cuenta para futuros experimentos y aplicacio´n de la te´cnica.
VI. CONCLUSIONES
Una vez presentada la te´cnica y realizados los experimentos
variando los distintos para´metros, se llega a la conclusio´n
general de que esta te´cnica obtiene buenos resultados y es
va´lida para la identificacio´n de la fuente en vı´deos de disposi-
tivos mo´viles. La aplicacio´n a escenarios reales de esta te´cnica
la consideramos realista y viable, siempre que los videos a
clasificar pertenezcan a un conjunto cerrado y conocido de
dispositivos mo´viles.
El algoritmo de extraccio´n de fotogramas presentado tiene
en cuenta la naturaleza de un vı´deo y sus fotogramas, op-
timizando la extraccio´n de los fotogramas claves. Es decir,
extrae los fotogramas teniendo en cuenta que si los fotogra-
mas obtenidos tienen mayor variacio´n de escena entre ellos
(buscando los cambios de escena), el proceso de clasificacio´n
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obtendra´ mejores resultados. Sin embargo, para la clasificacio´n
utilizando SVM se necesita un nu´mero determinado de foto-
gramas para el entrenamiento, y esto el algoritmo tambie´n lo
tiene en cuenta ya que se puede dar el caso en el que el vı´deo
cambie poco de escena y tenga que obtener los fotogramas ma´s
distantes en escenas entre los que hay. Una vez obtenidos los
fotogramas nos basamos en la extraccio´n de caracterı´sticas que
se obtienen del patro´n de ruido del sensor y la transformada
wavelet especificado en [23].
Los resultados promedios de clasificacio´n varı´an dependien-
do de los para´metros utilizados. Teniendo en cuenta un taman˜o
de recorte centrado, se concluye que a mayor taman˜o de
recorte, mejores son los resultados. Asimismo, se ha evaluado
como afecta el uso de los distintos para´metros de configuracio´n
definidos en [23] en la identificacio´n de la fuente de vı´deos de
dispositivos mo´viles usando un recorte centrado de fotograma
de 640x480. En este sentido, no se han podido obtener
conclusiones catego´ricas y extrapolables sobre el uso de los
para´metros de configuracio´n, ya que en todos los experimentos
realizados la tasa de acierto esta´n comprendida en un margen
muy pequen˜o.
Una vez clasificados los fotogramas seleccionados, se debe
responder a la pregunta de cua´l es la fuente de adquisicio´n del
vı´deo como entidad unitaria. Nuestro criterio ha sido que el
vı´deo pertenece a la fuente cuyo mayor nu´mero de fotogramas
se han clasificado de ese tipo. Este criterio debe tenerse en
cuenta en futuras comparaciones con otras te´cnicas.
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Resumen—Cada dı´a el uso de ima´genes de dispositivos mo´viles
como evidencias en procesos judiciales es ma´s habitual y comu´n.
Por ello, el ana´lisis forense de ima´genes de dispositivos mo´viles
cobra especial importancia. En este trabajo se estudia la rama
del ana´lisis forense que se basa en la identificacio´n de la fuente,
concretamente en la agrupacio´n o clustering de ima´genes segu´n
la fuente de adquisicio´n. Como diferencia con otras te´cnicas del
estado del arte para la identificacio´n de la fuente, en el clustering
no se tiene un conocimiento a priori del nu´mero de ima´genes ni
dispositivos a identificar, ni se tienen datos de entrenamiento
para una futura fase de clasificacio´n. Es decir, se realiza un
agrupamiento por clases con todas las ima´genes de entrada. La
propuesta se basa en la combinacio´n de clustering jera´rquico y
plano y en el uso del patro´n de ruido del sensor. Se han realizado
un conjunto de experimentos que emulan situaciones similares a
las que se pueden dar en la realidad para mostrar la robustez y
fiabilidad de los resultados de la te´cnica. Los resultados obtenidos
son satisfactorios en todos los experimentos realizados superando
en tasa de acierto a otras propuestas descritas en el estado del
arte.
Palabras clave—Ana´lisis forense de ima´genes, clustering de
ima´genes, patro´n de ruido del sensor, PRNU. (Image forensics
analysis, image clustering, sensor pattern noise, PRNU).
I. INTRODUCCIO´N
En la actualidad, el nu´mero de ca´maras integradas a dis-
positivos mo´viles ha proliferado permitiendo a millones de
consumidores tomar fotografı´as e incluso compartir de manera
sencilla el contenido capturado. La industria de los dispositivos
mo´viles ha desarrollado la tecnologı´a necesaria para abaratar
los costos y de esta manera hacerlos muy accesibles al pu´blico.
El gran nu´mero de ca´maras en dispositivos mo´viles consti-
tuye un mayor nu´mero de evidencias presentadas ante la ley en
delitos como robo de informacio´n de tarjetas de cre´dito, por-
nografı´a infantil, espionaje industrial, etc. Por tanto, el ana´lisis
forense de este tipo de ima´genes cobra especial importancia
en las investigaciones judiciales. Dentro de ana´lisis forense de
ima´genes digitales existen dos grandes ramas: la identificacio´n
de la fuente de adquisicio´n y la deteccio´n de manipulaciones
malintencionadas. Este trabajo se centra en la primera rama, es
decir, dada una imagen o conjunto de ima´genes identificar la
marca y modelo de la ca´mara que realizo´ la foto mediante
la clasificacio´n por agrupamiento o clustering. Asimismo,
dado que las ca´maras de dispositivos mo´viles tienen unas
caracterı´sticas propias que las hacen diferentes a la restantes,
este trabajo se enfoca en las fotos de este tipo de dispositivos.
Dentro de la identificacio´n de la fuente existen dos gran-
des enfoques: escenarios cerrados o escenarios abiertos. Un
escenario cerrado es aquel en el cual la identificacio´n de la
fuente de la imagen se realiza sobre un conjunto de ca´maras
concreto y conocidas a priori. Para este enfoque normalmente
se utiliza un conjunto de ima´genes de cada ca´mara para
entrenar un clasificador y posteriormente se predice la fuente
de adquisicio´n de las ima´genes objeto de investigacio´n. La
te´cnica ma´s utilizada para la tarea de clasificacio´n de ima´genes
digitales es Support Vector Machine (SVM). Este trabajo se
centra en la identificacio´n de la fuente en escenarios abiertos,
es decir, el analista forense no conoce a priori el conjunto
de ca´maras a las que pertenece la imagen a identificar su
fuente. Obviamente en este tipo de clasificacio´n, en la que no
se tienen datos de ca´maras a priori, el objetivo no es identificar
la marca y modelo de la ca´mara, sino poder agrupar distintas
ima´genes en grupos disjuntos en los que todas sus ima´genes
pertenecen al mismo dispositivo. Este planteamiento es muy
cercano a situaciones de la vida real, ya que en muchos casos
el analista desconoce por completo el conjunto de ca´maras a
las que pueden pertenecer un conjunto de ima´genes. Adema´s,
es pra´cticamente imposible tener un conjunto de ima´genes para
entrenar un clasificador con todas las ca´maras de dispositivos
mo´viles existentes en el mundo.
Este trabajo esta´ estructurado en 5 secciones, siendo la
primera de ellas la presente introduccio´n. En la seccio´n 2 se
presentan brevemente los trabajos previos relacionados con
las te´cnicas de ana´lisis forense para la identificacio´n de la
fuente de ima´genes de dispositivos mo´viles. En la seccio´n 3
se presenta la te´cnica propuesta. Los experimentos realizados
y sus resultados se presentan en la seccio´n 4. Por u´ltimo en
la seccio´n 5 se presentan las conclusiones obtenidas de este
trabajo.
II. TRABAJOS RELACIONADOS
La mayorı´a de las investigaciones realizadas sobre la identi-
ficacio´n de la fuente de adquisicio´n de ima´genes se centran en
ca´maras digitales tradicionales o DSC (Digital Still Camera),
no siendo en su mayorı´a estas te´cnicas va´lidas para ima´genes
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de dispositivos mo´viles. La principal razo´n por la que se
necesitan te´cnicas especı´ficas para ima´genes de dispositivos
mo´viles es que muchas de ellas se basan en la extraccio´n
de caracterı´sticas de aspectos relacionados con el sensor. En
general, los sensores de las DSC utilizan la tecnologı´a CCD
(Charge Coupled Device), siendo estos sensores de mayor
calidad que los que utilizados en ca´maras de los dispositivos
mo´viles, los cuales se utilizan la tecnologı´a CMOS (Comple-
mentary Metal Oxide Semiconductor). Dada la alta calidad
de muchos de los sensores de las DSC, las te´cnicas forenses
que utilizan las caracterı´sticas del sensor tienen un enfoque
diferente al que se utiliza para las ca´maras de dispositivos
mo´viles. Asimismo, existen otros aspectos diferenciadores
entre DSC y ca´maras de dispositivos mo´viles que se deben
tener en cuenta en las distintas te´cnicas. Algunos de estos
aspectos son el sistema de lentes y filtros o el algoritmo de
interpolacio´n utilizado. En [1] puede verse una panora´mica de
las distintas investigaciones realizadas.
Para cualquier tipo de clasificacio´n de ima´genes, ya sea
en escenarios abiertos o cerrados, se necesita obtener ciertas
caracterı´sticas que permitan a las te´cnicas de clasificacio´n
realizar su tarea. Segu´n [2] se pueden establecer cuatro grupos
de te´cnicas para este fin: basadas en la aberracio´n de las
lentes, basadas en la interpolacio´n de la matriz CFA, basadas
en las imperfecciones del sensor y basadas en el uso de las
caracterı´sticas de la imagen. Dentro de este u´ltimo grupo
puede hacerse una subdivisio´n en las basadas en caracterı´sti-
cas del color (Color Features), caracterı´sticas de la calidad
(Quality Features) y estadı´sticas del dominio wavelet. Este
trabajo utiliza las te´cnicas basadas en las imperfecciones del
sensor, concretamente aquellas basadas en el patro´n de ruido
del sensor Sensor Pattern Noise (SPN) el cual es originado
por las imperfecciones en el proceso de fabricacio´n de los
semiconductores o las producidas por la utilizacio´n de la
ca´mara en el dı´a a dı´a.
El objetivo del ana´lisis de clusters o clustering es agrupar
una coleccio´n de objetos en clases representativas llamadas
clusters, sin informacio´n a priori, de forma que los objetos
pertenecientes a cada cluster guarden una mayor similitud
con respecto de objetos en otros clusters. La agrupacio´n de
ima´genes puede llevarse a cabo mediante te´cnicas de apren-
dizaje supervisadas o sin supervisio´n. En el primer caso es
indispensable conocer informacio´n del dispositivo a priori, es
decir se identifica claramente con la clasificacio´n en escenarios
cerrados en donde se requiere una fase de entrenamiento con
las caracterı´sticas extraı´das de las ima´genes y una segunda fase
de clasificacio´n conforme al resultado anterior. Sin embargo,
en un caso real puede ser difı´cil contar con la ca´mara en
cuestio´n o con un subconjunto de fotografı´as tomadas por
la misma para llevar a cabo un entrenamiento, de ahı´ la
necesidad de te´cnicas de aprendizaje sin supervisio´n, que
se corresponden directamente con los escenarios abiertos. El
clustering tradicional se caracteriza por ser una te´cnica de
aprendizaje sin supervisio´n.
Para poder determinar la similitud entre objetos pertene-
cientes a un mismo cluster existen medidas de distancia
como pueden ser: distancia euclideana, distancia Manhattan y
distancia Chebychev, entre otras. Alternativamente, es posible
usar funciones de similitud S(Xi, Xj) las cuales comparan dos
vectores Xi y Xj en forma sime´trica, es decir, S(Xi, Xj) =
S(Xj , Xi). Estas funciones alcanzan sus valores ma´s altos
cuando Xi y Xj son ma´s similares. La medida ma´s usada
en la identificacio´n de fuente de ima´genes es la correlacio´n
normalizada [3], [4], [5] definida como:
corr (Xi, Xj) =
(
Xi −Xi
) (Xj −Xj)∥∥Xi −Xi∥∥ · ∥∥Xj −Xj∥∥ (1)
Donde Xi y Xj representan la media del vector, Xi Xj
es el producto punto de dos vectores y ‖Xi‖ es la norma L2
de Xi. Dado que el patro´n de ruido del sensor es una matriz
bidimensional, previamente a la aplicacio´n de las funciones
del ca´lculo de la correlacio´n, se realiza una transformacio´n a
vector unidimensional.
De acuerdo a la clasificacio´n de algoritmos de clustering
propuesta en [6] encontramos los me´todos jera´rquicos cuyo
propo´sito es lograr una estructura denominada dendograma
que representa la agrupacio´n de los objetos de acuerdo a
sus niveles de similitud. Esta agrupacio´n puede realizarse
de distintas formas: aglomerativa o decisiva. La agrupacio´n
aglomerativa considera inicialmente a cada objeto como una
clase independiente hasta, de forma iterativa, lograr agrupar
todos los objetos en una clase u´nica. La agrupacio´n de
forma divisiva se basa en la idea de partir de una sola clase
hasta lograr separar todos los objetos en clases individuales.
Tambie´n existen los algoritmos de particionamiento en donde
iniciando de una particio´n, el algoritmo se encarga de mover
objetos de un cluster a otro hasta minimizar cierto criterio de
error. Dentro de esta categorı´a el me´todo ma´s famoso es el
k-means, sin embargo la mayorı´a de estos me´todos requieren
conocer de antemano el nu´mero de clusters, por lo cual no
son muy utilizados en temas de ana´lisis forense de ima´genes.
Por u´ltimo, existen otros algoritmos de clustering como: [7]
que produce clusters por medio de grafos, [8] basado en
la densidad donde los puntos dentro de un cluster vienen
dados por cierta funcio´n de probabilidad, clusters basados en
modelos como a´rboles de decisio´n [9] o redes neuronales [10]
y clustering con me´todos de soft-computing como fuzzy clus-
tering [11], me´todos evolucionarios de clustering y recocido
simulado en clustering [12].
Existen trabajos previos sobre agrupacio´n de ima´genes
por me´todos sin supervisio´n, todos ellos consideran al SPN
como el criterio ma´s fiable para representar la huella digital
de un dispositivo, es de ahı´ que utilizan concretamente el
PRNU (Photo Response Non-Uniformity) como huella y la
correlacio´n normalizada como medida de similitud para lograr
el agrupamiento de ima´genes por dispositivo.
En [13] se utiliza una te´cnica de clasificacio´n con aprendiza-
je no supervisado donde mediante la maximizacio´n de grafos
se logra una agrupacio´n. El clustering se realiza a partir de
grafos no dirigidos con pesos, comenzando con una matriz
de afinidad donde los pesos de conexio´n entre ve´rtices es el
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valor de correlacio´n entre cada SPN, iniciando con un nodo
aleatorio. En cada iteracio´n conectan los nodos restantes y
eligen los nodos ma´s cercanos al central obteniendo una nueva
matriz de afinidad en cada paso, el algoritmo se detiene cuando
el nu´mero de nodos ma´s cercanos es menor a un para´metro
k. Posteriormente el grafo es particionado hasta el punto en
donde la similitud en un conjunto sea ma´xima y mı´nima con
respecto a otros conjuntos.
En [4] se realizan agrupamientos mediante campos mar-
kovianos aleatorios. Se propone un algoritmo de clustering
partiendo de una matriz que contiene todas las correlaciones
entre SPN de diversas ca´maras. En cada iteracio´n el algoritmo
agrupa dentro de clases los SPN ma´s similares haciendo
uso de las caracterı´sticas locales de los campos markovianos
aleatorios y asigna una nueva etiqueta de clase a cada SPN
maximizando una funcio´n de probabilidad. El criterio para
detener el algoritmo se cumple cuando no hay cambios en
las etiquetas despue´s de cierto nu´mero de iteraciones.
El algoritmo propuesto en [5], en el cual se basa esta
investigacio´n, utiliza clustering jera´rquico para agrupar las
ima´genes. Previo al algoritmo de clustering, los autores apli-
can una funcio´n de mejora del ruido del sensor, que fortalece
los componentes bajos y atenu´a los componentes altos en el
dominio wavelet, con la finalidad de eliminar los detalles de la
escena en el mismo. Con una matriz de similitud que contiene
todas las correlaciones entre los diferentes SPN y tomando
como punto de partida a cada imagen como un cluster u´nico,
el algoritmo de clustering agrupa los dos clusters con un valor
de correlacio´n ma´s alta formando un solo cluster y actualiza
la matriz con una nueva fila y columna que vienen a sustituir
las filas y columnas de los clusters agrupados. El criterio
de enlace elegido para mezclar dos clusters fue el de enlace
promedio. En cada iteracio´n del algoritmo se almacena en una
particio´n el estado de los clusters en ese momento y se calcula
el coeficiente silueta global. Al final del algoritmo se elige la
particio´n cuyo valor del coeficiente silueta sea el mı´nimo. En
esa particio´n el nu´mero de clusters deberı´a corresponderse con
nu´mero de dispositivos que existen inicialmente, ası´ como el
contenido de cada cluster con los SPN de cada dispositivo. Los
autores realizan una etapa de entrenamiento con el algoritmo
descrito y una etapa de clasificacio´n para las ima´genes restan-
tes. Para realizar esto basta obtener el promedio de los SPN
por cada cluster y compararlos contra las ima´genes restantes,
la imagen se clasificara´ dentro del cluster cuya correlacio´n sea
ma´s alta.
III. DESCRIPCIO´N DE LA TE´CNICA
El algoritmo de agrupacio´n sin supervisio´n propuesto
esta´ basado en el presentado en [5]. Se trata de una com-
binacio´n entre un clustering jera´rquico y un clustering plano.
Es decir, a pesar de formar una estructura de dendrograma con
cada iteracio´n del algoritmo, al final los clusters son tomados
como entidades sin relacio´n alguna ya que cada uno de ellos
debe corresponder a un dispositivo especı´fico.
Previo a realizar el clustering, es necesario obtener los pa-
trones de ruido del sensor del conjunto de ima´genes I(i), i =
1, ..., N utilizando el algoritmo de extraccio´n y el para´metro
de supresio´n de ruido s0 = 5 propuestos en [14]:





Donde n es el patro´n de ruido de cada imagen i, I es el
conjunto de ima´genes con ruido del sensor y F es el filtro
de extraccio´n del ruido basado en la transformada wavelet.
Para esto se utilizo´ el algoritmo desarrollado por Goljan et-
al en [15]. En nuestra propuesta no se ha utilizado ningu´n
algoritmo de mejoramiento de ruido, como los propuestos por
[5] y [4]. El filtro de Wiener en el dominio de la frecuencia es
suficiente para eliminar la mayorı´a de los detalles de la escena
presentes al extraer el SPN.
Para cada uno de los N ruidos (n1, ..., nN ) se obtiene
el valor de correlacio´n usando la ecuacio´n 1 y esto genera
una matriz de similitud H de N × N . Dicha matriz es
sime´trica y esta´ compuesta de unos en su diagonal principal
(ya que la correlacio´n de un ruido consigo mismo es 1) . Una
vez generada la matriz no sera´ necesario volver a calcular
las correlaciones entre ruidos a lo largo del algoritmo de
clustering ahorrando tiempo y capacidad de procesamiento.
El algoritmo de clustering jera´rquico seleccionado consiste
en encontrar dentro de la matriz H el par de ruidos k y l con un
valor de correlacio´n ma´s alto. Cabe mencionar que los valores
de correlacio´n en la diagonal principal no se toman en cuenta.
A continuacio´n las filas y columnas correspondiente a k y l
son eliminadas y tanto una nueva fila como una nueva columna
son agregadas a la matriz. Los valores de esta nueva fila y
columna son el resultado de una funcio´n de criterio de enlace.
La funcio´n elegida para este trabajo fue el criterio de enlace
promedio puesto que sus resultados son ma´s satisfactorios que
con otros criterios de enlace como criterio simple o criterio
completo, tal como se sugiere en [5]. La ecuacio´n 3 muestra







corr (ni, nj) (3)
Donde el valor corr(ni, nj) se calcula con la ecuacio´n
1 y puede ser tomado de la matriz H para simplificar el
procesamiento computacional. ‖A‖ y ‖B‖ son la cardinalidad
de los clusters A y B respectivamente.
Cada iteracio´n del algoritmo toma los dos clusters con
el valor de correlacio´n ma´s alto en la matriz y mezcla los
objetos contenidos en e´stos para crear un nuevo cluster, al
mismo tiempo que almacena el estado de los distintos clusters
en particiones P0, ..., PN−1 con el objetivo de conocer el
contenido de los clusters en cada momento. En el clustering
jera´rquico, el resultado final del algoritmo es un cluster que
contiene a todos los objetos. Sin embargo, en este trabajo
para el agrupamiento de fotografı´as, cada cluster deberı´a
representar un dispositivo al final de la ejecucio´n. Por este
motivo se uso´ el coeficiente silueta como medida de validacio´n
de clusters. El coeficiente silueta mide el ı´ndice de similitud
entre los elementos de un mismo cluster (cohesio´n) y la
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similitud entre los elementos de un cluster con respecto a
los dema´s (separacio´n). A diferencia de Caldelli et al. [5]
el ca´lculo del coeficiente silueta se realiza por cada cluster
contenido en la particio´n Pi y no por cada patro´n de ruido,
como observamos en la ecuacio´n 4.
sj = ma´x(bj)− aj (4)
donde, aj (cohesio´n) es la correlacio´n promedio entre todos
los patrones de ruido dentro del cluster cj . bj (separacio´n) es
la correlacio´n promedio de los patrones de ruido contenidos
en el cluster cj con respecto a los patrones de ruidos en los
clusters restantes. Se toma el cluster vecino ma´s cercano, es
decir, aquel con la correlacio´n ma´s alta.
Para cada iteracio´n q del algoritmo se obtiene una medida
global de todos los coeficientes siluetas calculados a partir de
los K clusters. Esto equivale a promediar los valores sj en q.







Una vez concluido el clustering jera´rquico se procede a bus-
car el SCq con el valor mı´nimo, lo cual indica que los clusters
de la particio´n P ∗q esta´n en un nivel de correlacio´n mayor.
El nu´mero de clusters en ese instante deberı´a corresponder
al nu´mero real de dispositivos. El objetivo de almacenar la
particio´n en cada momento del algoritmo es evitar volver a
ejecutar el clustering ya que se tiene informacio´n de todos los
clusters en cada iteracio´n q.
En el Algoritmo 1 se muestra el pseudoco´digo de la
propuesta.
Algorithm 1: Algoritmo de clustering
1 Calcular el patro´n de ruido n(i) de cada imagen donde
i ∈ 1, ..., N ;
2 Generar matriz de similitud H ∈ RNxN ;
3 foreach q ∈ 1, ..., N − 1 do
4 Encontrar el par de clusters H(k, l) con la mayor
similitud;
5 Eliminar el par de filas y columnas
correspondientes a los clusters k y l;
6 Calcular los valores del nuevo cluster usando el
criterio de enlace promedio y agregar tanto la fila
como columna correspondientes;
7 Determinar el coeficiente silueta global SCq;
8 Almacenar la particio´n Pq;
9 Encontrar la particio´n donde el coeficiente silueta
mı´nimo minq(SCq);
IV. EXPERIMENTOS Y RESULTADOS
Los experimentos fueron realizados con un conjunto total
de 1050 fotografı´as de 7 modelos diferentes de ca´maras de
dispositivos mo´viles (Apple iPhone 5, Huawei U8815, Nokia
800 Lumia, Samsung GT-S5830M, LG E400, Sony ST25a y
Zopo ZP980). Del conjunto total hay 150 fotografı´as de cada
modelo.
Todas las ima´genes fueron recortadas a 1024x1024 pı´xeles,
poseen una orientacio´n horizontal y son tanto de interiores
como de exteriores con el objetivo de simular un escenario
ma´s realista. En la extraccio´n del patro´n de ruido de todas las
ima´genes se utilizo´ el promedio a cero (zero-mean) de filas
y columnas, los 3 canales de color RGB fueron convertidos
a una sola matriz de intensidades de grises, eliminando la
informacio´n correspondiente al tono y la saturacio´n, pero
conservando la luminancia.
Para medir el grado de certeza en los resultados se utilizo´ la
tasa de verdaderos positivos TPR (True Positive Rate). El TPR
promedio para cada uno de los siguientes experimentos se cal-
cula, computando para cada cluster el nu´mero de fotos que han
sido bien clasificadas (TPR de cada cluster) y promediando los
TPR de todos los clusters resultantes (si hay menos clusters
que dispositivos se promedia teniendo en cuenta el nu´mero de
dispositivos). Para calcular el TPR de cada cluster, hay que
detectar en el cluster cual es el dispositivo que tiene el mayor
nu´mero de ima´genes con respecto al total de ima´genes por
dispositivo, siendo ese el cluster predominante del dispositivo,
posteriormente hay que calcular el porcentaje de fotos que
ha sido bien clasificadas para ese dispositivo en ese cluster.
Realmente en la inmensa mayorı´a de los casos puede verse
fa´cilmente que un cluster se asocia a uno o varios dispositivos
como puede apreciarse en matrices de confusio´n de las Tablas
I, II y III. Si hay varios clusters con el mismo nu´mero de
fotos de un dispositivo o un cluster con igual nu´mero de fotos
de varios dispositivos y a su vez e´stos son los ma´ximos, se
toma como cluster predominante para el dispositivo el que se
desee de entre las distintas opciones. Puede darse el caso que
si hay un cluster de ma´s, un cluster no sea predominante de
ningu´n dispositivo (ver Tabla II) y su TPR para ese cluster sea
0. Tambie´n puede que se forme un cluster menos (ver Tabla
III), en este caso este se tendra´ en cuenta la asociacio´n del
cluster al dispositivo y utilizar para el promedio el nu´mero de
dispositivos como se indico´ anteriormente.
Tabla I
TPR CON IGUAL NU´MERO DE DISPOSITIVOS QUE CLUSTERS
Clusters TPR
Marca - Modelo
1 2 3 4 5 promedio
Apple Iphone 5 49 0 0 1 0
Huawei U8815 0 50 0 0 0
LG E400 0 1 49 0 0
Nokia 800 Lumia 0 0 0 50 0
Samsung GT5830m 0 0 0 0 50
TPR por cluster 98 % 100 % 98 % 100 % 100 % 99.2 %
En los resultados de los experimentos se consideran 3
posibles casos: a) Nu´mero de clusters identificados igual al
nu´mero de dispositivos, b) nu´mero de clusters identificados
mayor al nu´mero de dispositivos, y c) nu´mero de clusters
identificados menor al nu´mero de dispositivos. Aunque el
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Tabla II
TPR CON MENOR NU´MERO DE DISPOSITIVOS QUE CLUSTERS
Clusters TPR
Marca - Modelo
1 2 3 4 promedio
Apple I- phone 5 100 0 0 0
Huawei - U8815 0 100 0 0
LG - E400 0 0 97 3
TPR por cluster 100 % 100 % 97 % 0 % 99 %
Tabla III
TPR CON MAYOR NU´MERO DE DISPOSITIVOS QUE CLUSTERS
Clusters TPR
Marca - Modelo
1 2 3 4 promedio
Apple Iphone 5 100 0 0 0
Huawei U8815 0 100 0 0
LG E400 0 0 100 0
Nokia 800 Lumia 100 0 0 0
Samsung GT 5830M 0 0 0 100
TPR por cluster 100 % 100 % 100 % 100 % 80 %
primer caso es el ideal, el segundo caso tambie´n tiene un
valor alto de TPR puesto el algoritmo deja ciertas ima´genes
desasociadas, es decir, fuera del cluster que les corresponde y
estas no son consideradas en el TPR por no ser acierto. Por
otro lado, en el u´ltimo caso es donde se tienen porcentajes
de acierto ma´s bajo porque el algoritmo une dos o ma´s
dispositivos dentro de un mismo cluster.
Se realizaron varios experimentos para comparar los resulta-
dos entre recortar la imagen desde el centro o desde la esquina
superior izquierda, teniendo este u´ltimo criterio un TPR ma´s
alto. Una de las posibles razones por la que las dos zonas de
recortes obtienen distintos resultados, es porque generalmente,
las fotografı´as se toman enfocando en el centro el objeto de
intere´s, el cual normalmente tiene un mayor grado de detalle.
Este alto grado de detalle en el recorte de la imagen, en
ciertos casos, puede dificultar la clasificacio´n de la misma.
La Tabla IV muestra el TPR en funcio´n del nu´mero distinto
de dispositivos utilizados y el nu´mero de fotos utilizadas por
dispositivo. Todos los dispositivos tienen el mismo nu´mero de
fotos. En la Tabla IV se puede observar como el TPR aumenta
en el caso del recorte en el centro a medida que se agrupan
ma´s dispositivos mientras que en el recorte por la esquina se
mantienen buenos resultados.
Tabla IV
TPR EN FUNCIO´N DEL NU´MERO DISTINTO DE DISPOSITIVOS Y EL NU´MERO
DE FOTOS POR DISPOSITIVO
Nu´mero Crop Corner Crop Center
de Nu´mero de Dispositivos Nu´mero de Dispositivos
Fotos 3 5 7 3 5 7
50 99.33 % 99.20 % 99.71 % 66.67 % 80 % 99.71 %
100 99 % 100 % 99.57 % 66.67 % 80 % 99.71 %
En un escenario cerrado no es muy probable contar con
el mismo nu´mero de ima´genes de cada dispositivo a iden-
tificar, por esa razo´n se realizaron experimentos en donde
los conjuntos de ima´genes por cada dispositivo no poseen
una distribucio´n sime´trica para comprobar la adaptabilidad
del algoritmo propuesto en un escenario real. En las Tablas
V y VI se presentan los resultados obtenidos de agrupar las
ima´genes de 5 y 7 dispositivos respectivamente. El nu´mero
de ima´genes por dispositivo es variado y au´n ası´ podemos
observar un muy alto grado de acierto (97.76 % TPR promedio
de los experimentos de las Tablas V y VI).
Como se puede observar en los casos de nu´mero de ima´ge-
nes asime´trico se ha experimentado con grupos de bastante
disparidad nume´rica y en algunos casos con grupos pequen˜os
(5 ima´genes de un tipo de dispositivo), aun ası´ se han
logrado resultados de agrupacio´n satisfactorios. Cabe destacar
que existe una diferencia significativa en el resultado del
experimento del grupo C de la Tabla VI, ya que se obtiene un
TPR sensiblemente ma´s bajo que el obtenido en el resto de
experimentos. La causa a esta situacio´n es que como se puede
observar este experimento hay una ca´mara (Zopo Zp980) con
una sola imagen. El hecho de que haya una sola imagen de
un dispositivo hace que exista una alta probabilidad de que
ese cluster no se genere correctamente, ya que so´lo existen
dos casos, la generacio´n correcta al 100 % o la fusio´n de
este cluster con otro. Concretamente en este experimento la
imagen del Zopo Zp980 no se ha clasificado correctamente
como cluster independiente y se ha fusionado con el clus-
ter del Huawei U8815, bajando considerablemente el TPR.
Simplemente para este experimento si se hubiera clasificado
en un cluster independiente esa u´nica imagen, el TPR habrı´a
sido del 99,71 %. Como puede observarse para clusters con
una u´nica imagen si se da una clasificacio´n incorrecta el TPR
baja sensiblemente, ya que esa u´nica imagen hace que el TPR
parcial del cluster sea del 0 %, aunque la pra´ctica totalidad de
las ima´genes se hayan clasificado correctamente.
Tabla V












A 100 95 90 85 80 99.78 %
B 50 45 40 35 30 99.1 %
C 100 75 50 25 10 99.6 %
D 100 30 20 10 5 99 %
Tabla VI
















A 100 95 90 85 80 75 70 99.84 %
B 50 45 40 35 30 25 20 99.36 %
C 100 75 50 25 10 5 1 85.43 %
D 100 50 40 30 20 10 5 99.21 %
V. CONCLUSIONES
En este trabajo se ha realizado un ana´lisis de las principales
te´cnicas de agrupacio´n de ima´genes sin supervisio´n, siendo
estas de suma importancia en el ana´lisis forense de ima´genes
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digitales. A pesar del auge que han tenido las ca´maras de
dispositivos mo´viles en estos tiempos, au´n no existen en el
estado del arte muchas referencias para la agrupacio´n no
supervisada de ima´genes de dispositivos mo´viles. La mayor
parte de los trabajos se refieren a la clasificacio´n supervisada
y en muchos casos no se centran en ima´genes de dispo-
sitivos mo´viles, las cuales tienen caracterı´sticas peculiares.
La comparacio´n de los resultados de este trabajo con los
de otros trabajos del estado del arte no puede realizarse de
forma precisa, ya que en los mismos no se hace referencia
al nu´mero final de clusters generados, lo cual es un tema
fundamental. Adema´s en estos trabajos no se detalla como
se han calculado las tasas de acierto, ni se hace referencia a
las mismas cuando los clusters generados por la clasificacio´n
son diferentes en nu´mero a la cantidad dispositivos utilizados,
haciendo esto que la comparativa de sus tasas con respecto a
nuestra interpretacio´n del TPR carezca de sentido. El ruido
agregado en cada fotografı´a por el sensor de la ca´mara,
debido a las fallos en el proceso de fabricacio´n de este o
defectos por el uso diario, ha demostrado ser una fuente fiable
de identificacio´n de un dispositivo. Asimismo, el ca´lculo de
correlacio´n normalizada entre ruidos de sensor extraı´dos de
dos o ma´s fotografı´as es una medida de similitud bastante
utilizada en las te´cnicas de aprendizaje sin supervisio´n de
ima´genes, siendo las te´cnicas de clustering aquellas que tienen
mejores resultados.
El algoritmo de esta propuesta esta´ basado en la combina-
cio´n de un clustering jera´rquico y un clustering plano para la
separacio´n entre clusters. El uso del coeficiente silueta para
la validacio´n de los clusters demostro´ dar buenos resultados
al obtener elevados TPR, tambie´n el nu´mero de clusters
correspondio´ al nu´mero de dispositivos reales en la mayorı´a
de los casos.
El porcentaje de aciertos al utilizar el recorte de la imagen
desde la esquina izquierda era ma´s estable que aquellos recor-
tados por el centro, pese a encontrar diferentes observaciones
en la literatura argumentando la saturacio´n y ausencia de
iluminacio´n encontrada en esas regiones.
Los experimentos realizados en este trabajo han permitido
comprobar gran diversidad de situaciones con respecto a la
simetrı´a o no de los conjuntos del fotos, el taman˜o de los
mismos, el nu´mero de dispositivos utilizados y el uso de
dispositivos de la misma marca. Tras todos los experimentos
realizados se concluye que los resultados de la aplicacio´n de
la te´cnica son buenos (98.01 % TPR promedio de todos los
experimentos realizados).
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Resumen—La fuente de una imagen digital se puede identificar
a trave´s de los rasgos que el dispositivo que la genera impregna
en ella durante el proceso de su generacio´n. La mayorı´a de
las investigaciones realizadas en los u´ltimos an˜os sobre te´cnicas
de identificacio´n de fuente se han enfocado u´nicamente en
la identificacio´n de ca´maras tradicionales DSC (Digital Still
Camera). Considerando que hoy en dı´a las ca´maras de los
dispositivos mo´viles pra´cticamente han sustituido a las DSCs se
detecto´ la necesidad de realizar investigacio´n sobre las te´cnicas
para identificar la fuente de ima´genes generadas por dispositivos
mo´viles. Las ima´genes digitales generadas por una ca´mara
digital contienen intrı´nsecamente un patro´n del ruido del sensor
que se puede usar como medio de identificacio´n de la fuente.
Especı´ficamente, las ca´maras digitales de dispositivos mo´viles
cuentan en su mayorı´a con un tipo de sensor que deja rasgos
caracterı´sticos en la imagen. En este trabajo se propone un
algoritmo basado en el ruido del sensor y en la transformada
wavelet para identificar el dispositivo mo´vil (marca y modelo)
que ha generado determinadas ima´genes bajo investigacio´n.
Palabras clave—Ana´lisis forense, imagen digital, patro´n de
ruido del sensor, PRNU. (Forensics analysis, digital image, sensor
pattern noise, PRNU).
I. INTRODUCTION
Con frecuencia las fotografı´as son consideradas como una
parte de la verdad al ser hechos reales capturados por disposi-
tivos electro´nicos (ca´maras). Sin embargo, con el desarrollo de
la tecnologı´a han surgido herramientas potentes y sofisticadas
que facilitan de una manera impresionante la alteracio´n de
las ima´genes digitales, incluso para quienes no tienen conoci-
mientos te´cnicos o especializados en el a´rea [1].
El desarrollo de las tecnologı´as digitales ha estado y con-
tinu´a avanzando a un ritmo imparable. Cada dı´a el nu´mero
de ca´maras digitales va creciendo, ası´ como la facilidad de
acceso a ellas. Las ca´maras digitales de mo´viles merecen
especial atencio´n, ya que estudios realizados indican que al
final del an˜o 2012 el nu´mero total de dispositivos mo´viles
activos alcanzo´ los 6,7 billones y se estima que para el verano
del 2013 este nu´mero igualara´ al total de la poblacio´n del
planeta 7,1 billones. El 83 % de estos dispositivos mo´viles
cuentan con ca´mara digital integrada, las cuales a diferencia
de las ca´maras digitales convencionales son llevadas por sus
duen˜os todo el tiempo a la mayorı´a de lugares que asiste y en
muchos casos tienen conexio´n a internet [2].
Debido al incremento en sus capacidades de almacena-
miento, procesamiento, usabilidad y portabilidad ası´ como
a su bajo coste, los dispositivos mo´viles esta´n presentes en
diversidad de actividades, lugares y eventos de la vida diaria. A
causa del extenso uso de las ca´maras digitales de dispositivos
mo´viles se han generado pole´micas, discusiones y normas
sobre la prohibicio´n de su uso en lugares como escuelas,
oficinas de gobierno, eventos empresariales, conciertos, em-
presas, etc. Una consecuencia ma´s de su extenso uso es que
las ima´genes digitales en la actualidad son utilizadas como
testigos silenciosos en procesos judiciales, siendo una pieza
crucial de la evidencia del crimen [3]. Es por ello que contar
con herramientas que permitan identificar a los dispositivos
que han generado una cierta imagen digital cobra importancia
ya que podrı´a servir en diversas a´reas como la lucha contra
la pornografı´a infantil, la prevencio´n de robo de tarjetas de
cre´dito, el combate a la piraterı´a, la prevencio´n de secuestros,
etc.
II. TE´CNICAS DE ANA´LISIS FORENSE EN IMAGENES
La investigacio´n en este campo estudia el disen˜o de te´cnicas
para identificar las caracterı´sticas, especialmente marca y
modelo, de los dispositivos utilizados para la generacio´n de
ima´genes digitales. El e´xito de estas te´cnicas depende del
supuesto de que todas las ima´genes adquiridas por un mismo
dispositivo presentan caracterı´sticas intrı´nsecas del dispositivo.
Las caracterı´sticas que se usan para identificar marca y modelo
de las ca´maras digitales se derivan de las diferencias que
existen entre las te´cnicas de procesamiento de las ima´genes
y las tecnologı´as de los componentes que se utilizan [4].
El mayor problema con este enfoque es que los diferentes
modelos de las ca´maras digitales usan componentes de un
nu´mero reducido de fabricantes, y que los algoritmos que
usan tambie´n son muy similares entre modelos de la misma
marca. Es por ello que la fiabilidad de la identificacio´n de
la ca´mara fuente depende en gran parte de la identificacio´n
de varias caracterı´sticas independientes del modelo. Segu´n
[4] se pueden establecer cuatro grupos de te´cnicas para este
fin: utilizacio´n de la aberracio´n de las lentes, interpolacio´n
de la matriz CFA, uso de las caracterı´sticas de la imagen e
imperfecciones del sensor. Esta u´ltima constituye el objeto de
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este trabajo. Adema´s de las anteriores existe otro grupo de
te´cnicas basadas en los metadatos.
Las te´cnicas basadas en el estudio de las huellas que los
defectos del sensor dejan sobre las ima´genes se dividen en
dos ramas: defectos de pı´xel y patro´n de ruido del sensor
SPN (Sensor Pattern Noise). En la primera se estudian los
defectos de pı´xel, los pı´xeles calientes, los pı´xeles muertos,
los defectos de fila o columna, y los defectos de grupo. En
la segunda se construye un patro´n del ruido promediando los
mu´ltiples residuos de ruido obtenidos mediante algu´n filtro de
eliminacio´n de ruido. La presencia del patro´n se determina
utilizando algu´n me´todo de clasificacio´n como correlacio´n o
ma´quinas SVM.
En [5] se estudian los defectos de los pı´xeles en los sensores
de tipo CCD, centra´ndose en la evaluacio´n de diferentes ca-
racterı´sticas para examinar las ima´genes e identificar la fuente:
defectos del sensor CCD, formato de los archivos usados, ruido
introducido en la imagen y marcas de agua introducidas por
el fabricante de la ca´mara. Entre los defectos del sensor CCD
considerados se encuentran los puntos calientes, los pı´xeles
muertos, los defectos en grupo y los defectos de fila o columna.
En sus resultados se observa que cada una de las ca´maras tiene
un patro´n de defecto diferente. Sin embargo, tambie´n se sen˜ala
que el nu´mero de defectos en los pı´xeles para una ca´mara
es diferente entre fotos y varı´a demasiado en funcio´n del
contenido de la imagen. Asimismo, se revela que el nu´mero de
defectos cambia con la temperatura. Al considerar u´nicamente
los defectos de los sensores de tipo CCD este estudio no es
aplicable al ana´lisis de ima´genes generadas por dispositivos
mo´viles.
En [6] se analiza el patro´n de ruido del sensor de un
conjunto de ca´maras, el cual funciona como una huella
dactilar, permitiendo la identificacio´n u´nica de cada ca´mara.
Para obtener este patro´n se realiza un promedio del ruido
obtenido a partir de diferentes ima´genes utilizando un filtro
de eliminacio´n de ruido. Para identificar la ca´mara a partir de
una imagen dada, se considera el patro´n de referencia como
una marca de agua cuya presencia en la imagen es establecida
mediante un detector de correlacio´n. El estudio se realizo´ con
320 ima´genes procedentes de 9 modelos distintos de ca´maras.
Tambie´n se demuestra que este me´todo esta´ afectado por
algoritmos de procesamiento de la imagen como la compresio´n
JPEG y la correccio´n gamma. Los resultados para fotografı´as
con diferentes taman˜os y recortadas no son satisfactorios [4].
En [7] se propone un enfoque para la identificacio´n de
la ca´mara fuente considerando escenarios abiertos, donde a
diferencia de los escenarios cerrados no se da por sentado
contar con acceso a todas las posibles ca´maras de origen de la
imagen. Este enfoque, considera 9 diferentes a´reas de intere´s
ROI (Region Of Interest) que se encuentran en las esquinas y
el centro de las ima´genes. El uso de las regiones de intere´s
permite trabajar con ima´genes de diferentes resoluciones sin
la necesidad de rellenar con ceros las ima´genes y sin el uso
de artefactos de interpolacio´n de color. Para determinar las
caracterı´sticas se calcula el SPN para cada uno de los canales
R, G y B. Asimismo, se calcula el SPN para el canal Y
(luminancia), genera´ndose un total de 36 caracterı´sticas para
representar cada imagen. Despue´s, las ima´genes tomadas por
la ca´mara bajo investigacio´n son etiquetadas como la clase
positiva y las tomadas por las ca´maras disponibles restantes
como las clases negativas. Despue´s de la fase de entrenamiento
de la SVM en la que se calcula el hiper-plano que separa
los casos positivos y negativos toman en cuenta las clases
desconocidas del escenario abierto moviendo el hiper-plano
generado por un valor dado ya sea hacia adentro (hacia las
clases positivas) o hacia afuera (las clases negativas). En los
experimentos utilizan un conjunto de 25 ca´maras digitales
de 9 fabricantes, 150 ima´genes en formato JPEG de cada
ca´mara con diferentes configuraciones de luz, zoom y flash.
Los resultados de los experimentos mostraron una precisio´n
del 94,49 %, del 96,77 % y del 98,10 %, utilizando conjuntos
abiertos con 2/25, 5/25, y 15/25 ca´maras, respectivamente,
definiendo un conjunto abierto x/y como el conjunto de y
ca´maras donde x ca´maras son usadas para entrenar y probar las
ima´genes que pueden pertenecer a cualquiera de las ca´maras
x conocidas, ası´ como a las otras y-x ca´maras desconocidas.
En [8] se basan en el trabajo de [6] para extraer el ruido
del sensor usando el ca´lculo de similitudes como me´todo
de la clasificacio´n. Exponen que el ruido del sensor puede
estar muy contaminado por los detalles de los escenarios y
proponen que entre ma´s fuerte es un componente del ruido
del sensor es menos fiable y por lo tanto debe ser atenuado.
Proponen una forma de atenuar los valores altos del ruido del
sensor y realizan experimentos de identificacio´n con 6 ca´maras
tradicionales diferentes (100 ima´genes de cada ca´mara). Para
las ima´genes de 1536x2048 pixeles obtuvieron una tasa de
acierto del 38.5 % con la implementacio´n sin la mejora y del
80.8 % con la mejora propuesta; para las ima´genes de 512x512
pı´xeles obtuvieron una tasa de acierto del 21.8 % sin la mejora
y del 78.7 % con la mejora propuesta.
III. ALGORITMO DE IDENTIFICACIO´N DE LA FUENTE
Debido a la propiedad determinista del patro´n de ruido del
sensor que esta´ presente en cada imagen capturada, se puede
usar este patro´n como huella para identificar el dispositivo
que genero´ la imagen objeto en investigacio´n. Haciendo una
analogı´a, se puede decir que el patro´n del ruido del sensor es
para una ca´mara digital lo que la huella para un ser humano.
Para poder identificar la marca y el modelo de la ca´mara
digital de un dispositivo mo´vil se requiere de un algoritmo
que nos permita extraer el ruido del sensor y otro que nos
permita obtener las caracterı´sticas de las huellas obtenidas para
ası´ poder clasificarlas e identificarlas.
Tomando como referencia las ideas principales de [6] se
propone un algoritmo para extraer el ruido del sensor (tambie´n
conocido como ruido residual) que se describe en el algoritmo
1.
Con el promediado a cero se limpia la huella de las
caracterı´sticas que no son intrı´nsecas al sensor aplicando como
se sugiere en [9], de tal manera que los promedios de las filas
y de las columnas sean iguales a cero. Esto se logra restando
el promedio de la columna a cada pı´xel de la columna y
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Algoritmo 1: Extraer ruido del sensor
Input: Imagen
varianza: (adaptativa o no adaptativa)
Result: Huella del sensor de la imagen
1 procedure EXTRAERHUELLA(I)
2 Realizar descomposicio´n wavelet de 4 niveles de In;
3 foreach nivel de la descomposicio´n wavelet do
4 foreach c ∈{H,V,D} do
5 Calcular la varianza local;
6 if varianza adaptativa then
7 Calcular 4 varianzas con ventanas de
taman˜os 3, 5 ,7 y 9 respectivamente;
8 Seleccionar la varianzas mı´nima;
else
9 Calcular la varianza con una ventana
de taman˜o 3;
10 Calcular los componentes wavelet sin ruido
aplicando el filtro de Wiener a la varianza;
11 Obtener la imagen limpia del ruido del sensor
aplicando la Transformada Inversa Wavelet;
12 Calcular el ruido del sensor con
Iruido=Ientrada−Ilimpia;
13 Aplicar a Iruido un promediado a cero;
14 Aumentar en Iruido el peso del canal verde con
Iruido=0,3·IruidoR+0,6·IruidoG+0,1·IruidoB ;
15 end procedure
posteriormente restando el promedio de la fila a cada pı´xel de
la fila. Esta operacio´n se aplica a todas las filas y columnas
de la imagen. Despue´s de limpiar la imagen se le da un
mayor peso al canal verde ya que debido a la configuracio´n
de la matriz de color e´ste contiene ma´s informacio´n sobre
la imagen que el resto de los canales de color [10][11]. La
identificacio´n de las ca´maras se realiza utilizando una ma´quina
de soporte vectorial SVM para lo que es necesario extraer una
serie de caracterı´sticas que representen a las huellas de los
sensores. Se calculan un total de 81 caracterı´sticas (3 canales
x 3 componentes wavelet x 9 momentos centrales) mediante
el algoritmo 2.
Con las caracterı´sticas que se extraen tanto de las ima´genes
para entrenamiento como para probar se alimenta la ma´quina
SVM y se obtienen las clasificaciones.
IV. EXPERIMENTOS Y RESULTADOS
Para evaluar la efectividad del algoritmo de identificacio´n de
la fuente de dispositivos mo´viles se realizaron dos experimen-
tos, en los que se consideraron los 1024x1024 pı´xeles centrales
de las fotografı´as como se recomienda ampliamente en [12].
La Tabla I resume los principales para´metros utilizados.
En el primer experimento se probo´ con un grupo de 8
ca´maras digitales de dispositivos mo´viles de 4 fabricantes. De
Apple se consideraron los modelos iPhone3G (A1), iPhone4S
(A2) y iPhone3 (A3); de BlackBerry el 8520 (B1); de Sony
Algoritmo 2: Extraccio´n de Caracterı´sticas
Input: Imagen
Huella del sensor de la imagen
Result: 81 caracterı´sticas
1 procedure EXTRAERCARACTERISTICAS(I)
2 Separar los canales R, G y B de la huella del sensor;
3 foreach canal de color do
4 Hacer una descomposicio´n wavelet de un nivel;
5 foreach c ∈{H,V,D} do









PARA´METROS UTILIZADOS EN LOS EXPERIMENTOS
Para´metro Valor
Tipo de Fotos Sin ninguna restriccio´n
Dimensiones 1024 x1024
Fotos Entrenadas x Ca´mara 100
Fotos Probadas x Ca´mara 100
Ca´lculo de la Varianza Enfoque no adaptativo
Ericsson el UST25a (SE1) y el U5I (SE2); y de Samsung
el GTI9100 (S1) y el GTS5830 (S2). El algoritmo propuesto
obtuvo un porcentaje de acierto promedio de 93.625 % al
identificar entre marca y modelo como se observa en la matriz
de confusio´n de la Tabla II.
Tabla II
MATRIZ DE CONFUSIO´N DEL EXPERIMENTO 1
Ca´mara A1 A2 A3 B1 SE1 SE2 S1 S2
A1 92 1 0 0 0 1 0 6
A2 0 96 0 0 1 0 3 0
A3 0 0 99 0 0 0 1 0
B1 0 0 0 94 0 2 0 4
SE1 7 2 0 0 91 0 0 0
SE2 2 0 0 1 0 94 1 2
S1 4 8 0 0 0 5 83 0
S2 0 0 0 0 0 0 0 100
Con la finalidad de acercarse a escenarios ma´s reales el
segundo experimento se realizo´ con 14 ca´maras digitales de
dispositivos mo´viles de 7 fabricantes. De Apple se conside-
raron los modelos iPhone3G (A1), iPhone4S (A2), iPhone3
(A3) y iPhone5 (A4); de BlackBerry el 8520 (B1); de Sony
Ericsson el UST25a (SE1) y el U5I (SE2); de Samsung el
GTI9100 (S1), el GTS5830 (S2) y el GT-S5830M (S3); de Lg
el E400 (L1); de HTC el DesireHD (H1) y el Desire (H2);
y de Nokia el E61I (N1). El algoritmo propuesto obtuvo un
porcentaje de acierto promedio de 87,214 % como se puede
observar en la matriz de confusio´n de la Tabla III.
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Tabla III
MATRIZ DE CONFUSIO´N DEL EXPERIMENTO 2
Ca´mara A1 A2 A3 A4 B1 SE1 SE1 S1 S1 S3 L1 H1 H2 N1
A1 90 0 0 2 0 0 0 0 7 0 1 0 0 0
A2 0 91 0 3 0 0 0 3 0 0 0 1 2 0
A3 0 0 98 0 0 0 0 2 0 0 0 0 0 0
A4 0 0 1 88 0 0 0 0 0 0 3 6 0 2
B1 0 0 0 2 73 0 0 0 4 0 0 1 0 20
SE1 7 0 0 0 0 80 0 0 0 0 1 12 0 0
SE2 1 0 0 2 2 0 86 1 2 5 1 0 0 0
S1 4 5 0 4 0 0 1 83 0 0 1 0 2 0
S2 0 0 0 0 0 0 0 0 100 0 0 0 0 0
S3 0 0 1 0 0 0 8 0 0 85 0 1 0 5
L1 0 0 0 9 0 6 0 0 2 0 70 13 0 0
H1 2 0 0 0 0 11 0 0 1 0 1 85 0 0
H2 0 6 0 0 0 0 0 0 0 0 0 0 94 0
N1 0 0 0 0 2 0 0 0 0 0 0 0 0 98
V. CONCLUSIONES
En este trabajo se estudian las diferentes te´cnicas de ana´li-
sis forense de ima´genes para solucionar el problema de la
identificacio´n de la fuente de una imagen. Se describe la idea
principal de cada una de las te´cnicas ası´ como algunos de los
trabajos ma´s representativos que se han realizado aplica´ndolas.
De acuerdo a la estructura y funcionamiento de las ca´maras
digitales de dispositivos mo´viles las te´cnicas ma´s adecuadas
para realizar ana´lisis forense en ellas son las que se basan en el
ruido del sensor y las que utilizan las transformadas wavelet.
En virtud de lo anterior se propuso un algoritmo para la iden-
tificacio´n de los dispositivos mo´viles fuente combinando las
te´cnicas basadas en la huella del sensor y en la transformacio´n
wavelet. Por u´ltimo con los experimentos realizados y sus
resultados se demuestra que la combinacio´n de estas te´cnicas
es efectiva para la identificacio´n del modelo y fabricante con
un alto porcentaje de acierto.
Au´n estimando que son buenos los resultados obtenidos por
la te´cnica, obviamente existe margen de mejora de las tasas
de acierto, sobre todo teniendo en cuenta el caso en el que
el nu´mero de ca´maras aumenta considerablemente. Cuanto
mayor sea la mejora en la tasa de acierto mayor sera´ la
posibilidad de aplicacio´n de la te´cnica a situaciones reales. A
grandes rasgos las principales lı´neas de investigacio´n a tener
en cuenta en los trabajos futuros son: mejora en la seleccio´n
del recorte de la fotografı´a (distintas dimensiones y zonas),
optimizacio´n de los para´metros de configuracio´n de la ma´quina
SVM, optimizacio´n en la seleccio´n de la funcio´n wavelet y la
combinacio´n de esta te´cnica con otras como las basadas en las
caracterı´sitcas del color, las basadas en las me´tricas de calidad
de la imagen o las que utilizan otros tipos de caracterı´sticas
extraı´das del ruido del sensor.
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Resumen—En el a´rea de la privacidad de datos, las te´cnicas
para el enlace de registros son utilizadas para evaluar el riesgo de
revelacio´n de un conjunto de datos protegido. La idea principal
detra´s de estas te´cnicas es enlazar registros que hacen referencia
a un mismo individuo, entre diferentes bases de datos. En este
trabajo se presenta una variacio´n del enlace de registros basada
en una media ponderada para calcular distancias entre registros.
Mediante el uso de un me´todo supervisado de aprendizaje
nuestra propuesta permite determinar cuales son los pesos que
maximizan el nu´mero de enlaces entre los registros de la base
de datos original y su versio´n protegida. El resultado de este
trabajo se aplica en la estimacio´n del riesgo de revelacio´n de
datos protegidos.
Palabras clave—enlace de registros (record linkage), privacidad
de datos (data privacy), riesgo de divulgacio´n (disclosure risk).
I. INTRODUCCIO´N
El enlace de registros consiste en el proceso de identi-
ficacio´n de forma ra´pida y precisa de dos o ma´s registros
distribuidos en varias bases de datos (o fuentes de informacio´n
en general) los cuales hacen referencia a la misma entidad
o individuo. Esta te´cnica fue inicialmente introducida por
Dunn [1] en el campo de la sanidad pu´blica, con el fin de
crear historiales me´dicos completos mediante el enlace de
toda la informacio´n recopilada sobre un paciente, la cual
estaba repartida por varias bases de datos. Estos enlaces fueron
posibles gracias a la utilizacio´n de campos clave como el
nombre o la fecha de nacimiento, entre otros. En los siguientes
an˜os, esta idea fue mejorada y matema´ticamente formalizada
[2], [3], [4]. Hoy en dı´a se ha convertido en una popular
te´cnica utilizada por agencias estadı´sticas, comunidades de
investigacio´n y otras instituciones, no solo para la integracio´n
de bases de datos [5], [6], sino tambie´n para la limpieza de
datos [7] o el control de la calidad de los datos [8]. Un claro
ejemplo de la utilizacio´n de estos me´todos es para la deteccio´n
de registros duplicados entre diferentes conjuntos de datos [9].
Debido a la necesidad de distintas agencias gubernamentales
u otras instituciones de coleccionar y analizar grandes cantida-
des de datos confidenciales, las te´cnicas de enlace de registros
fueron recientemente introducidas en el a´rea de la privacidad
de datos. Esta a´rea de investigacio´n proporciona me´todos de
seguridad para las bases de datos estadı´sticos con el fin de
combatir la revelacio´n de informacio´n confidencial contenida
en dichas bases de datos. Privacy Preserving Data Mining
(PPDM) [10] y Statistical Disclosure Control (SDC) [11] son
dos disciplinas cuya funcio´n es la investigacio´n de me´todos
y herramientas para asegurar la privacidad de estos datos.
Dentro de estos campos el enlace de registros se utiliza para
obtener una evaluacio´n del riesgo de revelacio´n de informacio´n
confidencial sobre un conjunto de datos previamente protegido
[12], [14]. Por lo tanto el riesgo de re-identificacio´n de un
individuo se evalu´a mediante la identificacio´n de enlaces de
registros pertenecientes al mismo individuo entre los datos
protegidos y originales. En [13] los autores definen un me´todo
general de evaluacio´n de un conjunto de datos protegido
basado en la combinacio´n de diferentes medidas analı´ticas,
cuyo objetivo es evaluar el riesgo de revelacio´n de informacio´n
confidencial y la evaluacio´n de la cantidad de informacio´n
perdida en el proceso de proteccio´n.
En este artı´culo se introduce un nuevo me´todo de evaluacio´n
del riesgo de revelacio´n con el fin de mejorar la precisio´n de
las te´cnicas actualmente utilizadas. Este consiste en la utiliza-
cio´n de una media ponderada como distancia en el proceso de
enlace de registros y un algoritmo de aprendizaje supervisado,
de manera que el algoritmo de aprendizaje aprenda cuales
son los pesos que maximizan el nu´mero de enlaces entre el
conjunto de datos original y el protegido.
La organizacio´n de este artı´culo es la siguiente. En la
Seccio´n II, se presentan algunos conceptos ba´sicos necesarios
para el resto de las secciones. En la Seccio´n III se describe el
me´todo de aprendizaje supervisado para el enlace de registros
cuando se utiliza la media ponderada. La evaluacio´n del
me´todo presentado se introduce en la Seccio´n IV. Finalmente,
la Seccio´n V presenta las conclusiones del trabajo realizado.
II. ENLACE DE REGISTROS EN LA PRIVACIDAD DE DATOS
En esta seccio´n se presentan algunas ideas y definiciones
ba´sicas para comprender el uso de las te´cnicas de enlace de
registros en el campo de la privacidad de datos.
PPDM y SDC esta´n orientadas a trabajar sobre bases de
datos, principalmente tablas o ficheros (microdata). Estas
bases de datos pueden verse como una matriz, X , de N
filas (registros) y n columnas (atributos), donde cada fila
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corresponde a un u´nico individuo (o entidad). En este contexto
se pueden diferenciar dos tipos diferentes de atributos:
Identificadores: son aquellos atributos que pueden iden-
tificar directamente un individuo, como por ejemplo el
nu´mero de identificacio´n nacional (DNI) o el nu´mero de
cuenta bancaria.
Casi-identificadores: son aquellos atributos que por ellos
mismos no son capaces de identificar un u´nico individuo,
sin embargo, cuando dos o ma´s de ellos son combinados,
pueden identificar inequı´vocamente un individuo. Estos
atributos se pueden dividir a su vez en dos tipos, los
confidenciales (Xc) y los no confidenciales (Xnc), de-
pendiendo del tipo de informacio´n que representen. Un
ejemplo de atributo no confidencial serı´a el co´digo postal,
mientras que un ejemplo de atributo confidencial podrı´a
ser el salario.
Previa publicacio´n de un conjunto de datos X , es necesaria
su proteccio´n mediante la aplicacio´n de un me´todo ρ, el cual
dara´ lugar a un conjunto de datos protegidos Y . Estos me´todos
de proteccio´n solo protegera´n los atributos considerados como
casi-identificadores no confidenciales, Ync = ρ(Xnc), ya que
para asegurar la privacidad de los individuos los identifica-
dores son eliminados y/o cifrados. Los casi-identificadores
confidenciales no son modificados ni eliminados debido a su
intere´s de ana´lisis, por lo tanto quedara´n intactos. De este
modo, podemos ver el conjunto de datos protegido como
Y = ρ(Xnc)||Xc. Este escenario fue presentado en [13] y
posteriormente utilizado en otros trabajos como [14].
En el campo de la privacidad de datos, el enlace de registros
es utilizado para re-identificar individuos entre la base de datos
protegida y la base de datos original, es decir, se usa como una
medida de evaluacio´n del riesgo de revelacio´n. Actualmente
existen dos enfoques diferentes del enlace de registros para
la evaluacio´n del riesgo. El enlace de registros probabilı´stico
(PRL) [16] y el enlace de registros basado en distancias
(DBRL) [17].
En el trabajo realizado en este artı´culo se utiliza el segundo
tipo, el enlace de registros basado en distancias, el cual es
explicado con detalle a continuacio´n.
II-A. Enlace de registros basado en distancias
La idea principal del enlace de registros basado en distancias
es la definicio´n de una funcio´n de distancia. Como es sabido,
dependiendo de la distancia utilizada se pueden obtener resul-
tados completamente diferentes. A continuacio´n se revisan dos
de las distancias ma´s utilizadas y testeadas en la literatura del
DBRL, la distancia Euclı´dea y la distancia de Mahalanobis.
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para indicar el conjunto de atributos de los ficheros X e
Y , respectivamente. Usando esta notacio´n, podemos expresar
los valores de cada atributo de un registro a ∈ X como
a = (V X1 (a), . . . , V
X
n (a)) y un registro b ∈ Y como
b = (V Y1 (b), . . . , V
Y
n (b)). Adema´s, indicaremos la media de
los valores de un atributo V Xi como V
X
i .
La distancia Euclı´dea es usada para bases de datos con
atributos estandarizados. La distancia entre dos registros













La distancia de Mahalanobis se define como:
dMD(a, b)2 = (a− b)′Σ−1(a− b)
donde, Σ = [V ar(V X) +V ar(V Y )− 2Cov(V X , V Y ] y
V ar(V X) es la varianza de los atributos V X , V ar(V Y )
es la varianza de los atributos V Y y Cov(V X , V Y ) es la
covarianza entre los atributos V X y V Y . Si la matriz de
covarianza es una matriz identidad, entonces la distancia
de Mahalanobis se reduce a la distancia Euclı´dea.
III. APRENDIZAJE SUPERVISADO PARA EL ENLACE DE
REGISTROS
En esta seccio´n se presenta el me´todo de aprendizaje
supervisado, el cual se usa junto a una distancia ponderada,
para determinar cuales son los pesos de esta distancia que ma-
ximizan el nu´mero de re-identificaciones entre los registros del
fichero original y protegido. En la Seccio´n III-A se introduce
la distancia usada, la media ponderada, mientras que en la
Seccio´n III-B se introduce el problema de aprendizaje como
un problema de optimizacio´n en base a la media ponderada.
III-A. Distancia ponderadas
Es bien conocido que la multiplicacio´n de la distancia
Euclı´dea por una constante no altera los resultados de ningu´n
algoritmo de enlace de registros. De modo que se puede
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i (b)− V Y i(b)
σ(V Yi )
)2
Esta expresio´n se pude redefinir como,
d(a, b)2 = AM(d1(a, b)
2, . . . , dn(a, b)
2),
donde AM es la media aritme´tica





En general, cualquier operacio´n de agregacio´n C [18] puede
utilizarse: d(a, b)2 = C(d1(a, b)2, . . . , dn(a, b)2).
De esta definicio´n, es trivial la consideracio´n de diferentes
operadores de agregacio´n, como por ejemplo la media ponde-
rada.
Definicio´n 1 Considerando p = (p1, . . . , pn) como un
vector de pesos, es decir, pi ≥ 0 y
∑
i pi = 1. Entonces,
la distancia ponderada se define como:
d2WMp(a, b) = WMp(d1(a, b)
2, . . . , dn(a, b)
2),
donde WMp(c1, . . . , cn) =
∑
i pi · ci.
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III-B. Aprendizaje supervisado
Para simplificar la formalizacio´n del proceso, se asume que
cada registro (fila) bi de Y es la versio´n protegida de ai
de X . Es decir, los dos conjuntos de datos esta´n alineados.
Entonces, dos registros esta´n correctamente enlazados usando
un operador de agregacio´n C cuando la agregacio´n de los
valores ai y bi es ma´s pequen˜a que para ai y bj para todo
i 6= j. Formalmente, ai se considera correctamente enlazado
con bi cuando se satisface la siguiente ecuacio´n para todo
i 6= j.
C(ai, bi) < C(ai, bj) (2)
En condiciones o´ptimas estas desiguales las satisfacen todos
los registros ai. No obstante, en general no se pude esperar
que se cumpla debido a los errores introducidos en el conjunto
de datos por el algoritmo de proteccio´n. Por lo tanto, el
proceso de aprendizaje es formalizado como un problema de
optimizacio´n.
La Ecuacio´n (2) debe ser relajada de manera que la solucio´n
pueda violar alguna de las restricciones. Esta relajacio´n es
formalizada creando el concepto de bloque. Un bloque es
el conjunto de ecuaciones referentes a un registro ai, es
decir, el conjunto de todas las distancias entre un registro
original y todos los registros protegidos. Ası´, podemos asignar
a cada bloque una variable Ki, teniendo tantas variables como
nu´mero de registros. Adema´s, hemos considerado para la
formalizacio´n una constante C que multiplica Ki para superar
las inconsistencias y satisfacer las restricciones. La idea de este
enfoque es que cada variable Ki indique, por cada bloque, si
todas las restricciones correspondientes se satisfacen (Ki = 0)
o si por el contrario, no se satisfacen (Ki = 1). Ası´, si un
registro ai no cumple la Ecuacio´n (2) por algu´n registro bj ,
no importa que otro registro bk (k 6= j) tambie´n viole la
ecuacio´n para el mismo ai. Teniendo en cuenta esta asuncio´n,
el objetivo del problema sera´ minimizar el nu´mero de bloques
que no cumplen sus restricciones. De este modo, podremos
encontrar los pesos que minimizan el nu´mero de violaciones,
o en otras palabras, los pesos que maximizan el nu´mero de
re-identificaciones entre los dos conjuntos de datos.
Utilizando esta notacio´n, tenemos que la siguiente restric-
cio´n tiene que satisfacerse para todos los pares i 6= j.
C(ai, bj)− C(ai, bi) + CKi > 0.
Como Ki = {0, 1}, se pude usar C como una constante,
la cual expresa la mı´nima distancia requerida entre el enlace
correcto y el resto. Cuanto ma´s grande es el valor, ma´s enlaces
correctos se distinguen de los incorrectos.
Utilizando estas restricciones anteriores y el operador de
agregacio´n presentado en la Definicio´n 1, d2WMp, se puede








WMp(ai, bj)− d2WMp(ai, bi) + CKi > 0, ∀i, j = 1, . . . , N, i 6= j
(4)




pi ≥ 1 (7)
Como se puede observar, este es un problema de optimiza-
cio´n con una funcio´n objetivo (Ecuacio´n (4)) y unas restriccio-
nes (Ecuacio´n (5)) lineales. Debido al operador de agregacio´n
usado, se han tenido que an˜adir un par de restricciones al
problema. Las Ecuaciones (6) y (7) hacen referencia a las
restricciones introducidas por el uso de pesos de la media
ponderada.
Teniendo en cuenta que N es el nu´mero de registros y n
el nu´mero de variables de los dos conjuntos de datos X y Y ,
se puede calcular fa´cilmente el nu´mero total de restricciones
del problema. N2 restricciones de la Ecuacio´n (4), N son
las restricciones necesarias para la Ecuacio´n (5), 1 restriccio´n
para la suma de todos los pesos, Ecuacio´n (6), y finalmente
n restricciones de la Ecuacio´n (7). Por lo tanto el problema
tiene un total de N2 +N + n+ 1 restricciones.
IV. ANA´LISIS EXPERIMENTAL
El me´todo presentado en la seccio´n anterior ha sido evalua-
do utilizando diferentes conjuntos de datos protegidos. Para la
proteccio´n de datos se ha utilizado la Microaggregation [5], un
me´todo muy conocido para la proteccio´n de microdatos. Este
me´todo proporciona privacidad mediante la agrupacio´n de los
datos en pequen˜os grupos de k elementos, y posteriormente
reemplazando los datos originales de cada agrupacio´n por su
correspondiente centroide. El para´metro k determina el grado
de proteccio´n aplicado: cuanto mayor es el valor de k, mayor
es la proteccio´n aplicada y a su vez mayor es la informacio´n
perdida en el proceso.
Se han considerando los conjuntos de datos con los siguien-
tes para´metros de proteccio´n:
M4-33: 4 atributos microaggregados en grupos de 2 con
k = 3.
M4-28: 4 atributos, los primeros 2 atributos con k = 2,
y los u´ltimos 2 con k = 8.
M4-82: 4 atributos, los primeros 2 atributos con k = 8,
y los u´ltimos 2 con k = 2.
M5-38: 5 atributos, los primeros 3 atributos con k = 3,
y los u´ltimos 2 con k = 8.
M6-385: 6 atributos, los primeros 2 atributos con k = 3,
los siguientes 2 atributos con k = 8, y los u´ltimos 2 con
k = 5.
M6-853: 6 atributos, los primeros 2 atributos con k = 8,
los siguientes 2 atributos con k = 5, y los u´ltimos 2 con
k = 3.
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Para cada uno de los conjuntos de datos se han prote-
gido 400 registros aleatoriamente extraı´dos del censo [19]
del proyecto European CASC [20], el cual contiene 1080
registros y 13 atributos, y ha sido extensamente usado en
otras investigaciones como [21], [22], [23]. Los grados de
proteccio´n, k, aplicados, varı´an entre la mı´nima proteccio´n
posible, k = 2 y un buen grado de proteccio´n, k = 8,
segu´n [13].
d2AM d2MD d2WM
M4-33 0,84 0,94 0,955
M4-28 0,685 0,9 0,93
M4-82 0,71 0,9275 0,9425
M5-38 0,3975 0,8825 0,905
M6-385 0,78 0,985 0,9925
M6-853 0,8475 0,98 0,9875
Tabla I
RESULTADOS EN EL ENLACE DE REGISTROS BASADO EN DISTANCIAS.
En la Tabla I se muestran los resultados de aplicar los
me´todos esta´ndar de enlace de registros basado en distancias,
d2AM y d2MD, y el nuevo me´todo supervisado basado en la
media ponderada, d2WM , presentado en la Seccio´n III. Los
valores de dicha tabla son el ratio de registros correctamente
re-identificados, de modo que 1 significa que el 100 % de las
re-identificaciones fueron correctas.
Como se puede apreciar, el me´todo presentado obtiene
un incremento relevante en el nu´mero de re-identificaciones
cuando es comparado con los me´todos esta´ndar actualmente
utilizados. Este incremento es especialmente importante al
comparar d2WM con la distancia Euclı´dea, en el cual vemos
un incremento de hasta un 50 % para el conjunto M5-38.
V. CONCLUSIO´N
En este artı´culo se ha introducido una variante de enlace
de registros basado en distancias. Nuestra propuesta utiliza un
algoritmo de aprendizaje supervisado el cual gracias a una
media ponderada permite determinar los pesos de esta que
maximizan el nu´mero de re-identificaciones entre el fichero
original y el protegido. De este modo, se han mejorado los
sistemas esta´ndar de evaluacio´n del riesgo de un fichero
protegido.
Este y otros trabajos en la misma lı´nea de investigacio´n, el
enlace de registros basado en distancias, se pueden encontrar
en los siguientes artı´culos [24], [25].
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Resumen—La presente investigacio´n analiza la problema´tica
actual de la gestio´n de identidades digitales centrada en tres
pilares fundamentales: la seguridad de la solucio´n, su usabilidad y
el coste de su implementacio´n. En este artı´culo se profundiza en la
posibilidad de utilizar el paradigma de la reduccio´n de tiempo de
exposicio´n para garantizar una mejor aproximacio´n a la gestio´n
de identidades, dando lugar a una gestio´n robusta, usable y de
menor coste que soluciones previas. La argumentacio´n teo´rica
se justifica con el desarrollo de la infraestructura de gestio´n
de identidades Latch, analizando datos reales en escenarios de
comunicacio´n comunes en Internet
Palabras clave—gestio´n de identidades, tiempo de exposicio´n,
Latch
I. INTRODUCCIO´N
Cada individuo que accede al mundo digital acumula mu´lti-
ples identidades digitales, cada una correspondiente con la
forma en la que se decide interactuar con los diferentes
servicios. El nu´mero de identidades cuya suma converge en
una u´nica identidad fı´sica se incrementa constantemente, a
pesar de los esfuerzos invertidos en el desarrollo y adopcio´n
de esquemas de federacio´n que permiten delegar los procesos
de autenticacio´n y autorizacio´n en terceros de confianza [1]
[2] [3]. Algunas de las explicaciones que hay detra´s de este
comportamiento son:
La desconfianza en los propietarios de los servicios
digitales que usan los usuarios.
Ver en la generacio´n de identidades digitales la posibili-
dad de ganar en anonimato.
Definicio´n de contenedores que permitan parcelar di-
ferentes regiones de nuestras vidas digitales (trabajo,
amigos, familia, etc.).
Evaluacio´n de la tecnologı´a.
En la pra´ctica, si no se es muy escrupuloso en la forma en la
que se utilizan estas identidades, aparecera´n relaciones entre
todas ellas. De hecho, lamentablemente, es una realidad que
una mayorı´a de usuarios repiten las contrasen˜as en ma´s de un
servicio [4]. Esto plantea un escenario en el que, si el usuario
ha elegido una contrasen˜a que sea deducible, podra´ compro-
meter la seguridad de todas las identidades que confı´en en
un esquema login-password. Incluso si la contrasen˜a que el
usuario ha elegido es una contrasen˜a fuerte, si esta contrasen˜a
se usa en un sistema de seguridad de´bil, podra´ ser capturada
por un atacante. De nuevo si el usuario ha utilizado la misma
contrasen˜a en ma´s de un servicio la fortaleza de las medidas de
seguridad de estos no tendra´ ningu´n valor. Este uso indebido
de las contrasen˜as es tan solo una de las razones por las que
las cifras que modelan el robo de identidad no dejan de crecer
[5].
Este robo de identidades es uno de los problemas ma´s
importantes segu´n el informe[6]. Es un problema que pone
manifiesto la ineficacia de las soluciones propuestas para
proteger la forma en la que los usuarios acceden a los
servicios. Aunque el robo de identidades puede localizarse en
diferentes puntos de los sistemas informa´ticos o estar debido
a equivocadas actitudes de los usuarios, es en los mecanismos
de autenticacio´n y de autorizacio´n donde esta amenaza se
convierte en un ataque al permitir que un usuario ilegı´timo
tenga acceso a recursos so´lo accesibles a los usuarios legı´ti-
mos. Aunque existen multitud de mecanismos para resolver
estos procesos de autenticacio´n y autorizacio´n todos ellos
apuestan por aumentar la complejidad de la contrasen˜a para
impedir su suposicio´n o robo [7][8] y algunos apuestan por
minimizar la probabilidad de que una contrasen˜a se reutilice
para varios servicios[8]. En [9] se propone un criterio de
evaluacio´n que permite comparar unas soluciones frente a
otras. Este criterio propone tres aspectos a evaluar que a su
vez queda descompuesto en diversas me´tricas: la seguridad
que ofrece una solucio´n determinada, la usabilidad y el coste
de su implementacio´n. En la aplicacio´n de este criterio no
es posible encontrar ninguna solucio´n que maximice los tres
aspectos de su definicio´n simulta´neamente.
El NIST estadounidense propone la siguiente relacio´n de
amenazas definidas sobre los sistemas autenticacio´n y, por









Malicious code (Man-in-the-device (MitD) or Man-in-
the-Browser (MitB))
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Aquellas soluciones que ma´s seguridad ofrecen como son
los mecanismos de autenticacio´n y autorizacio´n basados en
el uso de token hardware [10] proponen soluciones de se-
guridad frente a todas las amenazas listadas anteriormente.
Sin embargo, adolecen de una baja usabilidad y su coste
de implementacio´n es muy alto. En este artı´culo se propone
una solucio´n de seguridad que propone un nivel de seguridad
comparable a estos token hardware pero sin menoscabar su
usabilidad y simplificando la complejidad de su adopcio´n por
los proveedores de los servicios.
II. PARADIGMA DE LA REDUCCIO´N DEL TIEMPO DE
EXPOSICIO´N
La mayorı´a de los modelos de seguridad en los que se basan
las soluciones existentes realizan una serie de asunciones para
determinar cua´l es el escenario en el que se propone su
utilizacio´n. Es frecuente encontrar asunciones que consideran
que los atacantes dispondra´n de recursos infinitos para la
implementacio´n de sus ataques. Estos recursos son los medios
materiales y el tiempo de los que podra´n disponer para
vulnerar las medidas de seguridad. En base a esta asuncio´n
es posible hacer una estimacio´n relativa a que´ amenazas
se pretende hacer frente cuando se propone una medida de
seguridad.
La idea principal de este trabajo se centra en proponer una
propuesta que complemente a los sistemas de autorizacio´n
y autenticacio´n actuales, por tanto el cambio pudiera ser
inmediato y no abrupto, centra´ndose en el paradigma de la
reduccio´n del tiempo de exposicio´n. Si se limita los recursos
que un atacante puede aplicar para vulnerar las medidas de
seguridad (autenticacio´n y autorizacio´n) se deberı´a minimizar
el robo de identidades. El tiempo de exposicio´n que un sistema
de autorizacio´n y autenticacio´n esta´ expuesto a un atacante,
cuando un usuario legı´timo no tiene intencio´n de autenticarse,
es crı´tico. Analı´ticamente esta propuesta puede razonarse de
la siguiente forma:
Si se define la relacio´n entre el e´xito (o fracaso) de un
ataque a un sistema de autenticacio´n y el tiempo en que
este sistema esta´ accesible (tiempo de exposicio´n) como una
probabilidad condicionada p(SuccessfulAttack—exposed)
es posible cuantificar el riesgo relativo RR como 1:
RR =
p(SuccessfulAttack|exposed)
p(SuccessfulAttack|unexposed) > 1 (1)
Es decir, asumimos que existe una relacio´n directa entre
la probabilidad de e´xito de un ataque sobre un sistema y
la exposicio´n de este sistema. Nuestra intuicio´n nos lleva a
plantear la hipo´tesis de que esta probabilidad sera´ menor si
existe una reduccio´n en esta exposicio´n que si no se adopta
ninguna medida que reduzca dicha exposicio´n. Si, intuitiva-
mente, podemos considerar esta hipo´tesis como va´lida, del








La ecuacio´n 2 refleja el odd ratio (OR) que mide la
probabilidad condicionada en el comportamiento de dos gru-
pos, que en esta argumentacio´n esta´n formados por aquellos
ataques en los que no hay lı´mite en el tiempo en el que
los objetivos del ataque son accesibles y los ataques que si
encuentran restricciones en la exposicio´n de estos servicios.
Si se considera que OR>1 entonces se puede concluir que
existe una mayor probabilidad de e´xito de ataque si existe
un sistema expuesto continuamente. A partir de este punto,
puede deducirse el porcentaje de riesgo atribuible (attributable
risk percentage, ARP) a la reduccio´n de la exposicio´n de
los sistemas, ecuacio´n 3, que indica que´ porcio´n de ataques
exitosos podrı´an ser evitados (independientemente del sistema
de autorizacio´n que utilice un proveedor de servicios) si se





Esta expresio´n 3 permite estimar, conocido RR, si la in-
versio´n requerida para habilitar estos procesos encaminados
a reducir el tiempo de exposicio´n es aceptable o no, en
comparacio´n con el riesgo a sufrir un ataque y el dan˜o que este
ataque puede producir (ARP). La experiencia profesional y el
conocimiento te´cnico de las te´cnicas de ataque a los sistemas
protegidos por la reduccio´n de su exposicio´n, confirman la
asuncio´n inicial de que el riesgo relativo es mayor que
1. Las ecuaciones anteriores reflejan claramente la utilidad
de incorporar estos principios a los sistemas de autentica-
cio´n/autorizacio´n actuales. No obstante todavı´a quedan una
serie de preguntas en el aire que no es posible resolver sin
experimentacio´n:
1. Co´mo de costoso/complejo serı´a implantar este concepto
en sistemas de autorizacio´n actuales. Entendiendo que
el sistema, como tal, no se modifica si no que se
le proporciona una capa extra que gestione esta
caracterı´stica.
2. Usabilidad. Por definicio´n un sistema de autenticacio´n
es un entorno inco´modo para un usuario, es algo que se
interpone entre e´l y los servicios que desea consumir lo
ma´s ra´pido y fa´cil posible. ¿Supone algu´n inconveniente
esta capa extra de seguridad?
3. Mitigacio´n/utilidad. Por desgracia, no es sencillo estimar
de manera especı´fica y pormenorizada el impacto de
este tipo de mecanismos en el fraude y vulneracio´n de
mecanismos de proteccio´n actual en Internet. Existen
multitud de informes globales (medidas reales pero
agregadas) pero es difı´cil conocer valores reales para
evaluar si un mecanismo de seguridad concreto mejora
o no la situacio´n actual en la proteccio´n de identidades
digitales.
En los siguientes apartados, mediante experimentacio´n, se
podra´ obtener algunas medidas reales de la utilizacio´n de este
paradigma en escenarios reales y estimar con mayor precisio´n
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su utilidad si fuera adoptada en el mercado.
III. PESTILLOS DIGITALES. MINIMIZAR EL TIEMPO DE
EXPOSICIO´N CON LATCH
La aplicacio´n del paradigma de la reduccio´n de tiempo de
exposicio´n a sistema de autenticacio´n en escenarios reales se
podrı´a aplicar de diferentes formas. Nuestra propuesta se cen-
tra en la utilizacio´n del concepto de pestillos (latch, en ingle´s)
digitales, este concepto, como se vera´ posteriormente, intro-
duce una serie de ventajas notorias en te´rminos de seguridad,
anonimato, usabilidad y transparencia. El concepto de pestillo
digital es sencillo de entender con un sı´mil cotidiano. Cuando
una familia esta´ en su casa adema´s de cerrar la cerradura
utilizando sus llaves podrı´a instalar un cerrojo/pestillo que
podrı´a utilizar para proporcionar mayor seguridad a su puerta.
Las ventajas que introduce esto son las siguientes:
1. La seguridad no depende de las llaves que tenga la
familia y que un atacante podrı´a haber duplicado o
robado una copia.
2. El pestillo es una capa extra. El usuario decide cua´ndo
esta´ activo o no (tiempo de exposicio´n) no interfiriendo
en la forma en la que se implementa la seguridad por
parte de un fabricante de sistemas de autenticacio´n (en
nuestro caso, la puerta o la seguridad de la cerradura de
la misma). Como se vera´ posteriormente el proveedor
de servicios podrı´a considerar o no este pestillo, esto
da garantı´a absoluta de que un gestor de un sistema de
autenticacio´n tiene el control del sistema independien-
temente del estado del pestillo digital.
3. El sistema es muy sencillo. En su generalizacio´n a
servicios digitales facilitarı´a homogenizar la seguridad
de diferentes cuentas digitales (identidades) con uno
o pocos pestillos digitales. Esto ofrece un nivel de
seguridad comparable al nivel 4 definido por el NIST
[10].
El concepto de pestillo digital se ha llevado a la pra´ctica
en el desarrollo de la arquitectura Latch. En esencia, la
arquitectura propuesta tiene dos fases: el pareado de cuentas
y el modo de operacio´n. El pareado de cuentas (1) supone
vincular, sin que ello suponga niguna pe´rdida de privacidad
por parte del usuario, una cuenta de un proveedor de servicios
con una cuenta de un usuario de Latch. Informacio´n detallada
puede encontrarse en [11], esta arquitectura puede resumirse
de la siguiente forma:
1. El proveedor de servicios que utiliza un sistema de
autenticacio´n determinado podra´ disponer de una capa
extra (pestillo digital). Esta informacio´n la recibira´ por
un canal especı´fico con las protecciones adecuadas (con-
fidencialidad, integridad y autenticidad). Para facilitar la
integracio´n de Latch con la arquitectura del proveedor de
servicios se proporcionan SDKs en diferentes lenguajes
(.net, ruby, .c, python, php, java, dotnetnuke) ası´ como
mu´ltiples plugins (drupal6, drupal7, joomla, prestashop,
redmine, wordpress, openvpn, ssh, roundcube, squirrel-
Mail) [11].
2. Latch no interfiere en la forma en que un sistema
de autenticacio´n/autorizacio´n toma sus decisiones, por
tanto el sistema podrı´a obviar esta informacio´n. No
parece razonable que si implementa esta capa ignore
el pestillo definido, no obstante se habilita esta carac-
terı´stica para que si existiera algu´n problema a la hora
de recibir la informacio´n del pestillo (por ejemplo en un
entorno de tiempo real limitado a una respuesta antes
de 2 milisegundos) pudiera decidir que´ hacer con la
autorizacio´n concreta de un usuario, permitir acceso o
no. Tal es la flexibilidad que actualmente ya existen
proveedores de cierta relevancia que utilizan Latch:
Telefo´nica, Movistar, Acens, Tuenti, Grupo Cortefiel,
Cajamar, Universidad de la Rioja o la Universidad de
Salamanca.
3. La gestio´n de los pestillos digitales se traslada a una
aplicacio´n mo´vil (disponible para android, iphone, win-
dows mobile y firefox os) [12]. Acercando el control de
la identidades digitales al usuario. El usuario mediante la
aplicacio´n movil podra´ vincular uno o ma´s pestillos con
la autenticacio´n de servicios/operaciones concretas de un
proveedor. Por tanto, el usuario solo tendra´ que hacer
ON/OFF en sus pestillos y el proveedor de servicios
solo necesitara´ consultar el estado de los mismos antes
de proceder a la autenticacio´n.
Figura 1: Proceso de pareado de cuentas con Latch
Una vez que se ha completado el proceso de pareado de
cuentas, el usuario esta´ en disposicio´n de poder determinar
cua´l es el nivel de exposicio´n de los servicios y operaciones
proporcionadas por el proveedor con quien ha contratado los
servicios (figura 2). Cuando un usuario solicita alguna de estas
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operaciones (e.g. el login en el servicio), el proveedor, que
habra´ integrado en la lo´gica de sus sistemas las llamadas
ba´sicas que aseguran la lo´gica de la interaccio´n con Latch,
solicitara´ el estado en el que el usuario en cuestio´n habı´a
decido que, en ese instante, se encontrara la operacio´n. El
servidor de Latch recuperara´ el estado de esta operacio´n y
se la devolvera´ al proveedor. Si el estado de esta operacio´n
fuera bloqueado, el proveedor podrı´a deducir que esta´ ante un
intento fraudulento de acceso y actuar en consecuencia.
Con todas estas caracterı´sticas queda claro que es posible
disen˜ar una solucio´n basada en el paradigma de la reduccio´n
del tiempo de exposicio´n, enmascarando la complejidad de
la plataforma, simplificando su uso y minimizando el cos-
te/tiempo tanto a usuarios como a proveedores. Del mismo
modo son notorios aspectos de flexibilidad de la propuesta.
Algunos de ellos son:
1. Configuracio´n de polı´ticas de gestio´n de identidades ba-
sadas en mu´ltiples para´metros: tiempo, geolocalizacio´n,
etc.
2. Delegacio´n del acceso a sus cuentas a otros usuarios.
Por ejemplo, serı´a u´til para control parental.
3. Monitorizacio´n por parte del usuario de accesos basado
en robo de identidad. Permite tomar contramedidas
frente al posible robo de claves de acceso.
4. One-time use. Los servicios pueden configurarse para
que se habiliten cuando el usuario se autentica pero
inmediatamente despue´s no permita autenticarse de nue-
vo por un atacante que tuviera las claves. Esto lleva
al extremo la proteccio´n basada en mı´nimo riesgo de
exposicio´n.
Figura 2: Arquitectura propuesta para garantizar la reduccio´n
del tiempo de exposicio´n
En este punto, se puede observar que mediante el disen˜o y
desarrollo de la arquitectura Latch es viable aplicar el paradig-
ma de reduccio´n de tiempo de exposicio´n a entornos reales con
sistemas de autenticacio´n variados. Demostrando como estas
propuestas pueden adaptarse ra´pidamente a servicios actuales.
Para concluir nuestra investigacio´n, cubierto ya la inves-
tigacio´n analı´tica y el entorno de experimentacio´n, presenta
intere´s analizar datos reales de cientos de usuarios, a modo
de ejemplo, en un CMS (Content Management System) real,
ası´ como analizar tendencias en el uso de nuevos mecanismos
de seguridad basados en el paradigma que implementa Latch.
IV. EJEMPLOS DE USO
IV-A. Ejemplos de uso en un CMS (CONTENT MANAGE-
MENT SYSTEM)
En la actualidad la plataforma Latch tiene 4 meses de vida
y aunque es un perı´odo corto ya cuenta con ma´s de 600
integradores (proveedores de servicios) y miles de usuarios
registrados. En la situacio´n actual es posible estudiar una serie
de comportamientos relacionados con el uso de los sistemas
de autenticacio´n. En esta investigacio´n se centra el foco en
el servicio en produccio´n que ma´s usuarios tiene actualmente
Latch. Estamos hablando en concreto del Content Management
System Joomla [13]. Joomla es un Sistema de gestio´n de
contenidos que permite desarrollar sitios web dina´micos e
interactivos. Permite crear, modificar o eliminar contenido
de un sitio web de manera sencilla a trave´s de un panel
de administracio´n. Latch protege las cuentas de usuarios en
su autenticacio´n (independientemente su rol). Joomla tiene
pareados 24797 usuarios, lo cual es una cantidad razonable
para extraer alguna conclusio´n real sobre el uso del paradigma
de reduccio´n de tiempo de exposicio´n en usuarios reales.
En primer lugar puede observarse como en el 22 % de las
solicitudes han intentado accesos ilegı´timos (con credenciales
va´lidas). Este acceso ha sido bloqueado dado que el bloqueo
estaba activo, el usuario legı´timo fue notificado de dicha
circunstancia. Del mismo modo se detecta que el 69 % de
los usuarios han configurado alguna opcio´n de autobloqueo
(temporizador para cerrar cerrojo si abierto), ası´ como existe
un nu´mero menor de usuarios, un 17 % que desea aprovechar
caracterı´sticas extras de Latch y utilizarlo como un canal de
segundo factor (OTP). Cada vez que alguien se autentique en
la web y el cerrojo esta´ abierto se solicitara´ introducir una
clave de un solo uso enviado al mo´vil del usuario original.
Figura 3: Panel de control simplificado de Latch
IV-B. Ejemplo y tendencias en proteccio´n frente a fraude
bancario
Es difı´cil cuantificar el efecto de aplicar una medida de
seguridad como es Latch. Aunque si bien es cierto que permite
devolver al usuario la sensacio´n de control sobre su vida
digital, es complicado trasladar esta sensacio´n a una me´trica
cuantitativa. Por otro lado, aunque su aplicacio´n sı´ ofrecerı´a
resultados medibles desde la perspectiva de los integradores
de esta tecnologı´a, por ejemplo, en te´rminos de prevencio´n
del fraude, las polı´ticas de privacidad de las compan˜ı´as, que
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Tabla I: Impacto de Latch en las pe´rdidas por fraude CNP
Q4 - 2013 Q1 - 2014 Q2 - 2014 Q3 - 2014 Q4 - 2014 Q1 - 2015 Q2 - 2015 Q3 - 2015 Q4 - 2015
A 0,00012 0,05087 0,1016 0,1524 0,2031 0,2539 0,3046 0,3554 0,4061
B 47779 20804529 41561279 62318029 83074779 103831529 124588279 145345029 166101779
C 2,29·108 9,99·1010 1,99·1011 2,99·1011 3,99·1011 4,98·1011 5,98·1011 6,98·1011 7,97·1011
D 2,9347·10−2 2,8500·10−2 2,7653·10−2 2,6806·10−2 2,5960·10−2 2,5113·10−2 2,4266·10−2 2,3419·10−2 2,2572·10−2
E 6,73·104 2,85·107 5,52·107 8,02·107 1,04·108 1,25·108 1,45·108 1,63·108 1,80·108
F 43,02 42,60 42,40,48 34,18 43,77 47,55 43,06 47,71 49,32
G 2,90·104 1,21·107 2,34·107 2,74·107 4,53·107 5,95·107 6,25·107 7,79·107 8,88·107
apuestan por el uso de Latch, hacen imposible la publicacio´n
de esta informacio´n. Por ello, y para finalizar este artı´culo,
se presenta una simulacio´n que pretende estimar a cua´nto
podrı´a ascender la cantidad prevenida de ser defraudada en
caso de que se apostara por Latch como medida de proteccio´n
de uno de los tipos de fraude que ma´s impacto ha tenido
en los u´ltimos tiempos. En [14] se justifica una tendencia
descendente en la cantidad defraudada por el uso fraudulento
de tarjetas de cre´dito. A pesar de ello la cantidad absoluta
perdida debido a esta lacra en 2013 ha sido pro´xima 1030
millones de euros. Esta cantidad se divide en tres tipos de
fraude que tienen que ver con estas tarjetas: fraude relacionado
con los procesos en los que no es posible la comprobacio´n
de que efectivamente se esta´ en posesio´n de la tarjeta (Card
Not Present (CNP)) (e.g. procesos de compra por Internet),
fraude derivado de su utilizacio´n en terminales punto de venta
(Point Of Sale (POS)) sin supervisio´n y derivado de su uso
en cajeros automa´ticos (Automatic Teller Machine (ATM)).
Para este estudio concreto, se propone el uso de Latch como
medida mitigadora del fraude CNP. Se trata de un escenario en
el que la necesidad de comprobar que quie´n esta´ solicitando
una operacio´n es quien dice ser, hoy por hoy, no se ha
resuelto eficientemente. Con Latch, y gracias al canal extra
de seguridad que facilita, es posible, a dı´a de hoy, demostrar
que quie´n esta´ solicitando la operacio´n, al menos, conoce las
credenciales de acceso a Latch.
Para poder estimar en que´ medida la implantacio´n de Latch
puede suponer un beneficio para, en este caso, las entidades
bancarias que emitan tarjetas para sus clientes es necesario
modelar la adopcio´n de una nueva tecnologı´a. Para esta labor
se han utilizado las me´tricas propuestas por la International
Telecommunication Union [15] para estimar la evolucio´n en la
madurez tecnolo´gica de distintas regiones. Esta madurez mide
diferentes aspectos de las sociedades tecnolo´gicas, entre los
cua´les esta´n el acceso a las nuevas tecnologı´as y la formacio´n
en su uso adecuado. Se ha trasladado la tendencia definida
en el informe [16] a la forma en que podrı´a comportarse
el nu´mero de usuarios de Latch en los paı´ses de Europa
occidental y se han fijado las condiciones iniciales en el
nu´mero de usuarios que existen ya para Latch en el primer
cuarto de 2014 y el porcentaje de la poblacio´n de Europa
Occidental (409000000 habitantes) que posee un smartphone
(56 %). En la fila A de la tabla I, se indica cua´l es el
porcentaje de adopcio´n esperado de Latch a lo largo del an˜o
2014. En la fila B se traduce este porcentaje al nu´mero de
usuarios esperados de Latch. Adema´s, en esta adopcio´n, se
han considerado una serie de perturbaciones para modelar las
fluctuaciones debidas a condicionantes externos (noticias, etc)
sobre los gustos de los usuarios. Ası´, a partir de los usuarios
registrados durante el primer cuarto del an˜o 2014 (50000
usuarios de Latch), es posible estimar cua´l sera´ el nu´mero
de usuarios de Latch durante un an˜o. En la fila C se establece
la cantidad movida por usuarios de Latch usando sus tarjetas.
A partir de este valor, y usando los datos de los informes
mencionados, es posible determinar la evolucio´n del fraude en
relacio´n con el aumento de transferencias (fila D) y la cantidad
defraudada por fraude de tarjetas por usuarios de Latch (fila
E). A partir de esta informacio´n ha sido posible estimar cua´l
sera´ la evolucio´n del fraude CNP (fila F) y, por u´ltimo, el
ahorro esperado por el uso de Latch en la fila G.
V. CONCLUSIONES
La presente investigacio´n pone de relieve la problema´tica
actual de la gestio´n de identidades digitales en Internet. Aun-
que muchas propuestas se han realizado, entre ellas esfuerzos
notorios en esquemas de federacio´n de identidades, hoy dı´a no
existe una propuesta definitiva que sin irrumpir bruscamente
en cambios a los sistemas de autenticacio´n actuales (y en
funcionamiento) proporcione cierta seguridad extra, sea usable
y el coste de implementacio´n sea asumible (debe pensarse que
en el peor de lo casos se compite con un sistema ampliamente
difundido y de bajo coste como es el par usuario-contrasen˜a).
Nuestra propuesta introduce de manera innovadora el con-
cepto de pestillo digital y lleva a la pra´ctica en una plataforma
real, Latch, que aunque con pocos meses de vida esta´ siendo
utilizada por miles de usuarios. Se analizan datos reales
en un escenario de ejemplo y se compara con diferentes
estudios globales con el fin de demostrar la viabilidad de
aplicar el concepto de reduccio´n del tiempo de exposicio´n a
la proteccio´n de las identidades digitales.
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Resumen—Los motores de bu´squeda en Internet (como por
ejemplo Google, Bing, Yahoo, AOL, etc.) almacenan en sus servi-
dores las consultas efectuadas por los usuarios. Esta informacio´n
les permite crear perfiles, y ası´ mejorar el servicio ofrecido
(resultados personalizados, sugerencias, correcciones, etc.). Sin
embargo, estos perfiles pueden tambie´n comprometer el derecho
a la privacidad de los usuarios. La informacio´n que contienen
puede servir para identificar a un usuario y ası´ relacionar su
identidad con consultas personales y confidenciales. Por esta
razo´n, es necesario aplicar alguna medida de control que proteja
la privacidad de los usuarios de motores de bu´squeda. Este
artı´culo presenta un entorno P2P disen˜ado para permitir que
los usuarios se agrupen en diferentes categorı´as en funcio´n
de su perfil y puedan ejecutar un protocolo para proteger su
privacidad.
Palabras clave—Motor de bu´squeda (Web Search Engine), Per-
fil de usuario (User Profile), Privacidad (Privacy), Recuperacio´n
privada de la informacio´n (Private information retrieval), Servicios
personalizados (Customized Services), Sistema P2P (P2P System)
I. INTRODUCCIO´N
Los motores de bu´squeda en Internet (en ingle´s, Web Search
Engines - WSEs) son una herramienta ba´sica para encontrar
contenidos y pa´ginas en Internet. Los motores de bu´squeda
almacenan informacio´n de las pa´ginas Web, la indexan y
responden a las consultas de los usuarios con una lista de
resultados que corresponden a los enlaces a las pa´ginas que
contienen la informacio´n buscada.
El e´xito de un motor de bu´squeda respecto a los otros reside
en la adecuacio´n de los resultados a los intereses del usuario.
Por ejemplo, consideremos un usuario que consulta el te´rmino
“Mercurio”. Si el usuario esta´ interesado en la astronomı´a, el
motor de bu´squeda deberı´a mostrar los resultados relacionados
con el planeta. Por el contrario, si sus intereses se centran en
la quı´mica, los resultados deberı´an corresponder al elemento
quı´mico.
Por esta razo´n, para un motor de bu´squeda es necesario
conocer los intereses de sus usuarios. Para ello, basa´ndose
principalmente en el historial de consultas, los motores de
bu´squeda crean un “perfil” de usuario que permite personalizar
los resultados de acuerdo con los intereses de cada usuario.
Aunque los perfiles sirven para mejorar la calidad del
servicio, tambie´n pueden ser una amenaza para la privacidad.
El historial de consultas puede contener informacio´n personal
que permita identificar de forma u´nica a un usuario. Por
ejemplo, un usuario que busca su nombre completo, su nu´mero
de seguridad social, su residencia, ocupacio´n, etc. Adema´s
las consultas pueden contener informacio´n sensible como
problemas de salud, la orientacio´n sexual, polı´tica, religio´n,
etc.
El almacenamiento en servidores remotos de esta informa-
cio´n puede suponer un riesgo, y por lo tanto necesita ser
protegida. Sin embargo, el esca´ndalo de AOL [1] demostro´ que
los usuarios no pueden confiar en la proteccio´n ofrecida por los
motores de bu´squeda. En este caso, se publicaron 20 millones
de consultas realizadas por 658.000 usuarios. Algunos de ellos
fueron identificados, y su identidad pudo ser relacionada con
las consultas que habı´an realizado, quedando ası´ su privacidad
expuesta.
Los motivos anteriores ponen de manifiesto un compromiso
entre la privacidad y la calidad del servicio recibido. Por un
lado, los usuarios necesitan tomar alguna medida para proteger
su privacidad. Por otro lado, los usuarios pueden ser reticentes
a utilizar un sistema que les proporcione privacidad pero cuya
respuesta sea lenta, o los resultados que les interesen no
este´n en las primera pa´ginas. Si un usuario ofusca su perfil
de manera significativa, obtendra´ una buena proteccio´n de su
privacidad, pero tambie´n recibira´ un peor servicio, y viceversa.
En este artı´culo se propone un me´todo que ofrece un
compromiso aceptable entre privacidad, utilidad del perfil y
tiempo de respuesta.
I-A. Estado del arte
La proteccio´n de la privacidad frente a los motores de
bu´squeda es un tema tratado con anterioridad en distintos
trabajos. Una forma de clasificar estos trabajos es de acuerdo
con el nu´mero de usuarios que participan en el protocolo:
existen protocolos single-party y multi-party. Los protocolos
single-party permiten que un usuario proteja su privacidad
de forma individual. Los protocolos multi-party requieren un
grupo de usuarios que colabore para proteger su privacidad.
Los protocolos single-party se basan en generar consultas
falsas [2] o en modificar las consultas que son enviadas a los
motores de bu´squeda [3]. Sin embargo, algunas propuestas
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(p.e. [4], [5]) muestran que las consultas generadas por una
ma´quina no tienen las mismas caracterı´sticas sinta´cticas y
sema´nticas que las consultas humanas. De acuerdo con los
trabajos de [4] y [5], es posible detectar consultas automa´ticas
con una probabilidad de error muy baja (alrededor de 0,02 %).
Otra opcio´n dentro de los protocolos single-party es usar un
canal ano´nimo como por ejemplo Tor [6]. No obstante, en este
caso el motor de bu´squeda no es capaz de generar un perfil
del usuario, ofreciendo una peor calidad del servicio (ver [7]
para ma´s detalles).
Por otro lado, los protocolos multi-party no esta´n afectados
por los errores de deteccio´n de consultas falsas, y generalmente
son ma´s ra´pidos que los esquemas basados en canales ano´ni-
mos. En estos protocolos, los usuarios ofuscan su perfil con
consultas falsas generadas por otros usuarios. La obtencio´n de
estas consultas falsas se realiza mediante la creacio´n de grupos
de usuarios, que pueden ser dina´micos [7], o esta´ticos [8], [9].
Los protocolos con grupos dina´micos utilizan un servidor
para agrupar a los usuarios. Este nodo puede ser un cuello
de botella, o puede suponer problemas de seguridad, o sufrir
ataques de denegacio´n de servicio.
En los protocolos con grupos esta´ticos, no es necesario un
servidor que cree dina´micamente los grupos. Sin embargo,
el problema en este caso es que los grupos contienen los
mismos usuarios en cada ejecucio´n del protocolo, existiendo
la posibilidad de que usuarios deshonestos creen perfiles de
los otros miembros del grupo.
I-B. Contribucio´n y organizacio´n del artı´culo
Considerando las ventajas y desventajas de las soluciones
con grupos dina´micos y esta´ticos, en este trabajo se propone
una solucio´n hı´brida. El sistema presentado en este artı´culo
clasifica a los usuarios de los motores de bu´squeda en grupos,
donde cada grupo representa una tema´tica o categorı´a. Un
usuario puede pertenecer a varios grupos (si su perfil, generado
a partir de su historial de consultas, contiene diversas cate-
gorı´as) durante una “sesio´n”, es decir, un perı´odo de tiempo
variable en el que el usuario envı´a consultas al motor de
bu´squeda de forma regular. Cuando esta sesio´n finaliza, el
usuario se desconecta del sistema, cambiando la topologı´a de
los grupos y hacie´ndola ası´ dina´mica.
La principal contribucio´n respecto a trabajos anteriores es la
creacio´n y mantenimiento de perfiles dina´micos. El beneficio
que obtiene el usuario del sistema es que enviara´ siempre
consultas cuya tema´tica este´ ligada a sus intereses. E´sto
protege su privacidad ya que ofusca su perfil (no contiene sus
consultas reales), pero mantiene sus intereses (permitiendo la
obtencio´n de resultados personalizados).
En la Seccio´n I-A se describen brevemente las principales
propuestas para proteger la privacidad de los usuarios de los
motores de bu´squeda. En la Seccio´n II se presenta la arquitec-
tura propuesta y en la Seccio´n III el protocolo de privacidad.
La Seccio´n IV presenta los resultados de la simulacio´n del
sistemas propuesto. Finalmente, las conclusiones se describen
en la Seccio´n V.
II. ARQUITECTURA PROPUESTA
El objetivo principal de nuestra propuesta es construir una
arquitectura P2P que permita que los usuarios se agrupen en
diferentes categorı´as en funcio´n de sus perfiles. En esta seccio´n
se explica en detalle la arquitectura que compone la red Peer-
to-Peer de manera que los usuarios puedan agruparse segu´n
su perfil en redes no estructuradas. Para ello, a continuacio´n
se definen la estructura del perfil considerado y la topologı´a
de la red. En esta seccio´n se explica en detalle la arquitectura
que compone la red Peer-to-Peer.
II-A. El vector Perfil
Para definir el vector que caracteriza el perfil del usuario, el
sistema utiliza las categorı´as definidas en el Open Directory
project (ODP) [10]. ODP es una clasificacio´n ampliamente
aceptada de las diferentes categorı´as que existen de pa´ginas
Web. Esta clasificacio´n se realiza a varios niveles. Por ejemplo,
la consulta “Michael Jordan” estarı´a clasificada en ODP bajo
las categorı´as (de ma´s general a ma´s especı´fica) “deportes
: baloncesto: profesional: NBA: jugadores”. Por cuestiones
de simplicidad, llamaremos L al nivel de la categorı´a, ası´ la
categorı´a “deportes” se encuentra a nivel L = 1, la categorı´a
“profesional” a nivel L = 2, etc. Asimismo, llamaremos CL
al conjunto de categorı´as que se encuentran en un nivel, y s al
nu´mero de categorı´as que contiene el nivel. Por ejemplo, en el
nivel L = 1 hay s = 16 categorı´as, C1 = {c1, . . . , c16}={arte,
negocios, ordenadores, juegos, salud, hogar, infancia y adoles-
cencia, noticias, ocio, referencia, regional, ciencia, compras,
sociedad, deportes, mundo}.
Definimos tambie´n Qi = {q1, . . . , qk} como el conjunto
de consultas generadas por el usuario i, y ELi = {c1, . . . , ck}
como el conjunto de categorı´as de nivel L a las que pertenecen
las consultas de Qi. Para obtener la categorı´a a la que pertene-
ce cada consulta, se utiliza el me´todo de ana´lisis textual, como
el propuesto en [11]. Este me´todo aplica, para cada consulta,
un ana´lisis morfosinta´ctico y sema´ntico, cuyo resultado final
es la categorı´a ODP a la que pertenece la consulta.
Finalmente, definimos el perfil PLi de un usuario i en el
nivel L como un vector, donde cada posicio´n corresponde al
peso w de una categorı´a del nivel L, PLi = {wc1 , . . . , wcs}.
Cada peso w es el nu´mero de apariciones de esa categorı´a en
ELi .
Por ejemplo, consideremos que nuestro sistema esta´ fijado
para L = 1. Consideremos tambie´n un usuario a que ha
generado k = 3 consultas Qa = {q1, q2, q3}, con categorı´as
E1a =arte, deporte, arte. El perfil resultante serı´a P
L
i =
{2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0}.
Este perfil es dina´mico, es decir, a medida que el usua-
rio vaya enviando ma´s consultas, mayor informacio´n con-
tendra´ su perfil. Por ejemplo, si el usuario a envı´a otra query
q4 de arte, y otra q5 de negocios, su perfil sera´ PLi =
{3, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0}.
II-B. Estructura de la red
Los usuarios se conectan entre ellos usando una red P2P.
Esta red esta´ formada por varios clusters, donde cada cluster
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representa cada una de las categorı´as de nivel L. Esto quiere
decir que, por ejemplo, para L = 1 tendremos una red P2P
formada por 16 clusters.
Dentro de cada cluster, existe un nodo llamado superpeer
que mantiene la lista de direcciones de los nodos que perte-
necen a ese cluster. Dependiendo de su perfil, un nodo puede
estar conectado a uno o varios clusters.
Para acceder a la red, se utiliza un servidor bootstrap,
encargado de mantener y proporcionar la lista de superpeers
(direcciones IP) a los nuevos nodos.
A continuacio´n se describe con mayor detalle las formas
que existen de cambiar la estructura de la red.
II-B1. Nueva conexio´n de un nodo: Como muchas redes
P2P, la red se construye gradualmente a medida que nuevos
nodos se conectan al sistema. Los pasos para insertar un nuevo
nodo en el sistema son:
1. Consideramos un nuevo usuario i que quiere enviar
una consulta qi. En primer lugar, el sistema extrae la
categorı´a cj a la que pertenece qi y crea el perfil inicial
del usuario PLi = {0c1 , . . . , 1cj , . . . , 0cs}
2. El usuario i se conecta al bootstrap, que le envı´a la lista
de superpeers existentes en el sistema. En este punto,
dos situaciones pueden ocurrir:
No hay superpeer para la categorı´a cj . En este
caso, i se convierte en el nuevo superpeer de esa
categorı´a, y envı´a un mensaje al servidor bootstrap.
El bootstrap guardara´ la IP de i en la lista de
superpeers, asociada con cj .
Existe un superpeer para la categorı´a cj . El usuario
i manda una peticio´n al superpeer de cj para ser
incluido en su cluster. El superpeer le envı´a la lista
de direcciones IP de los nodos que ya pertenecen a
cj , y despue´s incluye la IP de i en esta lista.
El usuario i utiliza la lista de nodos que le envı´a el
superpeer para ejecutar el protocolo de privacidad
explicado en la Seccio´n III.
II-B2. Modificacio´n del perfil de un nodo: Hay dos ma-
neras en las que el perfil de un usuario puede ser modificado:
1. Realiza una nueva consulta de una categorı´a de su perfil
con peso wc > 0. En este caso, se trata de una categorı´a
ya existente en su perfil, y simplemente se incrementa
en una unidad el peso wc de la categorı´a.
2. Realiza una nueva consulta de una categorı´a de su
perfil cuyo peso wc = 0. En este caso, el perfil cambia
el peso de la categorı´a a wc = 1, y el usuario debe
conectarse a un nuevo cluster. Utilizando la lista de
superpeers proporcionada por el bootstrap, el usuario
vuelve a ejecutar una de las opciones del paso 2.
II-B3. Salida de usuario: Cuando un usuario se desconec-
ta del sistema, la estructura de la red cambia, y los siguientes
cambios deben realizarse:
Si el usuario que se desconecta es un superpeer, asu-
mimos que antes de desconectarse envı´a dos mensajes.
El primer mensaje contiene la lista de direcciones IP
de los nodos del cluster. Este mensaje es enviado a
uno de los nodos escogido al azar en el cluster, que se
convertira´ en el nuevo superpeer. El segundo mensaje se
envı´a al servidor bootstrap, indicando la direccio´n IP del
nuevo superpeer.
Si el usuario que se desconecta es un nodo normal de
un cluster, simplemente enviara´ una notificacio´n a su
superpeer para ser borrado de la lista de nodos del
cluster. Los nodos que ya estaban en el cluster en
el momento de la desconexio´n, borrara´n al usuario de
sus listas en el caso de que intenten conectarse con
e´l y reciban un mensaje de error indicando que ya no
esta´ disponible.
III. PROTOCOLO DE PRIVACIDAD
La seccio´n anterior explica la estructura de la red P2P. En
esta seccio´n, asumimos que cada usuario ya esta´ conectado a
la red, y posee la lista de direcciones IP de los nodos de uno
o varios clusters a los que pertenece su perfil.
En este punto, utiliza un protocolo de privacidad para
proteger las consultas que envı´a al motor de bu´squeda. La
idea general de este protocolo es que cuando el usuario
genera una consulta, no la envı´a directamente al motor de
bu´squeda, sino que la envı´a a otro nodo de la red. Este nodo
es escogido al azar dentro del cluster al cual corresponde
la categorı´a de la consulta. A su vez, el nodo que recibe
la consulta puede aceptarla o rechazarla. Si la rechaza, el
usuario buscara´ a otro nodo del cluster que se la acepte. El
nodo que acepta la consulta tiene dos posibilidades: enviarla
al motor de bu´squeda, o reenviarla a otro nodo del cluster.
El nodo elegira´ una opcio´n u otra en base a su historial de
consultas enviadas. Si decide reenviar la consulta a otro nodo,
e´ste elegira´ de nuevo entre las dos posibilidades, hasta que
finalmente un nodo envı´e la consulta al motor de bu´squeda.
Finalmente, los resultados para la consulta se devuelven al
nodo que la genero´ por el camino inverso que siguio´ la
consulta.
A continuacio´n se describen las fases del protocolo anterior
con ma´s detalle:
III-A. Inicializaciones
Asumimos que un nodo i de la red tiene dos perfiles:
Un perfil real PLi , construido a partir de las categorı´as
de las consultas que genera, tal como se explica en la
Seccio´n II-A.
Un perfil ofuscado ΦLi , con la misma estructura que el
perfil real, pero construido a partir las categorı´as de las
consultas que envı´a al motor de bu´squeda.
El objetivo del protocolo de privacidad es hacer que el perfil
ofuscado se parezca lo ma´ximo posible al perfil real, ofuscan-
do la informacio´n que el motor de bu´squeda almacena, pero
manteniendo su utilidad. Para controlar el nivell de distorsio´n
del perfil se ha definido el para´metro de ofuscacio´n z. Este
para´metro representa la diferencia ma´xima que puede existir
entre el peso de una categorı´a en el perfil real wcPj y el peso
de esa misma categorı´a en el perfil ofuscado wcΦj . Es decir, se
tiene que cumplir la siguiente condicio´n: wcPj < wcΦj + z.
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Adema´s, definimos otro para´metro ξ: la probabilidad de
rechazo. Este para´metro indica la probabilidad (entre 0 y 1)
que tiene un nodo de rechazar una consulta que recibe de otro
usuario.
III-B. Envı´o de la consulta
Esta fase del protocolo se ejecuta cada vez que un usuario
i genera una consulta qi.
1. i calcula la categorı´a cj a la que pertenece qi.
2. i incrementa una unidad el peso wcPj de su perfil real.
3. i escoge al azar un nodo v del cluster que corresponde
a cj .
4. i y v ejecutan el siguiente protocolo de compromiso
de bit para saber si v deberı´a aceptar o rechazar la
consulta. Sin este procedimiento, un usuario egoı´sta
podrı´a rechazar siempre las peticiones recibidas.
a) i escoge al azar un valor X de longitud suficiente
y aplica una funcio´n resumen criptogra´fica segura
computacionalmente H(), obteniendo x = H(X).
b) i envı´a x al nodo v.
c) v escoge al azar otro valor Y , y aplica la misma
funcio´n de hash obteniendo y = H(Y ).
d) v envı´a y al nodo i.
e) i envı´a X al nodo v, para que verifique si x ==
H(x).
f ) v envı´a Y al nodo i, para que verifique si y ==
H(Y ).
g) Si alguna de las verificaciones falla, los nodos se
desconectan y el usuario i recomienza esta fase del
protocolo eligiendo otro v′.
h) Si las verificaciones se llevan a cabo con e´xito,
i y v calculan un hash que concatena X e Y :
H(X||Y ). El resultado de este hash se usa como
entrada para un generador pseudo-aleatorio que
genera un valor (λ) de manera aleatoria entre 0
y 1. Si λ ≥ ξ, v acepta la consulta qi. Si λ < ξ, v
rechaza la consulta y el usuario i recomienza esta
fase del protocolo eligiendo otro v′.
5. Suponiendo que el nodo que finalmente acepta la con-
sulta es v, e´ste calcula wcΦvj +z, y lo compara con wcPvj .
Si wcPj ≤ wcΦj + z, v envı´a la consulta al motor de
bu´squeda. Adema´s, incrementa una unidad el peso
wcΦj de su perfil ofuscado.
Si wcPj > wcΦj + z, v escoge al azar otro nodo r
del cluster que corresponde a cj . En este punto, el
protocolo vuelve a ejecutarse entre v y r a partir
del paso 4.
III-C. Recepcio´n de los resultados
La fase del protocolo anterior se ejecuta hasta que uno de
los nodos finalmente envı´a la consulta al motor de bu´squeda.
Este nodo es responsable de comenzar el reenvı´o de los
resultados que recibe del motor de bu´squeda. Ninguno de
los nodos conoce el camino completo que siguio´ la consulta,
simplemente reciben los resultados del nodo al que se la
reenviaron, y los pasan al nodo del que la recibieron. Ası´,
finalmente, la consulta llega hasta el usuario que la genero´.
IV. ANA´LISIS DEL SISTEMA
Con el objetivo de analizar el sistema propuesto, se ha
implementado una aplicacio´n que simula las consultas que
enviarı´a cada usuario al WSE si utilizara este sistema. Adema´s,
esta aplicacio´n analiza diversas estadı´sticas de las simulacio´n,
como el nu´mero de saltos que realiza una consulta antes de
recibir la respuesta. Comparando el perfil original y el perfil
obtenido en la simulacio´n, se puede verificar si las categorı´as
se mantienen en el perfil, permitiendo personalizar los resul-
tados de futuras consultas. Otro de los para´metros analizados
es el nu´mero de saltos de cada consulta, que permite estimar
el tiempo de espera. Es decir, si el sistema requiere un gran
nu´mero de saltos, esto supondrı´a una gran espera y por lo
tanto los usuarios serı´an reticentes a su utilizacio´n.
Los datos empleados en la simulacio´n son los proporciona-
dos por AOL. Primero, se han ordenado todas las consultas
por la fecha en que fueron realizadas. El simulador recibe cada
consulta en su tic correspondiente, es decir, para cada segundo.
Los perfiles ofuscados de los usuarios de AOL serı´an los que
hubieran obtenido si hubieran utilizado nuestro sistema.
Dado el gran nu´mero de datos de AOL u´nicamente se ha
considerado un dı´a entero para hacer la simulacio´n. El trabajo
futuro serı´a ampliar la simulacio´n a ma´s dı´as.
El simulador y el protocolo incluyen diferentes para´metros
que afectan a su comportamiento:
Ofuscacio´n (z): nivel ma´ximo permitido de distorsio´n del
perfil.
Probabilidad de rechazo (ξ): un nodo rechazarı´a la
consulta en funcio´n de una probabilidad fijada ξ. Esta
probabilidad se obtiene mediante el protocolo de com-
promiso de bit.
Nivel de las categorı´as (L): se ha fijado el primer nivel
L = 1 al hacer las simulaciones.
El nivel de las categorı´as es el mismo para todas las simula-
ciones realizadas, pero el nivel de ofuscacio´n y la probabilidad
de rechazo cambian para ofrecer un ana´lisis ma´s completo.
Ma´s concretamente, el sistema se ha simulado para tres valores
de ofuscacio´n (z = 0, 5, 10), y cuatro probabilidades de
rechazo (ξ = 0.25, 0.5, 0.75, 1).
A continuacio´n, se muestra el promedio de resultados para
tres usuarios diferentes en cada una de las configuraciones.
La Tabla I muestra el nu´mero de saltos promedio que ha
necesitado una consulta para ser enviada al motor de bu´squeda
y recibir los resultados, es decir, ida y vuelta: el nu´mero de
nodos que han reenviado la consulta y los resultados. Los
resultados muestran que el nu´mero de saltos se encuentra sobre
de los 4 saltos por consulta. Tambie´n se observa que un nivel
de ofuscacio´n de z = 0 obliga a realizar un mayor nu´mero de
saltos hasta encontrar un usuario que quiera enviar la consulta
al motor de bu´squeda. Esto ocurre porque los usuarios tienen
menor flexibilidad para alejarse de su perfil real, restringiendo
el nu´mero de consultas falsas que pueden enviar. Adema´s, la
tabla muestra que, para z = 0, la probabilidad de rechazo
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ξ afecta ligeramente a los resultados. Cuanto mayor es la
probabilidad de rechazo, mayor es el nu´mero de saltos. Por
otro lado, los resultados no parecen estar afectados por esta
probabilidad de rechazo cuando z = 5 o z = 10. Esto se debe
a que los nodos tienen flexibilidad suficiente para alejarse de
su perfil real, y pueden aceptar ma´s consultas falsas.
Tabla I
PROMEDIO DE SALTOS DE CADA CONSULTA PARA DISTINTOS VALORES DE
z Y ξ
hhhhhhhhhhhOfusc. (z)
Prob. rech. (ξ) 0,25 0,5 0,75 1
0 4,32 4,36 4,45 4,62
5 3,48 3,46 3,51 3,42
10 3,43 3,41 3,45 3,41
El siguiente punto a analizar es la relacio´n entre el nu´mero
de consultas propias que el usuario ha enviado al motor
de bu´squeda, y el nu´mero total de consultas generadas. Por
ejemplo, consideremos un usuario que genera 171 consultas,
y ejecuta el protocolo propuesto para distribuirlas entre los
usuarios de la red. Por distintas razones (e.g., la consulta
le ha sido reenviada en un ciclo, o ningu´n usuario la ha
aceptado), al final tiene que enviar e´l mismo 23 de esas
consultas. Entonces, decimos que el motor de bu´squeda conoce
23 de las 171 consultas reales generadas por el usuario, y
por lo tanto, el nivel de conocimiento que tiene de su perfil
es de 23/171 = 0,135. La Tabla II muestra estos valores
promedios para cada una de las configuraciones. En estos
resultados podemos observar resultados muy similares para
todas las configuraciones, independientemente de z y de ξ.
Esto quiere decir que estos para´metros afectan al nu´mero de
saltos que realizara´ la consulta, pero no a las razones por las
que un usuario envı´a su propia consulta.
Tabla II
PROMEDIO DEL PORCENTAJE DEL PERFIL CONOCIDO POR EL MOTOR DE
BU´SQUEDA PARA DISTINTOS VALORES DE z Y ξ
hhhhhhhhhhhOfusc. (z)
Prob. rech. (ξ) 0,25 0,5 0,75 1
0 0,30 0,30 0,29 0,24
5 0,28 0,29 0,27 0,30
10 0,29 0,29 0,28 0,30
Por u´ltimo, las simulaciones realizadas analizan la distancia
entre el perfil real del usuario y su perfil ofuscado. Para ello,
dado el perfil real PLi = {wcP1 , wcP2 , . . . , wcPs }, y el perfil
ofuscado ΦLi = {wcΦ1 , wcΦ2 , . . . , wcΦs }, la distancia entre ambos







2 + . . .+ (wcPs
− wcΦs )
2
La Tabla III muestra el promedio de distancias entre el perfil
real y el ofuscado de cada usuario para cada configuracio´n. De
estos resultados podemos extraer que, cuanta ma´s flexibilidad
hay en el lı´mite de ofuscacio´n z, mayor sera´ la distancia entre
el perfil real del usuario y su perfil ofuscado. Por el contrario,
la probabilidad de rechazo ξ no parece afectar de forma regular
a los resultados. Esto se debe a que el hecho de aceptar ma´s
o menos consultas, no esta´ relacionado con la ofuscacio´n, y
por lo tanto con la distanci entre perfiles.
Tabla III
PROMEDIO DE SALTOS DE CADA CONSULTA PARA DISTINTOS VALORES DE
z Y ξ
hhhhhhhhhhhOfusc. (z)
Prob. rech. (ξ) 0,25 0,5 0,75 1
0 14,46 8,23 9,89 19,53
5 22,34 19,30 24,78 21,21
10 22,94 23,02 27,79 21,54
V. CONCLUSIONES Y TRABAJO FUTURO
Los motores de bu´squeda en Internet crean perfiles de
sus usuarios para personalizar los resultados y ofrecer un
mejor servicio. La informacio´n almacenada en el perfil puede
suponer una amenaza para la privacidad del usuario. Por esta
razo´n, en este trabajo se ha propuesto una arquitectura P2P
que permite que los usuarios se agrupen segu´n sus perfiles,
permitiendo al mismo tiempo conservar un perfil ofuscado (o
sinte´tico) muy similar a su perfil real. Una vez en grupos, los
usuarios ejecutan un protocolo con el que envı´an sus consultas
de manera que el motor de bu´squeda obtiene un perfil que
no se corresponde al del usuario en lo que se refiere a las
consultas pero si a las categorı´as. Esto sirve para favorecer
una personalizacio´n de los resultados por parte del motor de
bu´squeda, mientras se protege la privacidad del usuario.
Para analizar el protocolo propuesto, varias simulaciones se
han llevado a cabo con distintas configuraciones de para´me-
tros. De estas simulaciones, se han mostrado los resultados
que corresponden al nu´mero de saltos, al porcentaje del perfil
que posee el motor de bu´squeda, y a la distancia entre el
perfil obtenido tras ejecutar el protocolo (ofuscado) y el perfil
real del usuario. Los resultados muestran que (1) un nivel
ma´ximo de ofuscacio´n nulo aumenta el nu´mero de saltos de
las consultas, (2) los porcentajes de perfil que obtiene el motor
de bu´squeda no esta´n afectados por el nivel de ofuscacio´n ni
la probabilidad de rechazo, y (3) la distancia entre el perfil
real y el ofuscado esta´ estrechamente relacionada con el nivel
ma´ximo de ofuscacio´n z.
Como trabajo futuro, se prevee realizar ma´s simulaciones
ajustando otros para´metros del sistema, como el nu´mero mı´ni-
mo de conexiones que debe tener un usuario o el procentaje
de usuarios egoı´stas presentes en la red. Adema´s, el trabajo
futuro tambie´n incluye una propuesta para controlar el origen
de consultas “ilegales”, i.e., que un usuario pueda demostrar
que no genero´ una consulta, sino que estaba envia´ndola para
beneficio de otro usuario de la red.
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Resumen—En la actualidad muy pocas empresas reconocen
que se encuentran continuamente en riesgo al estar expuestos a
ataques informa´ticos tanto internos como externos. Ma´s alla´ de
simplemente instalar herramientas de proteccio´n contra hackers
y ce´lulas del crimen organizado tales como antivirus y firewalls,
deben incluir mecanismos adecuados de seguridad en TI que
brinden proteccio´n a los ataques que son cada vez ma´s complejos.
Existen diversos estudios que muestran que au´n cuando se
aplique el cifrado de datos en un sistema de comunicacio´n, es
posible deducir el comportamiento de los participantes a trave´s
de te´cnicas de ana´lisis de tra´fico. En este artı´culo presentamos un
ataque a un sistema de comunicacio´n ano´nimo basado en el ata-
que de revelacio´n de identidades. El refinamiento probabilı´stico
presenta una mejora sustancial respecto al ataque previo.
Palabras clave—Ana´lisis de tra´fico, ataques estadı´sticos de re-
velacio´n, comunicaciones ano´nimas, privacidad. (Traffic analysis,
statistical disclosure attacks, anonymous communications, privacy).
I. INTRODUCCIO´N
Empresas, organizaciones y sociedad generan millones de
datos diariamente desde diferentes fuentes tales como: ope-
raciones comerciales y mercantiles, redes sociales, disposi-
tivos mo´viles, documentos, entre otros. La mayor parte de
esta informacio´n se almacena en bases de datos altamente
sensibles. Se consideran datos sensibles aquellos que puedan
revelar aspectos como origen racial o e´tnico, estado de salud
presente y futuro, informacio´n gene´tica, creencias religiosas,
filoso´ficas y morales, afiliacio´n sindical, opiniones polı´ticas,
preferencia sexual y cualquier otro que pueda utilizarse para
generar un dan˜o, lla´mese robo de identidad, extorsio´n o´ fraude
por mencionar algunos.
La seguridad en los data centers se ha vuelto una de las
grandes prioridades ya que tanto los ladrones de datos y ce´lulas
del crimen organizado buscan insistentemente infiltrarse en el
perı´metro de defensas a trave´s de complejos ataques con un
e´xito alarmante, derivando en efectos devastadores. Hoy en
dı´a estamos inmersos en una sociedad digital donde podemos
organizar un evento y enviar una invitacio´n por Facebook;
compartir fotos con amigos por medio de Instagram; escuchar
mu´sica a trave´s de Spotify; preguntar la ubicacio´n de una
calle utilizando Google Maps. La informacio´n personal es
protegida por medio de la legislacio´n y aunque no en todos los
paı´ses se aplique efectivamente, en el a´mbito de la sociedad
digital funciona de manera diferente [1]. Toda la informacio´n
disponible acerca de una persona puede ser referenciada con
otra y dar lugar a pra´cticas de violacio´n de la intimidad.
Cada persona tiene el derecho de controlar su informacio´n
personal y proporcionarla a ciertas terceras partes. Desde la
de´cada pasada se observa una mayor preocupacio´n por co´mo
se maneja la informacio´n privada de los usuarios en el a´mbito
gubernamental y de las empresas. Y recientemente, despue´s
de la filtracio´n de informacio´n de un te´cnico estadunidense
de la CIA al mundo, aumentaron las mesas de dia´logo,
investigaciones y fundamentalmente se creo´ toda una pole´mica
en torno a la privacidad de los datos y lo expuesto que estamos
a ser objetos de monitorizacio´n.
Las organizaciones privadas y pu´blicas, ası´ como las per-
sonas deben incluir la proteccio´n de la privacidad ma´s alla´ de
los tı´picos aspectos de integridad confidencialidad y disponi-
bilidad de los datos. Aplicaciones utilizadas para garantizar
la proteccio´n de la privacidad son por ejemplo los sistemas
de resistencia a la censura, espionaje, entre otros; algunos de
ellos utilzados para ofrecer seguridad a disidentes o periodistas
viviendo en paı´ses con regı´menes represores. Dentro de la
misma rama de tecnologı´as, tambie´n existen mecanismos uti-
lizados para acelerar la transicio´n de cifrado como un servicio,
que incluye cifrado basado en hardware con almacenamiento
de llaves, esquemas de proteccio´n centralizada de datos para
aplicaciones, bases de datos, ambientes virtuales de almace-
namiento, y controles de acceso basados en roles.
Los ataques en las redes de comunicacio´n son un serio
problema en cualquier organizacio´n. Las nuevas tecnologı´as
tienen un gran reto al buscar mejorar soluciones de seguridad
para centros de datos. Se ha probado que el ana´lisis de tra´fico y
la topologı´a de una red, no proporcionan suficiente proteccio´n
en la privacidad de los usuarios au´n cuando se apliquen
mecanismos de anonimato, ya que a trave´s de informacio´n
auxiliar, un atacante puede ser capaz de menguar sus propie-
dades. En el contexto de las redes de comunicacio´n, con el
ana´lisis del tra´fico se puede deducir informacio´n a partir las
caracterı´sticas observables de los datos que circulan por la red
tales como: el taman˜o de los paquetes, su origen y destino,
taman˜o, frecuencia, temporizacion, entre otros.
En este artı´culo nos enfocamos en mostrar co´mo el ana´lisis
de tra´fico de datos puede comprometer el anonimato de un sis-
tema de comunicacio´n ano´nima a trave´s de te´cnicas y me´todos
que arrojen como resultado los patrones de comunicacio´n de
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los elementos que la componen.
La composicio´n del presente artı´culo es de la siguiente
manera, en primer lugar la introduccio´n. En la seccio´n II
abordamos el estado del arte. La siguiente seccio´n describe
el algoritmo utilizado, haciendo e´nfasis en el refinamiento
probabilı´stico. En la seccio´n IV presentamos la aplicacio´n
del algoritmo. Y finalmente en la seccio´n V mostramos las
conclusiones sobre los resultados y trabajos futuros
II. ESTADO DEL ARTE
II-A. Privacidad
La definicio´n de privacidad de acuerdo a [2] es el derecho
de un individuo a decidir que´ informacio´n acerca de e´l mismo
puede ser comunicada a otro y bajo que´ circunstancias.
Economistas, socio´logos, historiadores, abogados, ingenie-
ros en sistemas informa´ticos, por mencionar algunos, han
adoptado su propia definicio´n de privacidad, tal como su valor,
alcance, prioridad y curso de estudio. Detalles relacionados
a los antecedentes, legislacio´n e historia de la privacidad
se muestran en [3]. De acuerdo a los expertos, privacidad
e intimidad son conceptos difı´ciles de definir; consideramos
parte de ello: las condiciones de salud, identidad, orientacio´n
sexual, comunicaciones personales, preferencias religiosas,
estados financieros, adema´s de muchas otras caracterı´sticas.
Trabajos relacionados en co´mo las PETs se han aplicado desde
a´reas del entorno econo´mico, social y te´cnico [4].
Las bases de la legislacio´n respecto a la privacidad datan del
an˜o 1948, en la Declaracio´n Universal de Derechos Humanos
donde se establecio´ que ninguna persona debı´a ser sujeta a
interferencias arbitrarias en su privacidad, familia, hogar o
correspondencia, ası´ como a su honor y reputacio´n. Pero, a
pesar de los avances polı´ticos y legales que se han dado, no ha
sido posible resolver algunos de los problemas fundamentales
para evitar los abusos que se dan todos los dı´as. La falta de
claridad y precisio´n en los derechos a la libertad de expresio´n
y los lı´mites de informacio´n son un problema latente.
El desarrollo e los medios de comunicacio´n digital, el auge
de las redes sociales, la facilidad de acceso a dispositivos tec-
nolo´gicos, esta´ permeando la tranquilidad de miles de personas
en su vida pu´blica y privada. Ejemplos abundan, como el caso
de una funcionaria de una localidad belga, quien fue sorpren-
dida y videograbada mientras mantenı´a relaciones sexuales en
las oficinas del Ayuntamiento. La grabacio´n fue realizada y
subida a Internet por un grupo de jo´venes. Otro esca´ndalo se
dio cuando el presidente del Instituto de Seguridad Social de
Guatemala quie´n fue filmado en su oficina cuando realizaba
actos poco legales. A diferencia del primer caso, en e´ste u´ltimo
sı´ existı´a un crimen que perseguir y la accio´n se justificaba
para dar a conocer los hechos pu´blicamente.
Como e´stos, muchos ma´s casos son parte del material
disponible en internet y en los medios convencionales, como
los videos que se filtraron de la Viceministra de Cultura y
Juventud de Costa Rica, y del concejal del PSOE en Ye´benes,
Espan˜a. A nadie parece importar los efectos que continu´an
afectando vidas, donde la indiferencia parece ser la constante.
La participacio´n de los derechos humanos nacionales e interna-
cionales, el gobierno, los medios de comunicacio´n ası´ como la
sociedad parecen estar lejanos de este problema. El esca´ndalo
a expensas de la intrusio´n y diseminacio´n de la vida privada
e ı´ntima de las personas es inaceptable. Es un cı´rculo vicioso
que tiene su origen en la violacio´n de un derecho, pero ma´s
cuando se lleva a las redes sociales y de ahı´ a la mayorı´a de
los medios de comunicacio´n con el pretexto de ser noticia.
II-B. Privacy Enhancing Technologies
La Comisio´n Europea define las Tecnologı´as que mejoran
la privacidad [5] como “El uso de los PETs puede ayudar a
disen˜ar sistemas de comunicacio´n y servicios de forma que
minimiza la recoleccio´n y uso de datos personales y facilita el
cumplimiento con la regulacio´n de proteccio´n de datos”. No
hay una definicio´n aceptada por completo de las PETs, ası´ co-
mo tampoco existe una clasificacio´n. La literatura relacionada
a las categorı´as de los PETs de acuerdo a sus principales
funciones, administracio´n de privacidad y herramientas de
proteccio´n de privacidad [6] [7] [8]. En general las PETs son
observadas como tecnologı´as que se enfocan en:
a. Reducir el riesgo de romper principios de privacidad y
cumplimiento legal.
b. Reducir al mı´nimo la cantidad de datos que se tienen
sobre los individuos.
c. Permitir a los individuos a mantener siempre el control
de su informacio´n.
Varios investigadores se han centrado en proteger la pri-
vacidad y los datos personales por medio de te´cnicas crip-
togra´ficas. Las aplicaciones PETs tales como seguros digitales
individuales o administradores virtuales de identidad se han
desarrollado para plataformas confiables de co´mputo. Tradi-
cionalmente las PETs han estado limitadas para proporcionar
pseudononimato [9]. En contraste a los datos totalmente
ano´nimos, el pseudononimato permite que datos futuros o
adicionales sean relacionados a datos actuales. Este tipo de
herramientas son programas que permiten a individuos negar
su verdadera identidad desde sistemas electro´nicos que operan
dicha informacio´n y so´lo la revelan cuando sea absolutamente
necesario. Ejemplos incluyen: navegadores web ano´nimos,
servicios email y dinero electro´nico. Para dar un mejor enfoque
acerca de las PETs, consideremos la taxonomı´a de Solove
[10] utilizada para categorizar la variedad de actividades que
afectan la privacidad. Para mayor informacio´n respecto a
las propiedades de privacidad en escenarios de comunicacio´n
ano´nimos vea [9].
Recoleccio´n de informacio´n: Vigilancia, Interrogatorio.
Procesamiento de la Informacio´n: Agregacio´n, Identifi-
cacio´n, Inseguridad, Uso secundario, Exclusio´n.
Difusio´n de la Informacio´n: Violacio´n de la confidencia-
lidad, Divulgacio´n, Exposicio´n, Aumento de la accesibi-
lidad, Chantaje, Apropiacio´n, Distorsio´n.
Invasio´n: Intrusiones, Interferencia en la toma de deci-
siones.
La recoleccio´n de la informacio´n puede ser una actividad
dan˜ina, aunque no toda la informacio´n es sensible, ciertos
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datos definitivamente lo son. Cuando la informacio´n es ma-
nipulada, utilizada, combinada y almacenada. se etiqueta a
dichas actividades como Procesamiento de la informacio´n;
cuando la informacio´n es liberada, encaja en las actividades
conocidas como Difusio´n de la informacio´n. Finalmente, el
u´ltimo grupo de las actividades es la Invasio´n que incluye
violaciones directamente a individuos. Todas estas actividades
son parte de las pra´cticas comunes de las compan˜ı´as que
se dedican a recolectar informacio´n, como la preferencia de
compras, ha´bitos, nivel educativo, entre otros. Todo ello por
medio de mu´ltiples fuentes para propo´sitos de venta.
En otras sub-disciplinas de las ciencias computacionales,
la privacidad tambie´n ha sido motivo de investigacio´n prin-
cipalmente en como las soluciones de privacidad se pueden
aplicar en contextos especı´ficos. En otras palabras, definir el
proceso de cua´ndo y co´mo deben aplicarse las soluciones de
privacidad. Antes de elegir una tecnologı´a de la proteccio´n de
privacidad surgen varias preguntas que deben responderse da-
do que no existe la certeza de que una tecnologı´a soluciona un
problema en especı´fico. Una de las preguntas a considerar es
quie´n define que´ es la privacidad, el disen˜ador de tecnologı´as,
los lineamientos de la organizacio´n, o los usuarios [11].
II-C. Comunicaciones ano´nimas
Las comunicaciones ano´nimas tienen como objetivo ocultar
las relaciones en la comunicacio´n. Dado que el anonimato
es el estado de ausencia de identidad, las comunicaciones
ano´nimas se pueden lograr removiendo todas las caracterı´sticas
identificables de una red ano´nima. Consideremos a un sistema
donde se concentra un conjunto de actores en una red de
comunicacio´n, tales como clientes, servidor y nodos. Estos
actores intercambian mensajes por medio de canales pu´bli-
cos de comunicacio´n. Pitfzmann y Hansen [9] definieron el
anonimato como el estado de ser no identificable dentro de
un conjunto de sujetos, conocido como el conjunto ano´nimo.
Una de las principales caracterı´sticas del conjunto ano´nimo
es su variacio´n en el tiempo. La probabilidad que un atacante
puede efectivamente revelar quie´n es el receptor de un mensaje
es exactamente de 1/n, siendo n el nu´mero de miembros en
el conjunto ano´nimo. La investigacio´n en esta a´rea se enfoca
en desarrollar, analizar y llevar a cabo ataques de redes de
comunicacio´n ano´nimas. La infraestructura del Internet fue
inicialmente planteado para ser un canal ano´nimo, pero ahora
sabemos que cualquiera puede espiar la red. Los atacantes
tienen diferentes perfiles tales como su a´rea de accio´n, rango
de usuarios, heterogeneidad, distribucio´n y localizacio´n. Un
atacante externo puede identificar patrones de tra´fico para
deducir quie´nes se comunican, cua´ndo y con que´ frecuencia.
En la literatura se ha clasificado a los sistemas de comuni-
cacio´n ano´nima en dos categorı´as: sistemas de alta latencia y
baja latencia. Las primeras tienen como objetivo proporcionar
un fuerte nivel de anonimato pero son aplicables a sistemas
con actividad limitada que no demandan atencio´n ra´pida tal
como el correo electro´nico. Por otro lado, los sistemas de
baja latencia ofrecen mejor ejecucio´n y son utilizados en
sistemas de tiempo real, como por ejemplo aplicaciones web,
mensajerı´a instanta´nea entre otros. Ambos tipos de sistemas
se basan en la propuesta de Chaum [12], quie´n introdujo
el concepto de mix. El objetivo de una red de mixes es
ocultar la correspondencia entre elementos de entrada con los
de salida, es decir encubrir quien se comunica con quien.
Una red de mixes reu´ne un cierto nu´mero de paquetes de
usuarios diferentes llamado el conjunto ano´nimo, y entonces
a trave´s de operaciones criptogra´ficas cambia la apariencia de
los paquetes de entrada, por lo que resulta complicado para
el atacante conocer quie´nes se comunican. Los mixes son el
bloque base para construir todos los sistemas de comunicacio´n
de alta latencia [12]. Por otro lado en los u´ltimos an˜os, se
han desarrollado tambie´n sistemas de baja latencia, como por
ejemplo: Crowds [13], Hordes [14], Babel [15], AN.ON [16],
Onion routing [17], Freedom [18] and Tor [19]. Actualmente,
la red de comunicacio´n ano´nima ma´s utilizado es Tor, que
permite navegar de manera ano´nima en la web. En [20]
se muestra un comparativo de la ejecucio´n de sistemas de
comunicacio´n de alta y baja latencia.
II-D. Redes mixes
En 1981, Chaum introduce el concepto de las redes mixes
cuyo propo´sito es ocultar la correspondencia entre elementos
de entrada con los de salida. Una red de mixes recolecta
un nu´mero de paquetes desde diferentes usuarios llamado el
conjunto ano´nimo, y entonces cambia la apariencia de los
paquetes de entrada a trave´s de operaciones criptrogra´ficas. Lo
anterior hace imposible relacionar entradas y salidas. Las pro-
piedades de anonimato sera´n ma´s fuertes en tanto el conjunto
ano´nimo sea mayor. Un mix es un agente intermediario que
oculta la apariencia de un mensaje, incluyendo su longitud.
Por ejemplo, supongamos que Alice genera un mensaje para
Bob con una longitud constante. Un protocolo emisor ejecuta
varias operaciones criptogra´ficas a trave´s de las llaves pu´blicas
de Bob. Despue´s, la red mix oculta la apariencia del mensaje
al decodificarlo con la llave privada del mix.
El proceso inicial para que Alice envı´e un mensaje a Bob
utilizando un sistema de mixes es preparar el mensaje. La
primera fase es elegir la ruta de transmisio´n del mensaje; dicha
ruta debe tener un orden especı´fico para enviar iterativamente
antes de que el mensaje llegue a su destino final. La siguiente
fase es utilizar las llaves pu´blicas de los mixes elegidos
para cifrar el mensaje, en el orden inverso en que fueron
elegidos. En otras palabras la llave pu´blica del u´ltimo mix cifra
inicialmente el mensaje, despue´s el penu´ltimo y finalmente la
llave pu´blica del primer mix es usada. Cada vez que se cifra
el mensaje una capa se construye y la direccio´n del siguiente
nodo es incluida. De esta manera cuando el primer mix obtiene
un mensaje preparado, dicho mensaje sera´ descifrado a trave´s
de la llave privada correspondiente y sera´ direccionado al
siguiente nodo.
Los ataques externos se ejecutan desde fuera de la red,
mientras que los internos son desde nodos comprometidos
los cuales son de hecho parte de la misma red. Las redes
de mixes son una herramienta poderosa para mitigar los
ataques externos al cifrar la ruta emisor- receptor. Los nodos
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participantes de una red mix transmiten y retardan los mensajes
con el fin de ocultar su ruta. Pero es posible que puedan estar
comprometidos y llevar a cabo ataques internos. Este tipo de
problema se trata en [13] al ocultar el emisor o receptor de
los nodos de transmisio´n.
II-E. Ana´lisis de tra´fico
El ana´lisis de tra´fico pertenece a la familia de te´cnicas
utilizada para deducir informacio´n de los patrones de un
sistema de comunicacio´n. Se ha demostrado que el cifrado
por sı´ mismo no garantiza el anonimato. Au´n cuando el
contenido de las comunicaciones sean cifradas, la informacio´n
de enrutamiento debe enviarse claramente ya que los ruteado-
res deben determinar el siguiente punto de la red a do´nde
se direccionara´ el paquete. En [21] se muestran algunos de
las te´cnicas de ana´lisis de tra´fico utilizadas para revelar las
identidades en una red de comunicacio´n ano´nima.
II-F. Ataques estadı´sticos
La familia de ataques estadı´sticos fue iniciada por Danezis
en [22] donde introdujo el ataque estadı´stico de revelacio´n
(Statistical Disclosure Attack, SDA). En dicho trabajo se nota
que llevando a cabo un amplio nu´mero de observaciones por
cierto perı´odo de tiempo en una red de mixes, se puede calcular
la probabilidad de distribuciones de envı´o/recepcio´n de mensa-
jes y con ello menguar la identidad de los participantes en un
sistema de comunicacio´n ano´nimo. A partir de e´ste ataque se
desarrollaron muchos ma´s tomando como base el ana´lisis de
tra´fico para deducir cierta informacio´n a partir de los patrones
de comportamiento en un sistema de comunicacio´n.
Los ataques contra redes de mixes son conocidos tambie´n
como ataques de interseccio´n [23]. Se toma en cuenta la
secuencia de un mensaje a trave´s de una misma ruta en
la red, esto quiere decir que se analiza el tra´fico. El con-
junto de los receptores ma´s probables se calcula para cada
mensaje en la secuencia e interseccio´n de los conjuntos lo
que permite conocer quie´n es el receptor de un determinado
mensaje. Los ataques de interseccio´n se disen˜an basa´ndose
en la correlacio´n de los tiempos donde emisores y receptores
se encuentran activos. Al observar los elementos que reciben
paquetes durante las rondas en las que Alice esta´ enviando
un mensaje, el atacante puede crear un conjunto de receptores
ma´s frecuentes de Alice. La informacio´n proporcionada a los
atacantes es una serie de vectores representando los conjuntos
de anonimato observados de acuerdo a los t mensajes enviados
por Alice. Dentro de la familia de ataques estadı´sticos, cada
uno de ellos se modela con un escenario muy especı´fico; y
en algunos casos poco semejantes al comportamiento de un
sistema de comunicacio´n real. Algunos asumen que Alice tiene
exactamente m receptores y que envı´a mensajes a cada uno
de ellos con la misma probabilidad, o bien son ataques que
se enfocan en un solo usuario como soluciones individuales
que son interdependientes, cuando la realidad indica cuestiones
diferentes.
III. ALGORITMO
El objetivo de nuestro algoritmo es extraer informacio´n
relevante sobre las relaciones entre cada par de usuarios.
En [24] se describe el problema, ası´ como el marco base y
supuestos. Las tablas de las rondas donde se muestran los
patrones de comunicacio´n entre usuarios se representan con
valores de 1 si existe relacio´n y 0 en caso contrario. El
atacante es capaz de observar cua´ntos mensajes son enviados y
recibidos, es decir las sumas marginales por fila y columna de
cada ronda 1, . . .,T donde T es el nu´mero total de rondas.
En cada ronda so´lo consideramos usuarios que reciben y
envı´an mensajes. Por lo tanto, decimos que un elemento (i, j)
esta´ presente en una ronda si las marginales correspondientes
son diferentes a 0.
Hemos adoptado el te´rmino “cero trivial”, que son los
elementos que representan pares de usuarios que nunca han
coincidido en ninguna ronda, Denotando nij el contenido del
elemento (i, j), ni+ el valor marginal de la fila i, n+j el valor
marginal de la columna j, n la suma de los elementos y r el
nu´mero de filas.
Algoritmo 1: Descripcio´n del algoritmo
1 Generar n11 de una distribucio´n uniforme entera donde
i = 1, j = 1;
2 Iniciar un recorrido por columnas, para cada elemento
nk1 en esta columna hasta k − 1, se calculan nuevas















nk1 se genera segu´n un entero uniforme;
3 El u´ltimo elemento de la fila se rellena automa´ticamente
al coincidir las cotas superior e inferior coinciden,
haciendo n(k+1)+ = 0 por conveniencia;
4 Cuando se completa la columna e´sta se elimina de la
tabla y se recalculan las marginales por fila ni+ y el
valor n;
5 La tabla tiene ahora una columna menos y se repite el
proceso hasta llenar todos los elementos;
Al final lo que obtenemos son una serie de tablas factibles
generadas para cada ronda. Por lo que la media de cada
elemento sobre todas las tablas para todas las rondas es una
estimacio´n de su valor real. La media obtenida por elemento
y ronda se agrega sobre todas las rondas la cual representa un
estimado de la tabla agregada Â. Para cada elemento, se estima
la probabilidad de cero, calculando el porcentaje de tablas con
elemento cero para cada ronda en que el elemento esta´ presente
y multiplicando las probabilidades obtenidas para todas esas
rondas. En la tabla resultante los elementos se ordenan por
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su probabilidad de cero a excepcio´n de los elementos que
son cero triviales. De esta manera, los elementos con menor
probabilidad de ser cero son los que se consideran candidatos
a tener una relacio´n. Para llevar a cabo la clasificacio´n selec-
cionamos un punto de corte p y consideramos “celdas cero”
si probabilidad de cero > p, en tanto las “celdas positivas”
son aquellas donde la probabilidad de cero< 1− p. Aquellas
celdas que no entran en estas dos categorı´as se les llama “no
clasificadas”.
El algoritmo utilizado en [24] presupone inicialmente equi-
probabilidad de las tablas extraı´das. Al desarrollarlo se obtie-
nen, al margen de una primera clasificacio´n de las celdas (i,
j) en 1 o´ 0 segu´n exista comunicacio´n o no entre ese par de
usuarios, estimaciones para la tasa de mensajes enviados por
ronda para cada celda. A partir de estas estimaciones iniciales,
puede volver a desarrollarse el algoritmo en un segundo ciclo,
en el cual las tablas no se generan con equiprobabilidad. En el
primer ciclo del algoritmo el valor de cada celda en cada tabla-
ronda era generado segu´n una distribucio´n uniforme mante-
niendo las restricciones dadas por la informacio´n marginal
conocida. En este segundo ciclo existen varias posibilidades
teniendo en cuenta las primeras estimaciones:
a. Generar el valor de cada celda en cada tabla-ronda segu´n
una distribucio´n de Poisson cuyo para´metro lambda es la
tasa estimada de mensajes por ronda para esa celda.
b. Generar el valor de cada celda en cada tabla-ronda segu´n
la distribucio´n de probabilidad discreta del nu´mero de
mensajes por ronda en esa celda. Esta distribucio´n es
construida a partir de los resultados del primer ciclo
del algoritmo, estimando probabilidades de 0, 1, 2, . . .
mensajes segu´n su porcentaje relativo de ocurrencias.
Este segundo ciclo puede volver a servir de base para ciclos
sucesivos en un proceso iterativo. En los resultados siguientes
se ha utilizado la opcio´n b). Para llevar a cabo nuestro ataque,
primero por cuestiones pedago´gicas, simulamos los datos de
un sistema de correo electro´nico. Para la generacio´n de rondas
definimos el nu´mero de usuarios participantes N, lambda que
es el promedio de mensajes enviados por ronda en la celda (i,
j) y el nu´mero de rondas NR que se desea generar.
1. Con las rondas simuladas se ejecuta el Algoritmo 1 y se
obtienen las tablas factibles de cada ronda. Posteriormen-
te se lleva a cabo un test de clasificacio´n binaria para los
elementos calculados, donde 0 en la celda (i, j) significa
que no existe relacio´n entre el emisor i y el receptor j,
en tanto 1 significa que sı´ hay comunicacio´n entre ellos.
2. Generar me´tricas caracterı´sticas para los tests de clasifica-
cio´n binaria (sensibilidad, especificidad, valor predictivo
negativo, valor predictivo positivo).
3. Con la informacio´n de las tablas factibles para cada
ronda se calculan las frecuencias relativas de 0, 1, 2, . . .
mensajes para cada celda y se obtiene una aproximacio´n
a la distribucio´n de probabilidad del nu´mero de mensajes
por ronda, a partir de la normalizacio´n de esas frecuencias
relativas.
4. Se vuelve a ejecutar el algoritmo utilizando las pro-
babilidades estimadas para cada celda, normalizadas en
cada caso a sus restricciones, en lugar de la distribucio´n
uniforme.
5. Se generan me´tricas de clasificacio´n binaria y se vuelven
a estimar las probabilidades.
6. Se itera el proceso a partir del punto 4.
IV. APLICACIO´N DEL ALGORITMO
Llevamos a cabo un gran nu´mero de simulaciones luego
de generar rondas. El algoritmo no proporciona soluciones
uniformes, dado que algunas tablas son ma´s probables que
otras debido al orden utilizado al ir llenando filas y columnas.
No nos enfocamos en encontrar soluciones para un solo
usuario, por lo que: i) Reordenamos aleatoriamente filas y
columnas antes de calcular tablas factibles; ii) Conservamos
solo las tablas factibles diferentes.
La Tabla I presenta los resultados obtenidos aplicando los
algoritmos anteriormente descritos. Los resultados de la itera-
cio´n 1 corresponden a la aplicacio´n de lo que llamamos primer
ciclo [24]; a partir de la iteracio´n 2 se ejecuta el segundo ciclo
y de acuerdo a los resultados que obtuvimos pudimos observar
que tres iteraciones nos proporcionaban mejores resultados en
la mayorı´a de los casos. Se puede observar tambie´n que la
complejidad de las rondas crece cuando el nu´mero de usuarios
y el nu´mero de rondas es mayor.
Tabla I
RESULTADOS DE LA SIMULACIO´N
No. de % de
usuarios
Iteracio´n Sensibilidad Especificidad VPP VPN
clasificacio´n
10
1 0.9876 0.5789 0.9166 0.9090 0.91
2 0.9876 0.9473 0.9473 0.9876 0.98
3 0.9876 0.9473 0.9473 0.9876 0.98
4 0.9473 0.9876 0.9473 0.9876 0.98
15
1 0.3225 0.9948 0.9090 0.9018 0.90
2 0.6774 0.9948 0.9545 0.9507 0.95
3 0.8387 0.9948 0.9629 0.9747 0.97
4 0.8064 0.9948 0.9615 0.9698 0.96
20
1 0.1818 0.9857 0.6666 0.8846 0.87
2 0.7272 0.9857 0.8888 0.9583 0.95
3 0.8181 0.9857 0.9 0.9718 0.96
4 0.7272 0.9857 0.8888 0.9583 0.95
25
1 0.2297 0.9969 90.9444 0.8507 0.85
2 0.4324 1 1 0.8858 0.89
3 0.5540 1 1 0.9080 0.91
4 0.6486 1 1 0.9261 0.93
30
1 0.1058 0.9981 0.90 0.8764 0.8768
2 0.2235 0.9981 0.95 0.8909 0.8928
3 0.3764 0.9981 0.96 0.9104 0.9136
4 0.3058 0.9981 0.96 0.9013 0.904
35
1 0.0441 0.9986 0.8571 0.8544 0.85
2 0.2205 0.9986 0.9677 0.8780 0.88
3 0.2720 0.9986 0.9736 0.8851 0.89
4 0.2941 0.9986 0.9756 0.8882 0.89
En la Figura 1 se modela la tasa de clasificacio´n respecto
a las veces que se ha iterado el algoritmo. Se puede observar
una mejora en el porcentaje de clasificacio´n en todos los casos,
en relacio´n a la iteracio´n 1.
V. CONCLUSIONES
En las redes de comunicacio´n, los mixes ofrecen proteccio´n
contra observadores al ocultar la apariencia de los mensajes,
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Figura 1. Tasa de clasificacio´n vs. Nu´mero de iteracio´n
sus patrones, longitud y enlaces entre emisores y receptores.
El objetivo de este trabajo es desarrollar un ataque estadı´stico
global para revelar la identidad de emisores y receptores en una
red de comunicaciones que esta´ protegida por te´cnicas esta´ndar
basadas en mixes. Para efecto de refinar nuestro ataque toma-
mos en cuenta las tablas factibles no repetidas, calculamos
las frecuencias relativas para cada celda y obtuvimos una
aproximacio´n a la distribucio´n de probabilidad del nu´mero
de mensajes. El me´todo puede ser aplicado en otro tipo de
sistemas de comunicacio´n como por ejemplo en redes sociales
y protocolos punto a punto; asimismo puede ser implementado
fuera del dominio de las comunicaciones como la revelacio´n
estadı´stica de tablas pu´blicas y la investigacio´n forense. Nues-
tro me´todo es afectado por muchos factores como el nu´mero
de usuarios y el nu´mero promedio de mensajes por ronda lo
que deriva a una alta complejidad de las tablas que influye
de manera negativa en el ataque. El alcance en la tasa de
clasificacio´n muestra que entre mayor es el nu´mero de rondas
se obtienen mejores resultados. Finalmente iteramos el algorit-
mo. Es necesaria mayor investigacio´n para definir con cua´ntas
iteraciones se pueden ver mejores resultados. De acuerdo a
la literatura revisada, podemos concluir que los protocolos de
anonimizacio´n propuestos hasta ahora consideran escenarios
muy especı´ficos. Los ataques estadı´sticos de interseccio´n se
centran en un usuario solamente, sin considerar las relaciones
entre todos los usuarios.
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Resumen—El ana´lisis conjunto de mecanismos de seguridad
y QoS es esencial para las redes heteroge´neas donde diversos
dispositivos pueden coexistir en entornos dina´micos. En concreto,
los dispositivos no siempre pueden ser conocidos, por lo que
diferentes requisitos y mecanismos pueden surgir para el ana´lisis.
En este artı´culo, proponemos una herramienta para facilitar la
configuracio´n de entornos basada en el ana´lisis parame´trico de
dependencias, tomando como base de conocimiento un conjunto
de para´metros de seguridad y QoS. Esta forma de ana´lisis de
para´metros a alto nivel permite considerar las dependencias
y la compensacio´n entre mecanismos con independencia del
sistema de informacio´n subyacente. Posibilita por tanto evaluar
el impacto que tales mecanismos, y otros definidos acorde al
modelo, tienen sobre un sistema previo a su despliegue.
Palabras clave—CPRM; QoS; PRM; Seguridad;
I. INTRODUCCIO´N Y FUNDAMENTOS
Diversos modelos para el ana´lisis conjunto de aspectos de
seguridad y calidad de servicio (QoS) emergen como conse-
cuencia directa de la amplia diversidad de dispositivos que
componen las redes heteroge´neas. En particular, los modelos
gene´ricos para el ana´lisis del balanceo o compensacio´n de
requisitos de seguridad y QoS son, desde el punto de vista
pra´ctico, los ma´s relevantes para las redes heteroge´neas de
composicio´n dina´mica, en las que no se puede prever con gran
exactitud los dispositivos que formara´n la red.
Definimos un modelo gene´rico para el ana´lisis de la com-
pensacio´n de seguridad y QoS como aquel que se abstrae de
detalles especı´ficos de una tecnologı´a y que ofrece la posi-
bilidad de integrar en el estudio cualquier tipo de tecnologı´a
y dispositivo a distinto nivel. De hecho, podemos encontrar
algunos ejemplos de modelos gene´ricos en la literatura que se
ajustan en mayor o menor medida a esta definicio´n [1], [2],
enfoques ma´s especı´ficos sobre seguridad o QoS [8], [4], [5],
[3], y otros, que emplean te´cnicas parame´tricas para mejorar la
configuracio´n de servicios [10]. Por ejemplo, en [1] se emplean
te´cnicas de model checking para verificar las equivalencias
entre especificaciones de seguridad y QoS, con el objetivo de
controlar los flujos de informacio´n ilegı´timos en el sistema. No
obstante, obliga a definir un modelo de comunicacio´n entre las
aplicaciones del sistema, restringiendo por tanto su a´mbito de
uso. Alternativamente, en [2] se define un modelo basado en el
contexto, que proporciona una funcio´n de utilidad para tener
en consideracio´n las preferencias del usuario. Sin embargo,
no permite medir el impacto que unos para´metros del sistema
tienen sobre otros, y el conjunto de contextos es limitado.
No obstante, el ana´lisis conjunto de los mecanismos de
seguridad y QoS deberı´a basarse en el estudio de relaciones
parame´tricas, es decir, relaciones de dependencia entre los
para´metros que definen la composicio´n de los mecanismos
de seguridad y los de QoS. Adema´s, definir estas relaciones
en base a un contexto es ba´sico para expresar la relevancia de
los para´metros, relaciones, operaciones y otros componentes y
propiedades, que tienen cabida en el sistema de informacio´n.
I-A. Definicio´n de un Modelo para el Ana´lisis de Relaciones
Parame´tricas basado en el Contexto (CPRM)
En base al paradigma actual y futura convergencia de las
redes, en [6] definimos un modelo para estudiar las relaciones
parame´tricas basado en el contexto, denominado CPRM por
sus siglas en ingle´s (Context-based Parametric Relationship
Model). Dicho modelo define la estructura de un sistema en
base a un conjunto de para´metros y sus relaciones, un conjunto
de operaciones que definen efectos sobre los para´metros de-
pendientes, y una estructura de pesos que define la relevancia
subjetiva y no subjetiva de los componentes del modelo.
Por ejemplo, un administrador puede considerar subjeti-
vamente que la confianza es un para´metro clave para la
subsistencia del sistema de informacio´n. En ese caso, el
para´metro confianza tendrı´a un peso mayor en el sistema que
otros para´metros menos relevantes dado el caso. A su vez, los
mecanismos que implementen el valor de confianza podrı´an
heredar la relevancia o peso de su para´metro padre, en este
caso, el para´metro confianza. Estos valores subjetivos estarı´an
sujetos a la variabilidad del contexto, de forma que en un
momento dado, ya sea por las medidas de seguridad adoptadas
o por el entorno donde esta´ el individuo, su relevancia puede
variar. Por ejemplo, en un entorno familiar bien definido,
el para´metro confianza y los mecanismos estrechamente de-
pendientes podrı´an relajar su relevancia de no existir otras
dependencias que se lo impidan. Esto es ası´, porque en el
contexto hogar el individuo podrı´a asumir que la confianza
viene dada por su ubicacio´n. Aunque no tiene porque´ ser ası´.
Adema´s, el modelo tambie´n contempla valores no subjeti-
vos; destinados a definir el impacto o reaccio´n en cadena que
podrı´a ocasionar una dependencia. Estos valores, se definen,
en primer lugar, de forma aproximada en las dependencias del
contexto general (GC, General Context), mientras que, una vez
que los para´metros son instanciados, el peso es actualizado al
contexto particular (PC, Particular Context).
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A, B, C, parámetros instanciados. 
1,2,3,4,5, parámetros instancia. 
Figura 1. Instanciacio´n de Para´metros.
La Figura 1 muestra parte de un sistema de dependencias
parame´trico instanciado siguiendo el modelo CPRM dada su
definicio´n en [6]1. La descripcio´n de la formulacio´n ma-
tema´tica asociada a las dependencias, ası´ como las reglas de
coherencia para la integracio´n de contextos pueden consultarse
en trabajos previos con ma´s detalle [7]. En este caso, nos
centramos en la visio´n general de co´mo la integracio´n de los
para´metros y su instanciacio´n quedarı´an reflejadas.
Partimos de un conjunto de para´metros que definen, de
forma general, el escenario a evaluar. Este contexto base (BC)
es fijo y no varı´a, y se encuentra en el PRM 2. Pueden variar
los pesos/relevancia de los para´metros, pero el BC siempre
queda presente a la espera de que sus para´metros, relaciones,
niveles, tipos y operaciones tomen los valores de contexto
definidos en el GC y, posteriormente, en los sucesivos PCs.
El BC es el resultado de un proceso de ana´lisis exhaustivo
sobre las arquitecturas y el entorno donde la herramienta
tendra´ cabida. En nuestro caso, surge del estudio de mecanis-
mos de Seguridad y QoS en el Internet del Futuro [7]. Aunque
la herramienta propuesta permite definir BC personalizados,
siendo por tanto extensible a otros a´mbitos de estudio, nuestro
principal objetivo es su uso para el ana´lisis de la compensacio´n
entre para´metros de Seguridad y QoS. En efecto, el BC que
proporcionamos define dichos tipos de relaciones y no otros,
que deberı´an ser agregados con posterioridad, segu´n el caso.
En este artı´culo proporcionamos las directrices ba´sicas para
la implementacio´n y el uso del modelo por medio de una
herramienta desarrollada a tal efecto, a la que denominaremos
SQT, por sus siglas en ingle´s Security and QoS tradeoff Tool.
SQT proporciona un interfaz gra´fico para la administracio´n
(Figura I-A) permitiendo al operador importar esquemas de
1Hacemos referencia al modelo que define las estructuras PRM, CPRM,
CPRMi (modelo instanciado a partir de un CPRM) y la relacio´n entre sus
componentes como CPRM.
2De cara a nuestro estudio, el BC no representa una estructura contextual,
ya que los para´metros en el BC (en el PRM) carecen de pesos.
Figura 2. Interfaz de Administracio´n.
modelo (PRM, CPRM, CPRMi) y de contexto (GCs y PCs),
salvar cualquier esquema en ficheros para su posterior uso y
modificacio´n, ası´ como el espacio de trabajo completo, con los
modelos y contextos asociados. Tambie´n es posible extraer o
eliminar contextos de los esquemas de modelo contextuales
(CPRM, CPRMi). El objetivo final es el ana´lisis dirigido a
la obtencio´n de mediciones sobre el modelo de dependencias:
1. Incremento y decremento de para´metros.
2. Seleccio´n de conjuntos de para´metros por tipo y nivel.
3. Seleccio´n de para´metros instanciados (llamados padre)
o bien de sus instancias (llamadas hijos) para distinguir
entre diferentes opciones de configuracio´n.
4. Calcular a´rboles de dependencias especı´ficos para un
para´metro, con el fin de posibilitar un examen ma´s
exhaustivo sobre el proceso de incremento/decremento.
A su vez, SQT permite visionar los resultados mediante
diagramas de barras superpuestas que indican el impacto de
un conjunto de para´metros en el resto de para´metros del
sistema, o bien sobre un conjunto especı´fico, en base al
tipo/nivel, etc. Tambie´n es posible seleccionar un para´metro
en particular, como veremos en el caso de estudio. Otro modo
de representacio´n empleado es el uso de grafos, por medio de
GraphViz. Ası´, el modelo de dependencias es representado
mediante un grafo, en el que los para´metros se muestran
acorde con la representacio´n del tipo y agrupados por niveles
segu´n se define en el modelo.
Para posibilitar el cumplimiento de tales requisitos, la
herramienta implementa un conjunto de reglas de coherencia
definidas para el modelo en [6]. El cumplimiento de estas
reglas garantiza que el sistema parame´trico final mantiene la
coherencia entre las dependencias.
El resto del artı´culo se divide como sigue. La Seccio´n II
muestra los detalles de implementacio´n del prototipo conforme
los requisitos dados. La Seccio´n III estudia la usabilidad del
prototipo para el ana´lisis de la compensacio´n entre para´metros
de Seguridad y QoS. Por u´ltimo, exponemos las conclusiones
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y el trabajo futuro.
Create PRM and .dot file
PRM = PARAMETRIC_DEFAULT()
Get Contextual-based PRM (CPRM)
CPRM = getCPRM(GC, PRM)





Get CPRM instance (CPRMi)
getCPRMinstance(PC, CPRM)
CPRM





















(b) Integracio´n de un PC.
Figura 3. Modelo de Componentes.
II. PROTOTIPADO DEL MODELO
El prototipo del modelo CPRM fue implementado en
Matlab, ofreciendo una versio´n plug-in. Para el uso de SQT
con toda su funcionalidad, debe instalarse GraphViz, a fin de
interpretar los ficheros .dot que contienen las dependencias 3.
Los siguientes apartados abordan el disen˜o de SQT.
II-A. Modelo de Componentes
El disen˜o de SQT esta´ basado en el uso de componentes,
tanto desde el punto de vista arquitectural, como desde el
punto de vista de la integracio´n de contextos, considerados
como componentes intercambiables. Ası´, teniendo en cuenta
que en un CPRM puede existir un u´nico GC, cualquier
estructura de modelo puede ser ampliada/modificada usando
SQT por medio de la agregacio´n/sustitucio´n de un GC, y de
tantos PCs como sea preciso. Cuando en el CPRM se integra
un PC, decimos que se genera una instancia del CPRM y lo
denotamos como CPRMi.
Ası´ mismo, de cara a facilitar la tarea de ana´lisis, es
preciso que podamos volver a una versio´n anterior del modelo
retirando el u´ltimo contexto agregado, o construir nuevos
contextos retirando alguno de los contextos integrados (no
necesariamente el u´ltimo). Esto es posible gracias a las reglas
de integracio´n y coherencia definidas para el modelo que
implementa SQT [6], y a la definicio´n de la cadena de
integracio´n y estructuras de datos descritas aquı´.
Para permitir dicha funcionalidad, la integracio´n de compo-
nentes se efectu´a en SQT conforme al diagrama de actividad
mostrado en la Figura 3(a), en el que se ilustra la creacio´n
de un CPRMi a partir de un PRM4, para un caso de prueba.
Para ello, creamos estructuras intermedias por defecto.
3Los ficheros .dot pueden ser modificados directamente o interpretados
desde otras herramientas.
4En este ejemplo, el PRM es creado usando una funcio´n por defecto acorde
a la definicio´n del modelo.
En particular, empleamos las funciones getGC y getPC
para extraer o generar un contexto en base a una estructura
parame´trica. En el caso de getGC, si la estructura introdu-
cida es un PRM, y, por consiguiente, sin contexto asociado,
generara´ un GC asociado a los para´metros de la estructura.
Si, por el contrario, recibe un CPRM o un CPRMi, que son
estructuras con un GC asociado, entonces devolvera´ el GC
asociado a la estructura. De igual forma, getPC so´lo devuelve
los PC asociados a una estructura cuando esta´n definidos,
es decir, cuando la entrada es un CPRMi. En otro caso,
devolverı´a un PC aleatorio adecuado al tipo de estructura5.
Por otra parte, las funciones getCPRM y getCPRMinstance
asocian contextos con modelos. Es decir, getCPRM recibe un
modelo y un GC que asignara´ al modelo. De esta asignacio´n
se obtiene un modelo parame´trico contextualizado (CPRM)
coherente. El caso de getCPRMinstance es ligeramente distin-
to, ya que en un CPRMi varios PCs pueden coexistir. Aunque
ambas funciones persiguen obtener una estructura nueva a
partir de un modelo y un contexto, en el caso de getCPRMi
se precisa un ana´lisis mucho ma´s exhaustivo.
Dado que un CPRMi es una instancia de un CPRM, se
espera que sea una estructura dina´mica, donde los PCs son
intercambiados con mucha ma´s frecuencia que un GC, que,
aunque puede ser modificado, se asume que es una parte
mucho ma´s estable. Por tanto, el caso en el que diferentes
para´metros se identifiquen igual en un CPRMi y un PC
podrı´a ser posible, dada la diversidad de escenarios que
podrı´an definirse como PC. Estos casos deben considerarse
para no solapar comportamientos de distintos para´metros.
Este es so´lo un ejemplo de los aspectos a contemplar en la
integracio´n de PCs en un CPRMi.
La Figura 3(b) muestra de forma ma´s detallada la secuencia
de acciones realizadas por la funcio´n de integracio´n de PCs,
getCPRMinstance. Esta funcio´n recibe una estructura CPRM y
la transforma en el primer paso para incluir los tipos y campos
adicionales en una estructura CPRMi. Si la estructura ya es
un CPRMi, entonces no realiza ningu´n cambio inicial, se
considera que la estructura esta´ instanciada.
El siguiente paso, es asegurarnos de que los identificadores
de los para´metros en el modelo, ya un CPRMi, no coinciden
con los identificadores de los para´metros del PC. Tras este
paso, obtenemos un modelo unificado, en el que los para´metros
del modelo y el contexto significan lo mismo. Para estudiar
la compensacio´n parame´trica de los para´metros instancia-
dos, getCPRMinstance convierte en niveles los para´metros
padre, es decir, aquellos para´metros p para los que existen
para´metros en PC que instancian a p (de forma matema´tica:
p|∃p2 ∈ PC, p ∈ P (p2)). Estos niveles contienen informacio´n
de intere´s para, en caso de retirar el PC que provoco´ la
instanciacio´n, que el nivel asociado a un padre desaparezca
y se restaure como para´metro sin instanciar.
Por u´ltimo, se establecera´n las dependencias que heredara´ el
hijo, y se creara´n aquellas necesarias para mantener el modelo
5M y P indican el nu´mero de para´metros instancia que queremos que se
generen por cada para´metro del modelo que se recibe como entrada.
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coherente. Por ejemplo, si una instancia (hijo) se relaciona con
un para´metro con el que el para´metro padre no tiene relacio´n,
se agregarı´a una nueva dependencia entre el para´metro padre
y el para´metro con el que se relaciona el hijo (ej. Figura 1).
Finalmente, a nivel de ana´lisis, todas las pruebas posi-
bles sobre un PRM son posibles sobre estructuras CPRM o
CPRMi (inclusive la interpretacio´n mediante diagramas .dot).
La diferencia sustancial, es que mientras que un PRM es
esta´tico, un CPRM presenta tambie´n una visio´n subjetiva del
contexto de la red, dando ma´s relevancia a unos para´metros,
relaciones u operaciones conforme a las prioridades de admi-
nistracio´n o el conocimiento profundo de la red. Un CPRMi,
adema´s, permite la integracio´n de partes dina´micas en base
a particularidades, contextos ma´s variables y fugaces, pero
tambie´n ma´s especı´ficos. Una vez que se conocen el conjunto
de dispositivos tanto como para establecer sus dependencias
y darles valores no subjetivos, sino pro´ximos a la realidad,
partes del GC pueden ser instanciadas con el PC.
II-B. Estructuras de Datos
Aunque en los ejemplos anteriores se mostro´ la creacio´n
de GCs y PCs por defecto en base a un modelo o estructura,
cualquier estructura PRM, CPRM, CPRMi, PC o GC tiene
su formato predefinido con el que son creadas y empleadas.
La herramienta mantiene todas estas estructuras como parte
de una estructura general, S, que gestiona los esquemas y
contextos y que puede ser salvada, como espacio de trabajo.
Desde el punto de vista de la implementacio´n, se puede
considerar que S (Exp. 1) contiene el modelo de datos,
compuesto por las estructuras de modelo y de contexto. En
particular, la Tabla I muestra, grosso modo, las diferencias
existentes entre los esquemas de modelo. E´stas, permiten
identificar cua´ndo una estructura de modelo es un PRM, un
CPRM o´ un CPRMi, y gestionar las operaciones definidas
acorde al tipo de estructura y su definicio´n. Las partes comunes
entre los modelos, son las que posibilitan la integracio´n basada
en componentes. En particular, como parte del esquema PRM,
las propiedades de niveles, tipos, operaciones y para´metros
contienen elementos comunes como por ejemplo identificado-
res inequı´vocos, nombre (string), y forma de representacio´n
visual en los diagramas Matlab o GraphViz (color y forma).
Adema´s, cada para´metro, una vez calculadas sus dependencias
con el resto, conserva la matriz de dependencias parame´trica,
definida en [7], creada de forma recursiva, que define todas
las relaciones de dependencia posibles que involucran al
para´metro. Dichas matrices ocupan espacio en la estructura del
PRM, a cambio de evitar el ca´lculo de mapas repetidas veces.
Se obtienen a su vez de la matriz de dependencias general,
donde se muestran todas las relaciones simples en su forma
matricial binaria. Este conocimiento se extrae a su vez de las
denominadas dependencias en bruto (DB), que expresan las
relaciones A → B por medio del identificador del para´metro
A, el de la operacio´n de dependencia y el del para´metro B.
S = {D1, D2, D3, D4, D5}; (1)
D1 = #prm, nxtID, {{prm1, id, info, file}, ...}; (2)
D2 = #cprm, nxtID, {{cprm1, id, info, gcid, file}, ...}; (3)
D3 = #cprmi, nxtID, {{cpmi1, id, info, gcid, pclist, file}, ...}; (4)
pclist = [pcid1, pcid2, ...]; (5)
D4 = #gc, nxtID, {{gc1, gcid, info, file}, ...}; (6)
D5 = #pc, nxtID, {{pc1, gcid1, info, file}, ...}; (7)
El esquema para el PRM sienta las bases de los esquemas
definidos para el modelo CPRM y las instancias CPRMi. No
obstante, hay diferencias que, aunque sutiles en el esquema,
suponen un cambio notorio en el proceso de ca´lculo de SQT.
Ası´, mientras que la estructura CPRM supone un punto de
inflexio´n entre un PRM y un modelo instanciado, los cambios
realmente relevantes se producen de cara a la definicio´n de
un CPRMi. Esto se debe en gran medida a dos factores
clave: la definicio´n de los tipos especiales para las instancias
de para´metros y los para´metros instanciados, y la conversio´n
puntual de para´metros como niveles. Estos factores, junto a
la capacidad de restauracio´n y modificacio´n del modelo por
medio de la eliminacio´n y agregacio´n de contextos, suponen
un gran cambio respecto los modelos no instanciados, que
quedan relegados a un desempen˜o ma´s esta´tico.
II-B1. Estructuras para los Contextos: A modo de ejem-
plo, mostramos a continuacio´n dos esbozos de definiciones de
GC (Exp. 8-14) y PC (Exp.15-17).
GC(1, 1 : 2) = {NL{id nivel1 peso1; id nivel2 peso2; ...}} (8)
GC(2, 1 : 2) = {NT{id tipo1 peso1; id tipo2 peso2; ...}} (9)
GC(3, 1 : 2) = {NO{id op1 peso1; id op2 peso2; ...}} (10)
GC(4) = {}; (11)
GC(5, 1 : 2) = {NP,NProp}; (12)
GC(6 : (5 +NP ), 1 : NProp) = {id param1 peso1; ...} (13)
GC(6 +NP, 1 : 2) = {ND, {id dep1 peso1; ...}} (14)
Las estructuras de contexto comparten algunos campos
con las estructuras de modelo. Esto es preciso dado que las
primeras pretenden efectuar cambios sobre los componentes de
los modelos (para´metros, relaciones, tipos...). No obstante, los
campos NProp y NP hacen referencia a la propia estructura de
contexto, no a los campos del modelo. Es decir, las estructuras
de contexto definen su propia forma de extensio´n. Por ejemplo,
en la versio´n actual, la parte de definicio´n de para´metros en un
PC cuenta con 5 campos de propiedad (NProp=5): una lista de
identificadores de para´metros padre (idPadres), el identificador
del para´metro (que puede ser modificado si las reglas de
integracio´n lo demandan), el nombre del para´metro y el peso.
PC(1, 1 : 4) = {NP,Nprop,ND, {IDpc, descrip.}}; (15)
PC(2 : (1 +NP ), 1 : Nprop) = {idPadres, id, nombre, peso}; (16)
PC{3 +NP} = {idParamA, idOp, idParamB, peso; ...}; (17)
Dado un PC, cuando un CPRM es instanciado (Fig. 3(b)), se
crean dos tipos especiales: instance e instantiated. Ası´, cuando
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Tabla I
CAMPOS PARA LAS ESTRUCTURAS DE DATOS DE LOS ESQUEMAS DE MODELOS
Fila,Columna: Propo´sito Definicio´n PRM CPRM (cambios sobre PRM) CPRMi (cambios sobre CPRM)
1,1-2: Info. niveles Nu´mero de niveles (NL) + Propiedades
de Niveles
Agrega a las propiedades de cada nivel
un peso wl
Define niveles especiales para los para´metros instancia-
dos
2,1-2: Info. tipos Nu´mero de tipos (NT) + Propiedades de
Tipos
Agrega a las propiedades de cada tipo
un peso wt
Agrega los dos tipos especiales: instance e instantiated
3,1-2: Info. operaciones Nu´mero de operaciones (NO) + Propie-
dades de Operaciones
Agrega a las propiedades de cada ope-
racio´n un peso wo
-
4,1-2: Otra informacio´n Directorio por defecto (DD) - Agrega informacio´n isobre las instancias realizadas
5,1: NP Propio del modelo
5,2: NProp 5 6 6
5+NP,1-NProp: Para´metros Propiedades de Para´metros Agrega a las propiedades de cada
para´metro un peso wp
Los para´metros instanciados cambian su nivel por el
nuevo creado como resultado de su instanciacio´n
6+NP,1: Dependencias Dependencias en bruto (DB) o´ Matriz de dependencias procesada (MD)
6+NP,2-3: Tras procesar DB matriz de ceros NPxNP + DB Matriz de costes NPxNP + DB -
un para´metro sea instanciado y se cree un nivel a partir de
e´ste, se etiquetara´ al para´metro como instantiated permitiendo
aplicar las reglas de herencia para el ca´lculo del impacto
parame´dico. A su vez, cuando el para´metro es etiquetado como
instance, se espera un identificador del PC que provoco´ la
instanciacio´n, y se tiene en cuenta que el para´metro es ma´s
dina´mico que un para´metro que no sea instancia.
III. CASO DE USO Y EVALUACIO´N
En esta seccio´n mostraremos co´mo realizar pruebas para
estimar la compensacio´n entre requisitos de Seguridad y QoS.
III-A. Para´metros del Contexto Base
El ejemplo propuesto para el caso de ana´lisis esta´ basado
en el funcionamiento de una red de sensores. Como tal,
considera como parte del conjunto de para´metros del contexto
base (BC) aquellos para´metros generales que pueden estar
relacionados con una red de sensores, ası´ como las relaciones
entre e´stos (consultar [7]). Adaptado al caso que nos ocupa,
los para´metros del BC son mostrados en la Tabla II6.
Aunque el GC por defecto para estos para´metros es ini-
cialmente establecido con peso igual a 1 para todos los
para´metros (∀p|p ∈ PRM,wp = 1), es posible establecer un
GC subjetivo, basado en nuestras prioridades de administra-
cio´n. Por ejemplo, aumentar la relevancia/impacto del cifrado
(Encryption), de tal forma, que todos los para´metros que
tengan una dependencia en la que Encryption se encuentre en
el antecedente sera´n ma´s afectados que el resto de para´metros.
Los para´metros afectados por el incremento del para´metro
Encryption, pueden consultarse usando el a´rbol parame´trico
particularizado para un para´metro. El efecto, sin embargo,
podra´ variar dependiendo del tipo de relacio´n definida entre
los para´metros y de los pesos definidos para las relaciones. Por
ahora, todos los pesos para las relaciones tienen valor unitario
(wd = 1,∀d : A → B|d ∈ PRM ). Estos pesos pueden
modificarse con un GC, pero en nuestro caso lo haremos con
un ejemplo de instanciacio´n de para´metros.
6Las dependencias entre los para´metros no son mostradas debido a su
extensio´n. Puede consultarse el diagrama ampliado que contiene estos y otros
para´metros en [7].
Tabla II
PARA´METROS DEL CONTEXTO BASE (BC)
HIGH-LEVEL REQUIREMENTS
QoS Reliability, Fault Tolerance, Availability
Security Authentication, Authorization, Confidentiality, Integrity, Trust, Privacy
LOCAL PROPERTIES
Resources PowerConsumption, Memory, Rayleigh Channel, Energy, Compu-
tationTime
Security Anti-Tampering, Encryption, Public Key Cryptography, Symmetric
Cryptography, Secure Key Exchange, Secure Key redistribution, Key
Generation, Signature Scheme
COMMUNICATION
QoS Data Rate, Packet Size, Signal Strength, Data Transmission, Transmis-




QoS Throughput, Delay, Jitter, Packet Loss, Response Time, Bit Error Rate
(BER)
ENVIRONMENT
QoS Allowable Bandwidth, Error Probability
Attacks DoS, Malicious Devices
Consequence Interference, Congestion, Overhead, Fading, Shadowing, Noise
III-B. Agregacio´n de un Contexto
Una vez aplicado el GC, podemos aplicar diferentes PCs
sobre el CPRM resultante. Este hecho conduce a lo que
denominamos instanciacio´n del modelo parame´trico. A modo
de ejemplo, mostraremos los cambios producidos en el sistema
al aplicar el contexto particular mostrado en la Tabla III, cuyos
pesos son estimaciones acorde al trabajo [9].
Tabla III
PESOS wd CONFORME [9]
Dependence Weight
General Parameter Antecedent R Consequent wd
Authentication
CAS + ECDSA 1
DAS + ECDSA 1
CAS ¬c Memory 0
DAS ¬c Memory 5
CAS c PacketSize 5
DAS c PacketSize 1
Signature Scheme
ECDSA ¬c Energy 1
PairingBased ¬c Energy 5
ECDSA c Computation Time 1
PairingBased c ComputationTime 5





























































































































































































Figura 4. Impacto de CAS y DAS sobre el Rendimiento.
La Tabla III muestra los para´metros generales que sera´n ins-
tanciados (Authentication y SignatureScheme) y los para´me-
tros instancia (CAS, DAS, ECDSA, PairingBased). Una vez
integrado el nuevo contexto, los para´metros de Authentication
y SignatureSheme pasarı´an a ser niveles, y como tales pueden
ser consultados. Esta es una ventaja adicional del modelo, ya
que permite comprobar el efecto que este u´ltimo cambio de
contexto tuvo sobre para´metros que ya se encontraban en el
modelo. En el nuevo contexto final, cada vez que se incremen-
te el para´metro Authentication o SignatureScheme, tambie´n
sera´n incrementados los para´metros instancia, y con ellos los
para´metros dependientes de e´stos, que han podido introducir
nuevas dependencias para hacer el modelo coherente.
Finalmente, el proceso de ajuste entre para´metros de Seguri-
dad y QoS, se realiza en base al BC definido y la instanciacio´n
del modelo con los mecanismos cuyo impacto en el sistema
resultante queremos medir. Por ejemplo, una vez introducido el
u´ltimo contexto (Tabla III), podemos evaluar el impacto que
los mecanismos de autenticacio´n CAS y DAS tienen sobre
los para´metros de rendimiento (Figura 4) o de cualquier otro
tipo. Note que los para´metros sobre los que se percibe el
efecto no fueron obtenidos de [9], sino que son resultado de
la integracio´n con el BC definido a priori. La informacio´n del
sistema sera´ mucho ma´s fiable y enriquecedora conforme el
nu´mero de PC integrados sea mayor.
IV. CONCLUSIONES Y TRABAJO FUTURO
En este artı´culo proporcionamos las directrices ba´sicas
para la implementacio´n y el uso de una herramienta para la
evalucacio´n de la compensacio´n entre para´metros de Seguridad
y QoS (SQT). SQT esta´ basada en un modelo gene´rico para
la compensacio´n parame´trica basado en el contexto (CPRM)
definido en trabajos previos. Un requisito importante perse-
guido es que cualquier contexto pueda ser intercambiado en
un CPRM por otro nuevo o modificado. El caso de estudio
abordado muestra co´mo es posible emplear SQT para los fines
propuestos.
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Resumen—Uno de los mayores retos a los que se enfrentan
los sistemas de monitorizacio´n de seguridad en redes es el gran
volumen de datos de diversa naturaleza y relevancia que deben
procesar para su presentacio´n adecuada al equipo administrador
del sistema, tratando de incorporar la informacio´n sema´ntica ma´s
relevante. En este artı´culo se propone la aplicacio´n de herramien-
tas derivadas de te´cnicas de ana´lisis exploratorio de datos para la
seleccio´n de los eventos crı´ticos en los que el administrador debe
focalizar su atencio´n. Adicionalmente, estas herramientas son
capaces de proporcionar informacio´n sema´ntica en relacio´n a los
elementos involucrados y su grado de implicacio´n en los eventos
seleccionados. La propuesta se presenta y evalu´a utilizando el
desafı´o VAST 2012 como caso de estudio, obtenie´ndose resultados
altamente satisfactorios.
Palabras clave—ana´lisis exploratorio de datos (exploratory data
analysis), big data, visualizacio´n de datos (data visualization),
seguridad en redes (network security), sistemas de monitorizacio´n
de seguridad en redes (network security monitoring systems)
I. INTRODUCCIO´N
Los sistemas de monitorizacio´n de la seguridad en redes
(NSM, del ingle´s Network Security Monitoring) [1] tienen
como finalidad la agregacio´n y ana´lisis de los datos proce-
dentes de los diversos mecanismos y sensores desplegados en
el entorno de red, a fin de validar y, en su caso, responder
a incidentes de seguridad. Aunque suelen incorporar datos
procedentes de sistemas de deteccio´n de intrusiones (IDS,
del ingle´s Intrusion Detection Systems) [2] como elemento
relevante, no son, en sı´ mismos, sistemas IDS. Por el contrario,
su operacio´n esta´ orientada a seleccionar, priorizar y validar
las alertas generadas por otros sistemas de monitorizacio´n y
trazado de eventos.
Entre las limitaciones que deben afrontar los NSM podemos
mencionar el gran volumen de datos que deben manejar, ya
que integran informacio´n de mu´ltiples fuentes, muchas de ellas
generando un elevado nu´mero de registros (p.e., trazas de
cortafuegos, de sesiones, alertas de IDS, etc.). Adicionalmente,
los datos deben ser preprocesados, agregados y presentados
al administrador de forma que e´ste pueda comprenderlos y
gestionarlos fa´cilmente. En consecuencia, dos son los retos
ma´s relevantes para el disen˜o de NSM: el ana´lisis de los datos
y la presentacio´n/visualizacio´n de los resultados.
La mayorı´a de los NMS existentes (p.e., Sguil1 o Snorby2)
1http://sguil.sourceforge.net
2https://snorby.org
se limitan ba´sicamente a recopilar e interrelacionar los datos
procedentes de los sensores con la finalidad de facilitar su
ana´lisis y consulta por parte del administrador, mostra´ndolos
en base a secuencias temporales y/o prioriza´ndolos a partir
de esquemas simples. En algunos casos se incluyen algunas
heurı´sticas y estadı´sticas simples (p.e., Pravail Security Analy-
tics3), pero es evidente que se requieren me´todos y te´cnicas
ma´s potentes y de mayores prestaciones para el ana´lisis y
visualizacio´n de los datos. En este contexto, las te´cnicas de
ana´lisis exploratorio de datos (EDA) [3] pueden resultar extre-
madamente u´tiles tanto para establecer los eventos relevantes
en los que el administrador deberı´a centrar su atencio´n, como
para mostrar las propiedades o caracterı´sticas implicadas en
cada evento.
En este trabajo proponemos y evaluamos una metodologı´a
basada en EDA que proporciona medidas y gra´ficas para
conseguir el objetivo antes mencionado. Para ello se realiza
una eleccio´n de herramientas que, secuenciadas adecuada-
mente, permiten, en primer lugar, determinar los eventos
potencialmente relevantes sin intervencio´n del administrador.
A partir de estos, mediante la obtencio´n e interpretacio´n de
algunas gra´ficas, el administrador puede recabar informacio´n
sema´ntica respecto de dichos eventos que puede serle de
utilidad para la posterior comprobacio´n o supervisio´n de los
mismos.
El resto del artı´culo se estructura como sigue. En la Seccio´n
II se presentan brevemente las herramientas y te´cnicas en las
que se basan los ana´lisis de datos subsiguientes. En la Seccio´n
III se describe el funcionamiento del sistema propuesto, ex-
plicita´ndose la secuenciacio´n de las te´cnicas y procedimientos
a aplicar. En la Seccio´n IV se describe la aplicacio´n del
sistema desarrollado al reto VAST 2012 [4], para lo que se
describira´ previamente dicho reto ası´ como la parametrizacio´n
realizada, aspecto clave del ana´lisis. Finalmente, en la Seccio´n
V se presentan las contribuciones ma´s relevantes del trabajo
y se apuntan brevemente algunos trabajos de futuro.
II. HERRAMIENTAS DE ANA´LISIS EXPLORATORIO DE
DATOS
El ana´lisis exploratorio de datos (EDA) tiene como objetivo
facilitar el conocimiento y visualizacio´n de la estructura que
3http://www.arbornetworks.com/products/pravail/securityanalytics
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presenta un conjunto de datos. Para ello utiliza una serie de
te´cnicas y herramientas que permiten analizar su propiedades
relevantes y presentarlas de forma adecuada para facilitar su
interpretacio´n. Entre las te´cnicas empleadas se encuentran
algunas bien conocidas como PCA (Principal Component
Analysis) [6], ası´ como otras ma´s novedosas, propuestas re-
cientemente por parte de los autores, como son MEDA [7] y
oMEDA [8].
A continuacio´n, se describen brevemente las te´cnicas utili-
zadas:
PCA: El ana´lisis de componentes principales permite
transformar un conjunto de N observaciones, cada una
de ellas con M variables o componentes que pueden
estar correlacionadas entre sı´, a un nuevo espacio de
caracterı´sticas decorrelacionadas denominadas compo-
nentes principales (Principal Components o PCs). Sin
entrar en detalles, que pueden consultarse en [5], si X
es la matriz de datos, de dimensio´n N ×M , el ana´lisis
PCA permite expresar estas observaciones de acuerdo a:
X = TA ·PtA +EA, (1)
donde A es el nu´mero de PCs incluidas en el modelo,
TA es la matriz N × A de puntuaciones (scores), PA
la matriz M × A de cargas (loadings), compuesta por
los A autovectores de XX := X′ ·X con los mayores
autovalores asociados, y EA la matriz N×M de residuos.
En el contexto del ana´lisis de datos podemos decir, de
forma coloquial, que el objetivo de este ana´lisis es retener
la mayor informacio´n posible sobre los datos con el
menor nu´mero posible de para´metros. El procedimiento
para la seleccio´n adecuada de A depende de la aplicacio´n
concreta considerada [9]. El resto de herramientas se
basan en el modelo PCA.
Gra´ficos de evolucio´n: Los gra´ficos de evolucio´n, uti-
lizados ampliamente en el entorno industrial, permiten
visualizar de forma simple la parte del modelo y de los
residuos obtenida en la ec. (1) para el conjunto de ob-
servaciones. Para ello, se obtienen una pareja de gra´ficos
a partir del leverage o estadı´stico T2 de Hotelling, que
comprime la informacio´n en el modelo, y la estadı´stica
Q [10], que comprime la informacio´n en el residuo.
En el contexto de la seguridad, ambas gra´ficas permiten
identificar con sencillez cualquier evento ano´malo.
MEDA: Los gra´ficos MEDA son mapas de color de
taman˜o M×M en los que se representa la relacio´n (posi-
tiva o negativa) existente entre las parejas de variables de
un conjunto de datos. Los coeficientes de MEDA son una
variante de la correlacio´n menos sensible al ruido y, por
tanto, con mejores cualidades para detectar la estructura
en los datos. Para facilitar la visualizacio´n de los gra´ficos
MEDA, se suele usar un me´todo de serializacio´n [11]
que reordena las variables de acuerdo a un criterio de
similitud. De esta forma es ma´s fa´cil identificar grupos
de variables, ya que tienden a formar cuadrados en el
gra´fico. En el contexto de la seguridad, los grupos de
variables nos permiten identificar los tipos de tra´fico o
incidentes que tienen lugar en la red.
oMEDA: Los gra´ficos oMEDA permiten comparar valo-
res de variables en dos grupos de observaciones a partir
de un diagrama de barras. Ası´, un valor positivo para
una variable en oMEDA significa que el primer grupo
de observaciones presenta un valor mayor para dicha
variable que el segundo grupo, mientras que un valor
negativo representa lo contrario. En el contexto de la
seguridad, oMEDA se utiliza para identificar las variables
relacionadas con un evento ano´malo, comparando dicho
evento con la tendencia gene´rica en la red. El resultado
nos permite determinar caracterı´sticas del evento ano´ma-
lo, que potencialmente nos pueden permitir identificar las
causas de dicho evento y, en su caso, proponer medidas
paliativas o de respuesta de forma veloz y eficaz.
Las herramientas descritas se encuentran implementadas en
un mo´dulo para c©Matlab desarrollado por uno de los autores
[12].
III. MONITORIZACIO´N Y VISUALIZACIO´N:
ARQUITECTURA Y METODOLOGI´A
La metodologı´a de monitorizacio´n y visualizacio´n de in-
cidentes de seguridad propuesta se basa en la deteccio´n e
interpretacio´n de anomalı´as a partir del ana´lisis PCA, para
lo que se usan las gra´ficas de Hotelling T2 y Q, junto con
MEDA y oMEDA para determinar las variables y relaciones
entre ellas asociadas a dichas anomalı´as. Esta combinacio´n
de herramientas resulta extremadamente u´til para los fines
mencionados en escenarios caracterizados por un elevado
nu´mero de datos y para´metros.
En la Figura 1 se muestra un diagrama de bloques del
sistema planteado para NSM. Como puede observarse, se
consideran dos bloques diferenciados que se discuten a conti-
nuacio´n.
III-A. Preprocesado
En este bloque se preparan los datos procedentes de las
fuentes para su ana´lisis. Las secuencias de datos de entrada
son preprocesadas y parametrizadas de acuerdo a un conjunto
de caracterı´sticas/variables seleccionadas.
Cada variable contabiliza el nu´mero de veces que, durante
un cierto intervalo de tiempo w, aparece cierto valor o valores
en los registros (logs) del dispositivo fuente. A modo de
ejemplo, una variable podrı´a contabilizar el nu´mero de veces
que un puerto determinado, p.e., el 21 (ftp), aparece en las
trazas durante un periodo de 1 minuto. La motivacion para esta
eleccio´n es que el nu´mero de entradas en una traza en las que
aparece un puerto concreto puede proporcionar informacio´n
para detectar eventos asociados a un protocolo.
Aunque el sistema de parametrizacio´n puede disen˜arse de
forma especı´fica para los dispositivos de monitorizacio´n y
deteccio´n disponibles en la red, se pueden definir ciertas
buenas pra´cticas de disen˜o:
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Evento 2 – Variables2 
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EventoN - VariablesN 
Figura 1. Diagrama de bloques del sistema.
Seleccionar una variable por nivel de seguridad, prioridad
o alarma en los registros del dispositivo (por ejemplo,
variable ”warning 2variable ”critical”).
Seleccionar una variable por co´digo en los registros del
dispositivo (por ejemplo, variable contador del co´digo
ASA-4).
Seleccionar una variable por direccio´n IP o grupo de
direcciones IP con sentido topolo´gico o funcional en la
red (por ejemplo, variable contador de la IP del DNS
local o de las IPs de un departamento concreto).
Seleccionar una variable por grupo de puertos relaciona-
dos con un protocolo de intere´s (por ejemplo, variable
contador del puerto 80 y el 8080).
En cada intervalo de tiempo w, se combinan las carac-
terı´sticas evaluadas para cada fuente en un u´nico vector, −→xt ,
que sera´ la observacio´n correspondiente al instante t sobre
la que se realizara´n los ana´lisis posteriores. A continuacio´n,
esta observacio´n se utiliza para actualizar, siguiendo una
estrategia de media mo´vil de peso exponencial o EWMA
(Exponentially Weighted Moving Average), la matriz XX que
representa el estado actual de la red monitorizada. La matriz
se actualiza con la entrada de nuevos datos de la forma
XXt = λ ·XXt +−→xt ′ · −→xt , donde 0 ≤ λ ≤ 1 es un factor de
olvido que permite descartar informacio´n pasada.
III-B. Ana´lisis y visualizacio´n
En el segundo bloque se realizan todas las operaciones
necesarias para el ana´lisis de los datos, visualizacio´n y pos-
terior interpretacio´n. Se inicia el procesamiento realizando
un ana´lisis PCA de XX. La aproximacio´n utilizada para la
parametrizacio´n, a diferencia de las habitualmente utilizadas
en los NSM, puede generar un elevado nu´mero de para´metros
y, consecuentemente, una alta dimensionalidad de las obser-
vaciones. Sin embargo, esto no supone un problema dado el
ana´lisis PCA que se realiza a continuacio´n. Usando PCA,
el sistema permite identificar eventos donde se correlacionan
las variables contador antes mencionadas, permitiendo de
forma sencilla establecer puertos, segmentos de red, niveles
de seguridad vulnerados en firewall o IDS, etc., asociados a
cada evento ano´malo.
A partir del modelo PCA se obtiene la estructura de las
variables con los gra´ficos MEDA y la evolucio´n temporal
(lı´neas de tiempo) de los estadı´sticos Hotelling T2 y Q, que
sera´n utilizados para detectar anomalı´as, las cuales se reflejan
en estos gra´ficos por picos en la evolucio´n. Para cada anomalı´a
o conjunto de anomalı´as pro´ximas en el tiempo se obtienen
gra´ficos oMEDA para determinar cua´les son las variables
relacionadas con dicha anomalı´a.
De la metodologı´a propuesta resulta relevante su capa-
cidad, no so´lo para manejar grandes volu´menes de datos,
sino tambie´n para gestionar una alta dimensionalidad. Es
decir, los eventos u observaciones del sistema pueden ser
representados con tantos para´metros como se estime opor-
tuno, no siendo problema´tica la introduccio´n de informacio´n
redundante o relacionada, que sera´ adecuadamente procesada
por los esquemas PCA subyacentes. Por el contrario, cuantos
ma´s para´metros se incluyan, mayor sera la informacio´n que
podra´ extraerse. Esta es una caracterı´stica diferencial de la
propuesta, ya que la mayorı´a de las herramientas de ana´lisis
de redes operan sobre series de datos unidimensionales o de
reducida dimensionalidad [13].
IV. CASO DE ESTUDIO: APLICACIO´N A VAST 2012
La mejor forma de explicitar y mostrar las potencialidades
de la metodologı´a propuesta en la seccio´n anterior es aplicarla
y explicarla en un escenario concreto. Para ello considera-
remos el segundo reto del VAST 2012 [4].
Este reto considera un escenario correspondiente a una
red corporativa bancaria con varias sedes y acceso a Internet
(Figura 2) en la que ocurren incidentes de seguridad durante
dos dı´as. El desafı´o consiste en determinar los eventos ma´s
relevantes, sus causas y las posibles soluciones.
Los datos proporcionados consisten en una traza de un
cortafuegos Cisco ASA, conteniendo 23.711.341 registros, y
la salida generada por un IDS, que incluye 35.948 registros.
Los conjuntos de datos, su descripcio´n y los detalles sobre el
reto se encuentran disponibles en [4].
IV-A. Parametrizacio´n y preprocesado
De acuerdo a la metodologı´a propuesta, los datos pro-
cedentes de las trazas del IDS y del cortafuegos se han
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Figure 3. Bank of Money Regional Headquarters Network 
Figura 2. Red utilizada en el reto VAST 2012.
parametrizado agregando los datos durante periodos de w = 1
minuto. La eleccio´n de la ventana temporal viene determinada
por la resolucio´n temporal de las trazas del IDS, que impiden
el uso de ventanas de menor taman˜o. Se obtienen ası´ 2.350
observaciones, ordenadas temporalmente.
Cada observacio´n del sistema corresponde a un vector de
112 caracterı´sticas o variables que representa la informacio´n
procedente de ambas fuentes de datos. En particular, se han
asignado 69 variables para las trazas del cortafuegos y las
restantes 43 para las trazas del IDS. En la Tabla I se muestran
los nu´meros de para´metros establecidos para cada campo
presente en las trazas. Ası´, se consideran 17 para´metros aso-
ciados a cada uno de los puertos correspondientes a servicios
esta´ndar (nu´mero de puerto inferior a 1024) que aparecen en
las trazas. En el caso de las direcciones IP, se han establecido
9 para´metros a partir de la topologı´a de la red y de los rangos
de direcciones existentes. En la Tabla II se muestran algunos
de los para´metros seleccionados. La notacio´n utilizada hace
referencia a la fuente de los datos (fw o ids) y al significado
o flag asociado a cada uno.
IV-B. Ana´lisis y visualizacio´n
Una vez realizada la parametrizacio´n de los datos de entrada
se procede a realizar un ana´lisis PCA que sera´ la base para
el resto del estudio. A partir del modelo PCA, se obtiene
un gra´fico MEDA (Figura 3) que muestra la existencia de
agrupaciones de variables en el conjunto de datos (cuadrados
rojos). MEDA nos permite establecer, a nivel general, las
relaciones comunes entre variables en nuestra red. A modo de
Tabla I
































ejemplo, uno de los cuadrados rojos relaciona logs de prioridad
media en el IDS (ids_prio2) reportando intentos de robo
de informacio´n (ids_leak) en el firewall (ids_ipfwhq)
utilizando el protocolo VNC (ids_lvnc).
MEDA nos da una idea de eventos de seguridad comunes
en nuestra red, pero no incorpora informacio´n temporal. La
evolucio´n temporal se analiza con los gra´ficos de evolucio´n,
Figura 4, donde las posibles anomalı´as se identifican como los
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Tabla II
EJEMPLOS DE PARA´METROS UTILIZADOS Y VALORES ASOCIADOS.
Para´metro Campo Valor(es) asociado(s)
fw syscritical Prioridad syslog Critical
fw syserror Prioridad syslog Error
fw as37 Co´digo mensaje asa-3-710003
fw pshell Puerto 514
ids ipfwr Direccio´n IP 10.32.0.100 o 172.25.0.1
ids iplog Direccio´n IP 172.23.0.2
ids misc Clasificacio´n Misc. activity















Figura 3. MEDA para todo el conjunto de datos.
valores ma´s altos.
Las observaciones seleccionadas como anomalı´as son ana-
lizadas, bien en solitario, bien en grupos de observaciones
consecutivas, para determinar las variables que hacen de ellas
valores ano´malos. A este fin, como se indico´ en la Seccio´n
III, se obtienen gra´ficos oMEDA.
Para ilustrar el procedimiento, consideraremos el gra´fico
oMEDA de las observaciones {1,11,13,15} (Figura 5). A partir
de esta gra´fica se identifican dos para´metros con valores muy
altos: fw iplog (variable 54) y fw syslog (variable 55). De
acuerdo a esta informacio´n, el administrador puede concluir
que las anomalı´as se encuentran relacionadas con el puerto
syslog en el servidor de trazas fw iplog. En el caso de las
observaciones {374, 375}, dos de las que mayores valores
proporcionan en las lı´neas de tiempo, se identifican de forma
ana´loga las variables ids lssh, ids pssh, fw ptelnet, ids limap,
ids lpop3, ids leak, ids ipfwhq e ids prio2 como asociadas
a la anomalı´a. Esto apunta a la existencia de problemas
relacionados con intentos de acceso o fuga de informacio´n
en los servicios SSH, IMAP y POP. El ana´lisis manual de las
trazas para el periodo de tiempo asociado a las observaciones
nos lleva a la conclusio´n de que en este periodo se produ-
cen escaneos e intentos reiterados de acceso en los puertos
correspondientes, lo que resulta coherente con la informacio´n
proporcionada por el sistema.
IV-C. Resultados
A partir de la informacio´n obtenida en los pasos previos,
tanto a nivel de observaciones a supervisar como de las
variables implicadas en cada caso, se ha procedido a la



















































Figura 4. Evolucio´n temporal de leverage (a) y residuo (b).











Figura 5. oMEDA para las observaciones {1,11,13,15}
inspeccio´n e intrepretacio´n de los registros asociados a dichas
observaciones, tanto en las trazas de IDS como de cortafue-
gos. Los detalles de dicho ana´lisis exceden los objetivos del
presente artı´culo, por lo que a continuacio´n nos limitaremos
a relacionar los incidentes encontrados y a comparar nuestros
hallazgos con los de otros autores participantes en el reto,
incluyendo los ganadores [14] (Tabla III).
Como resultado del ana´lisis realizado, se han identificado
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Tabla III
INCIDENTES DE SEGURIDAD REPORTADOS POR NUESTRO SISTEMA Y POR
LOS DE OTROS AUTORES.
Anomalı´a Propuesta [14] [15] [16]
Ataques DNS/Controlador X
Intentos de intrusio´n al cortafuegos X X X
Tra´fico FTP hacia nodos externos X X
Actividad IRC X X X
Errores en trazas X
las siguientes actividades sospechosas, para las que tambie´n
se han obtenido los intervalos de actividad:
Ejecucio´n remota no interactiva.
DNS spoofing hacia el servidor DNS y el controlador de
dominio. Esta actividad se circunscribe a la red interna.
Escaneo de puertos en el cortafuegos.
Ataques de buffer overflow y denegacio´n de servicio
hacia el servidor DNS y el controlador de dominio.
Actividad IRC continuada.
Adicionalmente, algunas de las anomalı´as encontradas han
resultado en la constatacio´n de errores de formato en los
archivos de traza en un volumen no despreciable. Estos
errores no habı´an sido informados por ninguno de los autores
participantes en el reto ni en publicaciones posteriores.
Se puede comprobar (Tabla III) que el sistema propuesto ha
permitido identificar no so´lo los eventos previamente hallados
por otros autores, sino algunos nuevos (ataques DNS y errores
en las trazas) a partir del ana´lisis de un reducido nu´mero de
observaciones seleccionadas por el mismo. Adicionalmente,
dicho ana´lisis ha sido realizado de forma dirigida, focalizando
la atencio´n en las variables sugeridas a partir de la metodologı´a
propuesta.
V. CONCLUSIO´N
En este trabajo se ha propuesto un sistema para la mejora
de las prestaciones de los NSM existentes en tres aspectos
clave: la integracio´n y parametrizacio´n de la informacio´n
procedente de diversas fuentes heteroge´neas, la seleccio´n
automa´tica de los incidentes ma´s relevantes y la incorporacio´n
de informacio´n sema´ntica al proceso de ana´lisis. Cada una
de estas contribuciones resulta relevante, ya que facilitan la
tarea de los administradores de seguridad durante el proceso
de monitorizacio´n y verificacio´n de las alertas generadas por
los sistemas automa´ticos, que pueden resultar muy numerosas
y, consecuentemente, inmanejables.
La metodologı´a propuesta ha mostrado una gran capacidad
para dirigir al administrador hacia los incidentes relevantes
y su interpretacio´n. La evaluacio´n realizada sobre el reto
VAST12 ha permitido identificar todos los incidentes repor-
tados hasta la actualidad en dicho reto, ası´ como algunos que
no habı´an sido detectados.
El sistema se encuentra actualmente implementado en la-
boratorio a nivel de realizacio´n de los ana´lisis PCA y la
obtencio´n de las diferentes gra´ficas de forma no integrada, esto
es, se requiere de la intervencio´n del administrador en cada
paso para ejecutar y proporcionar las entradas a cada mo´dulo.
Consecuentemente, una de las lı´neas de trabajo futuro debe
centrarse en la integracio´n de todas las herramientas en un
NMS de fa´cil uso, automatizando el sistema y posibilitando
el acceso a los datos originales a partir de los hallazgos del
mismo para su inspeccio´n por parte del administrador.
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Resumen—Las Infraestructuras Crı´ticas, ofrecen servicios
esenciales para el funcionamiento de sociedades modernas y se
controlan mediante Sistemas de Control Industrial. Garantizar
su seguridad es primordial debido a las graves consecuencias que
puede acarrear un ataque exitoso. Adema´s, la reciente aparicio´n
de gusanos disen˜ados de manera exclusiva evidencia el creciente
intere´s que sufren dichos sistemas. Las soluciones de seguridad
existentes se centran en protocolos de red pu´blicos de Sistemas de
Control Industrial, dejando a un lado los propietarios, debido en
gran medida a su desconocimiento. Con el propo´sito de ofrecer
un mecanismo de seguridad integral, tanto para protocolos
propietarios como pu´blicos, a lo largo de este artı´culo se presenta
un Sistema de Deteccio´n de Anomalı´as basado en el payload
y el flujo de los paquetes, en conjunto con un me´todo capaz
de describir el comportamiento de red mediante un conjunto
de reglas. La validacio´n se ha realizado utilizando un Sistema
de Control Industrial real. El bajo nu´mero de falsos positivos
demuestra su validez.
Palabras clave—deteccio´n de anomalı´as (anomaly detection),
protocolos propietarios (proprietary protocols), sistemas de control
industrial (Industrial Control Systems)
I. INTRODUCCIO´N
Los Sistemas de Control Industrial (Industrial Control
Systems, ICS) hacen referencia al conjunto de elementos
especializados en la monitorizacio´n y control de procesos
industriales, los cuales incluyen las Infraestructuras Crı´ticas
(Critical Infrastructures, CIs), necesarias para el correcto
funcionamiento de las sociedades avanzadas.
Las Amenazas Persistentes Avanzadas (Advanced Persistent
Threats, APTs) suponen una nueva generacio´n de software
malicioso y sofisticado. Con unas metas concretas y bien
definidas, tienen un nivel de eficacia muy elevado y son
sigilosas durante su ejecucio´n, siendo capaces de ocultarse
ante las posibles medidas de seguridad. Algunas de las APTs
disen˜adas para atacar a las CIs e ICSes son Stuxnet [1] y Duqu
[2], cuyos objetivos son la interrupcio´n de los servicios o el
ciberespionaje y el robo de informacio´n.
Los ataques contra los ICSes, y en consecuencia la inte-
rrupcio´n de sus servicios, podı´a acarrear serias consecuencias
de diversa ı´ndole (econo´mica, medioambiental. . . ), potencial-
mente catastro´ficas, como muestran el impacto causado por
algunos ataques anteriores [3]. Por ello, es de vital importancia
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salvaguardar la seguridad y el correcto funcionamiento de
las CIs e ICSes ante las APTs y otros softwares maliciosos,
ya que de ello depende en gran medida el bienestar de las
sociedades avanzadas. Adema´s, la seguridad es un proceso
continuo donde cada medida de seguridad aporta o establece
una barrera ma´s, en un entorno donde no existe la seguridad
absoluta. De ahı´ que sea necesario encontrar y desarrollar
nuevas te´cnicas de seguridad que sean capaces de detectar no
solo ataques bien conocidos, sino tambie´n posibles amenazas
que pudiesen alterar el funcionamiento de los ICSes.
Los Sistemas de Deteccio´n de Intrusiones (Intrusion Detec-
tion Systems, IDS) se clasifican en base a distintos para´metros
como bien pueden ser: el origen de los datos auditados, el
me´todo de deteccio´n o el modo de repuesta. Si bien es cierto
que los IDSes se pueden catalogar en base a distintos atributos,
en el entorno de los ICSes se clasifican principalmente en
base al me´todo de deteccio´n. Aquı´ podemos diferenciar dos
grandes familias: las que se basan en el conocimiento, tambie´n
conocidos como los basados en firmas, y los que se basan en
el comportamiento, conocidos como Sistemas de Deteccio´n de
Anomalı´as (Anomaly Detection Systems, ADS).
El me´todo tradicional de deteccio´n de intrusiones esta´ ba-
sado en firmas, donde las firmas describen patrones de ataque
y el tra´fico de red es analizado para ver si corresponde con
alguna de las firmas. Esta estrategia so´lo detecta ataques
conocidos, debido a que es necesario conocer los detalles de
un ataque para crear las firmas que lo describan. Por ello, los
IDSes basados en el conocimiento son ineficientes a la hora
de detectar APTs [4]–[5] y ataques desconocidos (zero-day
attacks).
Las diferencias existentes entre los ICSes y las tradicionales
Tecnologı´as de la Informacio´n y de las Comunicaciones, tales
como los protocolos de red correspondientes a los ICSes
o la falta de recursos de la mayorı´a de los componentes
industriales, ponen de manifiesto la necesidad de la creacio´n de
medidas de seguridad especialmente disen˜ados para los ICSes
[6]–[7]. Si bien es cierto que la seguridad de red se puede
aportar a trave´s de mecanismos de seguridad, tales como cor-
tafuegos o IDSes, estos u´ltimos son especialmente adecuados
debido a las peculiaridades del tra´fico de red industrial. En la
mayorı´a de los casos, aun teniendo un ICS que controla un
proceso fı´sico continuo y cambiante, la comunicacio´n entre
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los Master Terminal Unit (MTU) o servidores de control
y los Remote Terminal Unit (RTU) o Programmable Logic
Controller (PLC), siguen patrones repetitivos y pra´cticamente
esta´ticos [8]. Esta caracterı´stica permite describir el tra´fico de
red a trave´s de patrones de comportamiento para su posterior
utilizacio´n por los IDSes.
Mientras que la mayorı´a de los ICSes utilizan protocolos
pu´blicos, tambie´n es cierto que un nu´mero importante de
ICSes utilizan protocolos propietarios. Es decir, protocolos
privados cuyas especificaciones se desconocen o so´lo esta´n
disponible bajo acuerdos de confidencialidad. Actualmente, la
mayorı´a de las soluciones y tecnologı´as de seguridad so´lo
esta´n disponibles para protocolos pu´blicos, lo cual pone de
manifiesto la necesidad de crear herramientas de seguridad
capaces de trabajar tanto con protocolos pu´blicos como pro-
pietarios.
I-A. Contribucio´n y organizacio´n del artı´culo
A lo largo de este artı´culo se presenta un me´todo para
la deteccio´n de anomalı´as de protocolos industriales tanto
propietarios como pu´blicos, que se transportan por encima del
protocolo TCP/IP. La deteccio´n se realiza mediante el ana´lisis
de la carga u´til o payload de los paquetes de red y la informa-
cio´n de los flujos de la red. La seccio´n II recopila el trabajo
realizado en el campo de los detectores de anomalı´as que
agrupan la carga u´til de los paquetes o trabajan con protocolos
cifrados. La seccio´n III describe la arquitectura del sistema
de deteccio´n de anomalı´as presentado. La seccio´n IV muestra
los resultados experimentales que miden el rendimiento del
sistema presentado. Por u´ltimo, las secciones V y VI extraen
las conclusiones e identifican posibles lı´neas futuras de trabajo,
respectivamente.
II. TRABAJOS RELACIONADOS
Existe una gran variedad de ADSes relacionados con los
ICSes ([9]–[10]). La mayorı´a de los ADSes responden a proto-
colos pu´blicos, es decir, protocolos cuyas especificaciones son
conocidas. Esto permite conocer el propo´sito de los campos
que componen cada paquete de red, lo cual hace posible saber
que´ esta´ transportando la carga u´til del paquete. Ası´ el ADS
sera´ capaz de detectar las anomalı´as cada vez que el contenido
se queda fuera del criterio preestablecido. Esta metodologı´a es
conocida como Deep Packet Inspection (DPI). Sin embargo,
en el caso de protocolos propietarios la carga u´til de las tramas
de red es ininteligible, lo cual dificulta en gran medida el uso
de la metodologı´a DPI.
Aunque no directamente relacionados con protocolos pro-
pietarios, varios ADSes agrupan las cargas u´tiles de los paque-
tes para detectar anomalı´as. Estos sistemas esta´n generalmente
basados en n-gramas, cuya viabilidad para detectar anomalı´as
en cualquier tipo de tra´fico lo demostraron Bigham et al.
[11], incluso en algunos casos en los que el tra´fico de red
esta´ cifrado.
Anagram [12] es un detector de anomalı´as basado en
ana´lisis de n-gramas capaz de detectar ataques mime´ticos.
Para este fin utiliza la randomizacio´n junto con filtros Bloom,
reduciendo de esta manera la sobrecarga de ca´lculo. Aunque
es una mejora de PAYL [13], sin embargo Anagram presenta
algunas deficiencias y es susceptible a ataques como demos-
traron Pastrana et al. [14].
McPAD [15] utiliza una versio´n modificada de ana´lisis
basado en bigramas con el objetivo de detectar octetos co-
rrespondientes a shellcodes. Sin embargo, McPAD, en el caso
de existir ligeras diferencias entre el conjunto de aprendizaje
y un ataque, no es eficiente a la hora de detectar ataques.
Hadzˇiosmanovic´ et al. [4] realizan una comparacio´n de
diferentes algoritmos basados en n-gramas para el ana´lisis de
anomalı´as en protocolos binarios entre los que se encuentra el
protocolo de control industrial Modbus. Entre los algoritmos
analizados, Anagram [12] es el que mejores resultados obtiene
a la hora de detectar anomalı´as en las pruebas realizadas con
el protocolo de control Modbus.
Otra aproximacio´n a la deteccio´n de anomalı´as en tra´fico
desconocido es la realizada por Hoeve [16], el cual presenta
una metodologı´a para detectar intrusiones en tra´fico de control
cifrado. Para ello no inspeccio´na la carga u´til de los paquetes,
sino que se basa en separar las inserciones de tra´fico produci-
das por comandos, y reconocer las inserciones conocidas para
luego alertar de las que no lo son. Sin embargo, a la hora
de detectar anomalı´as en tra´fico de control, es ma´s deseable
una granularidad de inspeccio´n alta [17] ya que es capaz de
identificar ataques de inyeccio´n de datos.
III. DESCRIPCIO´N DEL SISTEMA
Entre los ADS mencionados en la seccio´n II no hay ninguno
que combine la informacio´n granulada de la carga u´til junto
con la informacio´n de flujo que posibilite la deteccio´n de
anomalı´as en protocolos de control industrial. En esta seccio´n
presentamos una solucio´n aplicable a protocolos propietarios
y pu´blicos, que utiliza la agrupacio´n de los octetos de la
carga u´til, sin intentar interpretar su contenido, junto con la
informacio´n de flujo para la deteccio´n de anomalı´as. Cabe
mencionar que la idea principal del ADS presentado es crear
un modelo de comportamiento para cada segmento de red entre
los posibles RTUs y MTUs del sistema. Posteriormente cada
modelo es sintetizado en un conjunto de reglas los cuales
describen el comportamiento esperado, no los patrones de
ataque.
La figura 1 muestra la estructura del ADS propuesto. El pro-
ceso de generacio´n del patro´n de comportamiento del tra´fico
de red y su sintetizacio´n en reglas se hace en modo fuera de
lı´nea, para luego utilizarlo en tiempo real. Ası´ se establece
si el tra´fico de red se rige bajo unos limites preestablecidos.
Seis componentes forman el ADS presentado, descritos a
continuacio´n:
Analizador de paquetes. Captura el tra´fico de red y filtra
los protocolos comunes tales como DNS o ARP dejando so´lo
el tra´fico ICS relevante. Una vez obtenido y filtrado, guarda
el tra´fico capturado en un fichero binario con formato pcap.
Extractor de caracterı´sticas. Recibe un fichero de captura
como entrada y extrae todas las caracterı´sticas necesarias para




































Figura 1. Componentes del Sistema de Deteccio´n de Anomalı´as.
crear el patro´n de comportamiento que posteriormente sera´ sin-
tetizado en reglas. Estas son las caracterı´sticas extraı´das:
Nu´mero de paquete
Timestamp
Direccio´n IP de origen y destino
Nu´mero de puerto de origen y destino
Longitud de la carga u´til (nu´mero de octetos)
Carga u´til (cadena hexadecimal)
Ensamblador de datos. Es la pieza clave de todo el sistema
y donde reside la lo´gica del me´todo presentado. Su funcio´n
se centra en analizar y comparar cada octeto de la carga u´til
de todos los paquetes que forman el mismo flujo de tra´fico de
red y en base a los criterios preestablecidos, formar grupos de
octetos y extraer sus caracterı´sticas. A continuacio´n se detalla
cada uno de los pasos que realiza el ensamblador de datos:
1. Ordena los paquetes segu´n al flujo de red al que per-
tenecen, esto es, los clasifica en base a la direccio´n IP
de origen y direccio´n IP de destino. Una vez ordenados,
extrae el contenido por encima del protocolo TCP/IP, la
carga u´til, de cada uno de los paquetes.
2. Por cada flujo de red, organiza los octetos de la carga u´til
de los paquetes en filas y columnas. Cada fila contiene
la carga u´til de un u´nico paquete, mientras que cada
columna esta´ formada por un u´nico octeto, el octeto
correspondiente a la posicio´n de la columna.
3. Por cada columna compara todas las filas, esto es,
compara la misma posicio´n de octeto de todos los
paquetes y ası´ identifica las columnas (los octetos) cuyo
valor cambia entre diferentes filas (paquetes).
4. Agrupa las columnas adyacentes cuyo valor cambia
entre las distintas filas. Ası´ se crean grupos de octetos
cuya longitud, n, es el nu´mero de octetos cambiantes
consecutivos. La tabla I muestra cinco grupos distintos,
siendo tanto el grupo dos como el cinco del flujo 2
bigramas, esto es, grupos formados por dos octetos.
5. Identifica la posicio´n del octeto inicial de cada grupo y
anota tanto la posicio´n como el nu´mero de octetos que
lo constituyen.
6. Identifica y anota todos los posibles valores de cada
grupo, es decir, los distintos valores de los octetos que
forman cada grupo.
7. Una vez identificados y definidos todos los grupos, la
informacio´n se envı´a al siguiente componente del ADS,
el generador de reglas.
Generador de reglas. Este componente es el encargado
de sintetizar el patro´n de comportamiento, cada grupo y sus
caracterı´sticas, en un conjunto de reglas. Dichas reglas sera´n
utilizadas posteriormente por el ADS, con el fin de comparar
la situacio´n en tiempo real con el patro´n de comportamiento
de red y ası´ detectar las anomalı´as. No´tese que cada conjunto
de reglas describe el tra´fico de un u´nico proceso industrial
y un u´nico segmento de red, por ello es necesario crear un
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Tabla I
EJEMPLO DE LOS GRUPOS DE OCTETOS.
Nu´m. Carga u´til (Octetos)
paquete 1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 32 01 00 07 56 80 04 A0 00 00 40 61 20 ...
2 32 01 00 07 66 80 05 60 00 00 40 71 20 ...
7 32 01 00 07 76 80 04 A0 00 00 40 61 20 ...
Flujo 1. Carga u´til de los paquetes que forman el flujo direccio´n IP
de origen 192.168.1.2 y direccio´n IP de destino 192.168.1.240.
Grupo 1 Grupo 2 Grupo 3
Nu´m. Carga u´til (Octetos)
paquete 1 2 3 4 5 6 7 8 9 10 11 12 13 14
3 32 03 00 00 75 68 00 02 00 D0 00 00 04 ...
4 32 03 00 00 76 68 00 02 00 90 00 00 04 ...
5 32 07 00 00 00 00 00 0C 00 D6 00 01 12 ...
Flujo 2. Carga u´til de los paquetes que forman el flujo direccio´n IP
origen 192.168.1.240 y direccio´n IP destino 192.168.1.2.
Grupo 1 Grupo 2 Grupo 3 Grupo 4 Grupo 5
nuevo conjunto de reglas para cada segmento de red o proceso
industrial, adema´s de cuando el proceso en cuestio´n sufre
alteraciones. Las reglas generadas siguen el formato de Snort
[18], un IDS basado en el tra´fico de red flexible y ligero. Las
reglas permiten a una versio´n modificada de Snort verificar el
contenido de cada paquete de red para comprobar si la carga
u´til contiene alguna anomalı´a.
Las reglas de Snort se dividen en dos secciones lo´gicas:
la cabecera y las opciones. El propo´sito de la cabecera es
establecer la accio´n que Snort debera´ realizar en el caso de
detectar alguna anomalı´a e identificar cada flujo de paquetes.
Para ello, en la cabecera se definen las siguientes opciones:
Accio´n de la regla. Define que´ accio´n realizar cuando se
cumplen las opciones definidas en la regla.
Protocolo de red.
Direccio´n IP de uno de los nodos del flujo.
Ma´scara de red de uno de los nodos del flujo.
Nu´mero de puerto de uno de los nodos del flujo.
Direccio´n del tra´fico.
Direccio´n IP de otro de los nodos del flujo.
Ma´scara de red de otro de los nodos del flujo.
Nu´mero de puerto de otro de los nodos del flujo.
En el caso de las opciones de la regla, el nu´mero de palabras
clave disponibles es muy elevada, a continuacio´n se detallan
aquellas que son necesarias para este caso en concreto:
Mensaje. Define el mensaje a mostrar junto con la alerta.
Taman˜o de la carga. En este caso se indica el taman˜o
mı´nimo.
Contenido de la carga. Permite buscar contenido especı´fi-
co en la carga u´til del paquete. Es este caso su cometido
es detectar la ausencia de un valor en concreto.
Posicio´n del octeto inicial del patro´n.
Longitud del patro´n (nu´mero de octetos).
Flags del protocolo TCP.
Nu´mero de identificacio´n de la regla.
Versio´n de la regla. Identifica inequı´vocamente revisiones
de reglas.
La tabla II muestra las dos reglas generadas para los
primeros dos grupos del flujo 1 mostrados en la tabla I. La
primera regla, la cual corresponde al primer grupo, verifica si
los paquetes cumplen los siguientes requisitos:
Utiliza el protocolo TCP.
La direccio´n IP de origen es 192.168.1.2.
El puerto de origen es 102.
Esta´ dirigido a cualquier puerto de la IP 192.168.1.240.
El taman˜o de la carga u´til es mayor a ocho octetos.
El contenido del octavo octeto no corresponde a los
valores 0x56, 0x66 o´ 0x76.
Tiene los flags ACK y PUSH de TCP.
Sistema de deteccio´n de anomalı´as. El objetivo de este
componente es comparar en tiempo real el tra´fico de red con
las reglas generadas en modo fuera de lı´nea y en el caso de
detectar alguna inconsistencia alertar e identificar los paquetes.
Para ello, se utiliza una versio´n modificada de Snort [18].
La razo´n de modificar Snort es que, por defecto, Snort no
puede valerse de las reglas creadas por el mo´dulo generador
de reglas. La mayor limitacio´n reside en que Snort no acepta
reglas con un nu´mero de opciones mayor a 256. Esto limita
en gran medida el taman˜o y la cantidad de miembros de
los grupos generados. Debido a ello, se ha procedido a la
modificacio´n de Snort, evitando ası´ que el nu´mero de opciones
ma´ximo sea un impedimento a la hora de la ejecucio´n.
Centro de notificaciones. Este componente es una interfaz
de usuario gra´fica que posibilita el ana´lisis de las anomalı´as
reportadas por Snort. Su arquitectura se basa en Basic Analysis
and Security Engine (BASE) [19].
IV. RESULTADOS EXPERIMENTALES
La validacio´n del sistema presentado se ha realizado me-
diante el uso de tra´fico de red real de un ICS. Cabe mencionar
la dificultad de la obtencio´n de tra´fico ICS real y que este´ libre
de ataque. Adema´s, hasta donde sabemos, no existe ningu´n
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Tabla II
EJEMPLO CON LAS REGLAS CREADAS PARTIENDO DE DOS GRUPOS DE LA TABLA I.
alert tcp 192.168.1.2 102 −> 192.168.1.240 any (msg:”plc group1”; dsize:8<; \
content:!”|56|”; offset:8; depth:1; \
content:!”|66|”; offset:8; depth:1; \
content:!”|76|”; offset:8; depth:1; \
flags:PA; sid:1000001; rev:1;)
alert tcp 192.168.1.2 102 −> 192.168.1.240 any (msg:”plc group2”; dsize:10<; \
content:!”|04A0|”; offset:10; depth:2; \
content:!”|0560|”; offset:10; depth:2; \
flags:PA; sid:1000002; rev:1;)
conjunto de datos esta´ndar para realizar pruebas de este tipo.
El ICS del cual se ha obtenido el tra´fico de red controla un
proceso de laminacio´n de metal. El tra´fico de red ha sido
capturado en dos segmentos de red distintos, lo cual permite la
evaluacio´n de la respuesta del sistema ante tra´fico diferente.
Las dos capturas se han realizado en condiciones libres de
ataques, en un entorno sin anomalı´as antes, durante y despue´s
de la captura. Los Controladores Lo´gicos Programables (Pro-
grammable Logic Controller, PLC) y conmutadores de red que
componen la red del ICS corresponden a las familias Siemens
S7 y Siemens SCALANCE, respectivamente.
La tabla III muestra los detalles de cada una de las capturas
de tra´fico de red realizadas para el proceso de generacio´n
de reglas y validacio´n del sistema presentado. Las capturas
tienen una duracio´n de entre dos horas y de dos horas y
media, lo cual se traslada a un total de 309.830 y 329.742
paquetes de tra´fico de red respectivamente. Una vez filtrados
los paquetes, las capturas se componen 99.808 y 138.855
paquetes correspondientes al protocolo Siemens S7.
Tabla III
CAPTURAS DE RED PARA LA GENERACIO´N DE REGLAS Y VALIDACIO´N DEL
SISTEMA.
Nu´m. Duracio´n Nu´m. total Nu´m. de
captura (segundos) de paquetes paquetes u´tiles
1 9013 309.830 99.808
2 7198 329.742 138.855
Para el proceso de generacio´n de reglas que describen el
patro´n de comportamiento del tra´fico de red, se ha utilizado el
75 % de cada captura de red. La tabla IV muestra el nu´mero
de paquetes utilizado para la creacio´n del patro´n de comporta-
miento, esto es, la creacio´n de los grupos, ası´ como el nu´mero
de grupos generados para cada captura y su longitud ma´xima
y mı´nima en nu´mero de octetos. Hay que tener en cuenta que
cada grupo se sintetiza en una u´nica regla. Una vez generadas
las reglas fuera de lı´nea, cada fichero de captura al completo ha
sido comprobado con su conjunto de reglas correspondiente.
El ADS ha verificado todo el tra´fico, alertando al centro de
notificacio´nes de cada una de las anomalı´as detectadas.
La tabla V muestra los resultados obtenidos. En ambos
casos, se puede observar que el nu´mero de falsos positivos
respecto al 25 % de los paquetes no utilizados en el proceso
de generacio´n de reglas es relativamente bajo, lo cual indica
Tabla IV
CARACTERI´STICAS DE LOS PATRONES DE COMPORTAMIENTO
GENERADOS.
Nu´m. Nu´m. de Nu´m. de Longitud Longitud
captura paquetes grupos mı´n. (octetos) ma´x. (octetos)
1 74.856 52 1 71
2 104.141 6 1 227
que el conjunto de reglas creado tiene una exactitud muy alta.
Si se analiza toda la captura de red, no solo el restante 25 %
de los paquetes, sino el total de la captura, el nu´mero de falsos
positivos se mantiene. Esto indica que el proceso de genera-
cio´n de reglas es capaz de sintetizar en reglas todas las posibles
opciones y que el ADS no genera ma´s falsos positivos que lo
necesario. Obviamente, el porcentaje disminuye al comparar
el nu´mero de falsos positivos con el total de los paquetes
capturados (0,016 % y 0,052 % respectivamente). En cuanto
al nu´mero de reglas activadas a causa de alguna anomalı´a
detectada, en el caso de la primera captura so´lo siete de ellas
han generado una alerta. Eso significa que los 49 paquetes que
han registrado un falso positivo, esta´n concentrados en esas
siete reglas. En cuanto a la segunda captura, la concentracio´n
de reglas activadas es todavı´a mayor, ya que pese a que hay
un nu´mero mayor de paquetes falsos positivos, el nu´mero de
reglas afectadas es menor. Sin embargo, porcentualmente, el
nu´mero de reglas que generan falsos positivos es mayor en la
segunda captura que en la primera.
Tabla V
RESULTADOS EXPERIMENTALES: ANOMALI´AS DETECTADAS.
Nu´m. de captura
1 2
Paquetes falsos positivos (F.P.) 49 173
F.P. vs. restante 25 % de paquetes 0,2 % 0,5 %
F.P. vs. todos los paquetes 0,016 % 0,052 %
Reglas falsas positivas 7 2
F.P. vs. todas las reglas 13,46 % 33,33 %
El nu´mero de falsos positivos obtenido se debe en gran
medida a la existencia de un identificador de paquete en
el protocolo transportado por encima del protocolo TCP/IP.
Generalmente, los protocolos de red disponen de un identi-
ficador de paquete, esto es, un nu´mero que identifica cada
paquete de manera inequı´voca. Este nu´mero se incrementa
de manera gradual hasta llegar a un lı´mite establecido por
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el nu´mero de octetos destinados para su representacio´n. Ası´,
si las capturas de tra´fico incluyeran todos los valores posibles
del identificador de paquete, el nu´mero de falsos positivos se
reducirı´a de manera considerable. Con lo cual, el hecho de
aumentar el tiempo de captura o el porcentaje de la captura
utilizada para la generacio´n de las reglas, reducirı´a el nu´mero
de alertas. Otra solucio´n serı´a la de descartar la regla que
verifica la seccio´n del identificador de paquete, entendiendo
que este campo puede contener todos los valores posibles.
No aporta valor verificar un campo cuyo contenido puede ser
cualquiera. Adema´s, esta solucio´n reducirı´a la carga de trabajo
del ADS. Otro de los resultados a resaltar es el hecho de que
el sistema ha sido capaz de detectar todos aquellos paquetes
cuyo contenido se ha modificado de manera manual.
V. CONCLUSIONES
El creciente nu´mero de amenazas y el intere´s que despiertan
los sistemas de control industrial hace necesaria su proteccio´n
mediante la creacio´n de nuevos sistemas de seguridad. En este
artı´culo presentamos un sistema de deteccio´n de anomalı´as
para protocolos propietarios de ICS basado en la agrupacio´n
de los octetos de la carga u´til que adema´s utiliza informacio´n
de flujo de red. Los protocolos propietarios dificultan la
creacio´n de ADSes debido a la falta de las especificaciones
del protocolo. Sin embargo, la carga u´til del protocolo puede
ser tratada como un conjunto de datos en crudo del cual
se puede extraer un patro´n de comportamiento habitual del
sistema. La naturaleza repetitiva y esta´tica del tra´fico entre los
MTUs y RTUs de los ICS hace posible que se puedan detectar
anomalı´as, con un margen de falsos positivos relativamente
bajo.
El sistema presentado consta de seis componentes, los
cuales generan el patro´n de comportamiento del tra´fico de
red, lo sintetizan en un conjunto de reglas y posteriormente,
a trave´s de un IDS modificado, detectan paquetes de red
que se desvı´an del comportamiento habitual del sistema. La
metodologı´a descrita ha sido validada mediante dos capturas
reales de tra´fico de ICS, con un porcentaje de falsos positivos
por debajo del 0,5 %. El me´todo es extensible a diferentes
protocolos de red de control industrial, tanto propietarios como
pu´blicos, ya que el sistema se abstrae del significado de los
diferentes paquetes, centra´ndose so´lo en el contenido.
VI. TRABAJOS FUTUROS
A lo largo de este artı´culo, el tra´fico se clasifica en base a
las direcciones IP de origen y destino. La utilizacio´n de ma´s
caracterı´sticas, como el taman˜o del paquete, mejorarı´a el resul-
tado del sistema de deteccio´n de anomalı´as. Generalmente los
paquetes del mismo protocolo de un mismo taman˜o tienen el
mismo propo´sito (p. ej. los paquetes generados que actualizan
el valor de una temperatura tendra´n cargas u´tiles de la misma
longitud).
Por otro lado, a lo largo de este trabajo solo se han
contemplado aquellos octetos de la carga u´til que cambian de
valor a lo largo de distintos paquetes. La creacio´n de grupos
esta´ticos, es decir, secuencias de octetos ide´nticas a lo largo
de todos los paquetes pueden ayudar a una representacio´n ma´s
exacta del tra´fico de red. Esto harı´a ma´s difı´cil enmascarar un
ataque, ya que el atacante no so´lo deberı´a replicar el contenido
dina´mico de los paquetes, sino tambie´n el esta´tico, dificultando
ası´ la insercio´n de co´digo malicioso.
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Resumen—Las lı´neas de defensa de seguridad tradicionales
para proteger un sistema dado son prevencio´n, deteccio´n y
respuesta. A pesar de que sobre el papel dichos mo´dulos deben
inter-operar a fin de conseguir una seguridad integral, por lo
general se plantean y adoptan como soluciones independientes.
El presente trabajo aborda el estudio y desarrollo de un protocolo
de notificacio´n y alerta de eventos de seguridad cuyo fin principal
es servir de interfaz entre los mo´dulos de deteccio´n y respuesta.
Ideado especı´ficamente para redes ad-hoc, su uso posibilita
poner en conocimiento de los elementos constitutivos del entorno
monitorizado la ocurrencia de un cierto comportamiento mali-
cioso detectado. Este conocimiento sera´ clave para la ejecucio´n
posterior de los mecanismos de respuesta oportunos.
Tambie´n susceptible de ser usada para la distribucio´n de
informacio´n en procesos de deteccio´n/respuesta colaborativos,
nuestra propuesta viene a cubrir una carencia manifiesta en el
campo objeto de estudio.
Palabras clave—seguridad en redes (network security), redes ad-
hoc (ad-hoc networks), intrusio´n (intrusion), deteccio´n (detection),
respuesta (response), notificacio´n y alerta (notification and alert)
I. INTRODUCCIO´N
Las redes ad-hoc constituyen en la actualidad un paradigma
de comunicaciones de uso creciente. La ausencia de infraes-
tructura y la posible adopcio´n de rutas origen-destino multi-
salto hacen este tipo de entornos altamente atractivos para
aplicaciones de cara´cter medioambiental, militar, gestio´n de
situaciones de crisis (p.e., terremotos, atentados terroristas),
etc. de alta autonomı´a [1]. Esta versatilidad se ve incrementada
cuando, adema´s, los nodos que conforman la red tienen capaci-
dad de movilidad, lo que constituye las denominadas MANET
(Mobile Ad-hoc NETworks) [2], nombre del que derivan y
con el que esta´n relacionados otros tambie´n conocidos como
VANET (Vehicular Ad-hoc NETworks) y FANET (Flying Ad-
hoc NETworks).
No obstante las ventajas de este tipo de entornos, son varias
tambie´n sus limitaciones. Por una parte, por restricciones
usuales relacionadas con el tiempo de vida de la baterı´a, la
capacidad de almacenamiento y la potencia de co´mputo de los
nodos. Por otro lado, y no menos importante que lo anterior,
por los enormes riesgos de seguridad inherentes a este tipo de
redes y sistemas [3]. Especialmente motivados por su natura-
leza abierta (inala´mbrica), adema´s de la potencial inexistencia
de una infraestructura de control y gestio´n centralizados, son
varios los tipos de amenazas existentes [4]. Por mencionar
algunos, sı´rvase citar, entre otros, ataques de dropping, en los
que un nodo malicioso elimina paquetes en su ruta (multi-
salto) hacia un destino dado; ataques de jamming, donde un
nodo genera interferencias y evita el acceso con e´xito de
otros al canal de comunicaciones; ataques de suplantacio´n de
identidad (spoofing, sybil), consistentes en la falsificacio´n de
la identidad de un nodo; ataques de route poisoning, donde
se falsifican las tablas de encaminamiento de los nodos a fin
de atraer tra´fico hacia una cierta zona con fines maliciosos
(eliminacio´n, falsificacio´n, acceso no permitido).
Si bien son conocidas las medidas preventivas de adopcio´n
aconsejada para evitar la ocurrencia de actuaciones maliciosas
como las antes referidas, como sucede en cualquier otro
entorno de comunicaciones, su despliegue no garantiza en
modo alguno la no aparicio´n de las mismas. En consecuencia,
ante la potencial superacio´n de las barreras de seguridad
preventiva dispuestas (generalmente basadas en el empleo de
esquemas criptogra´ficos), se precisa complementar e´stas con
otras orientadas a la deteccio´n de eventos indeseados. En este
caso, sobre la base de la monitorizacio´n de la actividad habida
en el entorno, el objetivo es determinar la ocurrencia de com-
portamientos maliciosos contra la seguridad del sistema. En
respuesta a estos eventos debieran ser adoptadas las medidas
oportunas para su resolucio´n y, en suma, la recuperacio´n del
sistema. Adicionalmente, es recomendable la realimentacio´n
de todo el proceso a fin de permitir la adaptacio´n dina´mica
del entorno (ve´ase Figura 1) [5].
En la literatura se encuentran desarrollados numerosos
esquemas de prevencio´n, deteccio´n y respuesta (menos de
los terceros que de los dos primeros), pero se evidencia una
alta carencia de propuestas orientadas a la inter-operacio´n de
estos mo´dulos. De esta manera, las soluciones de seguridad
habitualmente disponibles son parciales por cuanto que so´lo
se enfocan en uno de los tres aspectos citados y, sobre todo,
porque se desarrollan obviando la necesidad de disponer de
procedimientos efectivos de comunicacio´n entre los distintos
Figura 1: Lı´neas de defensa tradicionales ante incidentes de
seguridad.
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mo´dulos. Esto es especialmente cierto y crı´tico para entornos
de red ad-hoc [6]. En este caso, y frente a otros mecanismos
existentes en la actualidad como es el simple envı´o de un co-
rreo electro´nico al administrador del sistema, debe habilitarse
algu´n procedimiento que permita la constatacio´n de este hecho
por parte del resto de la red para la subsiguiente ejecucio´n de
esquemas de respuesta aislados y/o distribuidos globalmente
coherentes.
El presente trabajo aborda el disen˜o y uso de un protocolo
de notificacio´n y alerta de eventos de seguridad en la lı´nea
antes apuntada. Para ello, el resto del documento se organiza
como sigue. En la Seccio´n II se discuten algunas propuestas
en la lı´nea aquı´ planteada existentes en la bibliografı´a especia-
lizada. Tras ello, y habida cuenta de la baja idoneidad de las
mismas para entornos ad-hoc, en la Seccio´n III se presenta
nuestra propuesta concreta y se discute su uso con varios
fines relacionados. Seguidamente, la Seccio´n IV se dedica a
un breve ana´lisis de prestaciones del protocolo introducido
desde el punto de vista del impacto que tiene su uso sobre
las comunicaciones del entorno. Finalmente, en la Seccio´n V
se concluye con los aspectos ma´s relevantes de la propuesta
realizada y se apuntan brevemente algunas actuaciones de
futuro.
II. TRABAJO RELACIONADO
Podemos encontrar algunas propuestas de esquemas de
notificacio´n de incidentes de seguridad en la literatura. En
concreto, es de resen˜ar el protocol IDXP [7] y el formato
de mensajes asociado IDMEF [8] desarrollados por la IETF
(http://www.ietf.org). Ambos esta´n centrados exclusivamente
en el manejo de informacio´n propia de un IDS (Intrusion De-
tection System), no siendo adecuados para datos relacionados
con respuesta a incidentes en un contexto ma´s general [9].
Otra propuesta de notificacio´n es IODEF [10]. De tipo
XML, IODEF no ha sido adoptado de forma masiva debido
a los requerimientos en cuanto a las herramientas necesarias
para soportarlo. Frente a este formato, es de mencionar la
disponiblidad de otros protocolos y formatos de mensaje tales
como X-ARF [11] y XMPP [12], [13], [14].
Sea como fuere, la escasa generalizacio´n alcanzada por
las propuestas mencionadas hace que las recomendaciones
acerca de soluciones de gestio´n de informacio´n de incidentes
de seguridad tiendan hacia el uso de ficheros de tipo texto,
aconseja´ndose el empleo de formatos ligeros como CSV
(Comma Separated Value).
Al margen de las propuestas especı´ficas para incidentes de
seguridad antes comentadas, otra posibilidad para el manejo de
informacio´n relacionada con una red es syslog [15]. Desarro-
llado en la de´cada de 1980 como parte del proyecto Sendmail
para tracear los eventos de un sistema, syslog permite la
separacio´n del software que genera los mensajes del sistema
que los almacena y del software que los analiza. Los mensajes
syslog esta´n etiquetados con un co´digo indicativo del tipo de
software que los genero´ (ftp, mail, etc.) y un grado de severi-
dad (desde Emergency, el ma´s alto, hasta Debug, el ma´s bajo).
Aunque syslog puede utilizarse para la gestio´n de eventos de
seguridad, su complejidad (derivada de su amplia versatilidad)
hace que este esta´ndar no resulte el mejor candidato para el fin
que aquı´ perseguimos. En especial para redes ad-hoc, donde,
segu´n lo ya apuntado en la Seccio´n I, interesarı´a la adopcio´n
de soluciones especı´ficas y, en consecuencia, ligeras desde el
punto de vista del coste y carga implicados.
Seguidamente se describe la propuesta de notificacio´n y
alerta en nuestro caso adoptada. E´sta, frente a las anteriores,
esta´ especı´ficamente disen˜ada para su uso en entornos ad-hoc,
de manera que resulte los menos costosa posible desde el punto
de vista de los recursos requeridos.
III. PROTOCOLO DE NOTIFICACIO´N Y ALERTA DE
EVENTOS DE SEGURIDAD
Como ya se ha comentado anteriormente, no existen reporta-
das en la literatura soluciones adecuadas para la notificacio´n de
eventos de seguridad en redes ad-hoc. Ideada tomando como
base el protocolo de routing AODV [17] para este tipo de
redes, la propuesta particular que en este apartado se desarrolla
presenta las siguientes caracterı´sticas principales:
Versa´til, al implementarse sobre la capa de aplicacio´n
(concretamente sobre el puerto 703, actualmente sin
asignacio´n).
Ra´pido y eficiente, definie´ndose sobre UDP para reducir
retardos y consumo de recursos.
Flexible, ya que posibilita su uso con diversos fines,
contempla´ndose en la versio´n actual dos principales:
• notificacio´n de eventos de seguridad una vez que
se haya detectado la ocurrencia de incidentes re-
sen˜ables, e
• intercambio de informacio´n orientada a la potencial
deteccio´n colaborativa de tales eventos o a la res-
puesta ante los mismos.
El envı´o de estos mensajes se preve´ en tres variantes:
unicast, broadcast a toda la red y broadcast a los vecinos,
es decir a un salto (TTL=1), dependiendo del tipo de
mensaje concreto de que se trate.
Es evidente la necesidad de definir los mensajes especı´ficos
que dara´n soporte a las funcionalidades mencionadas, ası´ co-
mo los aspectos relacionados con el envı´o de los mismos.
Seguidamente se discute en detalle todo ello.
III-A. Usos y tipos de mensajes
Como se ha comentado desde el principio, el protocolo
esta´ inicialmente pensado para llevar a cabo la notificacio´n
de alertas de seguridad ante la constatacio´n de ciertos inci-
dentes en el entorno ad-hoc monitorizado. Esta comunicacio´n
permitira´, en su caso, el despliegue posterior de medidas de
respuesta orientadas a dar solucio´n a los incidentes reportados.
No obstante este fin principal, tambie´n es posible la adopcio´n
del protocolo para otros objetivos no menos interesantes en el
contexto de la seguridad que nos ocupa. Para ello se propone
un disen˜o flexible a trave´s de la especificacio´n de diversos
tipos de mensajes. En concreto, en este punto se plantea
un segundo uso del protocolo: intercambio de informacio´n
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de seguridad entre los nodos del entorno para, por ejemplo,
posibilitar una deteccio´n de eventos maliciosos de forma
colaborativa o una respuesta coordinada frente a los mismos.
III-A1. Notificacio´n de alertas: Como ya se ha indicado
con anterioridad, es manifiesta la ausencia de procedimientos
de alerta de eventos de seguridad en entornos de red; en parti-
cular, para redes ad-hoc. Tomando como base los desarrollos
IDS realizados por los autores [18], [19], al tiempo que la
experiencia en esquemas de respuesta [20], [21], se plantea un
procedimiento de notificacio´n de alertas de seguridad para la
comunicacio´n de la siguiente informacio´n una vez determinada
la ocurrencia de un evento intrusivo malicioso:
Tipo de mensaje: necesario para diferenciar entre los
distintos usos ya apuntados para el protocolo pretendido.
Tipo de evento detectado: teniendo presentes las distintas
tipologı´as existentes (dropping, sinkhole, etc. [4]), parece
evidente que los posibles mecanismos de respuesta a
desplegar dependera´n de la tipologı´a concreta del ataque.
Severidad del evento: para indicar el grado de afectacio´n
de e´ste. Por ejemplo, no es lo mismo un ataque de
dropping donde se descarte un 20 % de los paquetes a
retransmitir que uno donde se descarten todos ellos.
Confiabilidad de la deteccio´n: para indicar el grado de
certeza con el que se concluye el proceso de deteccio´n.
Asi, por ejemplo, no es comparable la deteccio´n de un
ataque fundamentada en la observacio´n de un patro´n
conocido (basada en firmas o misuse) que una derivada de
la desviacio´n del comportamiento del sistema analizado
(deteccio´n basada en anomalı´as). Es evidente que en el
primer caso la confiabilidad sera´ del 100 %, mientras que
en el segundo sera´ funcio´n (previsiblemente) del grado
de desviacio´n observado [22].
Identidad del nodo malicioso: necesaria para la adopcio´n
de ciertos mecanismos de respuesta especı´ficos (p.e.,
el aislamiento del nodo en cuestio´n). Esta identidad se
refiere tı´picamente a la direccio´n IP del nodo atacante.
Identidad del nodo detector: similar a la anterior, e´sta
identifica el nodo que detecto´ el incidente reportado y
que corresponde con el nodo emisor del mensaje de
notificacio´n.
Instante de deteccio´n: identificativo del momento tempo-
ral en el que se produjo la observacio´n del incidente de
seguridad reportado. Esta informacio´n puede resultar u´til
de cara a la correlacio´n de eventos.
Adicionalmente a la informacio´n principal anterior, centrada
en el evento de seguridad especı´fico detectado, otra informa-
cio´n oportuna a considerar en los mensajes es:
Identificador del mensaje: como es habitual en numero-
sos protocolos de comunicaciones, este valor se refiere
a un nu´mero mono´tonamente creciente identificativo del
mensaje para, entre otros fines, robustecer el protocolo
ante ataques de repeticio´n.
Longitud total: debido principalmente al campo que sigue
abajo, es preciso la indicacio´n expresa de la longitud total
(en palabras de 32 bits) del mensaje.
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Datos opcionales (tipo + longitud + datos) Relleno(000...0)
Figura 2: Formato de mensajes de notificacio´n de alertas.
Datos (opcional): aunque en la versio´n actual no esta´ de-
finido, serı´a interesante la inclusio´n de otra posible
informacio´n u´til varia. Por ejemplo, la localizacio´n exacta
del nodo malicioso para solucionar ataques de jamming.
Sean cuales fueren estos posibles usos futuros, el formato
de este campo debe ser:
< tipo datos > < longitud octetos datos > < datos >
Gracias al campo de longitud total previo referido, resulta
posible el uso secuenciado de informacio´n extra diversa.
Tambie´n es de sen˜alar la necesidad de, con objeto de que
el mensaje sea mu´ltiplo de 32 bits, contemplar un campo
de relleno (padding) consistente en todo ceros, localizado
(en su caso) al final del campo de informacio´n opcional.
De acuerdo con todo lo anterior, el formato de los mensajes
de notificacio´n de alertas de incidentes de seguridad propuesto
es el mostrado en la Figura 2. En ella se indican los campos
anteriormente referidos, junto con los bits asignados a cada
uno ellos. Es de significar que algunos de los campos se pro-
ponen con una longitud superior a la estrictamente necesaria
en este punto para posibilitar la expansio´n futura del protocolo.
III-A2. Intercambio de informacio´n de seguridad: Ma´s
alla´ de la indudable utilidad de los mensajes de alerta descritos,
es manifiesto el posible uso del protocolo de notificacio´n
ideado para otros fines. Es el caso del potencial intercambio
de informacio´n de seguridad entre nodos. Esta aplicacio´n, al
margen de la evidente similitud con esquemas como IDMEF o
syslog, surge principalmente de los trabajos [18], [19], donde
se plantean esquemas IDS colaborativos fundamentados en
el intercambio de informacio´n entre nodos (principalmente
vecinos). E´stos, frente a los de naturaleza aislada, donde
cada nodo implementa su propio IDS a partir de informacio´n
adquirida exclusivamente de forma local, persiguen la adop-
cio´n de decisiones de deteccio´n ma´s globales y, como tales,
ma´s robustas y fiables. Huelga decir que la aplicabilidad del
citado intercambio incluye tambie´n IDS centralizados donde
se precisa la adquisicio´n de informacio´n de toda la red por
parte de un solo nodo central. En uno y otro caso, centrali-
zado y distribuido, el esquema de intercambio es totalmente
ana´logo: existe un nodo (que implementa un IDS) que solicita
informacio´n de otro cierto nodo (por ejemplo, porque el IDS
local del solicitante ha disparado una alarma para e´l) a otros
nodos de la red (todos, su vecindad, etc.), en respuesta a lo
cual se proporciona la informacio´n especı´fica solicitada para
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facilitar la posterior decisio´n de deteccio´n.
Habida cuenta que los esquemas IDS propuestos por los
autores son multi-capa (acceso al canal, capa de red, etc.), la
informacio´n requerida se va a identificar en los mensajes inter-
cambiados organizada en base a los procedimientos/protocolos
especı´ficos a los que aque´lla se refiere. En la Figura 3 se
muestra el formato especı´fico de los mensajes involucrados en
el intercambio de informacio´n. Por lo que respecta a los de
solicitud (subfigura 3(a)), los campos involucrados son:
Tipo de mensaje: a trave´s del cual se indica la sema´ntica
del paquete. Solicitud de informacio´n de seguridad en
este caso, frente a la notificacio´n de eventos descrita en
III-A1 o la respuesta a la solicitud descrita ma´s adelante.
Nu´mero de entradas: relativo a la cantidad de variables
cuyo valor se solicita. Como se indica ma´s adelante, cada
variable se especifica a trave´s de 32 bits.
Longitud total: con el cual se especifica la longitud total
(en octetos) del mensaje enviado.
ID mensaje: como en los mensajes de notificacio´n de
alertas, si bien en este caso tambie´n se utilizara´ este cam-
po para hacer corresponder solicitudes con respuestas.
ID nodo solicitado: para identificar unı´vocamente el nodo
del que se solicita la informacio´n.
ID nodo solicitante: para identificar unı´vocamente el
nodo que solicita la informacio´n y que, en definitiva, se
preve´ llevara´ a cabo el proceso de deteccio´n posterior.
Variable 1...n: campos sucesivos de 32 bits de longitud
a trave´s de los cuales se identifica cada una de las n va-
riables indicadas en el campo nu´mero de entradas de las
que se pide informacio´n para el nodo solicitado. Como
hemos mencionado anteriormente, cada variable queda
definida (como se hace, por ejemplo, en las MIB de
gestio´n) a partir de dos campos: protocolo/procedimiento
al que hace referencia (por ejemplo, IP, ICMP, 802.11,
etc.) e identificador dentro del mismo.
Por lo que respecta a los mensajes de respuesta a los de
solicitud anteriores, su formato es el especificado en la Figura
3(b):
Tipo de mensaje: respuesta a solicitud de informacio´n.
Nu´mero de entradas: cantidad de variables cuyo valor
se indica en el mensaje. Como se indica ma´s adelante,
cada variable implica el uso de 64 bits, 32 para su
identificacio´n y 32 para su valor.
Longitud total: con el cual se especifica la longitud total
(en octetos) del mensaje enviado.
ID mensaje: para hacer corresponder solicitudes con
respuestas.
ID nodo informado: para identificar unı´vocamente el
nodo del que se comunica la informacio´n.
ID nodo emisor: para identificar unı´vocamente el nodo
que envı´a la informacio´n.
Variable 1...n: campos sucesivos de 64 bits de longitud
a trave´s de los cuales se identifica e informa de cada
una de las n variables indicadas en el campo nu´mero de
entradas de las que se requirio´ informacio´n para el nodo
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Protocolo 1 Para´metro 1
...
Protocolo n Para´metro n
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Protocolo 1 Para´metro 1
Valor variable 1
...
Protocolo n Para´metro n
Valor variable n
(b)
Figura 3: Mensajes de solicitud (a) y respuesta (b) de infor-
macio´n.
solicitado en el mensaje de peticio´n (=nodo informado).
Tras ser identificada cada variable (con 32 bits como se
ha establecido antes, 8 de los cuales son para indicar el
protocolo/procedimiento al que se refiere), seguidamente
se especificara´ su valor mediante un campo de 32 bits.
Aunque la funcionalidad de intercambio de informacio´n
objeto de estudio no se ha desarrollado completamente en
la pra´ctica, en la Tabla I se indican algunas de las variables
consideradas y que son utilizadas en los IDS desplegados hasta
la fecha por los autores, adema´s de ser de amplio uso para este
fin en la literatura. Ası´, el protocolo propuesto proporciona
una gran flexibilidad, posibilitando la extensio´n del mismo
mediante la definicio´n e inclusio´n de nuevas variables.
No queremos concluir la exposicio´n de los posibles usos
y tipos de mensajes asociados al protocolo de notificacio´n
desarrollado sin resen˜ar de nuevo la versatilidad pretendida
para el mismo. Ası´, por ejemplo, se podrı´a definir un nuevo
tipo de mensaje de intercambio de informacio´n ası´ncrona
donde no se precise una solicitud previa. Para ello, por
ejemplo, podrı´amos utilizar el mismo formato de la Figura
3(b) con los siguientes matices:
Tipo de mensaje: fijado a un valor diferente de los tres
previos ya descritos.
ID mensaje: identificativo del paquete en sı´ y no para
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Tabla I: Ejemplo de variables para intercambio de informacio´n.
Protocolo/ Para´metro Notas
Procedimiento





Fı´sica RSSI De 0 a −80 dBm
MAC 802.11
#PRTS Paquetes RTS / CTS enviados
y recibidos#PCTS
AODV





NumSeq Nu´mero de secuencia
HopCount Nu´mero de saltos
Aplicacio´n
#Pdatos Paquetes de datos enviados, recibi-
dos y perdidos
#Sesiones Nu´mero de sesiones
hacer corresponder solicitudes con respuestas.
III-B. Distribucio´n de mensajes
Un aspecto importante en el disen˜o de todo procedimiento
de notificacio´n de alertas es el esquema a emplear para la
transmisio´n o envı´o de la informacio´n correspondiente, pues
el objetivo es que los recursos implicados, y con ello el
impacto sobre las comunicaciones globales, sean los menores
posibles. Distintas posibilidades son contempladas para ello
en la bibliografı´a: inundaciones, encaminamiento selectivo,
agrupamiento, publicacio´n/suscripcio´n [16]. En nuestro caso,
vamos a considerar las siguientes posibilidades en funcio´n de
la aplicacio´n y tipo de mensaje:
Broadcast a toda la red para la notificacio´n de alertas ante
la deteccio´n de incidentes. Los nodos que reciban dichos
mensajes podra´n, a su vez, retransmitir la eventualidad
reportada para su distribucio´n a toda la red.
Broadcast a los vecinos para los mensajes de solicitud
de informacio´n. Para ello, estos paquetes sera´n enviados
sobre la red con el campo TTL del paquete IP sobre el
que se encapsulan a valor 1. Es de significar que este
tipo de transmisio´n es ma´s eficiente que el anterior por
cuanto que permitirı´a la inclusio´n de inteligencia en las
retransmisiones de los nodos para evitar informaciones
duplicadas.
Tambie´n podrı´a considerarse el envı´o unicast, dependien-
do del deseo del nodo emisor en cuanto a informacio´n
pretendida y procedencia de la misma.
Unicast para los mensajes de respuesta hacia el nodo
solicitante.
Todas estas cuestiones, ası´ como la propia especificacio´n
de los mensajes, tiene un impacto directo sobre las prestacio-
nes de la comunicaciones del entorno monitorizado. Ello es
estudiado brevemente en el siguiente apartado.
IV. ANA´LISIS DE PRESTACIONES
En esta seccio´n se realizara´ un breve ana´lisis de prestaciones
del protocolo propuesto. Para ello, se obtendra´ el ancho de
banda AB (en bits/s) consumido por la transmisio´n de los
mensajes previamente especificados.
Consideremos una red MANET compuesta de L nodos
legı´timos {N1, ..., NL} con un rango de cobertura de r metros,
y que se encuentran distribuidos uniformemente en un a´rea
de a × b m2, con a, b  r. Asumiendo la existencia de
movilidad, cada nodo Ni tendra´ su propio conjunto de vecinos
Vi. En este escenario general, consideramos adicionalmente
la existencia de M nodos maliciosos. Dichos nodos sera´n
excluidos de los ca´lculos, pues es de suponer que e´stos
no participara´n en actuaciones que tienen como objetivo su
deteccio´n o aislamiento de la red.
Para el ca´lculo del ancho de banda consumido sera´ necesario




i,j : representa la frecuencia (en transmisiones por
segundo) con la que el nodo Ni envı´a mensajes (de alerta
o de solicitud de informacio´n de seguridad) acerca de un
nodo Nj . Dicha frecuencia de transmisio´n vendra´ de-
terminada por el procedimiento de deteccio´n subyacente
implementado.
P a/s/r: representa el taman˜o de los paquetes transmiti-
dos (alerta, solicitud o respuesta de informacio´n). Dicho
taman˜o depende de la existencia de datos adicionales
en el caso de los mensajes de alerta o del nu´mero
de para´metros solicitados/respondidos en el caso de los
mensajes de intercambio de informacio´n.
E[Vi]: denota el nu´mero esperado de vecinos del nodo
Ni. Dada L/ab la densidad de nodos en el a´rea total, y
(L/ab)pir2 el nu´mero de nodos en el a´rea de cobertura





p(Iv,j): representa la probabilidad de que un nodo Nv
dado conozca la informacio´n solicitada relativa al nodo
Nj y, en consecuencia, pueda responder con un mensaje
(unicast) a la solicitud recibida.
Una vez definida la notacio´n se ha de distinguir la aplicacio´n
concreta para la que se esta´ empleando el protocolo, pues tanto
el nu´mero como el taman˜o de paquetes intercambiados (y con
ello el ancho de banda) sera´ dependiente del uso.
IV-A. Notificacio´n de alertas
Para calcular el ancho de banda consumido por la notifica-
cio´n de alertas debemos considerar el peor escenario, es decir,
aquel en el que todos los nodos de la red tienen conectividad
con al menos otro de los nodos. Puesto que la idea es notificar
a todos los nodos la existencia del nodo malicioso, este proceso
sera´ broadcast a toda la red, donde cada nodo retransmitira´ el
mensaje de alerta recibido. En esta situacio´n, el nu´mero de
paquetes de alerta propagados por la red para la notificacio´n
iniciada por el nodo Ni relativa al nodo malicioso Nj sera´ de
L paquetes (siendo L el nu´mero de nodos legı´timos en la red).
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En consecuencia, el valor esperado del ancho de banda para
las situaciones de alerta iniciadas por el nodo Ni respecto a
Nj , ABalerti,j , sera´:
E[ABalerti,j ] = f
a
i,j ·P a ·L bits/s (2)
IV-B. Intercambio de informacio´n de seguridad con vecinos
Con respecto a la segunda aplicacio´n aquı´ prevista, el
intercambio de informacio´n se producira´ cada vez que un nodo
Ni precise conseguir informacio´n de seguridad acerca de un
nodo Nj para, por ejemplo, determinar su comportamiento.
Dicho flujo se inicia con un mensaje de solicitud broadcast a
los vecinos, que sera´ respondido u´nicamente por aquellos que
conozcan la informacio´n solicitada por el iniciante. Dichas
respuestas sera´n enviadas en mensajes de respuesta unicast
(ve´ase Seccio´n III-B).
Ası´, el valor esperado del ancho de banda consumido ante
las posibles peticiones de informacio´n de un nodo Ni a sus
vecinos respecto del nodo Nj , AB
inf
i,j , sera´:




P s + P r ·E[Vi]·p(Iv,j)
)
bits/s (3)
Una vez que completemos la implementacio´n efectiva del
protocolo propuesto, estos estudios teo´ricos debera´n concre-
tarse sobre escenarios pra´cticos a fin de ser conscientes de los
requisitos reales involucrados.
V. CONCLUSIO´N
En este trabajo se propone un protocolo de notificacio´n y
alerta de eventos de seguridad ideado para la comunicacio´n
de actividades maliciosas contra la seguridad de un entorno
de red. Por una parte, el procedimiento permite proporcionar
diversa informacio´n u´til, de cara a la adopcio´n de medidas
reactivas subsiguientes. Por otro lado, la notificacio´n realizada
es distribuida a fin de permitir su uso en entornos no centra-
lizados como son las redes ad-hoc. Por u´ltimo, el protocolo
puede ser usado tambie´n como mecanismo de intercambio de
informacio´n de seguridad entre nodos en este tipo de entornos,
con el objeto de posiblitar una deteccio´n colaborativa.
Si bien las bondades de la propuesta han sido evidenciadas
a nivel teo´rico en el documento, es objetivo inmediato de los
autores la implementacio´n efectiva del protocolo y evaluacio´n
de prestaciones del mismo en escenarios experimentales de
simulacio´n. Este desarrollo preve´ incorporarse al framework
NETA (NETwork Attack) [23], creado por el grupo de inves-
tigacio´n NESG (”Network Engineering & Security Group”;
http://nesg.ugr.es) y consistente en un entorno basado en
OMNET++ para el despliegue, estudio y evaluacio´n de ataques
en redes MANET.
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Resumen—Las redes industriales y, concretamente, las redes
de sensores son hoy en dı´a una realidad emergente y con muchas
expectativas de cara al futuro sobre todo en entornos empresa-
riales o pu´blicos. Los grandes ayuntamientos esta´n creando las
smart cities con este tipo de estructuras. Entre los esta´ndares
que existen parece que hay dos que se imponen, los esta´ndares
802.15.4 y ZigBee. Conjuntamente proporcionan un conjunto
de protocolos y servicios a los usuarios para permitir una
comunicacio´n fiable y segura. Todo y eso, como la mayorı´a de
redes inala´mbricas, estas redes no esta´n exentas de potenciales
peligros que pueden ponerlas en un compromiso. El objetivo
de este artı´culo es mostrar la implementacio´n de un ataque de
denegacio´n de servicio mediante un caso real. Como prueba de
concepto, se muestra como dejar inhabilitado un nodo de una
red que utiliza la especificacio´n 802.15.4.
Palabras clave—Seguridad (security), Wi-Fi, 802.15.4, ZigBee,
Smart Cities, DOS.
I. INTRODUCCIO´N
Antes de tratar especı´ficamente los esta´ndares que son
el objeto de este artı´culo es interesante hacer una breve
presentacio´n de lo que son las redes adhoc y, como caso
especial, las redes de sensores que se utilizan es este tipo
concreto de infraestructuras. Estos dos tipos de redes tienen
muchas similitudes pero a la vez tambie´n presentan algunas
diferencias importantes.
[1] describe una red adhoc como un conjunto de nodos que
se comunican entre sı´ mediante unos enlaces radioele´ctricos.
Cada dispositivo de esta red tiene libertad total de movimientos
por el espacio, y eso hace que la red se tenga que adaptar
a los cambios de manera auto´noma y automa´tica. Los nodos
pueden aparecer y desaparecer en cualquier momento. Por eso
cada nodo se tiene que comportar como un encaminador de la
informacio´n para el resto de los nodos, ya que los cambios en
la estructura de la red pueden necesitar de esa caracterı´stica,
y tiene que hacer circular por la red el tra´nsito que recibe y
del cual no es el destinatario final.
Las redes de sensores son una particularidad formada por
dispositivos auto´nomos que por lo general se encargan de
monitorizar condiciones ambientales o fı´sicas. Ası´, por ejem-
plo, podemos encontrar sensores destinados en el control de
temperatura, presio´n, peso, sonido, vibraciones, etc. Estos dis-
positivos inala´mbricos envı´an la informacio´n que sus sensores
detectan a trave´s de la red hacia nodos de control. Estas redes
son interesantes puesto que implementar una solucio´n similar
utilizando redes cableadas podrı´a suponer un problema de
presupuesto y un problema de logı´stica hacie´ndola inviable
en la mayorı´a de casos. Utilizando el aire como medio de
comunicacio´n da la posibilidad de instalar todos aquellos
dispositivos o nodos necesarios a un precio muy econo´mico
en comparacio´n con levantar toda una calle para colocar unos
sensores de presencia de vehı´culos estacionados.
A grandes rasgos, los dos tipos de redes presentan las
siguientes similitudes:
Permiten la comunicacio´n entre dispositivos mediante el
envı´o de datos con encaminamiento multi-salto (multi-
hop).
Lo ma´s usual es tratar con dispositivos que disponen de
recursos mı´nimos, ya sea de proceso, memoria o almace-
namiento, en los dos casos. Los dispositivos acostumbran
a ser pequen˜os y alimentados con pequen˜as baterı´as que
con el tiempo hay que reemplazar.
Las principales diferencias son las siguientes:
Las redes adhoc permiten la comunicacio´n entre cual-
quier par de dispositivos mientras que las redes de
sensores definen tipos de encaminamiento especı´ficos.
A pesar de que los dispositivos acostumbran a tener
recursos mı´nimos, esta caracterı´stica se hace todavı´a ma´s
patente en las redes de sensores donde los dispositivos,
una vez asociados a la red, han que estar largos perı´odos
tiempos (meses o an˜os) sin ser recargados o reempla-
zados. Es evidente que la gestio´n de la energı´a es un
punto clave en la gestio´n y disen˜o de estas redes. Algunos
ejemplos podrı´an ser:
 Calles donde los sensores de ocupacio´n de plazas de
estacionamiento se encuentran bajo tierra.
 Monitorizacio´n de espacios naturales. (humedad,
luz, lluvia...)
 Deteccio´n de incendios, terremotos o inundaciones.
 Control del tra´fico.
Los nodos en redes de sensores a menudo tienen relacio-
nes de confianza entre nodos cercanos puesto que no es
extran˜o que todos ellos recojan informacio´n similar o re-
dundante, por lo que enviarla por la red serı´a una pe´rdida
de recursos. Este comportamiento de complicidad no se
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encuentra en las redes adhoc.
I-A. Protocolo 802.15.4 y ZigBee
En esta seccio´n se mostrara´ el comportamiento general
del esta´ndar 802.15.4 y el protocolo ZigBee, que permiten
comunicar dispositivos remotos de bajo rendimiento.
I-A1. Esta´ndar 802.15.4: El esta´ndar 802.15.4 define las
capas de comunicacio´n fı´sica y de acceso al medio de la pila de
protocolos. Otras caracterı´sticas de este esta´ndar son el hecho
que presenta una alta flexibilidad en cuanto a la configuracio´n
de red, un bajo coste computacional y a la vez un muy bajo
consumo [3].
La capa fı´sica adema´s de enviar y recibir paquetes a la red
se encarga de toda una serie de tareas como por ejemplo la
activacio´n del enlace, la deteccio´n de energı´a o el indicador
de baja calidad.
Canales de transmisio´n
La capa fı´sica se puede configurar para transmitir en di-
ferentes canales o bandas de frecuencia dependiendo de las
necesidades de cada caso. Se definen los siguientes canales:
Banda de 2450 MHz de 16 canales con una velocidad ma´xima
de 250 kbps. Banda de 915 MHz de 10 canales con una
velocidad ma´xima de 40 kbps y banda de 868 MHz de 1
canal con una velocidad ma´xima de 20 kbps.
Se ha que tener en cuenta que la comunicacio´n en la banda
de 2450 MHz trabaja en el misma zona de frecuencia que
los dispositivos Wi-Fin 802.11. Es por eso que se recomienda
escoger los canales 15, 20, 25 o 26 del esta´ndar 802.15.4 para
no provocar interferencias.
Capa de acceso al medio
Esta capa define como se realiza la comunicacio´n a bajo
nivel entre dispositivos. Se definen aspectos como la ge-
neracio´n de los beacons, la duracio´n de la transmisio´n de
estos, el establecimiento de una polı´tica de slots equitativa,
la asociacio´n de nodos y la validacio´n de las tramas [4].
El protocolo de acceso al medio se implementa mediante el
algoritmo CSMA-CA.
La capa de control de acceso al medio define dos tipos de
dispositivos que se pueden encontrar en una red 802.15.4 [5]:
Los nodos de funcio´n completa (Full Function Device–
FFD): Estos vienen equipados con una serie completa de
funciones en la capa de acceso al medio, cosa que les
permite actuar como coordinadores de la red o como
dispositivos finales. Cuando estos nodos actu´an como
coordinadores pueden enviar beacons, o sen˜alizaciones
para proveer la red de servicios de sincronı´a, comunica-
cio´n y procesos de acceso a la misma.
Los nodos de funcio´n reducida (Reduced Function De-
vice–RFD): Este tipo de nodos solo pueden actuar como
nodos finales y no como coordinadores. Vienen equipa-
dos con sensores, actuadores, transductores, interrupto-
res, etc. Y solo pueden interactuar con dispositivos que
sean nodos de funcio´n completa.
Todas las redes 802.15.4 han de tener como mı´nimo un
dispositivo FFD que actu´e como coordinador. Uno de estos
dispositivos es elegido coordinador de la PAN (Personal Area
Network), responsable de las tareas de control de la red y de
la seguridad.
Cualquier dispositivo RFD siempre tiene que estar asociado
a un FFD para el correcto funcionamiento de la red. En el
apartado de topologı´a de la red de ZigBee se ven algunos
ejemplo de asociacio´n de nodos.
Formato de trama
La tabla I muestra el esquema de la estructura del formato
de una trama MAC.
Donde: MHR es la cabecera, MSDU los datos (o Payload)
y un final de trama (MFR)
Campo de control: Este campo de longitud 16 bits
contiene toda la informacio´n de control del paquete.
Eso incluye el tipo de trama (Datos, ACK, etc.), si
la seguridad esta´ habilitada, si se necesario un ACK
para esta trama. Adema´s se define si los campos de
direccionamiento estara´n todos presentes y la longitud
de estos. Por ejemplo, si el campo Intra-PAN esta´ activo
entonces el campo de PAN origen no estara´ presente. La
tabla II muestra la estructura de estos campos.
Control de secuencia: Este campo se utiliza para veri-
ficar el orden de llegada de los paquetes y para evitar
ataques de reenvı´o. Este valor aparecera´ en los paquetes
ACK conforme el paquete con el co´digo de secuencia
especificado ha sido recibido.
Campos de direccionamiento: Estos cuatro valores no
son siempre obligatorios y dependera´ del tipo de trama.
Existen cuatro campos que corresponden a las PAN de
origen y destino y la direccio´n origen y destino a nivel
MAC. Las direcciones MAC pueden tener diferentes
medidas segu´n los esta´ndares IEEE: 16 o 64 bits.
Carga (Payload): En este campo se almacena los datos
del paquete, concretamente, estara´ los datos del protocolo
ZigBee, a pesar de que no tendrı´a que ser siempre
ası´ puesto que este esta´ndar esta´ preparado para en-
capsular otros protocolos. La longitud de este campo
es variable siempre y cuando no sobrepase la longitud
ma´xima de una trama MAC (127 bytes).
Co´digo de verificacio´n (FCS): 16 bits que almacenan los
datos de verificacio´n de la trama. Se utiliza un algoritmo
CRC de 16 bits.
I-A2. La especificacio´n ZigBee: La especificacio´n ZigBee
se encarga de definir en detalle las capas superiores de la pila
de protocolos. Concretamente se trata de las capas de red y
de aplicacio´n. Adema´s, ZigBee tambie´n define los siguientes
aspectos:
Tipo de dispositivos descritos en el apartado I-A1
Topologı´a de la red.
Procedimiento para acceder o abandonar la red.
Algoritmos de encaminamiento.
Topologı´a
En en cuanto a la topologı´a de la red se definen tres tipos de
distribucio´n de los nodos [5]. Se pueden apreciar en la figura 1
Estrella: Existe un nodo central que a la vez actu´a de
coordinador y gestor. El nodo central es un dispositivo
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Bytes:2 1 0/2 0/2/8 0/2 0/2/8 variable 2
Control Secuencia PAN destino Destino PAN origen Origen Datos FCSCampos de direccionamiento
MHR MSDU MFR
Tabla I
FORMATO DE LA TRAMA MAC
Bits: 0-2 3 4 5 6 7-9 10-11 12-13 14-15
Tipo de trama Segur. habilitada Trama pendiente ACK necesario Intra PAN Reser. Tipo direc. destino Reser.o Tipo direc. origen
Tabla II
FORMATO DEL CAMPO DE CONTROL DE LA CAPA MAC
Coordinador de la xarxa
Dispositiu de funcionalitats completes
Dispositiu de funcionalitats reduïdes
Estrella Malla Grup d'arbres (Cluster Tree)
Figura 3: Topologies de xarxa en ZigBee.
• El paquet e´s per a mi? SI´: Passa’l a una capa superior de la pila de protocols; NO:
continua...
• El paquet e´s per a un node fill meu? SI´: Envia’l al node; NO: continua...
• Existeix un ruta pel paquet? SI´: Envia’l al segu¨ent salt; NO: continua...
• Hi ha recursos per realitzar una descoberta de ruta? SI´: Procedeix amb el proce´s
de descoberta; NO: Envia’l per l’arbre a la branca superior.
Per tal de realitzar una descoberta de ruta s’utilitza l’algorisme AODV (AdHoc On
Demand Distance Vector Routing)[10] que, resumidament, consisteix en enviar un paquet
a tots els nodes ve¨ıns, el quals tambe´ el propagaran, amb la finalitat d’arribar al dest´ı. A
mesura que el paquet passa per tots els nodes s’actualitza el cost de la ruta per la qual
el paquet a passat. Quan el paquet finalment arriba al dest´ı s’envia una resposta al node
origen amb la ruta que ha estat me´s o`ptima. El node origen, aleshores, actualitza la seva
taula de rutes.
2 Aspectes de seguretat
A part d’aquestes caracter´ıstiques ba`siques s’ha posat especial e`mfasi en la seguretat
dels esta`ndards. D’entrada tots dos protocols estableixen tota una se`rie d’opcions que fan
que la seguretat ja no depengui del propi codi de l’aplicacio´. El propi protocol pot xifrar,
per exemple, el contingut de les trames. Vegem les diferents opcions que els protocols
ofereixen.
2.1 Seguretat en IEEE 802.15.4
L’esta`ndard 802.15.4 defineix tres modes de seguretat[2][7]:
1. Sense seguretat
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Figura 1. Topologı´a de las redes de sensores
FFD mientras que el resto son, o pueden ser, RFD.
Malla: Este tipo de topologı´a permite que entre en-
c minador s FFD del tipo Cluster Tr e tambie´n haya
comunicacio´n sin tener que depender del nodo central.
Grupo de a´rboles: E este tipo de topologı´a existe un
nodo central que a la vez actu´a como coordinador de
la red y gestor. De este nodo dependen toda otra serie
de nodos que pueden ser tanto FFD como RFD. En este
caso los nodos FFD actuara´n como encaminadores para
otros dispositivos RFD. Es escalable siempre y cu ndo
los encaminadores sean FFD.
Encaminamiento
El encaminamiento en las redes ZigBee se realiza depen-
diendo del tipo de topologı´a que se ha escogido. En cualquier
caso intervienen procesos de descubrimiento de rutas ası´ como
encaminamiento mediante tablas de rutas. El algoritmo de
encaminamiento es sencillo y se puede resumir en que si
la informacio´n es para el propio nodo se pasa a la pila de
protocolos, sino se mira si es para un nodo hijo y se envı´a al
nodo o a la ruta preestablecida.
Para realizar el descubrimiento de la ruta ido´nea se utiliza
el algoritmo AODV (AdHoc on Demand Distance Vector
Routing) que consiste en enviar un paquete a todos los nodos
vecinos, que tambie´n propagara´n, con el fin de llegar al nodo
destino. A medida que el paquete pasa por los nodos se
actualiza el coste de la ruta por la cual el paquete ha pasado.
Y cuando el paquete llega al destino se envı´a una respuesta al
nodo origen con la ruta ma´s o´ptima.
II. ASPECTOS DE SEGURIDAD
Aparte de estas caracterı´sticas ba´sicas se ha puesto especial
e´nfasis en la seguridad de los esta´ndares. Las dos especifi-
caciones establecen una serie de opciones que hacen que la
seguridad ya no dependa del propio co´digo de la aplicacio´n.
El protocolo puede cifrar, por ejemplo, el contenido de las
tramas.
II-A. Seguridad en IEEE 802.15.4
El esta´ndar 802.15.4 define tres modos de seguridad [5]–[6]:
1. Sin seguridad.
2. Modo ACL (Access Control Lists). No presenta cifrado
pero solo se aceptan paquetes de dispositivos en listas
de control de acceso.
3. Modo Seguro. Algunas de las caracterı´sticas que pue-
de incluir este modo son: Integridad, Confidencialidad,
Control de acceso, etc.
A la vez se definen cuatro servicios de seguridad:
1. Control de acceso vı´a ACL.
2. Cifrado de datos mediante el algoritmo AES de 128bits.
3. Integridad de las tramas.
4. Control de secuencia para evitar ataques de reenvı´o.
Finalmente se definen ocho configuraciones de seguridad
posibles en las que se puede escoger el algoritmo de cifrado
ası´ como el modo y la longitud del co´digo de integridad.
Algunas configuraciones incluyen solo autenticacio´n de las
tramas mientras que otras ma´s completas an˜aden la opcio´n
de cifrado segu´n los requerimientos de la aplicacio´n.
II-B. Seguridad en ZigBee
Aparte de los elementos de seguridad del esta´ndar 802.15.4
de los que ZigBee tambie´n se puede beneficiar, define toda
una serie de conceptos orientados a la seguridad. De entrada
la seguridad en ZigBee se basa en los siguientes principios [7]:
Simplicidad: Cada capa se encarga de su seguridad.
Es directa: Las claves de cifrado se intercambian direc-
tamente entre origen y destino.
Extremo a extremo: Los datos circulan cifrados de origen
a destino sin tener que ser descifrados en cada salto.
ZigBee define tres tipos diferentes de claves de cifrado que
se utilizan, cada una de ellas, en casos muy diferenciados [5].
Los tres tipos de claves son:
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1. Clave maestra: esta clave no se utiliza para cifrar in-
formacio´n, sino para la generacio´n de otras claves. Esta
clave se establece en el momento de la construccio´n,
pero puede ser entrada por el propio usuario o bien asig-
nada por un centro de confianza. Todos los dispositivos
disponen de una clave maestra propia y u´nica.
2. Clave de red: la disponen todos los dispositivos de la
red y se utiliza para enviar mensajes a toda la red.
Los mensajes cifrados broadcast se cifran y se descifran
mediante esta clave cuando la seguridad esta´ habilitada.
Esta clave se establece en el momento de la unio´n a la
red o bien mediante procesos de renovacio´n de claves.
3. Clave de enlace: se utiliza para establecer comunicacio-
nes seguras entre dos dispositivos. Se obtiene a partir de
la clave maestra mediante un proceso llamado SKKE.
Los servicios de seguridad en ZigBee incluyen me´todos
para el establecimiento de claves, el envı´o de estas claves,
la proteccio´n de tramas y la gestio´n de dispositivos. Como
el control de secuencia (freshness), que mediante contadores
que se regeneran cada vez que se renuevan las claves se
permite controlar la secuencia de los mensajes para que no se
realicen ataques de reenvı´o. La integridad de los mensajes, que
asegura que los mensajes enviados no han sido modificados
durante la transmisio´n por ningu´n tercero. La autenticacio´n,
que mediante claves de red o enlace, los dispositivos pueden
estar seguros que el origen de los mensajes es de quie´n dicen
ser, evitando la suplantacio´n por parte de intrusos. El cifrado,
que mediante el algoritmo AES de 128 bits la proteccio´n se
extiende a nivel de red o dispositivo. El cifrado es opcional
sin necesidad de afectar otras caracterı´sticas de seguridad. Las
tramas esta´n encapsuladas en la especificacio´n 802.15.4, por
lo que las cabeceras no van cifradas, como se puede observar
en la tabla I
II-C. Vulnerabilidades
Las redes adhoc y, por extensio´n, las redes de sensores
pueden ser vulnerables a toda una serie de ataques que se
pueden categorizar de la siguiente manera [2]–[5]:
1. Denegacio´n de servicio (Denial of Service-DOS): Estos
ataques hacen que un nodo deje de funcionar mientras
dura el ataque o indefinidamente.
2. Escucha de la red (eavesdropping): Como su nombre
indica, un dispositivo escucha la red a la espera de
recibir informacio´n. Evidentemente utilizando cifrado en
la red o sobre los datos este ataque pasa a ser inu´til,
siempre y cuando no se combine con algu´n ataque para
obtener las claves de cifrado.
3. Usurpacio´n de identidad (spoofinng): Este ataque con-
siste al hacerse pasar por otro dispositivo, ya sea a nivel
MAC, de red u otras. De este modo se pueden obtener
paquetes por el dispositivo atacante. Si este usurpa un
encaminador y actu´a de manera ”legal”, podra´ capturar
toda la informacio´n que encamine.
4. Reenvı´o de paquetes (replay): Este ataque consiste a
reenviar paquetes capturados para que el destino actu´e
de manera erro´nea. Por ejemplo, si un sensor manda un
mensaje de incremento de temperatura, el nodo atacante
podrı´a reenviar un decremento del valor provocando que
el nodo destino actu´e de manera inversa a la deseada.
Para evitar este tipo de ataques se utilizan los co´digos
de secuencia, el cifrado, etc.
III. ATAQUES
En esta seccio´n se muestran la descripcio´n de los ataques
que se han realizado en este trabajo.
III-A. Ataques de denegacio´n de servicio
Los ataques de denegacio´n de servicio se pueden categorizar
segu´n la capa de la pila de protocolos a la que van dirigidos [8].
Posibles ataques a la capa fı´sica:
Interferencias (Jamming): consiste en saturar un canal de
comunicacio´n con informacio´n erro´nea para que ningu´n
otro dispositivo pueda utilizarlo. En general este tipo de
ataque se cancela mediante diferentes canales en los que
transmitir.
Alteracio´n de datos (Data tampering): consiste en mo-
dificar la informacio´n que circula por la red, capturando
los datos y modifica´ndolos. Este tipo de ataque se puede
frenar con co´digos de verificacio´n de datos.
Posibles ataques a la capa de enlace:
Colisio´n: en este caso, similar al jamming, se modifica
cierta informacio´n del origen provocando que la veri-
ficacio´n del paquete provoque un error. De este modo
se provoca un reenvı´o de los paquetes que puede llevar
al lı´mite los recursos. No se conoce un procedimiento
totalmente fiable para evitar este tipo de ataques.
Ruido en el canal: existen muchos errores en la trans-
misio´n que implican un gran reenvı´o de paquetes. Si
se consigue que un dispositivo agote todos sus recursos
y quede aislado o inoperativo el ataque se considera
satisfactorio. Para evitarlo se puede establecer un umbral
a partir del cual no se retransmite.
Longitud de las tramas: este ataque deja la red inservible
ocupando el canal enviando muy poca informacio´n a
intervalos regulares y constantes.
Posibles ataques a la capa de red y encaminamiento:
Homing: este ataque obtiene informacio´n sobre nodos
que son de especial importancia en la red. En las redes
ZigBee, el ataque se centra en el PAN Coordinator. El
cifrado de datos puede mitigar el ataque.
Encaminamientos erro´neos o selectivos: se implementa
sobre encaminadores que rechazan o encaminan erro´nea-
mente paquetes. Para evitar este tipo de ataques el
dispositivo puede probar de encaminar los paquetes por
otra ruta.
Agujeros negros (Black holes) y agujeros de gusano
(Wormholes): en las redes que utilizan el protocolo de
descubrimiento de rutas basado en el coste del enlace,
este ataque puede provocar la construccio´n de rutas
erro´neas si un dispositivo siempre anuncia la calidad de
su enlace como la mejor. De este modo la mayorı´a de
Implementacio´n de un ataque DoS a redes WPAN 802.15.4 331
Figura 2. mota Z1 de Zolertia
paquetes sera´n enviados a trave´s de e´l y este podra´ aplicar
decisiones de encaminamiento erro´neas o simplemente
descartarlos.
Sybil: se basa en que un nodo pueda presentar varias
identidades a la vez. Ası´ se pueden romper esquemas
de encaminamiento mu´ltiple o bien causar problemas en
entornos geogra´ficamente dispares.
Posibles ataques a la capa de aplicacio´n:
Inundar la red (Flooding), HELLO attacks: una vez
introducido el nodo malicioso en la red, envı´a peticiones
de conexio´n que pueden llevar al nodo remoto a agotar
los recursos y quedar inoperantivo. Para evitar este ataque
se presentan soluciones del tipo limitar el nu´mero de
conexiones establecidas o presentar rompecabezas al
cliente que tiene que resolver antes no se le otorgue el
recurso.
De-sincronizacio´n: Mediante el envı´o con co´digos de
secuencia erro´neos a nodos que ha establecido conexio´n
con un tercero se puede forzar el reenvı´o de tramas.
Si adema´s se sigue el ataque con insistencia se pueden
agotar sus recursos. Estos ataques no tienen sentido si
los nodos pueden comprobar la veracidad de los paquetes
mediante cifrado o co´digos MAC.
IV. RESULTADOS EXPERIMENTALES
Este apartado pretende mostrar una prueba de concepto en el
que se ha llevado a cabo un ataque de denegacio´n de servicio
sobre una red 802.15.4/ZigBee. El proceso que se ha seguido
es muy simple y lo que se desea mostrar es la facilidad con
la que ha sido posible dejar sin recursos un nodo de la red.
Entre los posibles ataques que se han mostrado, este ataque
recaerı´a sobre el agotamiento de recursos en la capa de
aplicacio´n y la capa de enlace puesto que ambos tienen gran
parte de implicacio´n.
Para montar la red ZigBee se han utilizado dos sensores o
motas. Concretamente se ha utilizado la plataforma Z1 de la
marca Zolertia [9], mostrada en la figura 2.
Por otro lado, para simular el dispositivo atacante se ha
utilizado un sniffer/inyector de la marca Atmel: el dispositivo
RZUSBSTICK [10].
En esta prueba de concepto es necesario que un sensor actu´e
como nodo encaminador (llamado M1 en la figura 3) y que
el otro actu´e como dispositivo RFD hoja (M2). La topologı´a
escogida es la de estrella. Y el nodo al que se atacara´ agotando
los recursos es el que actu´a como encaminador (la mota M1).
Por lo que en el caso de tener ma´s sensores conectados
NOTA: Per tal de programar una mota aquesta s’ha de connectar a la ma`quina Debian
amb un cable USB/MicroUSB.
Amb les aplicacions base que hi ha disponibles la mota M1 s’ha programat amb la
IPBaseStation, mentre que la mota M2 utilitza el servei TCPEcho.
Per dur a terme la programacio´ de la mota M1 s’ha de fer el segu¨ent[16]:
$ cd /opt/tinyos-2.1.1/apps/IPBaseStation









Per programar la M2 amb el servei TCPEcho s’ha dut a terme el segu¨ent:
$ cd /opt/tinyos-2.1.1/apps/TCPEcho
$ make z1 blip install
3.3 Arrencant el sistema
Un cop programades les motes s’ha de posar en funcionament el sistema. La figu-
ra 5 mostra com s’han connectat els dispositius per arrencar el sistema. Seguidament
s’ha executat la segu¨ent comanda al sistema Debian per tal de posar en funcionament
l’encaminador de la mota M1:
$ cd /opt/tinyos-2.x/support/sdk/c/blip





Figura 5: Diagrama de muntatge.
NOTA: El dispositiu /dev/ttyUSB0 correspon a la mota M1. Per saber quin e´s l’enllac¸
en un entorn de desenvolupament es pot executar la comanda que ens retorna la llista de
motes connectades i les dades per accedir-hi:
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Figura 3. Esquema de montaje
a l mota M1, todos d jarı´an de poderse comunicar. Para
programar las motas se han de conectar inicialmente a la
ma´quina Debian con un cable USB/MicroUSB, despue´s ya
no es necesario esa conexio´n y pueden operar mediante pilas
y por tanto ser un nodo completamente auto´nomo. Con las
aplicaciones base que hay disponibles, la mota M1 se ha
programado con la aplicacio´n IPBaseStation, mientras que la
mota M2 utiliza el servicio TCPEcho.
El siguiente paso consiste en examinar los paquetes que se
envı´an en el momento de la asociacio´n de la mota M2 en la
red y los que se envı´an durante la transmisio´n de paquetes al
servicio Echo para poder, posteriormente, inyectar los paquetes
previamente modificados desde el dispositivo atacante.
Para averiguar que´ paquetes circulan por la red durante
las fases de asociacio´n de dispositivos y la conexio´n al
servicio Echo se ha utilizado el software Wireshark y la
herramienta zbdump. Y para escuchar la red mediante el
dispositivo RZUSBSTICK son necesarias las herramientas
que se encuentran en KillerBee [11]. Eso es debido a que
una simple tarjeta WiFi convencional no puede escuchar las
frecuencias de las redes 802.15.4
Mediante el dispositivo RZUSBSTICK, el software Wi-
reshark y la herramienta zbdump se ha determinado cua´les
son los paquetes esenciales y necesarios para llevar a cabo
la asociacio´n de un dispositivo al encaminador. Y al mismo
tiempo se ha obtenido el paquete que se envı´a cuando se
solicita un Echo al servicio de la mota M2. Esta informacio´n
se ha utilizado para construir posteriormente unos paquetes
especı´ficos con los que atacar el sistema.
IV-A. Atacando al sistema
El ataque desarrollado se basa en dos scripts que por un
lado asocian una serie de nodos falsos al encaminador M1 y
de la otra envı´an paquetes al servicio TCPEcho de la mota
M2 de manera ininterrumpida mediante el encaminador M1.
Los paquetes de la Mota M2 con las respuestas solicitadas
pasan a trave´s de M1 y llegan a los nodos falsos maliciosos
que esta´n programados especialmente para no responder a las
peticiones ACK que solicita M2 de sus respuestas. Como el
nu´mero de nuevas peticiones por parte de los nodos falsos
no cesa y la mota M2 esta´ continuamente enviando los datos
que supone no han llegado a los nodos destino, la tabla del
encaminador se satura y se queda sin recursos, lo que hace
bloquear completamente el encaminador, dejando a todos los
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Figura 4. Captura de red, ACK
sensores aislados de la red.
La programacio´n del capturador de tra´fico es relativamente
sencilla, ya que se aprovecha las tramas reales para inyectar
el co´digo modificado y no contestar a los ACK. Ba´sicamente
se realizan los siguientes pasos:
1. Inicializacio´n: utilizando la API de Killerbee se define
en que´ canal retransmitir y el perı´odo de tiempo que se
dejara´ pasar entre paquetes. Las herramientas KillerBee
todavı´a no disponen de un programa que escuche todos
los canales a la vez por el que se ha de determinar. Para
este escenario se ha fijado el canal.
2. Bucle principal: para cada dispositivo se genera el valor
del paquete en la variable origen. La posicio´n donde se
ha de poner este valor se ha determinado del estudio
de los paquetes capturados con zbdump y Wireshark
y de la especificacio´n del formato de trama MAC. En
la figura 4 se puede ver un ejemplo de los paquetes
capturados, concretamente, el Ack correspondiente en
formato Daintree mediante la herramienta zbdump.
3. Inyeccio´n: el paquete se envı´a a la red(inject).
4. Se duerme el sensor los segundos especificados.
5. El script acaba con la limpieza de la trama enviada.
En el caso del ataque con el envı´o de solicitudes el script
que hace las peticiones al servicio Echo es similar al anterior
caso, cambiando u´nicamente las variables utilizadas de la API.
Una vez ejecutado el ataque el nodo falso envı´a paquetes
de solicitud de Echo de manera indiscriminada desde direc-
ciones falsas de dispositivo asociados a la M1 que no existen
provocando que la M1 tenga que responder a todos los Ack
solicitados, ası´ como a la propia respuesta del protocolo. Como
el nodo falso malicioso no responde a ningu´n paquete, se crea
una situacio´n en la que la mota M1 tiene que reenviar paquetes
varias veces.
Cuando se desea realizar una comunicacio´n con la mota
M2 esta responde correctamente a algunas peticiones pero a
medida que el ataque progresa e´sta dejara´ de responder. Pero
en realidad la mota M1 ha dejado de encaminar paquetes. El
nu´mero de paquetes necesario para que la mota M1 deje de
responder varı´a en cada ejecucio´n y depende de la cantidad
de envı´os correctos realizados y del tiempo transcurrido antes
del ataque.
En general, segu´n las pruebas llevadas a cabo, la mota M2
responde una decena de peticiones de Echo antes de que la
mota M1 deje de responder. El bloqueo de la mota M1 es
absoluto siendo necesario un reinicio completo del dispositivo
para que vuelva a funcionar la comunicacio´n con la mota M2.
El envı´o de paquetes por parte del nodo malicioso no es en
ningu´n caso exhaustivo. En este caso cada paquete se envı´a
con un retraso de 0.5 segundos respeto la anterior cosa que
permite un tiempo suficiente a todas las partes del sistema a
responder sin provocar un bloqueo del medio. A pesar de que
el ataque de saturacio´n del medio es igualmente factible, este
no es demasiado interesante para los protocolos.
V. CONCLUSIO´N
En este artı´culo se ha descrito el funcionamiento y las
caracterı´sticas ba´sicas de los esta´ndares 802.15.4 y ZigBee,
el montaje y puesta en funcionamiento de redes de sensores
utilizados en redes de ”Smart Cities”.
A continuacio´n se han descrito las opciones de seguridad
que estos dos protocolos ofrecen, describiendo cuales son los
casos de ataque ma´s comunes en este tipo de redes y dedicando
un apartado especial a los ataques de denegacio´n de servicio
en el que se basa la prueba de concepto de ataque sobre una
red 802.15.4/ZigBee.
Finalmente se ha ejemplificado un caso real en el que es
posible dejar sin recursos un dispositivo 802.15.4 mediante
u´nicamente herramientas de libre distribucio´n y la programa-
cio´n en Python de un script que envı´a solicitudes Echo de
manera indefinida hasta que el dispositivo se satura y deja de
funcionar.
Como trabajo futuro esta´ el estudio ma´s detallado de las
posibles mejoras al protocolo esta´ndar para que no se puedan
realizar este tipo de ataques sobre las cabeceras no cifradas.
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Resumen—Continuamente aparecen nuevos estudios ası´ como
nuevos desarrollos de canales encubiertos. Como veremos, existen
ma´s de cien disen˜os distintos para redes de ordenadores, pero
no hemos encontrado en la literatura ningu´n ana´lisis, disen˜o
e implementacio´n de canales encubiertos sobre redes de sen-
sores. En este artı´culo presentamos los resultados del disen˜o e
implementacio´n de un canal multitasa basado en los tiempos
de monitorizacio´n sobre una red de sensores. En este proceso
se han establecido las principales propiedades necesarias y, en
base a ellas, se desarrolla e implementa el canal encubierto. Se
describe el proceso de desarrollo y se analiza su detectabilidad.
Palabras clave—Canales encubiertos (covert channels), De-
teccio´n de intrusos (Intrusion detection), Information Warfare,
Redes de sensores (sensor networks), Seguridad de la Informacio´n
(Information Security), Seguridad en redes (Network Security).
I. INTRODUCCIO´N
La nocio´n de canal encubierto surgio´ hace varias de´cadas en
el contexto de los sistemas de seguridad multinivel [1], donde
procesos con distintos niveles de seguridad no deberı´an comu-
nicarse entre sı´. De esta forma, los canales encubiertos pueden
definirse como “cualquier canal de comunicacio´n que puede
ser aprovechado por un proceso para transferir informacio´n
de manera que viola la polı´tica de seguridad del sistema” [2].
Siendo una propiedad fundamental de estos canales que su
presencia pase inadvertida ante un posible observador.
Si bien los canales encubiertos nacen en el contexto de
los sistemas de seguridad multinivel, el a´mbito de estudio
fue evolucionando a medida que los sistemas se conectaban
entre sı´, dando origen a canales encubiertos en redes de
comunicacio´n [3]. No obstante, hasta donde alcanza nuestro
conocimiento, no existen disen˜os en redes de sensores.
Quiza´s el estudio ma´s pro´ximo a nuestro trabajo se encuen-
tre en [4], donde los autores presentan un ana´lisis y disen˜o de
canales encubiertos en protocolos de enrutamiento dina´mico
para redes ad-hoc. En efecto, las redes de sensores pueden
ser consideradas como un tipo de red ad-hoc, pero presentan
adema´s un gran nu´mero de caracterı´sticas especı´ficas que
obligan a focalizar el ana´lisis y disen˜o de este tipo de canales
sobre ellas. Ma´s au´n cuando las redes de sensores esta´n siendo
cada vez ma´s utilizadas para la monitorizacio´n y control de
individuos, ambientes y recursos en multitud de escenarios,
tanto militares como civiles.
En este trabajo comenzamos ofreciendo una visio´n general
de las caracterı´sticas y particularidades tanto de los cana-
les encubiertos como de las redes de sensores (seccio´n II).
Seguidamente, en la seccio´n III analizamos los requisitos
necesarios que deberı´a ofrecer un canal encubierto basado en
redes de sensores a partir de un escenario ficticio. Asimismo,
presentamos el disen˜o de un canal encubierto multitasa que
se ajusta a los requisitos establecidos anteriormente. En la
seccio´n IV demostramos la viabilidad del disen˜o a partir
de una prueba de concepto sobre una red de sensores. A
continuacio´n se presenta un analisis de la detectabilidad del
canal (seccio´n V). Por u´ltimo, se presentan las conclusiones y
posibles lı´neas de trabajo futuro.
II. PRELIMINARES
II-A. Canales Encubiertos
Los canales encubiertos pertenecen al campo de la ocul-
tacio´n de la informacio´n. A diferencia de la criptografı´a,
que se preocupa de mantener desconocido el significado de
la informacio´n, esta disciplina tiene como objetivo evitar el
descubrimiento de la informacio´n en sı´.
Para entender mejor el concepto de canal encubierto se suele
acudir al problema de los prisioneros (prisioners’ problem [5]):
Alice y Bob se encuentran en prisio´n y esta´n intentando
desarrollar un plan para escapar. Se les permite comunicarse
a condicio´n de que Walter, el guardia´n, pueda inspeccionar
todas las notas que se intercambian. En el caso de que Walter
detectara algu´n indicio de que Alice y Bob esta´n planeando
fugarse, e´ste no les permitirı´a seguir comunica´ndose. Ası´ pues,
podemos ver que los canales encubiertos facilitan un medio
de comunicacio´n que pase inadvertido a los ojos de un posible
examinador del contenido o del formato en el que se realiza
una comunicacio´n aparentemente normal.
Existen numerosos estudios que aglutinan y clasifican los
distintos tipos de canales en base a diversos criterios [6], [7].
Sin embargo, la clasificacio´n ma´s utilizada, y que adoptamos
en este artı´culo, se fundamenta en las te´cnicas de ocultacio´n
utilizadas:
Canales de almacenamiento (Storage Channels): son
aquellos que permiten que un proceso escriba en una
zona de memoria para que otro proceso recupere tal
informacio´n mediante la lectura de tal zona.
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Canales de temporizacio´n (Timing Channels): en estos
canales un proceso codifica informacio´n mediante la
modulacio´n de su propio comportamiento de manera
que otro proceso al observar estos cambios es capaz de
recuperar la informacio´n sen˜alizada.
Si bien esta clasificacio´n es muy general y esta´ orientada
a procesos, es igualmente va´lida para canales encubiertos en
redes de comunicacio´n, teniendo en cuenta que las zonas
de memoria referidas en los canales de almacenamiento se
corresponden a determinados campos de los paquetes de
red y la modulacio´n del comportamiento en los canales de
temporizacio´n puede hacerse evidente cambiando la tasa de
envı´o de paquetes.
II-B. Redes de Sensores
Una red de sensores [8] es un sistema distribuido formado
por un gran nu´mero de dispositivos de capacidad y taman˜o
reducido (denominados nodos o motas) cuyo objetivo es
monitorizar un determinado feno´meno fı´sico gracias a los
sensores que incorporan. Una vez detectada informacio´n de
relevancia, e´sta es transmitida de manera inala´mbrica hasta
un dispositivo (conocido como estacio´n base o sink) que se
encarga de procesarla y ofrecerla a los usuarios de la red,
como se muestra en la Figura 1.
Dado que la estacio´n base es la encargada de obtener toda
la informacio´n de los sensores, el modelo de comunicacio´n
ma´s habitual es de muchos a uno, donde caben dos opciones
dependiendo del nu´mero de sensores desplegados y el rango
de transmisio´n de estos. En el modelo de un u´nico salto todos
los nodos de la red transmiten directamente a la estacio´n base
sin necesidad de realizar enrutamiento. Es ma´s simple, pero
so´lo es posible cuando el nu´mero de nodos y el a´rea de
despliegue es reducida. En el modelo multisalto, los nodos
que se encuentran alejados utilizan a sus vecinos para hacer
llegar sus datos a la estacio´n base. Normalmente utilizando el
camino ma´s corto o protocolos de inundacio´n.
Por otro lado, existen diferentes modos de funcionamiento o
de notificacio´n de eventos. Por lo general, suelen distinguirse
las tres alternativas [9]. En la monitorizacio´n continua los no-
dos envı´an informacio´n sobre el entorno de manera perio´dica,
mientras que en el modelo de monitorizacio´n basado en even-
tos se transmite informacio´n u´nicamente cuando un para´metro
alcanza un valor excepcional (i.e., ocurre un evento). Adema´s,
existe un modo de monitorizacio´n basado en consultas en el
que los nodos responden a las consultas realizadas por los
usuarios de la red.
La versatilidad de estas redes y su reducido taman˜o hace
de ellas una solucio´n ideal para multitud de aplicaciones de
monitorizacio´n y control, donde los dispositivos se integran
discretamente en el entorno. De hecho, este tipo de redes ya
ha sido aplicada con e´xito en multitud de escenarios [10], lo
que las convierte en sistemas cada vez ma´s aceptados.
Al mismo tiempo, esto puede suponer un mayor intere´s
por explotar este tipo de redes con fines maliciosos. Se hace
necesario por tanto un minucioso estudio sobre la viabilidad
de desarrollar canales encubiertos en redes de sensores, pues
su utilizacio´n repercutirı´a negativamente en la seguridad y pri-
vacidad de los entornos donde se desplieguen estos sistemas.
III. ESTUDIO Y ANA´LISIS
III-A. Escenario
Para la creacio´n de un canal de comunicacio´n oculto, en
primer lugar, es necesario plantearse su aplicabilidad, y para
ello lo ma´s indicado es idear un escenario de uso ficticio en
el que podrı´a ser utilizado.
Supongamos una empresa dedicada al cultivo y venta de
mejillones en el Estrecho de Gibraltar. La empresa hace
uso de una red de sensores en la zona con el objeto de
monitorizar las condiciones del medio marino y conseguir
ası´ un mejor producto. Sin embargo, e´sta no es la u´nica
actividad desarrollada por la compan˜ı´a. Aprovecha su situa-
cio´n privilegiada para llevar a cabo un transporte ilegal de
sustancias en contenedores.
Supongamos adema´s que Alice y Bob son agentes de
la Guardia Civil que sospechan de las actividades ilegales
desarrolladas por la empresa citada anteriormente. Con el
fin de destapar el tra´fico de sustancias, Alice se infiltra
en la compan˜ı´a y necesita informar a Bob del contenedor
donde se transportan las sustancias ilegales para que pueda
atraparlos en el acto. Alice, que teme por su integridad fı´sica
si fuese descubierta informando de esta actividad, decide idear
un mecanismo de comunicacio´n oculta utilizando la red de
sensores. Sin embargo, por cuestiones geogra´ficas, Bob so´lo
tiene acceso a un nu´mero limitado de sensores.
Nuestro canal oculto de comunicacio´n deberı´a ser de utili-
dad para que Alice pueda informar a Bob del contenedor en
el que se encuentran las sustancias ilegales sin ser delatada.
III-B. Requisitos del canal
A continuacio´n analizamos los requisitos que serı´an desea-
bles para el tipo de canal encubierto que necesitarı´an Alice y
Bob a fin de alcanzar su objetivo en el escenario propuesto.
Grado de detectabilidad. El canal de comunicacio´n oculto
debe ser difı´cilmente detectable. Esta caracterı´stica se ve
facilitada por el hecho de ser las redes de sensores un
campo bastante inexplorado en la bu´squeda de este tipo
de canales1.
1Como hemos indicado previamente, en este trabajo presentamos el primer
canal encubierto para redes de sensores.
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Ancho de banda moderado. La capacidad del canal no
se considera un factor esencial ya que la intencio´n es el
envı´o de pequen˜as cantidades de informacio´n, como por
ejemplo, la referencia de un contenedor.
Integridad. Debido a que la informacio´n enviada es sen-
sible, es necesario que e´sta sea recibida correctamente.
Sentido de la comunicacio´n. Basta con crear un canal
unidireccional, pues el propo´sito no es realizar un inter-
cambio de datos sino, simplemente, comunicar informa-
cio´n desde un punto a otro.
Estas particularidades determinara´n el a´mbito de aplicabili-
dad del canal, y a su vez e´ste puede condicionar la decisio´n
del tipo de canal a implementar.
III-C. Configuracio´n de la red
El escenario de aplicacio´n determina el modo de funciona-
miento y configuracio´n de la red, y esto, a su vez, influye en
el tipo de canal encubierto que es ma´s conveniente desarrollar
dado los requisitos establecidos anteriormente.
Debido a que el objetivo de nuestra red de sensores es
la de tomar valores de diferentes para´metros del agua cada
cierto intervalo de tiempo, el modo de funcionamiento ma´s
conveniente es el de monitorizacio´n continua.
Por otra parte, dado que los sensores se encontrara´n des-
plegados en un a´rea extensa se hace imposible el uso de un
modelo en un u´nico salto, ya que el rango de transmisio´n de
estos harı´a imposible que se comunicaran directamente con la
estacio´n base. Ası´, el modelo de enrutamiento multisalto es el
ma´s adecuado para nuestro escenario.
En cuanto al sistema operativo de la red de sensores, cabe
destacar Contiki [11] y TinyOS [12]. En este trabajo nos
hemos decantado por Contiki debido a las bondades de su
simulador.
III-D. Disen˜o de un canal multitasa
Debido a que el cambio en la frecuencia de monitoriza-
cio´n de los sensores es normal para atender a las distintas
circunstancias que se producen en el medio, a los requisitos de
consumo de energı´a y a las necesidades de procesamiento de
la estacio´n base, utilizar estos cambios para la implementacio´n
de un canal encubierto parece prometedor.
Al disen˜ar un canal de temporizacio´n podemos optar por
una canal binario, tal y como se hiciera en [13], o podemos
inclinarnos por un canal multitasa. En un canal binario, cada
cierto intervalo de tiempo, el emisor puede enviar un paquete o
mantenerse en silencio. El receptor monitoriza cada intervalo
de tiempo para determinar si un paquete fue recibido o no.
El resultado es un co´digo binario donde un 1 representa la
deteccio´n de un paquete en el intervalo y un 0 representa la
ausencia del mismo. En un canal multitasa, emisor y receptor
acuerdan dos conjuntos (intervalos de tiempo, cara´cter) y la
correspondencia entre ellos. Ası´, cada intervalo de tiempo
distinto correspondera´ a un u´nico cara´cter (ver Figura 2).
Pueden producirse errores de decodificacio´n si los tiempos de



























(b) Cambia el intervalo (canal activo)
Figura 3. Funcionamiento del canal multitasa
u´ltimo caso harı´a falta una sincronizacio´n muy fiable, o la
integridad exigida al canal serı´a difı´cil de conseguir.
Para desarrollar un canal multitasa en nuestra red de senso-
res, puesto que su funcionamiento es en modo monitorizacio´n
continua y se envı´an paquetes de forma perio´dica siguiendo
un tiempo preestablecido t, se tiene que cambiar el tiempo
de monitorizacio´n segu´n sea necesario. En nuestro escenario,
Bob observa constantemente los mensaje enviados en la red
de sensores. Mientras la estacio´n base no envı´e informacio´n
oculta, los nodos estara´n configurados para enviar mensajes
cada intervalo t. En otro caso, la estacio´n base comunicara´ a
los nodos la supuesta intencio´n de reconfigurar los tiempos de
monitorizacio´n con la excusa de cambiar la estrategia de toma
de datos. Los nodos no volvera´n a comunicarse con la estacio´n
base hasta pasado el tiempo ordenado, como se muestra en la
Figura 3, donde inicialmente los nodos transmiten cada 15s
y ma´s tarde se cambia el intervalo de notificacio´n a 30s. De
esta forma, Bob podra´ interpretar los distintos cambios en el
intervalo de monitorizacio´n y finalmente obtendra´ su mensaje.
A pesar de que hemos investigado otras posibilidades de
ocultacio´n, teniendo tambie´n en cuenta la posibilidad de
desarrollar canales de almacenamiento, estos u´ltimos suponen
cambios que podrı´an degradar el uso de la red de sensores
(e.g. por cambios en los para´metros de enrutamiento) y la vida
u´til de la misma, adema´s de ser susceptibles a varias te´cnicas
de deteccio´n. Si bien para los canales de temporizacio´n
desarrollados hasta ahora en redes de datos convencionales
tambie´n se han desarrollado te´cnicas de deteccio´n basadas
en la regularidad del envı´o de los paquetes de datos [14],
e´stas no son aplicables a las redes de sensores que, por
disen˜o, en el caso de redes de monitorizacio´n continua, ya
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Tabla I
CODIFICACIO´N DE CARACTERES
Cara´cter Tiempo · · · Cara´cter Tiempo
FINAL 15 · · · f 130
cambio 20 · · · z 135
e 25 · · · j 140
a 30 · · · x 145
(espacio) 35 · · · w 150
o 40 · · · k 155
s 45 · · · · · · · · ·
presentan patrones de envı´o regulares. En cualquier caso, la
detectabilidad del canal disen˜ado se tratara´ ma´s detenidamente
en la seccio´n V.
IV. DESARROLLO DE UN CANAL MULTITASA
El desarrollo de un canal encubierto multitasa requiere esta-
blecer una tabla de equivalencias entre intervalos y caracteres.
Asimismo, es necesario calcular previamente un intervalo de
funcionamiento normal de la red. Este tiempo vendra´ determi-
nado por el tipo de aplicacio´n y en nuestro caso lo fijaremos
en t = 15 segundos, en un intento de alcanzar un balance entre
la actualidad de los datos y el tiempo de vida de las motas2.
Tras realizar pruebas de precisio´n con el simulador de
Contiki (ma´s tarde confirmadas sobre la implementacio´n que
hemos realizado con motas Tmote Sky de Moteiv) un nodo
que haga las funciones de sniffer3 para Bob tiene un error
de precisio´n de 1 ∼ 2 segs en el ca´lculo del intervalo de
envı´o de paquetes. Por ello, y para asegurar el requisito de
integridad (en contra del ancho de banda) hemos seleccionado
un incremento de 5 segundos en los intervalos que diferencian
a los distintos caracteres, como puede apreciarse en la tabla I.
En dicha tabla se ha utilizado un conjunto de caracteres
reducido del castellano y se ha aplicado una codificacio´n de
Huffman [16] segu´n la frecuencia de aparicio´n de estos con el
fin de reducir el retraso de las comunicaciones, aumentando
ası´ el ancho de banda efectivo del canal. Adema´s, como puede
verse, cuando el intervalo de envı´o de datos por parte de las
motas vuelve al original (i.e. 15 segundos), se produce el final
del mensaje enviado.
Para implementar el sniffer en el simulador de Contiki es
necesario que los nodos de la red se comuniquen en modo
broadcast y que sea a nivel de aplicacio´n donde se decida
si un paquete esta´ dirigido a un nodo u otro. Es decir, el
identificador del nodo destino va incluido en la carga u´til
de datos o payload de los paquetes pero so´lo el autentico
destinatario lo procesa cuando observa su identificador. Ası´,
el nodo que hace las funciones de sniffer puede observar y
procesar todos los paquetes, aunque no este´n dirigidos hacia
e´l a nivel de aplicacio´n.
En nuestro disen˜o final decidimos utilizar repeticiones con
el fin de aumentar la integridad del canal. Por ejemplo,
sabie´ndose que el intervalo de transmisio´n de la letra ‘a’
2La tendencia actual es incorporar ce´lulas solares para alargar su vida u´til
(e.g. ECS310 de enocean R©).
3En el mercado existen varias soluciones que permiten esta funcionalidad,































Figura 4. Diferentes circunstancias de colisiones
es de 30 segundos, podemos estar seguros de que pasados
90 segundos desde que la estacio´n base mando´ la orden de
monitorizar cada 30 segundos, se habra´ transmitido tres veces
el cara´cter ‘a’. Y este tiempo de 90 segundos (tiempo del
cara´cter × 3) sera´ diferente para otro cara´cter. El motivo de
enviar tres veces cada cara´cter es intentar reducir a cero el
porcentaje de errores. Y es que en la implementacio´n del canal
nos hemos encontrado con un feroz enemigo: las colisiones.
Debido a que el medio de transmisio´n inala´mbrico es
compartido, si un sensor recibe simulta´neamente dos mensajes,
ambos colisionan y por lo tanto ambos mensajes se vuelven
incomprensibles. Esto puede llevar a confusiones por parte del
sniffer a la hora de medir los tiempos transcurridos.
Las colisiones pueden afectar al nodo observado por Bob
tanto durante el envı´o como durante la recepcio´n de paquetes.
Tras mu´ltiples tests en nuestro escenario de pruebas (similar
al de la Figura 3) se constata que las colisiones de los
paquetes recibidos en este nodo suponen un 5 % del total
de las colisiones. Sin embargo, las que ma´s nos interesan,
y que suponen un 95 % del total de las colisiones, son las
que afectan a los paquetes que envı´a el nodo. A fin de
detectarlas, los paquetes han de contar con un identificador
en la cabecera para que el sniffer pueda compararlo con el
identificador de paquetes consecutivos. Si el sniffer recibe el
paquete con identificador 3 y a continuacio´n recibe el paquete
con identificador 5, calcula que entre ambas recepciones se
perdio´ un paquete.
Las pe´rdidas de paquetes individuales pueden darse en dos
circunstancias diferentes:
1. Se pierde un paquete durante un intervalo de tiempo en
el que la tasa de envı´o se mantiene inalterada.
2. Se pierde el primer paquete que cambiaba el intervalo
de tiempo respecto a su predecesor.
En la Figura 4 se observan las dos circunstancias posibles
en un escenario en el que suponemos inicialmente t = 20
segundos y un cambio posterior a t = 60 segundos. En la
primera se ve como el nodo espiado envı´a cuatro paquetes
a la estacio´n base, los tres primeros cada 20 segundos y
un u´ltimo paquete 40 segundos despue´s del tercero. El nodo
sniffer detecta la colisio´n del cuarto paquete, por lo que sabe
que entre el instante 60 segundos y el instante 100 segundos
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se ha perdido un paquete. Tenemos que el tiempo transcurrido
entre el envı´o del paquete tres y el envı´o del paquete cinco es
40 segundos. Si se supone, como es el caso, que el paquete que
se ha perdido fue enviado transcurrido el mismo intervalo que
el u´ltimo recibido, so´lo tenemos que coger los 40 segundos y
dividirlos por 2, obteniendo que el intervalo transcurrido entre
el paquete colisionado y el quinto paquete es de 20 segundos.
Para la segunda circunstancia, si utiliza´ramos la misma
solucio´n se obtendrı´a que el tiempo transcurrido entre el
paquete colisionado, el nu´mero tres, y el paquete cuatro es
de 40 segundos, por lo que obtendrı´amos un tiempo erro´neo.
Esta circunstancia se soluciona almacenando en cada captura
de tra´fico el intervalo del u´ltimo envı´o y resta´ndoselo al
tiempo transcurrido entre las dos u´ltimas transmisiones con
e´xito. En este caso, con la captura del paquete nu´mero dos
almacenarı´amos el intervalo 20 segundos, al recibir el cuarto
paquete transcurridos 80 segundos detectarı´amos la colisio´n
y a estos 80 segundos le restarı´amos el intervalo almacenado
anteriormente de 20 segundos, obteniendo el resultado de 60
segundos.
Aunque se sabe como solucionar ambos casos, el gran
problema es que resulta imposible saber durante la ejecucio´n
en que circunstancia nos encontramos. Por ello, optando
por alguna de las dos soluciones conseguiremos reducir el
nu´mero de errores aunque no por completo. Adema´s, este
esquema podrı´a requerir un pequen˜o cambio en el co´digo de
la aplicacio´n de las motas de forma que se puedan numerar
los paquetes (si el propio protocolo de envı´o de paquetes
de la aplicacio´n de las motas no lo hace por defecto). Si
bien, el cambio es mı´nimo, como veremos en la seccio´n V,
de producirse, e´ste aumentarı´a la detectabilidad del canal por
parte de agentes locales.
Dado que el requisito de integridad de los datos es esencial
en nuestro escenario, en una segunda implementacio´n del canal
encubierto hemos debido corregir las colisiones mediante la
replica de intervalos (y el control de estas repeticiones para
mantener la integridad del mensaje decodificado), reduciendo
ası´, desafortunadamente, el ancho de banda de manera dra´stica.
No obstante, como habiamos extraido en III-B, se trata del
requisito menos estricto de todos.
Tras multiples simulaciones, en esta segunda implementa-
cio´n hemos logrado un ancho de banda de 1/230 caracter/seg.
Esto significa que para comunicar en nuestro escenario el
identificador de referencia de un contenedor de 10 caracteres,
por ejemplo; Alice necesitarı´a unos 38 minutos4. La tasa de
error detectada inherente al escenario y el funcionamiento que
realiza es del 4 %.
V. ESTUDIO DE DETECTABILIDAD
Debido a la naturaleza inala´mbrica de las redes de sensores,
un atacante podrı´a escuchar las transmisiones e incluso inyec-
tar tra´fico en la red; especialmente si la red esta´ desplegada
en un entorno hostil. Por ello, la seguridad en redes de sen-
sores se centra en proteger cuatro aspectos: confidencialidad,
4La adecuacio´n del tiempo necesario para transmitir un mensaje sera´ rela-
tivo al objetivo que se persigue en la comunicacio´n oculta.
integridad, disponibilidad y la vida de la baterı´a. Dado que
nuestro canal no afecta a ninguno de estos servicios, eludirı´a
la mayorı´a de las soluciones de seguridad actuales.
Como ya se ha comentado con anterioridad, las redes de
sensores son un tipo de red ad-hoc inala´mbricas cuyas diferen-
cias hacen inviable la aplicacio´n de IDSs (Intrusion Detection
Systems) desarrollados para redes ad-hoc. Para empezar, la
capacidad de los nodos impide instalar un agente de deteccio´n
completo. Por ello, se usan soluciones parciales como:
Analizar las fluctuaciones en las lecturas de los sensores
Analizar la integridad del co´digo
Vigilar la informacio´n intercambiada entre los sensores
Ante un IDS dedicado al ana´lisis de las lecturas de los
sensores, nuestro canal encubierto pasarı´a totalmente desaper-
cibido puesto que no altera dichos valores. De igual forma, la
vigilancia de la informacio´n intercambiada entre los sensores
no pondrı´a de manifiesto el canal encubierto puesto que no se
modifica ninguno de los campos de los paquetes. A su vez,
un exhaustivo estudio del co´digo que forma el programa de
las motas tampoco supondrı´a un problema, ya que la u´nica
funcionalidad sospechosa (los envı´os de cambios de tiempo
de monitorizacio´n) se realizarı´an desde la estacio´n base y sin
necesidad de modificar su co´digo.
En [17] se propone una solucio´n de IDS especı´fico para re-
des de sensores. Esta solucio´n considera dos tipos de agentes:
locales y globales. Los agentes locales monitorizan tanto las
operaciones realizadas como la informacio´n enviada y recibida
por el nodo. Por tanto, los agentes locales detectarı´an los
ataques que afecten la integridad fı´sica o lo´gica de la mota
ası´ como el intento de influenciar en la recogida de datos por
parte de entidades no autorizadas.
Por otro lado, los agentes globales vigilan las interaccio-
nes con sus vecinos inmediatos, comporta´ndose a modo de
guardia´n que analiza y procesa el contenido paquetes. Estos
agentes serı´an capaces de detectar si un nodo esta´ borrando
o modificando algu´n campo de los paquetes intercambiados
por las motas antes de retransmitirlo. En el caso de detectar
alguna amenaza de seguridad, el agente generarı´a informacio´n
de alerta y la enviarı´a a la estacio´n base.
Dado que nuestro canal no modifica el estado de los
nodos ni la informacio´n contenida en los paquetes de manera
arbitraria, los agentes descritos no serı´an capaces de detectarlo.
Sı´ podrı´an levantar ciertas sospechas los continuos mensajes
de actualizacio´n de la tasa de transferencia por parte de la
estacio´n base. Aunque la estacio´n base es un nodo autorizado,
y, adema´s, su comportamiento entrarı´a dentro del uso normal
de la red. No obstante, continuos cambios en estos tiempos
(si queremos enviar un mensaje oculto con 10 caracteres, se
cambiarı´an los tiempos de monitorizacio´n 20 veces en un
intervalo de tiempo relativamente corto, ya que utilizamos
tambie´n un cara´cter de cambio por cada cambio de caracter),
si el mensaje enviado en el canal encubierto es muy largo,
podrı´an levantar sospechas en el caso de que se produzca un
ana´lisis detallado de esta frecuencia.
Una posible solucio´n ante este problema serı´a utilizar varias
motas para enviar los datos ocultos. De esta forma, cada uno
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de los nodos no recibirı´a un volumen notorio de notificaciones
de cambio de intervalo, y los agentes locales de estos nodos
no verı´an como una situacio´n ano´mala el recibir un nu´mero
dado de notificaciones, que se verı´a reducido en funcio´n del
nu´mero de motas utilizadas.
Para que esta solucio´n tuviese sentido es necesario que el
sniffer pueda monitorizar varios nodos de manera simulta´nea,
ya sea porque la ganancia de su antena se lo permite o porque
tiene varias antenas en distintas ubicaciones. Asimismo, serı´a
necesario establecer una secuencia predefinida de motas a
observar por parte de Bob, por lo que la implementacio´n y
sincronizacio´n del canal se hace ma´s compleja. No´tese que
en este u´ltimo caso se abren nuevas vı´as de ocultacio´n. Se
podrı´a investigar, por ejemplo, desarrollar un canal encubierto
de conteo (i.e., se codifican los caracteres en funcio´n del
nu´mero de nodos que envı´en en un intervalo) o bien un canal
de ordenacio´n (i.e., el orden de envı´o indica la informacio´n).
El empleo de te´cnicas de deteccio´n dependera´ siempre de
las caracterı´sticas de la aplicacio´n y del escenario concreto
sobre el que dicha aplicacio´n se ejecuta. Dada la sobrecarga
que pueden introducir estos mecanismos, en te´rminos de
transmisio´n sobre el medio inala´mbrico y de procesamiento y
almacenamiento en los nodos, su uso puede resultar justificable
u´nicamente en aplicaciones con fuertes requisitos de seguridad
y en las que los dispositivos involucrados dispongan de la su-
ficiente capacidad y autonomı´a como para que la ejecucio´n de
un sistema de deteccio´n no imponga una limitacio´n intolerable
sobre las prestaciones ofrecidas al usuario final.
Ası´ pues, se puede concluir que nuestro canal de comunica-
cio´n oculto es lo suficientemente difı´cil de detectar como para
pasar desapercibido ante sistemas de deteccio´n usuales. No
obstante, agentes locales que llevaran a cabo un ana´lisis en
la estadı´stica de los cambios de frecuencia en los mensajes
de monotorizacio´n de las motas podrı´an elevar las alertas
necesarias para comenzar a investigar la existencia de dicho
canal.
VI. CONCLUSIONES
En este artı´culo hemos disen˜ado una canal encubierto sobre
una red de sensores con un ancho de banda muy limitado pero,
hasta donde alcanza nuestro conocimiento, es el primer intento
de ana´lisis, disen˜o e implementacio´n de este tipo de canales
en este entorno.
Para ello hemos ideado un escenario ficticio y extraı´do
los requisitos principales del canal. A partir de estos se ha
desarrollado un canal de temporizacio´n multitasa y se ha
llevado a cabo un estudio sobre la detectabilidad de este tipo
de comunicaciones en redes de sensores. Si bien el ancho de
banda del canal es mejorable, hemos preferido, acorde con los
requisitos extraı´dos, primar la integridad de los datos enviados.
Asimismo hemos encontrado nuevas vı´as de ocultacio´n que
estamos analizando en la actualidad. En concreto, se tratan de
canales de almacenamiento y modificacio´n del enrutamiento;
por lo que habra´ que analizar detenidamente sus implicaciones
a nivel de detectabilidad y de funcionamiento de la red. Ma´s
especı´ficamente, tres son los candidatos (que presentan sus
desventajas y ventajas asociadas): canal encubierto sobre uIP,
utilizacio´n de los campos de protocolos de enrutamiento (RSSI
y LQI), y modificacio´n de las rutas seguidas por los paquetes.
Tambie´n resulta de intere´s indicar que se ha llevado a
cabo la implementacio´n del canal propuesto como prueba
de concepto sobre el simulador de Contiki y evaluado su
funcionamiento desplega´ndolo sobre un nu´mero muy reducido
de motas fı´sicas. Se hace por tanto necesario llevar a cabo un
despliegue sobre una red de sensores real con objeto de hacer
mediciones ma´s fiables.
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