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 ABSTRACT 
This research aims to evaluate the currently applied valuation approaches in practice among 
German and Swiss professional investors for renewable energy (RE) projects based on an 
explanatory, sequential, mixed-methods (MM) research approach, compared to existing financial 
theory. It additionally explores associated influencing factors, key equity value drivers, and ‘best 
practice’ approaches and/or improvements in order to propose a revised valuation approach 
specifically for such investments. The inferences (INFs) taken are obtained by integrating 
quantitative (QUAN) results from a survey of 111 practitioners with qualitative (QUAL) findings 
through in-depth interviews with 16 purposefully selected individuals from the pool of participants 
from the previous QUAN phase to explore those results in more detail.  
The results and findings were both reassuring and surprising while still detecting a certain gap 
between theory and practice. As main research outcomes, it can be illustrated that both systematic 
and unsystematic risks are relevant for performing valuations of such investments. More 
specifically, for the former, political and market risks are the most important risk components, and 
for the latter, weather-related volume risk is most important. Risk preferences and subsequently 
valuation are clearly influenced by experienced materialisation of risk. Discounted cash flow (DCF)-
based valuation is state of the art in this valuation, even if multiples are applied as a simplified 
benchmarking approach. Encountered risk leads either to adjustment in the cash flows or in the 
applied discount rate, the former being the main approach to treat risk in valuation. The internal 
rate of return (IRR) approach is the most frequently applied valuation methodology, even if the net 
present value (NPV) approach is theoretically more consistent and even though many practitioners 
do not seem to be aware of the former’s potential drawbacks. Moreover, the market for such 
investments has agreed to apply a simplified flow to equity (FTE) valuation approach. It thus ignores 
the consideration of the right type of discount rate (a dynamic discount rate) for the typically applied 
autonomous financing structure based on project financing for simplification reasons. Market 
participants surprisingly still use the weighted average cost of capital (WACC) of the investing 
company, mostly as a basis for defining hurdle rates, even if finance theory could clearly 
demonstrate its irrelevance as a cost of capital (CoC) approach in DCF-based valuation. More 
sophisticated valuation methods are less known and not applied, even if the certainty equivalent 
(CE) and adjusted present value (APV) methods are promising, complementary methods to support 
conventional approaches for assessing the investment’s value protection ability and performing 
impairment test respectively.  
The discussion of the INF analysis results helps to increase the understanding of this complex topic 
and provides valuable insights into this usually hidden procedure. The applied MM approach 
allowed for the exploration of issues and the discussion of possible improvements in valuation 
practices, which would not be possible within a classic quantitative study. The developed concepts 
in this thesis provide practitioners, particularly equity investors, with powerful tools to define the 
relevant equity value drivers, to understand additional influencing factors in valuation and 
considerations of risk treatments in projects, and to value RE investments along the two dimensions 
of value creation and value protection. 
I declare that the work in this thesis was carried out in accordance with the regulations of the 
University of Gloucestershire and is original except where indicated by specific reference in the text. 
No part of the thesis has been submitted as part of any other academic award. The thesis has not 
been presented to any other education institution in the United Kingdom or overseas.  
Any views expressed in the thesis are those of the author and in no way represent those of the 
University.  
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 1 INTRODUCTION 
1.1 Background and Relevance of Research 
Starting in 1992 with the Earth Summit in Rio, followed by the Kyoto Protocol in 1997 and the Paris 
Agreement in 2015, more than 190 countries have joined the international treaty to stabilise climate 
change by reducing greenhouse gas emissions to keep the average global temperature rise below 
2°C (UNFCCC, n.d.). An effective means of reducing such emissions is the decarbonising of the 
power sector, a central theme promoted in many countries and by many globally acting 
programmes (Jägemann et al., 2013, Skea, 2015, EEA, 2017, Steffen and Schmidt, 2018). This 
transformation to a sustainable, low-carbon economy is based on facilitating the breakthrough of 
power plants producing electricity from renewable energy sources (RES-E)1 (Reichmuth, 2013, 
IEA, 2015, Unteutsch and Lindenberger, 2016). 
In the current market environment, with historically low overall interest rates and with economic 
challenges in several countries, many investors are attracted to subsidised2 RES-E projects with 
robust returns due to their absence of correlations with stock exchanges and their anticipated, 
favourable risk-return profiles (Warren, 2014), which make such investments economically more 
attractive (Monnin, 2015, Thakkar, 2015). However, many investors were forced to accept 
impairment losses in some of their RES-E investments (Shah, 2011). The question to be answered 
is now as follows: have all risk components been properly considered in the valuation process? 
While asset pricing research has extensively studied the relationship between risk and return on 
publicly traded companies (PTCs), including many theoretical publications about valuation (e.g. 
Brigham and Houston, 2012) and several empirical studies about the application of methods (e.g. 
Graham and Harvey, 2001, Brounen et al., 2004), surprisingly little attention has been paid to the 
class of non-traded assets (NTAs)3 to which the majority of RES-E projects belong and to other, 
mostly qualitative factors that influence valuations and transactions. Even if this private equity4 
market is at least as important, in terms of size, growth, and the volume of acquisitions (Ang and 
Kohers, 2001, Moskowitz and Vissing-Jørgensen, 2002, Capron and Shen, 2007), relatively little is 
known about its risk and return characteristics. Furthermore, unsystematic risks, the risk perception 
of different cultures, and sector specific characteristics are not adequately considered. Collecting 
data about this topic is challenging, since information is not publicly available for NTAs, and private 
investment firms are typically highly restrictive in providing corresponding information. Moreover, 
existing literature provides limited guidance for how to deal with individual and cultural differences 
in risk perceptions and risk behaviours (Hofstede, 1983, Weber and Hsee, 1998, Weber et al., 
2002) within such models.  
Knowledge and understanding of factors influencing traditional valuations and transaction 
dynamics as well as additional complementary and/or alternative valuation concepts may help 
investors in RES-E to better and more efficiently allocate their investment budgets while improving 
the quality of investment decisions and eventually decreasing the need to perform extraordinary 
depreciation of shares or assets. 
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1.2 Scope and Framework of Research 
The aims of this study are to examine and understand the risk and return components and their 
trade-off in valuation as well as applied capital budgeting processes and cost of capital (CoC) 
approaches. It explores decision-making mechanisms in RES-E investments to present updated 
conceptual frameworks, including a revised valuation approach. 
The main research questions to be explored are as follows: 
 What are the risk components to be considered, and how are they prioritised, processed, 
and affected within the valuation of RES-E investments? [QUAN] 
 What valuation techniques are applied in RES-E investment transactions, and what 
organisational characteristics influence these application choices? [QUAN] 
 Why are certain methods applied in practice, and what deficiencies and influencing factors 
are encountered in valuation processes within RES-E investment transactions? [QUAL] 
 How can the key equity value drivers of RES-E investments within a coherent valuation 
concept be described? [INF] 
 How can the relationship between risk components and investment return be described, 
and how can the corresponding risk and financial performance be assessed as a basis for 
developing a revised valuation model for RES-E investments? [INF] 
As explained in more detail in section 4.1.1, the abbreviation QUAN stands for quantitative 
research, QUAL for qualitative research, and INF for inferences while combining the QUAN and 
QUAL results based on the mixed-methods research (MMR) approach. The stated abbreviations in 
brackets indicate the main intended research approach for answering the stated research question, 
without putting the exclusive research focus on one of the research approaches. 
Correspondingly, the following research objectives have been formulated to provide the foundation 
for the research design and guide the research process: 
 To assess relevant risk components, to illustrate their prioritisation and consideration, and 
to analyse potential influences in RES-E investment valuation processes. [QUAN] 
 To evaluate the valuation methods that are currently applied in RES-E investment 
valuations and the organisational characteristics that might affect these processes. [QUAN] 
 To understand the valuation process in practice in more detail, and to discuss the 
corresponding encountered deficiencies and influencing factors (determinants) in the 
valuation of RES-E investments [QUAL] 
 To develop a model that describes the key equity value drivers of RES-E investments [INF] 
 To develop a revised valuation model for RES-E investment valuation that combines the 
risk and financial performance perspective [INF] 
While answering these questions and making a contribution to both academia and practitioners, 
more effective and suitable solutions are offered that are less subjective and arbitrary in nature. An 
overview of the different research objectives and questions as well as the various contributions of 
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the applied research phases are provided in Table 1. Details of the applied methodology follow in 
section 4. 
The system boundaries in this research are given by the micro-economic perspective of the 
research questions. The research focuses mainly on the behaviour of and decision making within 
single economic units, i.e. investment companies, but not on the detailed dynamics within 
investment decisions and transactions. No particular emphasis is placed on how different political 
frameworks for promoting RES-E investments influence valuation processes and techniques. The 
research concentrates on the capital budgeting topics with regard to project valuation methods, risk 
assessments and corresponding valuation adjustments, risk mitigation measures, hurdle rates, and 
risk-adjusted return rates. Option pricing is not the focus of this research due the research’s main 
emphasis on RES-E projects in low-risk environments in terms of the operating of the project 
(section 2.2.4.3) and the financing structure (section 2.4.1.3). However, there is a brief discussion 
about the characteristics of real option valuations (section 2.4.2.4), since their usage has been 
evaluated (QUAN phase) in order to research the whole range of possible valuation techniques. 
Related research fields in valuation, including capital rationing, post audits, capital structuring, and 
dividends policies, are not the primary focus in this research. 
 
 Table 1: Research aim, objective, research objectives, and contribution of literature review and applied methods (main focus: cells with thicker frame). 
Aim Research questions Objectives Literature review 
Contribution of 
Exploratory 
quantitative phase 
Quantitative phase 
with survey 
Qualitative phase with 
interviews 
Inferences from 
qualitative and 
quantitative phase 
Examine and 
understand the 
risk-return 
valuations 
processes/trade-
offs, valuation 
practices, and 
decision-making 
mechanisms in 
RES-E 
investments 
What are the risk 
components to be 
considered, and how are 
they prioritised, 
processed, and affected 
within the valuation of 
RES-E investments? 
To assess relevant risk 
components and to 
illustrate their 
prioritisation and 
consideration, and to 
analyse potential 
influences in RES-E 
investment valuation 
processes 
Identify possible risk 
components and 
other determinants 
from previous 
empirical research 
To gain first insights 
into the topic and to 
identify additional 
determinants from 
practitioners in 
addition to the 
literature review 
To collect quantitative 
results from the focus 
population 
To collect qualitative 
data while discussing 
results from quantitative 
research and deepening 
understanding 
To triangulate the 
quantitative results with 
the qualitative results 
What valuation 
techniques are applied in 
RES-E investment 
transactions, and what 
organisational 
characteristics influence 
these application 
choices? 
To evaluate the valuation 
methods that are 
currently applied in RES-
E investment valuations 
and the organisational 
characteristics that might 
affect these processes 
Identify different 
capital budgeting 
techniques and CoC 
from theory and their 
usage in practice 
from empirical 
studies 
To gain first insights 
into the topic and to 
identify the first 
reasons certain 
techniques are 
applied 
To collect quantitative 
results from the focus 
population about 
applied techniques to 
be statistically 
analysed 
To collect qualitative 
data while discussing 
results from quantitative 
research, deepening 
understanding, and 
identifying reasons for 
applying corresponding 
techniques 
To triangulate the 
quantitative results with 
the qualitative results 
Why are certain methods 
applied in practice, and 
what deficiencies and 
influencing factors are 
encountered in valuation 
processes within RES-E 
investment transactions? 
To understand the 
valuation process in 
practice in more detail, 
and to discuss the 
corresponding 
encountered deficiencies 
and influencing factors 
(determinants) in the 
valuation of RES-E 
investments 
Review and 
evaluate existing 
frameworks 
- 
To collect some 
influencing factors 
from a statistical 
analysis 
To collect qualitative 
data while discussing 
determinants to refine 
framework 
To complement the 
quantitative results 
How can the key equity 
value drivers of RES-E 
investments within a 
coherent valuation 
concept be described? 
To develop a model that 
describes the key equity 
value drivers of RES-E 
investments 
Identify and evaluate 
available models to 
refine and develop 
an improved model 
particularly suited to 
RES-E investments 
To gain first insights 
into potential drivers 
To collect some first 
drivers 
To collect qualitative 
data and discuss equity 
value drivers and 
influencing factors 
To draw a conclusion 
from quantitative and 
qualitative results about 
equity value drivers 
How can the relationship 
between risk 
components and 
investment return be 
described, and the 
corresponding risk and 
financial performance be 
assessed as the basis 
for developing a revised 
valuation model for RES-
E investments? 
To develop a revised 
valuation model for RES-
E investment valuation 
that combines the risk 
and financial 
performance perspective 
Identify and evaluate 
available models to 
refine and develop 
an improved model 
particularly suited to 
RES-E investments 
- - 
To discuss the current 
application of valuation 
and potentially 
promising methods with 
practitioners 
experienced in valuation  
To draw a conclusion 
from quantitative and 
qualitative results and 
literature from 
presented valuation 
model 
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1.3 Contribution to Research 
The research is expected to make a valuable contribution to the asset pricing research for NTAs, 
based on the example of RES-E investments. First, the research demonstrates which theoretical 
concepts1 are applied in RES-E investment practice so that practitioners can learn how firms 
currently operate, assess, and mitigate risk/uncertainties, and apply asset pricing techniques. 
Second, the research contributes to practice by offering valuable insights into the organisational 
and cultural differences in the risk perception and risk behaviour of Swiss and German RES-E 
investors and other relevant factors influencing valuations and investment decision making. Third, 
it contributes to the field of research and to managerial practice by suggesting improvements as 
well as complementary and alternative valuation methods for performing valuations in RES-E 
investments. As a primary contribution of this study, a set of comprehensive, coherent, 
straightforward, still systematic and more objective frameworks for valuating RES-E investments is 
developed, while taking into account ‘qualitative and strategic considerations’ (Bierman, 1993:24); 
the perspectives from the firm’s and investor’s level (Ehrhardt and Brigham, 2016); and the 
influences of previous investments and experiences in risk materialisation, portfolio effects, and 
other cognitive aspects. Finally, the MMR approach applied in finance theory, behavioural finance 
research, and business administration in general contributes to theory and practice, since its 
relevance is growing in these areas (Miller and Cameron, 2011), achieving a similar relevance to 
research design type in its frequent application to sociology, health science, education, and some 
social and behavioural research (Plano Clark and Ivankova, 2016). 
Since this research project mainly deals with a significant business problem and needs to conduct 
an in-depth exploration of the practitioners’ environment, thereby being capable of offering practical 
advice within the context of a theoretical framework, this PhD thesis seeks to close the gap between 
theory and practice. After the completion of this study, academia and practitioners alike will benefit 
from new and adjusted frameworks to do the following: understand the relevant equity value drivers 
and influencing factors on valuation; optimally consider risk, uncertainty, and the corresponding 
mitigation possibilities; and value RES-E investments from a value-creation and value-protection 
perspective. Figure 1 illustrates where this research project is located in the context of a research 
spectrum, with practical and academic knowledge at opposite ends of the spectrum. 
Figure 1: Research spectrum. 
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1.4 Research Approach 
After exploring the theoretical and empirical literature in the field of risk assessment and asset 
pricing for PTCs and NTAs (section 2) and defining the research gap (section 2.7.2), a first 
conceptual framework is developed (section 2.7.3), and a preliminary list of relevant themes and 
subcategories are defined (section 2.7.4), both as a basis for the subsequent empirical research. 
This initial conceptualisation (framework, themes, and categories) builds the basis for performing 
the research. However, during the INF phase, it is substituted with a set of more comprehensive 
and coherent frameworks (section 5.4.5). The applied methodology is based on a particular 
research phase sequence, starting with a minor, qualitative, exploratory interview phase (qual); a 
major, quantitative survey phase (QUAL); a major, qualitative interview phase (QUAL); and a final 
INF phase, which combines and discusses the results and findings of the previous two major 
phases. This methodological approach is described in literature as a sequential, explanatory MMR 
approach (section 4.1.1) while following the philosophical stance of critical realism within this 
research (section 3.1). The research focuses on Swiss and German investors who are investing 
globally in the million-euro-scale in this RES-E investment sector. The research investigates current 
frequencies of applied valuation methods within praxis (QUAN phase), and it learns from the 
practitioners (QUAN and QUAL phase), while taking the opportunity to discuss promising valuation 
methods (QUAL) before discussing the results of both phases and finalising the revised valuation 
concepts during the final INF phase. The data analysis is based on the software SPSS for statistical 
analysis in the QUAN phase and on content analysis using the software nVivoTM in the QUAL and 
INF phases. 
The terms quantitative and qualitative are used in this thesis in two different circumstances. It is 
either used to distinguish different research methodologies or applied for different valuation 
approaches. The former is discussed in more detail in section 4.1.1.1. The latter typology concerns 
the structuring of the investigated topics in quantitative and qualitative methods in valuation 
techniques. In both cases, the term quantitative is about countable, numerical, and sometimes 
statistically analysable approaches, while the term qualitative is about less countable, not 
statistically analysable, more judgmental, and less generalisable approaches. 
 
1.5 Publications 
Several publications were developed during the course of this research, as listed below. Submitted 
conference abstracts or papers were preceded by full paper versions, which were submitted to 
research journals. One of these papers has been published, one is in press, and one is currently in 
review. The publications of Hürlimann and Bengoa (2015) and Hürlimann and Bengoa (2017a) 
focus on the literature review, while the second pair of publications of Hürlimann and Bengoa (2016) 
and Hürlimann et al. (in press) are concerned with reporting the QUAN results. Since the results 
from the QUAL phase cannot be published separately from the previous QUAN results, the next 
two publications present a final discussion and interpretation of both phases. In doing so, the 
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conference paper of Hürlimann and Bengoa (2017b) presents a comparative review of both phases, 
being awarded the EuroMed 2017 student award5. The subsequent corresponding full-paper 
version focuses on an in-depth discussion and interpretation of the combined research phases.  
Conference abstracts: 
 Hürlimann, C. & Bengoa, S. D. (2015) 'A Revised Theory to Estimate Returns in Renewable 
Energy Investments'. In: Vrontis, D., Weber, Y. & Tsoukatos, E., eds. in 8th Annual 
Conference of the EuroMed Academy of Business—Innovation, Entrepreneurship and 
Sustainable Value Chain in a Dynamic Environment, September 16-18, 2015, Verona, Italy. 
EuroMed Press, pp. 2056f. 
 Hürlimann, C. & Bengoa, S. D. (2016) 'Valuation Process in Renewable Energy 
Investments: a Survey among Investment Professionals'. In: Vrontis, D., Weber, Y. & 
Tsoukatos, E., eds. in 9th Annual Conference of the EuroMed Academy of Business—
Innovation, Entrepreneurship and Digital Ecosystems, September 14-16, 2016, Warsaw, 
Poland. EuroMed Press, pp. 2008-2013. 
Conference paper: 
 Hürlimann, C. & Bengoa, S. D. (2017) ‘Valuating Renewable Energy Investment within 
Transactions: A Comparative Review among Practitioners'. In: Vrontis, D., Weber, Y. & 
Tsoukatos, E., eds. in 10th Annual Conference of the EuroMed Academy of Business—
Global and National Business Theories and Practice: Bridging the Past with the Future, 
September 13-15, 2017, Rom, Italy. EuroMed Press, pp. 720-739. 
Journal publications: 
 Hürlimann, C. & Bengoa, S. D. (2017) 'Corporate Finance in Renewable Energy 
Investments—A Review about Theory and Practice', Global Economics and Business 
Review, Vol. 19 No. 5, pp. 592-631. 
 Hürlimann, C., Bengoa, S. D. & Al-Ali, J. (in press) 'Theory and Practice of Valuation 
Approaches in Renewable Energy Investments: a Survey among Investment Professionals', 
World Review of Entrepreneurship, Management and Sustainable Development. 
 Hürlimann, C., Bengoa, S. D. & Al-Ali, J. (in press) 'Valuation of Renewable Energy 
Investments: An Explanatory Study about Applied Methods amongst Practitioners'. Global 
Economics and Business Review. 
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1.6 General Outline of the Thesis 
The general outline of the thesis is presented in Figure 2, illustrating the main relevant sections and 
major research milestones. 
Figure 2: General outline of thesis with milestones (shown as diamonds). 
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Figure 2: (continued). 
 
 
 
 
 
 
 
 
 
After the introduction (chapter 1), the thesis proceeds to conduct a thorough literature review 
(chapter 2), defining the research gap, an initial conceptual framework, and an initial list of relevant 
subcategories and themes to be used in the further research. In chapter 3, the chosen philosophical 
assumptions for this research are outlined, before defining the applied empirical research 
approaches and methods in chapter 4. The subsequent chapter 5 presents the results and findings 
of the different research phases (qual, QUAN, QUAL and INF) and the resulting final concepts 
before concluding the research in chapter 6 with a discussion of the findings and contributions to 
theory and practice, the research limitations, and a research outlook and personal reflection on the 
research journey. 
 
6 Conclusion and Outlook 
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 2 LITERATURE REVIEW 
This section consists of an extensive overview of the current literature about the general 
characteristics of RES-E projects and the motives of investors (section 2.1); the basic principles of 
risk, return, and value (section 2.2); risk management in relation to valuation (section 2.3); the two 
major parts in valuation6, namely capital budgeting techniques (section 2.4) and CoC principles 
(section 2.5); and a final section about corporate value, investment decisions, and transactions 
(section 2.6). 
 
2.1 Renewable Energy Projects and Investors 
 Characteristics of RES-E Projects 
Power plants producing electricity from renewable energy sources are typically asset-heavy, 
capital-intensive ventures for most applied types of technologies (particularly those based on wind, 
sun, hydro, tide, wave, and geothermal heat), and they require low working and operating capital, 
also due to the natural resources generally being free of charge, resulting in low variable costs 
(Milligan et al., 2009, DNV GL, 2018). Those two characteristics are both in contrast to 
conventional and fossil-fuel-based electricity generation (Schmidt, 2014, Noothout et al., 2016). 
RES-E projects are long-term ventures, both in development (due to elaborate and time-consuming 
social and environmental assessments) and in operation (due to the longevity of the technology7) 
(Böttcher, 2009, Schmidt, 2014). As the term indicates, those ‘projects’ have finite livespans, and 
they are divided into various distinct project stages (section 2.2.4.3). Operating RES-E projects are 
mostly highly immobile, often remote, and far from centres of demand (Milligan et al., 2009). The 
generation of most RES-E projects is location-specific, while particularly wind and correspondingly 
electricity generation from wind are both uncertain to forecast and variable—more than other natural 
resources, such as sun or geothermal heat. In comparison to other sectors, storage of the produced 
electricity is still a challenge, since it is associated with high losses and high inefficiencies, and it is 
still dominated by pumped-hydro storage power plants to store high loads (Dunn et al., 2011, 
Steffen and Weber, 2013, Penn, 2018, July 24). In operation, RES-E projects generally hold 
predefined operating contracts with set cost components. Newer RES-E technologies7 are currently 
still subsidised in many countries, for instance with feed-in tariffs (FiTs), and this has been an 
effective system to enable their breakthrough in the generation market (Lipp, 2007, Bürer and 
Wüstenhagen, 2009, Couture and Gagnon, 2010). Many countries are now moving to either 
drastically cut down or completely face out subsidies—due to cost reductions in photovoltaic and 
wind (Warren, 2017)—to reach competitiveness of RES-E (Rogge et al., 2018). As alternatives to 
FiTs, RES-E projects can also hold long-term power purchase agreements (PPAs) with electricity 
traders or industrial counterparties to hedge market prices (Böttcher, 2009, Bruck et al., 2016). As 
such, the business performance of most RES-E projects can be predominantly described as a 
function of the quality and availability of natural resources as the input variable and—for those years 
after the end of subsidies or the initially contracted PPA period (the after-FiT/PPA period)—the 
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power market as the output variable. In operation, RES-E projects generally have few options to 
optimise the business, such as to increase revenue or to reduce costs8, and hence the management 
of RES-E projects has limited scope for action9. Apart from financing RES-E projects on the 
investor’s balance sheet, as many utilities do, RES-E assets can also be structured in special 
purpose vehicles (SPVs). In contrast to traditional corporate financing, such SPVs can obtain 
project financing from credit institutes, particularly in cases of low-risk environments (Böttcher and 
Blattner, 2010, Steffen, 2018), for instance with predefined sales prices for the generated electricity 
based on state subsidies or PPAs (see sections 2.4.1.3 and 2.4.2.1 for more details about project 
financing). Since generated profit is usually not directly re-invested in the asset, but flows to the 
equity holders and/or group’s treasury, and since the business is typically shrinking over the 
projects lifetime due to high depreciation of the asset, only cash and cash equivalents are left on 
the balance sheet’s active side. At the same time, any debt financing is usually redeemed before 
the end of the FiT period (Böttcher and Blattner, 2010). 
These characteristics of RES-E projects as well as the project stages in focus (sections 1.2 and 
2.2.4.3) influence the identification of the relevant risk components and the assessment of their 
relevance, the valuation adjustment for risk (section 2.3), the choice about the project valuation 
period (section 2.4.1.2), and the applied valuation techniques (section 2.4.2). 
 
 Investors and Investment Motives 
The type of investor has an implication on the motives, which are the driving forces of RES-E 
investors, as argued by Bergek et al. (2013), and on valuation itself, as discussed in more detail in 
sections 2.3.3.2 and 2.6.2. Recent literature demonstrates that RES-E investments are performed 
by a heterogenous group (Agterbosch et al., 2004, Bergek et al., 2013, trend:research, 2013), 
including power utilities (hereafter named utilities) with a long tradition in electricity production; 
project developers; independent power producers (IPPs); financial investors, including insurance 
companies and pension funds; industrial companies; farmers; associations; cooperatives; and 
home owners (Wüstenhagen and Menichetti, 2012, Bergek et al., 2013, Holstenkamp and Kahla, 
2016). The focus of this thesis lies on corporate investors investing in million-euro-scale RES-E 
projects (sections 1.4 and 4.1.3). 
In general, investment motives are probably as numerous as investors and target investments. 
However, it makes sense to group motives (Mukherjee et al., 2004) in order to investigate their 
impact on investment and valuation processes. Profitability is one of the main investment motives 
in the RES-E sector (Bergek et al., 2013), particularly when comparing the attractiveness of RES-
E with regard to the risk associated with fossil-fuel-based power plants (Awerbuch, 2003, 
Bhattacharya and Kojima, 2012) and when social costs are also considered (Awerbuch, 2000, 
Carlson, 2002, Awerbuch, 2003), although regulation risk for RES-E investments can raise the risk 
level (Finon and Perez, 2007, Söderholm and Pettersson, 2011). In addition, others pursue 
investments in RES-E projects with an anticipated attractive risk-return profile, and they receive a 
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stable, usually low income (section 2.2.4.2) and hence diversify their existing portfolios in a less 
general stock-market-related sector. Financial investors in particular pursue this diversification of 
an existing portfolio (Wüstenhagen and Menichetti, 2012), which involves the need to focus on 
analysing energy portfolios instead of stand-alone projects (Awerbuch, 2003, Bhattacharya and 
Kojima, 2012) (section 2.3.3). In addition to the common set of motives, there are also strategic 
investment motives for RES-E projects, such as investing in new production technologies, securing 
attractive production sites, replacing inefficient production capacities (Meyer and Koefoed, 2003), 
and diversifying production portfolios (Roques et al., 2010). Strategic investments are mainly 
performed by utilities and IPPs. Other investors pursue the securing of own electricity supply to 
increase their independency from larger utilities (Holstenkamp and Kahla, 2016), which have 
traditionally dominated the electricity generation infrastructure sector in the past decades 
(Schleicher-Tappeser, 2012, Richter, 2013). There are other investors who seek to build a portfolio 
of energy generation units while securing a long-term position in CO2 emission-low or emission-
free production to reach their corporate emission reduction goals and to live up to their responsibility 
to society and the environment, along with an increase in reputation as carbon-low or carbon-free 
investors, or to consider welfare aspects (Wüstenhagen and Menichetti, 2012, Kalkbrenner and 
Roosen, 2016). Investment motives related to the protection of the climate are quite unique to the 
considered type of investments, and they are only found in other climate-related sectors, such as 
agriculture, heating, and transportation. Investors seldom pursue a sole investment motive. For 
instance, a combination of different investment motives, such as the risk with regard to the 
investment profitability, the reduction of its CO2 emission footprint, and probably also reputation 
reasons, has led the global insurance company Allianz to invest 3.5 billion euros of equity in RES-
E projects (Allianz Capital Partners, 2016) and to withdraw all investments in coal-based electricity 
generation units (Allianz, 2015). 
 
2.2 The Concept of Risk, Return, and Value 
 Risk and Uncertainty 
Before considering the risk pricing or discussing the relationship between risk and return on 
investments, the term risk is discussed. However, risk is understood in many ways, and a wide 
variety of interpretations of risk are available (Hupe, 1995, cited in Böttcher, 2009, Hansson, 2011). 
Therefore, obtaining a universal definition of the term risk is not an easy task10. According to many 
risk analysts, the only viable definition is that risk is ‘the fact that a decision is made under conditions 
of known probabilities’ (Hansson, 2011:1). This is a decision under risk, as opposed to a decision 
under uncertainty (Hansson 2011). This risk definition has been shaped by Knight (1921b) in his 
seminal book Risk, Uncertainty, and Profit; he has distinguished the concept of risk from that of 
uncertainty in terms of probability within decision situations. According to him, risk, on the one hand, 
is present in the case of unknown future events with measurable probability. As such, future events 
are not known, but the distribution of possible events is known. This implies that possible outcomes 
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of risky situations are insurable (Weston, 1954, Langlois and Cosgel, 1993, Bock and Trück, 2011). 
On the other hand, uncertainty is present in cases of indefinite or incalculable distribution of its 
likelihood, since outcome probabilities either cannot be derived from data or are logically deducible 
(Arnold, 2013). Such situations create uninsurable outcomes (Langlois and Cosgel, 1993, Bock and 
Trück, 2011) (Knight, 1921b). Recent publications have also added whether knowledge is known 
about the consequences (Bernhardt, 2000, Willows et al., 2003). This means that within uncertainty, 
the following are both unknown: the nature of future events and what their possible distribution will 
look like (Rose, 2001, Guerron-Quintana, 2012). Uncertainty and risk can also be understood as a 
journey of knowledge about the probability and consequences of an event from uncertainty to risk 
(Bernhardt, 2000, Cleden, 2012, Bitaraf and Shahriari, 2015), as illustrated in Figure 3. Moreover, 
many scholars (DOA-DOE, 2005, Hillson and Murray-Webster, 2007, Ayyub, 2014, Taylor, 2014b) 
have placed the focus of the definition on the possible effect that the considered uncertainty has on 
one or more of the individual’s or organisation’s objectives, including financial, environmental, 
health, and safety goals, while being applied at different levels, such as at project, product, process, 
organisational, and strategic levels.11  
Figure 3: A 2x2 cross tabulation about the level and quality of knowledge of an event in terms of 
probability and consequences to define risk and different states of uncertainty (adopted from 
Bernhardt, 2000, Willows et al., 2003, Bitaraf and Shahriari, 2015). 
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The process of defining uncertainty (latent uncertainty) and risk is presented in Figure 4, starting 
with the inherent uncertainties. After having analysed whether risk exists by assigning both 
probability and consequences to the identified hazardous event, some uncertainties remain without 
being able to assign any probabilities and/or consequences. Therefore, some risk managers may 
be misled to consider only risk, and they may fail to appropriately consider the remaining latent 
uncertainties. These latent uncertainties may emerge as problems later in the project—even without 
warning (Chapman and Ward, 2003, Cleden, 2012). Moreover, there are latent uncertainties that 
are not even identified as potentially hazardous, some with dramatic consequences, sometimes 
known as ‘black swans’ (Taleb, 2010, Weitmayr, 2017). According to Cleden (2012) and Chapman 
and Ward (2003), these circumstances demonstrate that not all sources of uncertainty are properly 
considered within projects and that there is a necessity to move from risk management to risk and 
uncertainty management or just uncertainty management, which includes risk management, to fill 
this gap (Bitaraf and Shahriari, 2015). 
Figure 4: Process of defining uncertainty and risk (adopted from Cleden, 2012). 
 
Although the terms uncertainty and risk are often applied as interchangeable terms (e.g. Arnold, 
2013, Meder et al., 2013), an important distinction must be made between those expressions, as 
discussed in an abundance of literature (Bernhardt, 2000, Kaliprasad, 2006, Sackmann, 2007, 
Samson et al., 2009, Cleden, 2012) and particularly in a strict mathematical sense (Riahi-Belkaoui, 
2016). However, the definition of Knight has initiated controversy among scholars, with some of 
them having denied Knight’s approach (Friedman, 1962, LeRoy and Singell Jr, 1987). Despite 
certain critical points, the essence of Knight’s definition is regarded as key for the purpose of this 
research, and a strict differentiation is regarded as more reasonable to enable a more rigorous 
analysis of the underlying phenomena, adopting the following definitions for this research: 
 Uncertainty exists when the probability of the distribution of adverse effects or the 
associated consequences, or both, are not known or difficult to be assigned, thus creating 
uninsurable outcomes. In a narrower sense, this uncertainty, which is defined as non-
quantifiable uncertainty according to Knight (1921b), exists when there is imprecise 
knowledge of the considered adverse states or events (often termed hazards) (Rodger and 
Petch, 1999, Willows et al., 2003, Holton, 2004, Kaliprasad, 2006, Sackmann, 2007, 
Migilinskas and Ustinovičius, 2008, Cleden, 2012, Riahi-Belkaoui, 2016). 
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 Risk exists when both the probability of certain adverse states or events, or the underlying
distribution of the outcome, and the magnitude of the associated consequences of those 
states are known and can be assigned and insured, but the occurrence of a specific 
consequence is not known for sure (Willows et al., 2003, Sackmann, 2007, Migilinskas and 
Ustinovičius, 2008). According to Knight (1921b), risk in this view is defined as quantifiable 
uncertainty. 
Both risk and uncertainty must be related to an individual’s or organisation’s objectives. 
Life without having uncertainties is impossible (Taylor, 2014b). They are encountered when 
humans face situations without being confident and having certain knowledge to make a decision, 
or when two or more outcomes are possible for each alternative decision (Willows et al., 2003, 
Holton, 2004). Also, in financial decision making, it is beyond debate that a substantial amount of 
uncertainty is always involved (Holton, 2004, DOA-DOE, 2005, Neth et al., 2014), i.e., all companies 
face uncertainty and/or business risk (Hawawini and Viallet, 2011, Taylor, 2014b). Some 
uncertainties or risks even build a venture’s basis to reach its objectives (DOA-DOE, 2005) and to 
create value (Baker et al., 2010, Cleden, 2012) (sections 2.3.4 and 2.6). Nevertheless, rather than 
having a dichotomous distinction between uncertainty and risk, as Knight has suggested, additional 
decision-making scenarios must be considered (Meder et al., 2013), and the reality lies somewhere 
on a continuum between these two extremes of uncertainty and risk (Neth et al., 2014). However, 
Meder et al. (2013) have also noted that according to many authors, decision makers do not 
distinguish between risk and uncertainty when assigning numerical probabilities to conceivable 
events of both types and acting rationally based on the same. A decisive aspect is that uncertainty 
or risk is applied in the sense of the probability of occurrences in contrast to determinism 
(Carmichael and Balatbat, 2008, Carmichael, 2016), or at least as a range of possibilities (section 
2.3.3), and whether they can be described in numerical or non-numerical terms (Mohamed and 
McCowan, 2001). 
Since risk takes a central role in economics, modern economics have intensively been studying it 
while developing several mathematical models of economic activities (Koller et al., 2010, Brealey 
et al., 2011, Hawawini and Viallet, 2011). Markowitz (1952) has developed, and Tobin (1958) has 
extended, the modern portfolio analysis and employed a simple statistical measure for the 
economic analysis of risk. As a risk measurement, the typical variance of possible values from the 
average value for the expected return of an investment is used. As such, the volatility of the 
expected return is measured; in other words, the higher the variance or the standard deviation13 is, 
the riskier the investment is. Comparing two alternative investment decisions, two numbers can 
consequently describe each of them, namely their expectation value and their standard deviation 
or riskiness. Investors typically prefer high expectation values linked with a standard deviation that 
is as low as possible. While building up an investment portfolio, the relative weights assigned to 
each of those two components differ between investors (Loderer et al., 2010, Hansson, 2011). 
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In addition to the discussed definition of risk above, the literature describes different risk 
perspectives and risk measurements: 
 The neutral perspective of risk describes positive and negative possible effects on 
objectives (Rohrmann, 1998, 2005, Hillson and Murray-Webster, 2007)—also named 
opportunities and threats respectively (Taylor, 2014b). 
 The positive risk perspective can mean ‘thrill’, i.e., danger-induced feelings of excitement 
(Rohrmann, 1998, 2005). This perspective is encountered, for example, in individual leisure 
activities. 
 The negative perspective looks solely at the possibility of encountering physical, social, or 
financial harm or loss due to a hazard. Today, this is the dominant understanding of risk in 
general (Rohrmann, 1998, 2005), and it is widely applied in economic analyses (Drukarczyk 
and Schüler, 2009, Loderer et al., 2010). Therefore, for most investors, risk is related to the 
probability of the future assets in a portfolio having less value than expected (Modigliani and 
Pogue, 1974, Böttcher, 2009). 
In this thesis, accordingly, risk is understood as a negative divergence from the target value (Figure 
5)14—also called threat (Taylor, 2014b)—but with the potential to be an opportunity (Taylor, 2014b) 
to create value (Baker et al., 2010, Cleden, 2012). Risk-taking in life and thriving in business always 
come with threats and opportunities. For this reason, risks must be appropriately managed by 
reducing threats and increasing opportunities (Taylor, 2014b). 
As such, risk-taking in life and thriving in business require the necessary management of both 
threats and opportunities (Taylor, 2014b) to simultaneously protect and create value (Baker et al., 
2010, Cleden, 2012). 
Figure 5: Illustration of opportunity and risk (Böttcher, 2009). 
 
 Probability/Likelihood and Consequence 
Probability and consequences are applied in relation to risk or in the state of probability or 
consequence uncertainty. The probability or the likelihood of an event or a consequence is an 
expression to define the extent of its likelihood of occurring. There are two possibilities for 
measuring or defining the probability of an event or a consequence:  
Present Future 
Target value 
Positive divergence (opportunity) 
Negative divergence (risk or threat) 
Incident (in Euro) 
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 In the statistical approach, experts have defined probability as objectively as possible,
based on hard data. It is expressed as an event that occurs a certain number of times in a 
defined time period, i.e., as a relative portion of time, which results in the same situation 
being repeated an infinite number of times (Bernhardt, 2000, Kristensen et al., 2006, Aven 
et al., 2007, Sutton, 2014). 
 In a more subjective approach, based on the Bayesian perspective (Winkler, 2003),
probability has been estimated based on experts’ judgement due to their knowledge and 
experience (Bernhardt, 2000, Kristensen et al., 2006). 
Consequence refers to the severity of adverse effects of different situations and events in relation 
to different aspects of health, safety, and environment, such as loss of life, injuries, and 
environmental and social aspects (Gough, 1996, Willows et al., 2003, Aven et al., 2007, Sutton, 
2014). 
Quantitative and qualitative assessments of the probability of occurrences and their consequences 
define the considered risk component’s risk level (Bitaraf and Shahriari, 2015), which is often 
illustrated by means of a risk ranking matrix (RRM) (see section 2.3.1). 
Strategic Considerations of Handling and Managing Risk 
This section explores the strategic consideration of handling and managing risk, since organisations 
and individuals perceive and manage risk differently. As with the term ‘risk’ (section 2.2.1), the 
literature describes different concepts—some similar and some not—about these phenomena. This 
research discusses those concepts and their relevance in the context of this research. Therefore, 
this section does not provide a full overview of this topic. 
The risk universe includes all the risks, both negative and positive, that could affect an entity 
(Wikipedia, 2017). The terms risk capacity, risk tolerance, and risk appetite consider only a part of 
the risk universe and are related concepts. While the terms risk tolerance and risk appetite are 
sometimes applied interchangeably, they actually belong to two different concepts (Marks, 2011, 
Taylor, 2014b). 
Risk capacity describes the total amount and type of risk to digest and support while reaching the 
organisation’s or individual’s objectives. However, risk capacity sets the limit; it ‘is a hard fact’ 
(Taylor, 2014b:78). It involves the amount of capital and other assets that an organisation must 
have available to fend off any threats and sustain itself while taking advantage of opportunities. If 
threats exceed this limit, the entity runs into serious difficulties (Marks, 2011, Taylor, 2014b). 
Risk tolerance (of an organisation) is the acceptable outcome variation in relation to specific key 
performance measures and the organisation’s objectives (Marks, 2011); in other words, it is the 
maximum amount of risk an entity is willing to accept or is still comfortable taking for each 
considered risk component in total or for a specific business unit (EY, 2010). In assessing risk 
36  Literature review 
 
tolerance quantitatively, it is measured and communicated in terms of acceptable or unacceptable 
outcomes or in limits for certain levels of risk in relation to set performance measures with links to 
the organisation’s objectives. In doing so, such an assessment defines an acceptable variation of 
the outcomes with minimum and maximum levels that are specific to each risk component that the 
organisation is not willing to surpass so as to avoid jeopardising its strategy, objectives, and even 
existence in terms of revenues, costs, or impact on its reputation. On an individual level, risk 
tolerance varies with age, financial objectives, and income (Marks, 2011, RIMS, 2012). 
Risk appetite is the total amount and type of risk, i.e., the desired level of risk or range of risk levels 
that an entity wishes to pursue, retain, or take in the context of risk-return trade-off considerations 
for a single or multiple targeted and expected outcomes to reach its objectives (International 
Organization for Standardization (ISO), 2009, RIMS, 2012, Taylor, 2014b, Hassani, 2015, Tattam, 
2015). As such, risk appetite must be set within the boundaries of the organisation’s risk capacity, 
and it involves a deliberate discussion about the amount of risk an organisation actively takes, being 
able to deal with threats and take opportunities while seeking rewards and while considering the 
organisation’s level of risk capacity and risk tolerance. These might vary for different risk 
components (RIMS, 2012, Taylor, 2014b). This means that risk appetite is directly linked with 
expected returns, i.e., both change mutually (RIMS, 2012). Expected returns are discussed in detail 
in section 2.4.3 and 2.5. 
Risk appetite and tolerance are generally set by the board and/or executive management, and they 
are linked with the company’s strategy. They capture the board’s desired organisational philosophy 
for managing and taking risks, help to frame and define the organisation’s expected risk culture, 
and guide overall resource allocation (RIMS, 2012).  
The level of risk is defined by the magnitude of the specific risk component or risk combination. It 
is expressed as outlined above (section 2.2.2), with the combination of probability/likelihood and 
consequences. 
In line with the explanations of Marks (2011), Figure 6 models the concepts described above. An 
organisation’s risk appetite can be described by the desired range in which the considered risk 
levels falls (Marks, 2011), and it is the defined optimal range of risk level to pursue the organisation’s 
objectives, set by the board and/or executive management and in alignment with the organisation’s 
strategy (RIMS, 2012). In the words of Taylor (2014b), risk appetite is a combination of risk 
tolerance and risk capacity. When the level of risk exceeds the range of risk appetite, the 
organisation’s risk tolerance range is reached—still within the organisation’s tolerance boundary 
but suboptimal for the considered venture. As soon as the considered risk levels fall out of this 
range, a critical status is reached within the risk capacity range, and it is even more severe outside 
this range in the overall risk universe. In the last two ranges, serious remedies must be applied, 
and actions must be taken against the corresponding high risk levels (Marks, 2011). 
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Figure 6: Model representing the ranges of risk universe, risk capacity, risk tolerance, and risk 
appetite (Marks, 2011). 
 
Risk attitude is another related concept. It is a generic mindset of individuals or a generic orientation 
of organisations about taking or avoiding a specific risk in the context of decision making within a 
situation with an uncertain outcome in the context of perceptions (Hillson and Murray-Webster, 
2007). Weber et al. (2002) have provided an overview of different risk frameworks: risk attitude 
within an expected utility (EU) framework; modelling risk attitude based on the decision maker’s 
utility profile (see more below about the utility theory), including the prospect theory (Kahneman 
and Tversky, 1979); or risk attitude within a risk-return framework (Sarin and Weber, 1993, Weber, 
1997, 1998). 
Since perceptions of individuals and group of individuals are by essence of a subjective nature, risk 
attitudes for different individuals or organisations vary within specific situations (Hillson and Murray-
Webster, 2007). The following different risk attitudes are typically distinguished to describe distinct 
and personal risk preferences (Kahneman and Tversky, 1979, Hillson and Murray-Webster, 2007, 
Loderer et al., 2010, Arnold, 2013, Petrolia et al., 2013): 
 Risk averse or risk avoiding is a description of an investor, also called a risk averter, who 
feels uncomfortable with uncertainties, assesses threats as more severe, and consequently 
prefers a lower risk when comparing two cases with similar return rates. This type of investor 
is reluctant to gamble for higher returns. In relation to opportunities, such an investor reacts 
contradictorily, since such an individual or group would not recognise many opportunities 
and would underrate their significance. 
 Risk tolerance implies an investor who feels comfortable with many uncertainties while 
accepting them as normal features within private or business life. It is probably the most 
dangerous risk attitude, since uncertainties do not have a particular influence on his or her 
Risk appetite 
Risk tolerance
Risk capacity
Risk universe
Expected return 
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behaviour, and risk might be not appropriately managed. On the one hand, he or she 
encounters risk with negative impact, while, on the other hand, they might miss to benefit 
from risk by utilising available opportunities. These risk-tolerance characteristics of 
individuals or groups should not be confused with the term risk tolerance of organisations 
described above. 
 Risk neutral is a description of an investor who sees taking risks, while applying strategies 
and tactics, as a possibility to be rewarded with adequate pay-off. Such risk-neutral 
individuals or groups are quite mature with regard to managing threats and opportunities 
while being rather long-term focused and taking only action to be able to reach sustainable 
benefits. 
 Risk seeking or risk loving is a description of an investor, also called a risk lover. In contrast 
to the risk-averse investor, a risk-seeking investor welcomes the challenge; prefers a more 
uncertain option, compared to less risky options with equal results; is not afraid to take 
action; and would gamble for a higher return while taking an additional risk to receive this 
goal. Risk seekers thrive on thrills and may in some cases outweigh the potential harm 
involved. They recognise opportunities readily; however, they may overrate their relevance. 
Only a rare number of individuals are risk lovers. They should not be confused with 
individuals with lower risk aversion. 
The average investor is risk averse (Drukarczyk and Schüler, 2009, Loderer et al., 2010, Arnold, 
2013). Risk-averse investors can also be described by their preference with regard to diminishing 
marginal utility. This approach describes the circumstances in which additional satisfaction, well-
being, or utility from consumption diminishes with additional consumption. The utility theory inhere 
considered herein describes a concept in which money itself is not important or not directly 
important to human beings, but in which well-being, welfare, and satisfaction, which may result from 
money to buy services and goods, is more important. For example, doubling earnings does not 
double satisfaction (Arnold, 2013). 
Another way to classify risk attitude is done with the help of the certainty equivalent (CE) concept 
(Drukarczyk and Schüler, 2009) in order to quantify the amount of risk aversion. The CE is regarded 
as a guaranteed amount that an investor considers to be equally attractive to an amount under 
uncertainty or risk. With the help of the CE, three types of risk attitudes are distinguished 
(Drukarczyk and Schüler, 2009). 
 In case of risk aversion, the CE is less than the expected outcome under uncertainty or risk. 
 In case of risk neutrality, the CE equals the expected outcome under uncertainty or risk. 
 In case of risk seeking, the CE is higher than the expected outcome under uncertainty or 
risk. 
This CE concept is again used in handling risk within valuation, but within a different context (see 
section 2.4.4.3). 
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Different risk attitudes of individuals and groups to the same situation leads to different risk 
behaviours (Rohrmann, 1998, 2005) and subsequently different consequences when facing a risk 
situation (Figure 7) (Hillson and Murray-Webster, 2007). This is also influenced by previously 
experienced materialised risk, which affects subjective risk perceptions (Baumann and Sims, 1978) 
and could lead to the implementation of a more intense mitigation for this risk component (Botzen 
et al., 2009) (section 2.3.4). Nevertheless, assessing risk components and expected return rates 
are dependent on investors’ subjective, personal preferences for taking risks and—since investors 
are typically regarded as risk avoiding—from this grade of risk aversion (Drukarczyk and Schüler, 
2009, Loderer et al., 2010, Arnold, 2013), resulting in different risk assessment results and 
subsequently different expected return rates in line with the above-mentioned risk-return framework 
(Sarin and Weber, 1993, Weber, 1997, 1998). Therefore, the investor faces a trade-off between 
risk and return (Drukarczyk and Schüler, 2009, Loderer et al., 2010, Arnold, 2013).  
Figure 7: Risk attitude, behaviour, and consequences (adopted from Hillson and Murray-Webster, 
2007, Drukarczyk and Schüler, 2009). 
 
From a strategic point of view, measures must be implemented to avoid suffering from two types of 
major investment traps: an external and an internal trap, as Baker and Puttonen (2017) have 
outlined. The first external trap includes actors in the investment business trying to deceive 
investors. On one end of the spectrum, this could be just a ‘moderate’ version of deception; for 
example, sellers who do not disclose all relevant, adverse information about the investment; sellers 
or consultants who misrepresent ‘risky products as safe’ (Baker and Puttonen, 2017:227) or 
consultants who try to pursue their clients regarding an investment due to their specific monetary 
incentives. On the other end of the spectrum, it could be a major fraud, such as Ponzi and pyramid 
schemes. The second internal trap is probably even more severe, and it concerns the investors 
themselves, such as having unrealistic return expectations. Often unknowingly, they are cognitively, 
emotionally, and socially biased. As such, risk assessment and valuation can be biased because 
of the subjective attitudes of the investor (for example, a positive attitude for the investment target 
Risk attitude  
(attitude regarding the specific 
risk components and risk 
levels) 
Risk behaviour 
(behaviour regarding the 
specific risk components and 
risk levels) 
Consequences of facing 
a risk situation 
(consequences regarding the 
specific risk components and 
risk levels) 
Risk 
assessment 
Expected 
return rates 
Experienced  
materialised risk 
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itself), his or her risk preference, and his or her amount of risk aversion—since investors are mostly 
risk averse (see above). 
 
 The Risk-Return Trade-Off Concept 
 Valuing Risk, Risk Premium, and Expected Return 
Due to the fact that cash flow projections are often based on incomplete information, valuations are 
made in a climate of uncertainty (Riahi-Belkaoui, 2016). Insurance companies provide a prime 
example of how to value risk, by measuring risk, placing a value on risk, and offering appropriate 
products in return for premiums. However, this can only be done for insurable risk, i.e., risk that is 
random in nature and can be quantified. On the other hand, there are uninsurable types of risk; for 
example, in the case of organisations, reputation losses, the entry of new competitors, new 
regulations and political turmoil, and threats that are ‘certain’. For the latter, a financial institute may 
provide appropriate hedging products for some of those threats (Taylor, 2014b). Since many risk 
types are quantifiable and hence measurable, the real interest in valuation lies in valuing and pricing 
risk (Riahi-Belkaoui, 2016). Particular challenges in valuation are provided in case of the mentioned 
uninsurable risk types with no additional financial hedging possibilities to put a price tag on them 
(Taylor, 2014b). 
The valuation includes the following two major points: 
 Capital budgeting, which refers to a planning process and techniques applied to review, 
evaluate, compare, and select the most appropriate investment (Wolffsen, 2012) and to 
determine whether an organisation's long-term investments or capital expenditures are 
worth the funding of cash through the firm's capitalisation structure (debt, equity or retained 
earnings) (O'Sullivan and Sheffrin, 2005, Brealey et al., 2011). It is discussed in detail in 
section 2.4.  
 Cost of capital, which describes the cost of a company’s long-term source of financing. It is 
the basis for various concepts applied in valuation and in close connection with capital 
budgeting techniques (Baker et al., 2010), such as the hurdle rate or risk-adjusted return 
rates, discussed in section 2.5. 
To understand valuing and pricing risk, investors’ attitudes, preferences, and choices are examined 
(section 2.2.3). In saying this, a typical risk-averse investor prefers a safer return to an unsafe one, 
but an equal expected cash flow or return. For investing in riskier cash flows, he would only invest 
by paying a lower price to compensate for this risk (Koller et al., 2010, Loderer et al., 2010, Brealey 
et al., 2011, Damodaran, 2013). How much lower a price he is willing to pay depends on the risk 
premium, a measurement for the ‘expected additional return for making a risky investment rather 
than a safe one’ (Brealey et al., 2011:G-13).15 An increase in the risk aversion of investors also 
increases the required risk premium, determined by the collective and not the varying individual risk 
aversion (Damodaran, 2017). As Knight (1921a, 1921b) has already pointed out, a return or profit 
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can only occur when a company faces risk. Such a return on an investment for taking risk is 
composed of the price adjustment of the investment and its pay-out as a coupon or dividend, 
compared to its initial purchase price (Loderer et al., 2010). In terms of a probability distribution of 
different occurrences, the expected return is the weighted average of all possible outcomes, 
positive and negative, weighted with the possibility of each occurrence (Modigliani and Pogue, 
1974).16 
 Risk-Return Trade-Off 
For a riskier investment to be a good investment, it must promise higher returns than a safer 
investment (Arnold, 2008). This seems to be quite intuitive, as Damodaran (2013) has pointed out, 
and it is about financiers facing a trade-off between risk and return. The investment in which he 
actually invests depends on his personal risk preference (Loderer et al., 2010). The way in which 
this intuition about risk and return is supported in the research literature is explored next.  
The concept of the trade-off between the anticipated risk and the expected return is a central theme 
in the field of financial economics (McEnally and Upton, 1979, Pastor et al., 2008, Loderer et al., 
2010, Brealey et al., 2011, Damodaran, 2013). Research generally assumes a positive relation 
between risk and return across assets and over time (Pastor et al., 2008). Sharpe (1964) has been 
convinced that an investor can only receive a higher expected rate of return following rational 
economic principles, such as risk diversification, and in a state of market equilibrium, if he accepts 
higher additional risk. Based on this concept, Moskowitz and Vissing-Jørgensen (2002) have found 
that an overall diversified portfolio of public equity investments provides a far better risk-return 
trade-off than for the entrepreneur who invests in private equity companies. The higher risk for 
investing in private equity would lead to a higher equity premium than the one for public companies 
(Moskowitz and Vissing-Jørgensen, 2002). The next paragraph explores how much higher this 
private equity risk premium (ERP) needs to be.  
A long time, this academic view about the trade-off between risk and return was shaped by the 
capital asset pricing model (CAPM) of Sharpe (1964), Lintner (1965b), and Black (1972); it is 
discussed in detail in chapter 2.5.1. However, its linear and positive correlations have been 
challenged by the findings of McEnally and Upton (1979), who have stated that the relationships 
are overestimated in size and effects. The positive relation is also called into question by 
explanations known as the Bowman's risk-return paradox (1980): the risk-return relation could be 
negative using accounting measures. It has been supported by various authors (Bettis, 1982, Baird 
and Thomas, 1985, Henkel, 2008) demonstrating that low-risk companies can have high returns. 
This result was unexpected due to the generally expected positive relationship between risk and 
return. Still today, there is no general agreement about the reason for this phenomenon (Andersen 
et al., 2007). The most common present explanations originate from two behavioural theories, 
stressing a double risk-return relationship and explaining that negative relations are encountered 
for low outcomes and positive for high outcomes by the prospect theory17about individual risk 
preferences (Kahneman and Tversky, 1979) and behavioural theory of the firm (Cyert and March, 
1963, March and Shapiro, 1987). Both explanations have two common points: (1) each enterprise 
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has a single reference level at which (2) it is either risk tolerant and risk seeking when performance 
is below this level or risk averse if performance is above this level (Miller and Chen, 2004, Andersen 
et al., 2007). In contrast, other research has demonstrated that there is no such paradox (Rodríguez 
and Nickel, 2002), clearly supporting the positive risk-return relationship (Arago and Salvador, 
2012). Although there are some critics of the positive risk-return trade-off, which is again a topic in 
chapter 2.5.1, the general positive relationship between risk and return is a central point for the 
upcoming explained concepts in this present thesis. 
Distinct risk-return relationships can accordingly be observed for different types of financial 
securities, as illustrated in Figure 8. This relationship or trade-off and its specific position between 
those two axes is key for defining the investment focus of investors (Arnold, 2008). It is influenced 
by the risk attitude and hence the personal risk preference of the investor (Loderer et al., 2010) (as 
described in section 2.2.3). For example, in the case of RES-E investments, some investors are 
interested in RES-E investments in development with similar uncertainties and subsequently 
required return rates as a start-up, while others focus on RES-E investments in operation with stable 
feed-in tariffs (FiT), which have similar risk-return profiles as a corporate bond. Modelling a business 
case more conservatively, as it would be expected in reality, the required return rate would 
consequently also need to be adjusted to match the more certain business outcome (see more in 
section 2.4.4.3 about the CE method). 
The risk-return trade-off is outlined from another perspective in section 2.4.3.2 by considering the 
influence of tax benefits and financial distress on enterprise and shareholder value in situations 
with companies with financial sources in the form of debt and equity and different debt/equity ratios. 
Figure 8: Risk-return relationships of exemplary securities (adopted from Arnold, 2008) (DAX: 
Deutscher Aktienindex = German share index, listing the 30 largest and revenue-strongest German 
companies; SMI: Swiss market index, listing the 20 most liquid and largest Swiss companies; FiT: 
feed-in tariff). 
RES-E project in 
operation with FiT 
RES-E project in 
development 
German/Swiss governmental bonds 
Corporate bonds 
Shares of DAX or SMI listed companies 
Shares of start-ups 
Required return rate 
Risk 
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 Project Life Cycle 
The risk-return trade-off discussed above can also be evaluated in relation to the project lifetime 
(Chapman and Ward, 2003, e.g. Ambler and Kroll, 2007, PMI 2009), for example, for RES-E 
projects with finite lifespans. Figure 9 presents a typical time-variable risk-value relationship for 
RES-E projects. The risk of the project decreases constantly after the developing phase, while the 
value of the project increases to a maximum at the point of the commissioning date (Ambler and 
Kroll, 2007, Watts, 2011). For example, high risk and therefore higher returns are encountered for 
RES-E projects in the developing phase in which a complete fail and hence a total write-off of the 
investment is possible. This research focuses mainly on low-risk environments, and therefore on 
projects starting with the building phase, also known as ready-to-build projects. 
Figure 9: Life cycle phases of RES-E projects, illustrating the time-variable risk-value relationship 
(adopted from Liebreich, 2005, Ambler and Kroll, 2007, Böttcher, 2009, Project Management 
Institute (PMI), 2009, Watts, 2011, Deloitte, 2015). 
 
 The Concept of Diversification 
The neo-classical finance market theories have intensively discussed the pricing of risk (Loderer et 
al., 2010). In an ideal world of perfect and transparent markets, a complete diversification of specific 
investment risks in a portfolio can be reached by reducing the variability of the portfolio’s 
components (Böttcher and Blattner, 2010, Brealey et al., 2011). In doing so, the risk derived from 
a single investment is null, and its price is hence zero, since all unsystematic risk18 emerging from 
each single investment can be completely diversified. Unsystematic risks can be production, 
technological, environmental, strategic, and management risk (Modigliani and Pogue, 1974, 
Böttcher and Blattner, 2010) (Figure 10). In such an ideal world of completely diversified portfolios, 
only systematic risks19 are left and priced (Figure 11). In that case, only those risk components that 
are derived from the general market forces, including economic, political, and social risks and force 
majeure (Böttcher and Blattner, 2010, Hawawini and Viallet, 2011, Watts, 2011), and which cannot 
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be avoided are rewarded by the financial market (Modigliani and Pogue, 1974, Böttcher, 2009, 
Brealey et al., 2011, Hawawini and Viallet, 2011). This also means that all investors are exposed 
to the same market risk, independent of the number of securities they hold (Brealey et al., 2011). 
The advantage of this view is that it allows investor to only to focus on and care about systematic 
risk (Brealey et al., 2011). 
Figure 10: Systematic and unsystematic risks (adopted from Böttcher and Blattner, 2010, Hawawini 
and Viallet, 2011, Watts, 2011). 
 
The underlying assumptions of an ideal market in this diversification concept are, however, 
unrealistic, since markets do not work that smoothly. Therefore, a complete diversification is either 
hardly reached (Damodaran, 2005a, Brealey et al., 2011, Patchett and Horgan, 2011, Azar, 2016) 
or can never been reached for a reasonable, economical effort (Böttcher, 2009). Adding further 
investments to a portfolio for further diversification does not necessarily lead to additional risk 
reduction, since the benefits from diversification become marginal and tail off with many 
investments, and an over-diversification could lead to disadvantages due to less management 
attention for each additional investment (Arnold, 2010). In addition, diversification is limited if 
investments belong to the same sector (Arnold, 2010) or are dependent on the same environmental 
conditions (Rugman, 1976). Nevertheless, Brealey et al. (2011) have believed that a reasonable 
diversification can be reached within a portfolio of 20 or more stocks for only market risks to matter. 
Unsystematic or company-specific risk 
Systematic or market risks 
Investment 
project risks 
Economic risks (e.g. market 
prices, economic cycle) 
Political and social risks (e.g. 
state intervention, tax adjustments) 
Force majeure (e.g. natural forces, 
coincidences) 
Production and technological 
risks (e.g. delays, quality, cost 
discipline, plant damage, resource 
unavailability, lack of wind/sun 
Environmental risks (e.g. liabilities 
for environmental damage) 
Strategic and management risks 
(e.g. technological obsolescence, 
human resources, continuity, know 
how, reputation, leverage) 
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In doing so, diversification can reduce 40% to 50% of total security risk (Modigliani and Pogue, 
1974). This concept about diversification is also useful, since different capital market investors can 
reach different diversification grades. For example, a wealthy investor with disposable assets can 
largely diversify its portfolio to reduce the unsystematic risks to a minimum. By contrast, an 
enterprise that is dependent on a single or few projects is poorly diversified (Böttcher, 2009), and 
unsystematic risks are considered to be more relevant (McMahon and Stanger, 1995, Damodaran, 
2012). This is also the case for the risk perception of owners and managers of non-traded 
companies who do not view their firms as part of diversified portfolios and hence consider 
unsystematic risk in their investment decisions (Cotner and Fletcher, 2000, Petersen et al., 2006, 
Damodaran, 2012). Similarly, valuation textbooks and scholars (Pratt et al., 2000, Power, 2004, 
Damodaran, 2012, Bromiley et al., 2015) have suggested taking unsystematic risk into account, 
and they have provided justifications for considering them if investors are not well diversified, in 
contrast to the long-lasting argumentation to care only about systematic risks (Sharpe, 1964, 
Lintner, 1965b). In addition, particularly in real projects, both technical and financial risks20 must be 
considered in valuation, since technical risks become at least as dominant than financial risks in 
many risky projects (Espinoza and Morris, 2013). Therefore, many investors valuating risky 
investments are well advised to consider the total risk, i.e., both systematic and unsystematic risk, 
as a starting point in valuation, but with a differentiated approach depending on their effects on the 
investing firm’s and/or investors’ level (section 2.3.3.2).  
Despite the extent of diversification of the individual investor, Bernstein (1996) has made clear that, 
in any case, ‘diversification is not a guarantee against loss, only against losing everything at once’ 
(6). 
Figure 11: Reducing overall portfolio risks through diversification (adopted from Böttcher and 
Blattner, 2010, Loderer et al., 2010, Brealey et al., 2011, Hawawini and Viallet, 2011, Koller et al., 
2015). 
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Furthermore, enterprises must avoid additional project risks and follow-up costs relating to poor 
events that put not only the project itself but the whole company at risk. In such a worst-case 
scenario, the whole company could go bankrupt, and additional liquidation costs could occur. In the 
case of the solvent investor, who is not the focus of this thesis, he only loses his invested money, 
and no additional costs arise (Böttcher, 2009). 
 
2.3 Risk Management in Valuation 
This section explores how risk and uncertainty are identified (section 2.3.1), measured in terms of 
project-specific risks (section 2.3.3.1), and considered in the wider context of an existing investment 
portfolio (section 2.3.3.2). It also examines the mitigation approaches that are applied (section 
2.3.4). 
 
 Assessment of Uncertainty and Risk 
Before considering valuation in more detail below, some basics about the assessment of risk and 
uncertainty are discussed. Risk assessment typically consists of the following processes: i) risk 
identification, ii) risk analysis, and iii) risk evaluation (ISO 2009, Ayyub, 2014). The processes are 
enhanced with the realm of uncertainty, as propagated by Bitaraf and Shahriari (2015), to perform 
combined uncertainty and risk assessments. Such assessments are usually applied to a project’s 
stand-alone risk; however, they could also be extended to a firm’s or an investor’s level. 
Risk identification consists of either i) determining the root causes of risks, including the potential 
events that can fail, or ii) determining the relevant process and functions within companies and/or 
projects that must work well or for which targets must be reached to consider them successful, and 
then determining all possibilities in which those processes and functions might go wrong (COA-
DOE, 2005). This identification is the crucial first step (Ehrhardt and Brigham, 2016) in starting 
uncertainty and risk assessments (Bitaraf and Shahriari, 2015) and evaluating stand-alone risk 
(section 2.3.3.1) to eventually be applied as a basis for estimating the project’s cost of equity 
(section 2.5.2). There are various methods for identifying uncertainties and risk. A checklist is a 
simple method to identify the relevant components; it is optimal for events with low uncertainty und 
rather simple processes (Sutton, 2014). Brainstorming is another typically applied process (COA-
DOE, 2005). A less structured method is the what-if method, which relies on the experience and 
knowledge of the participants (for instance, analysts and engineers). In doing so, the team must 
ask direct and the correct what-if question to identify the parameters efficiently (Sutton, 2014, Nolan, 
2015). 
Following the initial identification of risks and uncertainties, the subsequent risk analysis includes 
processes to comprehend the nature of the risk factors and to determine the level of risk (ISO 2009, 
Ayyub, 2014). It also involves a risk-screening process by which the risks that should be 
Literature review  47 
 
investigated in more detail are determined. Risk screening is usually based on ranking or scoring 
methods (Willows et al., 2003).  
The follow-up risk evaluation involves processes to compare the results from the risk analysis with 
risk criteria as a basis for determining its level of acceptability and how to handle it (ISO 2009, 
Ayyub, 2014). In practice, this step is often performed with the comprehensible semi-quantitative 
risk ranking matrix (RRM), cited in its original form in Roland and Moriarty (1990). It combines the 
quantitative and qualitative ratings of probability and the consequences of multiple risk components 
in one model by means of risk levels (Roland and Moriarty, 1990, IEC 2008, Bitaraf and Shahriari, 
2015). For example, for the qualitative assessment of consequences, the risk component can be 
assessed in this model in relation to its grade of possible reputational damage (Power, 2004). In 
addition, a risk profile can be determined that defines acceptable and not acceptable risks to be 
monitored. 
Risk evaluation processes suited for capital expenditures and investments (Petty et al., 1975) are 
discussed in the section about capital budgeting techniques (section 2.4). 
 
 Risk Components in RES-E Projects 
This section discusses the relevance of project risks in valuation in general. It then presents the 
identified uncertainty and risk components in RES-E projects—as a project’s stand-alone 
parameters—and discusses their relevance in public traded company, non-traded asset, and RES-
E-investment valuation processes. An overview of the potential uncertainty and risk components 
and their level of interaction from an accounting perspective are illustrated in Figure 12. 
Figure 12: Sources of uncertainty and risk for an RES-E project, illustrated from an accounting 
perceptive, based on the income statement (adopted from Hawawini and Viallet, 2011). 
 
Empirical surveys (e.g., Gitman and Maxwell, 1987, Payne et al., 1999) have demonstrated that 
the majority of today’s businesses take different project risks into account when making capital 
budgeting decisions (Table 2). 
Annual 
profit 
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Table 2: Businesses that consider different project risks in the capital budgeting process. 
Firms considering project risk (%) Year of survey 
Empirical surveys among 
practitioners 
< 25 1966 Robichek and MacDonald (1966) 
25 ≤ x < 50 - - 
50 ≤ x < 75 
1972 
1973 
1975 
1977 
1982 
1991 
Klammer (1972) 
Fremgen (1973) 
Brigham (1975), Petry (1975) 
Gitman and Forrester Jr (1977) 
Gitman and Mercurio (1982) 
Klammer et al. (1991) 
≥ 75 
1978 
1984 
1987 
1999 
Schall et al. (1978) 
Kim et al. (1984) 
Gitman and Maxwell (1987) 
Payne et al. (1999) 
 
Based on an analysis of the academic literature and empirical surveys, supplemented with reports 
from practitioners, Table 3 and Table 4 list the specific project risk components that are regarded 
as determinants for estimating risk premiums (section 2.4.1.1), while focusing particularly on RES-
E investment risks. Both systematic (S) and unsystematic (U) risks are reported and categorised, 
as proposed by Böttcher (2009), and they enable the measurement of a project’s stand-alone risk 
and total risk analysis (section 2.3.3), as well as correspondingly the risk-adjusted discount rate 
(RADR) estimations (section 2.4.4.1). The table also lays the groundwork for defining appropriate 
risk mitigation measures (section 2.3.4).  
Weather-related volume risk (for instance, sun, wind, and water), as a key risk component of RES-
E investments, is more closely elucidated. This risk is highly crucial for RES-E projects due to both 
its potentially high impact on business performance and its high volatility. It is regarded as a typical 
unsystematic risk, since most of this risk is unique to the production site and business (Böttcher, 
2009) and because its natural volatility from one time period to another (Liebreich, 2005) and the 
corresponding risk can be reduced within a diversified portfolio (Böttcher, 2009). A minority of this 
risk cannot be related to the specific production site and business. This is discussed in more detail 
in section 6.1. 
Financial risk is another risk component to be defined in more detail at this point. It primarily includes 
the risk associated with financing and capital structuring. It is the ‘risk that a firm will be unable to 
meet its financial obligations’ (Scott, 2003). In other words, it is the ‘possibility that shareholders or 
other financial stakeholders will lose money when they invest in a company that has debt if the 
company's cash flow proves inadequate to meet its financial obligations’ (Investopedia, n.d.-a). The 
amount of leverage influences the amount of risk, since debt financing creditors are paid before 
shareholders in case of the firm’s insolvency. There are several types of financial risk that are also 
relevant for this thesis, such as foreign exchange risk and liquidity risk. In Table 3, they are listed 
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separately. Apart from the broader term ‘financial risk’, the table more specifically discusses interest 
rate and structure risk.  
When performing a valuation, the considered risk components can be encountered in the CoC or 
the cash flows, or both. As Koller et al. (2015) have explained, ‘risk enters into valuation through 
the company’s cost of capital, which is the price for risk, and in the uncertainty surrounding future 
cash flows’ (42) (section 2.4.1). In general, adjustment for risk is most frequently performed in the 
discount rate, as Block (2005) has also outlined for the energy sector. However, a more detailed 
discussion about performing risk adjustments in capital budgeting reveals additional differentiated 
insights. In doing so—with regard to the risk characteristics of investments—much attention in the 
theoretical literature has been paid to the duration of projects. There is no general rule that long-
lived assets account for higher uncertainty than short-lived assets and therefore discount for higher 
discount rates, as many practitioners would assume (Cornell, 1999). The impact of duration on the 
discount rate can be evaluated by differentiating between unsystematic and systematic risk 
components (Myers and Turnbull, 1977). The discount risk is only higher for long-lived assets if 
their systematic risk is greater than that for short-lived assets. In other words, systematic risk 
increases with an increasing project duration (Campbell and Mei, 1993, Cornell, 1999). In line with 
the risk component typology depicted in Figure 10 (section 2.2.5), variations in cash flows with 
regard to long-term investments are particularly affected by general economic risks, including 
market risks, as well as tax risks, such as variations in future market prices and tax regulations 
respectively. Moreover, systematic risk emerges from such variations in future cash flows; it also 
results from variations in future expected return rates (Campbell and Mei, 1993). The latter includes 
variations in both the future country-specific risk-free rate (a measure of the general country risk of 
the considered country influenced by political/regulatory risks and general interest rates [e.g. 
Graham and Harvey (2001), Damodaran, 2008, 2013, Koller et al., 2010, Loderer et al. 2010]) and 
risk premium (section 2.5.1)—in relation to news about real interest rates, cash flows, and excess 
returns (Fama, 1977, Keim and Stambaugh, 1986, Campbell, 1987). This could in particularly be 
demonstrated for growth companies and high-technology firms, both regarded as long-lived assets, 
with increases in their discount rates due to higher variations in expected return rates (Campbell 
and Mei, 1993, Cornell, 1999, Campbell and Vuolteenaho, 2004). However, investors seem to value 
fluctuations in cash flows more than variations in expected future return rates (Lettau and Wachter, 
2007) and therefore overvalue certain long-lived assets in the latter case. The forgone 
argumentations imply that an increase in project duration, which increases fluctuation of cash flows 
associated mainly with unsystematic risk, do not lead to higher discount rates due to the 
diversification potential of unsystematic risk (Cornell, 1999, Lettau and Wachter, 2007). In a case 
of the valuation of stand-alone projects (section 2.3.3.1), duration might however also become 
relevant for cash flow variations due to unsystematic risk. 
In the context of RES-E projects with FiTs or long-term PPAs, project duration largely does not 
affect discount rates, since no cash flow variations based on market prices are experienced in the 
FiT or PPA period, with the exception of future cash flow variations due to changes in tax 
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regulations. However, a duration’s effect on valuation becomes particularly relevant for RES-E 
projects the longer the period is with direct market risk exposures (merchant risks), which 
corresponds to increasing future systematic risk in the project. In this sense, the characteristics of 
duration also affect the valuation of projects with a significant post-FiT/PPA period, but with less 
relevance the further off in the future these systematic risk increases are due the decreased time 
value of money. Due to its relevance for RES-E projects exposed to merchant risks on a long-term 
horizon, market risk is listed separately in Table 3. 
All RES-E projects encounter increased future fluctuations in unsystematic risk; however, these 
fluctuations are diversified in portfolios and therefore only relevant in stand-alone project valuation. 
In addition, RES-E projects can also suffer from increased variations in future expected discount 
rates due to variations in the possible risk-free rate and changes to the risk premium, particularly 
with regard to technological advances in the future to more efficient power plants with lower 
investment sums and a lower levelised cost of electricity (LCOE) as well as systems enabling more 
demand-driven electricity supply, which could jeopardise current RES-E technologies. 
 Table 3: Systematic risk determinants for estimating risk premiums and their applicability for publicly traded companies (PTC), non-traded assets 
(NTA) and suggested for RES-E investments (X: applicable, (X): less applicable, - : not applicable).  
Determinants for estimating expected 
returns  
 
Applicability for 
Comments and examples Sources 
PTC NTA 
RES-E 
invest-
ments 
Economic risks 
Economic risk 1  X X (X) 
Less relevant for RES-E projects, particularly 
those with FiT, due to low correlation with 
the general market (specific market risk is 
listed separately below) 
Benninga and Protopapadakis (1981), Graham and Harvey 
(2001), Brandt and Wang (2003), Lettau et al. (2008), 
Damodaran (2013) 
Risk of unexpected inflation  X X X - Graham and Harvey (2001), Brounen et al. (2004) 
Market risk (beta)  X X X 
Decrease of power or heat prices, incl. 
merchant risk of power purchase 
agreements (PPAs), becomes in particular 
relevant for RES-E projects exposed to 
merchant risks and corresponding long-term 
duration (see below) 
Graham and Harvey (2001), Liebreich (2005), Böttcher (2009), 
Michelez et al. (2011), Turner et al. (2013) 
Momentum  X - - Recent stock price performance Carhart (1997), Graham and Harvey (2001) 
Political and social risks 
Risk-free rate / interest rate  X X X General country risk, rated by the market 
Graham and Harvey (2001), Damodaran (2008), Koller et al. 
(2010), Loderer et al. (2010), Brealey et al. (2011), Damodaran 
(2013)  
Political/regulatory risk (governmental 
policy risk and country risk) 
 X X X 
Change in public policy affecting profitability, 
partly considered already in the risk-free 
rate, incl. tax risk 
Bekaert et al. (1997), Liebreich (2005), Böttcher (2009), Pastor 
and Veronesi (2011), Watts (2011), Damodaran (2013), Turner 
et al. (2013), Angelopoulos et al. (2016), Wuester et al. (2016) 
Force majeur 
Catastrophic risk / Force majeure  X X X Natural forces, coincidences 
Modigliani and Pogue (1974), Rietz (1988), Barro (2006), 
Böttcher (2009), Damodaran (2013) 
General risk determinant       
Project life-time (duration) 2  X X X 
If systematic risk for longer project is greater 
then for shorter ones, the discount risk 
increases 
Myers and Turnbull (1977), (Campbell and Mei, 1993), Cornell 
(1999) 
1 Such as inflation, economic growth (gross domestic product [GDP]) and business cycles. Some of the uncertainty of the inflation in economic risks is captured in the Risk-free 
rate (Damodaran, 2013). 
2 Project life-time (duration) is shown under systematic and unsystematic risk determinants since latter can be also relevant for stand-alone project risk assessment.  
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 Table 4: Unsystematic risk determinants for estimating risk premiums and their applicability for publicly traded companies (PTC), non-traded assets 
(NTA) and suggested for RES-E investments (X: applicable, (X): less applicable, - : not applicable). 
Determinants for estimating expected 
returns  
 
Applicability for 
Comments and examples Sources 
PTC NTA 
RES-E 
invest-
ments 
Production and technological risks 
Weather-related volume risk (e.g. lack of 
water, wind, sun, waves) or other natural 
resource risk (e.g. lack of geothermal 
heat or biomass supplies) 
 - - X 
One of the key factors for RES-E 
investments due their high impact on the 
business performance and possible high 
volatility 
Liebreich (2005), Böttcher (2009), Michelez et al. (2011), 
Watts (2011), Boland et al. (2012), Agrawal et al. (2013a), 
Agrawal et al. (2013b), Turner et al. (2013), Wuester et al. 
(2016) 
Commodity price risk  X X (X) 
Could be relevant for biomass energy 
projects 
Graham and Harvey (2001), Böttcher (2009), Watts (2011), 
Pereira et al. (2012) 
Operational risk  (X) X X 
Plant damage / component failure, lower 
technical availability, plant closure to 
resource unavailability or unclear cost 
development, illiquidity (cash flows), incl. 
asset life time risk 
Welsh et al. (1982), McMahon and Stanger (1995), Liebreich 
(2005), Böttcher (2009), Böttcher and Blattner (2010), Brealey 
et al. (2011), Hawawini and Viallet (2011), Michelez et al. 
(2011), Watts (2011), Turner et al. (2013), Angelopoulos et al. 
(2016), Wuester et al. (2016) 
Project termination risk  - (X) X 
Missing operating permit or no acceptance 
to a bid in tender process 
Böttcher (2009) 
Environmental risks 
Liabilities for environmental damage      Böttcher (2009) 
Strategic and management risks 
Financial risk (capital structure risk, 
leverage) 
 (X) X X Debt / equity ratio of RES-E project 
Hamada (1972), Bhandari (1988), Dhaliwal et al. (2006), 
Penman et al. (2007), Dimitrov and Jain (2008), Adamia et al. 
(2010), Korteweg (2010), Watts (2011), Angelopoulos et al. 
(2016), Wuester et al. (2016) 
Interest rate risk 1  (X) X X Change of general level of interest rate Graham and Harvey (2001), Böttcher (2009) 
Term structure risk 1  (X) X X Long-term vs. short-term interest rate - 
Foreign exchange risk (currency 
changes) 
 X X X - Graham and Harvey (2001), Böttcher (2009) 
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 Table 4: (continued). 
Determinants for estimating expected 
returns  
 
Applicability for 
Comments and examples Sources 
PTC NTA 
RES-E 
invest-
ments 
Size  X X X Small firm being riskier 
Banz (1981), Levy (1990), Fama and French (1992), Graham 
and Harvey (2001) 
Market-to-book ratio  X - - 
Ratio of market value of firm to book value of 
assets 
Fama and French (1992), Graham and Harvey (2001) 
Illiquidity of investment project  X X X Lack of market for asset type 
Amihud and Mendelson (1986), Acharya and Pedersen (2005), 
Amihud et al. (2005), Damodaran (2005a, 2010), Franzoni et 
al. (2012), Cheng et al. (2013), Damodaran (2013), Ping et al. 
(2013), Ehrhardt and Brigham (2016), Mougeot (2018)  
Lack of information  (X) X X 
Information asymmetry increases the risk of 
not evaluating properly the assets of private 
targets 
Akerlof (1970), Capron and Shen (2007)  
Distress of investment target  X X X Probability of bankruptcy (bankruptcy costs) Graham and Harvey (2001), (Damodaran, n.d.) 
Credit standing of involved partners  X X X 
In case of RES-E projects: project 
developer, contractor, maintenance and 
service companies 
Liebreich (2005), Böttcher (2009), Turner et al. (2013), 
Wuester et al. (2016) 
Complexity of organisational structure of 
investment 
 - X X 
Many owners, different shareholder interests 
and inter-correlations between shareholders 
and suppliers 
Author’s own experience 
Risk of subsidiaries not being under 
corporate control  
 X X X In case of minority participations McMahon and Stanger (1995) 
General risk determinant       
Project life-time (duration) 2  X X X 
See also Table 3 with regard to 
unsystematic risk and valuation of stand-
alone projects 
Myers and Turnbull (1977), (Campbell and Mei, 1993), Cornell 
(1999) 
  
1 In order to reflect the situation when the company borrows money, the beta coefficient has to be adjusted (Brealey et al., 2011; Hawawini and Viallet, 2011). Since the interest rate 
applied for financing an investment is project specific, it is considered as unsystematic risk. 
2 Project life-time (duration) is shown under systematic and unsystematic risk determinants since latter can be also relevant for stand-alone project risk assessment. 
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 The Integrated Risk-Return Concept 
Since, in most cases, investors already have a certain amount of realised investments, a decision 
for a new investment does not have to be considered in complete isolation, but rather within the 
context of the existing investment portfolio (Drukarczyk and Schüler, 2009). The concept of Ehrhardt 
and Brigham (2016) about different types of risk in terms of three specific levels (investor, firm, or 
project level) provides a useful, integrated approach to evaluate and consider the risk of potential 
investments from different angels as well as its contribution to next higher levels (Figure 13). The 
following three different risk types and corresponding levels, used to estimate the cost of equity of 
individual projects, are distinguished:  
a) Market or beta risk is the risk as viewed by investors holding a well-diversified portfolio and 
that ignores all unsystematic risk (sections 2.2.5). It is measured by risk effects on the 
considered firm’s beta coefficient (section 2.5.1). 
b) Within-firm or corporate risk is the project’s risk to the firm itself as opposed to its investor, i.e., 
this risk type considers the firm’s risk diversification, but not the shareholder’s diversification. 
It is measured by the project’s impact on uncertainty about the firm’s future cash flows. 
c) Stand-alone risk is a project’s risk assuming that either an investor or firm has only one asset 
or the risk is only evaluated for the project itself. It is measured by assessing its components 
(section 2.3.2), both unsystematic and systematic risks, and then its overall correlation with 
the other two risk types. 
The risk of new investment projects should not be evaluated in isolation, but rather in terms of the 
contribution of the new project to the existing total risk of the investor or firm. It can stabilise the 
investor’s or firm’s cash flows and earnings by the risk decreasing effects of the new project in case 
of a negative correlation of the outcomes’ distribution between the project and the firm or investor 
(Drukarczyk and Schüler, 2009, Ehrhardt and Brigham, 2016). These thoughts form the basis for 
building portfolios of investments (Drukarczyk and Schüler, 2009). In case of a positive correlation 
of the new project’s outcome with the existing portfolio, Ehrhardt and Brigham (2016) have 
suggested taking the project’s stand-alone risk, which provides a good proxy for adopting the 
project’s risk in relation to the existing portfolio after having realised the investment. 
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Figure 13: Types of risks in terms of different levels (investor, firm, and project) for new investment 
projects and the correlation, either negative (–) or positive (+), of their risk to firms’ and investors’ 
risk (adopted from Drukarczyk and Schüler, 2009, Brigham and Houston, 2012, Ehrhardt and 
Brigham, 2016). 
That said, quantitative methods in capital budgeting, as outlined below in section 2.4, to estimate 
stand-alone risk provide valuable information about the individual project risk. However, the within-
firm and the market risk (section 2.3.3.2) can be more crucial to the firm and its investors, since it 
measures the impact of individual project risk on the overall firm’s and investor’s risk (Brigham and 
Houston, 2012). Likewise, Bierman has suggested making investment decisions based on the 
appropriate choice of computational valuation methods, complemented with ‘qualitative and strategic 
considerations’ (1993:24). In doing so, key questions remain regarding how well diversified the 
different firms and types of investors are in terms of risk and what strategic considerations are taken 
into account in investment decisions.  
The effects of individual investments on the firm and investor level are again discussed with the 
value-based management (VBM) concept in section 2.6.1. 
 Project’s Stand-Alone Risk in Valuation 
A project’s stand-alone risk considers no diversification effects (Ehrhardt and Brigham, 2016) and 
can be treated as equivalent to the total risk, which is the sum of all unsystematic and systematic 
risks (Farlex Financial Dictionary, 2009, Financial Glossary, 2011). Having presented the relevant 
risk components of RES-E projects, this section discusses how to measure and consider a project’s 
stand-alone risk components within capital budgeting processes. 
Conventional valuation methods tend to be performed deterministically, considering relevant risk and 
uncertainty parameters in the form of single, expected values, but in which potential fluctuations with 
regard to risk or uncertainty factors are more or less ignored, despite awareness of its presence. 
Level 
Investor 
Firm 
Project 
Types of 
risk 
Measurement 
Risk diversifi-
cation (relevant 
risk) 
Market/beta 
risk 
Within-
firm/ 
corporate 
risk 
Stand-alone 
risk 
Total risk 
(unsystematic and 
systematic risk) 
Only systematic 
risk (for well-
diversified 
investors) 
Systematic plus 
undiversifiable 
unsystematic risk 
Project’s beta 
coefficient 
Project’s effect on 
uncertainty about 
firm’s expected 
cash flow 
Variability of 
asset’s expected 
returns 
– Stabilize firm’s 
earnings and 
lower firm’s 
WACC 
 
+ Stand-alone 
risk is a good 
proxy for within-
firm and market 
risk 
Correlation 
from project to 
other levels 
Assessment 
method 
Judgemental 
assessment 1 
Judgemental 
assessment 1 
e.g. sensitivity 
and scenario 
analysis, and 
simulations 2 
1 qualitative assessment by experienced managers, 2 quantitative assessment. 
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Such a deterministic valuation can be supplemented with additional methods to conduct a 
probabilistic analysis (Carmichael, 2014) and/or probability analysis (Mohamed and McCowan, 
2001), which considers risk and uncertainty. This variability in future returns in a project can be 
analysed by measuring its risk based on the probability and/or possibility distributions of its input 
variables. In addition to real option valuation (ROV) (section 2.4.2.4), payback period (PB) methods 
(section 2.4.2.3), and a formal risk analysis (section 2.5.2.3), the financial theory has suggested 
several additional risk analysis methods, commonly applied in practice, that are used to evaluate a 
project’s stand-alone risk (e.g., Ross et al., 2008, Brealey et al., 2011, Ehrhardt and Brigham, 2016). 
A sensitivity analysis involves changing key variables one at a time to determine how sensitive a 
project's return (for example, the net present value [NPV]) is to deviations from the expected values 
of the input variables (Graham and Harvey, 2001, Brounen et al., 2004). In its essence, it is a ‘what-
if analysis’ (Arnold, 2013:181) that asks what happens to the NPV (or internal rate of return [IRR]) if 
certain parameters, such as the production amount or interest rates in the debt financing, are 
changed by a certain percentage in both negative and positive directions. Projects with more 
sensitive NPVs are considered to be more risky (Baker et al., 2010). The sensitivity analysis belongs 
to one of the most accepted methods used in uncertainty and risk measurements (Bhandari, 1981). 
This analysis provides the advantage that the decision makers are aware of the project’s sensitivity 
in relation to the various input parameters while knowing the range for judgemental failures and 
being prepared to take risks (Arnold, 2013). In addition, the analysis results indicate where to the 
focus should be placed, enabling a more efficient approach to collect additional data and information 
about identified crucial components (Arnold, 2013). Moreover, this analysis provides information on 
key factors for which specific risk mitigation measurements or particular contingency plans have to 
be applied or introduced (Arnold, 2013). The main disadvantage of this method is the absence of 
assigning probabilities to the performed input data variations (Arnold, 2013), i.e., the method does 
not provide an approach to evaluate whether the investment is more vulnerable with regard to an 
NPV change due to, for example, a 10% lower production amount or a 10% increase in the interest 
rate within the debt financing. Another point of criticism is that each parameter is changed in isolation, 
which is an unrealistic scenario in reality (Arnold, 2013). The scenario analysis below can help to 
solve this last problem. 
A scenario analysis involves identifying key variables that are likely to affect the return on a project 
or the NPV. However, instead of changing each variable one at a time, the variables are changed 
simultaneously to develop different scenarios: for example, base, worst-, or best-case scenario. This 
approach can reflect reality much more closely, in contrast to the sensitivity analysis in which only 
one input parameter is changed each time. To reach a complete picture, Davies et al. (2012) and 
Arnold (2013) have suggested an approach that estimates multiple cash flow scenarios with 
corresponding probabilities (known as a probability analysis) to calculate the expected NPV or 
expected return respectively. In addition, Brealey et al. (2011) have proposed that the analyst can 
assign probabilities based on the past frequency of occurrence of key input variables, subjective 
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judgement, or an a priori reasoning approach so that the sum of the probabilities of the three defined 
scenarios (base, worst-, or best-case scenario) equals 100%. 
Simulations involve creating probability distributions that describe the possible values of key 
variables, for example, with probability density functions (PDFs) (Espinoza, 2014:1060), used as 
input data in the algorithm to calculate a project's return. In Monte Carlo simulations, those values 
are selected randomly and entered into the algorithm—repeated thousands of times—to determine 
a distribution of outcomes (expected NPV, see chapter 2.4.2.1, and standard deviation) (Trigeorgis, 
1996, Villiger and Bogdan, 2005, Brealey et al., 2011). This technique, based again on the probability 
theory, takes the randomness of the input factors for granted (Behrens and Choobineh, 1992). In 
many cases, a normal distribution of the NPV is appropriate (Hillier, 1963, Wagle, 1967, Hillier, 
1969); however, specific input values and their probability distribution, such as the Weibull 
distribution for wind (Yeh and Wang, 2008), can lead to another NPV distribution. The use of 
probability distribution in investment appraisal is well documented (Gregory, 1988), and today, it is 
occasionally to frequently applied (Baker et al., 2010). 
A possibility analysis can be appropriately applied for uncertainties that are not based on 
randomness, but rather on inherent fuzziness (Behrens and Choobineh, 1992), and within 
investment appraisals based on a mixture of quantitative and qualitative data—a typical case in 
reality (Gaweł et al., 2017). In contrast to simulations based on the probability theory, this type of 
analysis is derived from a probability analysis and possibility distribution (Mohamed and McCowan, 
2001). Frequently encountered non-monetary factors in projects also limit the applications of 
simulations (Mohamed and McCowan, 2001). The use of a possibility analysis has been applied in 
and propagated for several engineering fields (e.g. Wong and So, 1995, Lorterapong and Moselhi, 
1996) and investment decisions (e.g. Mohamed and McCowan, 2001, Appadoo et al., 2008). 
In addition, probability and possibility analyses can be complemented with the analytical hierarchy 
process (AHP), which is a hierarchical, scaling method developed by Saaty (1980) that weights the 
relevance of each risk factor to assess the complete risk of the considered object (section 2.5.2.3). 
Another approach to consider uncertainty in investments provides so-called Markov chains (e.g. 
Norris, 1998), which model specific combinations of states, such as certain wind strengths, life 
spans, and interest rates, and the transition between states to calculate its probability of being in 
each state. Based on each state, which represents a specific NPV result, the investment feasibility 
and the expected NPV can be computed (Carmichael, 2011). This approach can complement 
existing sensitivity analyses and simulations, such as Monte Carlo simulations (Hastings, 1970). 
A sophisticated method that can be combined with Monte Carlo simulations is the statistical 
technique called Value at Risk (VaR), which i used to measure and quantify the level of financial risk 
(amount and probability of potential loss) within a firm or investment portfolio over a specific time 
frame (Brealey et al., 2011). Due to its complexity, it is not often used in practice (Graham and 
Harvey, 2001, Brounen et al., 2004). 
58  Literature Review 
 
Bhandari (1981) has discussed additional, relevant methods that are generally accepted approaches 
to account for uncertainties, including the CE method (sections 2.2.3 and 2.4.4.3) and the expected 
value method (section 2.4.2.1). 
Table 5: Overview and summary of all above described risk analysis approaches, including their 
advantages and disadvantages (author’s own illustration). 
Risk analysis methods Advantages Disadvantages 
Sensitivity analysis 
 Increases knowledge about the 
project’s sensitivity in relation the 
various input parameters while 
knowing the range for 
judgemental failures and being 
prepared to take risk 
 Increases sensitivity where to put 
the focus on, enabling a more 
efficient approach to collect 
additional data and information 
about identified crucial 
components 
 Provides information for which 
key factors specific risk mitigation 
measurements or particular 
contingency plans 
 Absence of assigning probabilities 
to the performed input data 
variations 
 Each parameter is only changed in 
isolation which is an unrealistic 
scenario in reality 
Scenario analysis 
 Reflects the reality much closer in 
contrast to the sensitivity analysis 
since a realistic set of input data 
are changed for each scenario 
 Possibility to compute 
probabilities to the considered 
scenarios or for each defined 
scenarios which sums up to 
100% 
 Difficulty to assess relevancy of 
different scenarios if information 
about probability of each scenario 
is not given 
Simulations (e.g. Monte 
Carlo) 
 Detailed results, for instance with 
a distribution profile for the 
calculated value 
 Only numerical or monetary factor 
can be assessed 
 Not well excepted method by 
decision makers 
Possibility analysis 
 Numerical or monetary factors as 
well as non-numerical and non-
monetary factor can be assessed 
 - 
Payback period (PB) 
 Simple, easy understandable 
method 
 Widely applied 
 Time value of money is not 
considered 
 Only focusing on risk within the 
period until reaching the payback 
date 
Discounted payback 
period (DPB) 
 Time value of money is 
considered 
 Only focusing on risk with the 
period until reaching the payback 
date 
Formal risk analysis 
 Comprehensive method  Can be a complex and 
cumbersome task 
 Can follow a spurious accuracy 
Markov-Chains 
 Promising method to access 
feasibility and the expected NPV 
 not well known by decision-makers 
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Table 6: Available approaches to assess and/or consider project risks in capital budgeting processes 
as suggested by financial theory (T) and according to empirical surveys (S) among practitioners, and 
their supposed applicability for RES-E investments (X: applicable, (X): more or less applicable / only 
in combination with other methods, - not applicable). 
Methods evaluating 
project risks 
Evidence in 
theory/surveys 
Applicability 
Empirical surveys (S) 
among practitioners in 
practice 
for RES-E 
investments 
Formal risk analysis T/S - 1 X 
Gitman and Mercurio 
(1982), Akintoye and 
MacLeod (1997), Baker et 
al. (1999), Uher and 
Toakley (1999), Raz and 
Michael (2001) 
Real option T/S (X) X 2 
Graham and Harvey 
(2001), Brounen et al. 
(2004) 
Payback period T/S X (X) 
Petty et al. (1975), Graham 
and Harvey (2001), 
Brounen et al. (2004) 
Discounted payback 
period 
T/S X (X) 
Graham and Harvey 
(2001), Brounen et al. 
(2004), Baker et al. (2009) 
Sensitivity analysis T/S X X 
Gitman and Mercurio 
(1982), Graham and 
Harvey (2001), Brounen et 
al. (2004), Baker et al. 
(2009) 
Scenario analysis (for 
example, base case, 
worst case, and best 
case) 
T/S X X Baker et al. (2009) 
Simulations (for example, 
Monte Carlo simulations) 
T/S X X 
Gitman and Mercurio 
(1982), Graham and 
Harvey (2001), Brounen et 
al. (2004), Baker et al. 
(2009) 
Possibility analysis T X X - 
Value at Risk T/S (X) (X) 
Graham and Harvey 
(2001), Brounen et al. 
(2004) 
Certainty equivalent 
method 
T/S X X 
Petty et al. (1975), Gitman 
and Mercurio (1982), 
Gitman and Vandenberg 
(2000), Graham and 
Harvey (2001), Brounen et 
al. (2004) 
1 Although a formal risk analysis is applied in risk assessments in the engineering field (e.g., Akintoye and MacLeod, 1997, 
Baker et al., 1999, Uher and Toakley, 1999, Raz and Michael, 2001) and theoretical concepts have suggested applying it 
in estimating return rates (e.g., Cotner and Fletcher, 2000, Palliam, 2005b, a), no evidence could be found in the empirical 
research about its application by practitioners. 
2 Ideal method for valuating investments in high-risk environments, such developing and refurbishing/repowering projects 
and high leveraged firms with corporate loans (section 2.4.2.4). 
T: Theory, e.g., Bhandari (1981), Brealey et al. (2011), Hawawini and Viallet (2011). 
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Adjustments to risk can also be performed within the applied discount rate in DCF-based valuation 
methods. This approach is discussed in more detail in section 2.4.4.1. 
The firm’s beta, which is relevant for the investor’s risk level, is not always necessarily affected by a 
project with a high stand-alone or high within-firm risk. However, if such a project is positively 
correlated with the earnings of another firm’s assets and/or investor returns, all three risk types can 
be relevant (Figure 13). Since it is difficult, if not impossible, to quantitatively measure the within-firm 
and market risk, the focus on the stand-alone risk provides, in such a case, a viable approach. On 
the other hand, having the same project with a negative correlation to within-firm and/or market risk, 
a stabilisation of a firm’s earning can be reached and/or the beta might be reduced, allowing the 
project to be evaluated with a lower WACC. Experienced managers consider quantitative valuation 
and stand-alone risk assessment and complement them with judgemental decisions in case of 
effects on the other risk types/levels (Brigham and Houston, 2012, Ehrhardt and Brigham, 2016). 
 Market or Within-Firm Risk in Valuation 
As outlined in section 2.2.5, financial theory suggests that in case of PTCs, the valuation focus 
should be only on the project’s systematic risks, measured with the beta (market risk), since its 
shareholders can efficiently diversify their portfolios (Brealey et al., 2011). As has been argued, this 
does not necessarily apply to all investing firms or investors with less well-diversified portfolios, 
particularly when investing in the NTA market with lower liquidity than PTCs.  
Finance theory also proposes that the total investment risk, which is the sum of unsystematic and 
systematic risk, is not the ideal measurement to be considered when setting the required return rates 
of the investment. Since firms can be viewed as a portfolio of projects, the individual contribution of 
the new investment to the investing firm’s risk (within-firm risk) is the more appropriate risk measure 
(Block, 2005). However, due to the fact that estimating the total investment risk is easier than defining 
its systematic risk, many firms still apply total project risk when making investment decisions (Baker 
et al., 2010).  
In addition to the work of Ehrhardt and Brigham (2016), illustrated in Figure 13 (section 2.3.3), which 
examines the investment level (project, firm, and investor), other authors have looked at the grade 
of diversification from the perspective of the various investor types. Damodaran (2012) has provided 
a spectrum of the two extremes of undiversified and well-diversified investors, illustrated in Figure 
14. He has added that a PTC typically values the investments higher than another NTA, since the 
discount rate of a non-diversified investor is higher. In the energy sector, Block (2005) has 
demonstrated that a majority of public utilities include such portfolio effects in their decision making. 
Based on the explanations of Damodaran (2012), it can be said that for investors in private 
companies, it is impossible to reach the highest grade of diversification, even by diversifying all 
unsystematic risk. In recent years, many scholars have considered unsystematic risk to be relevant 
in valuation, and they have provided justification for the management of unsystematic risks (Power, 
2004, Damodaran, 2012, Bromiley et al., 2015), in contrast to the long-lasting argumentation to care 
only about systematic risks (Sharpe, 1964, Lintner, 1965b). 
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Figure 14: Spectrum of undiversified versus diversified investors (author's own illustration, based on 
work of Damodaran, 2012). 
 
Coenenberg and Schultz have stated that ‘the major principle in the valuation of companies is 
subjectivity. Value is always dependent upon the circumstances and perspective of the party the 
valuation is performed for’ (2002:597). Having said that, the motive for the transaction and valuation 
matters (sections 2.1.2 and 2.6.2), since it can have an effect on the choice of the valuation 
techniques (Fernandez, 2016) and hence the value. The valuation also depends on the considered 
type of company, and the valuation of a private company depends on whether it is sold or bought; 
whether the buyer is an individual, a private equity company, or a PTC; or whether it is bought to be 
held for a certain period before being sold again, such as in the case of the strategic existence of 
certain funds. In addition, apart from each investor’s diversification grade, the presented types of 
investors in Figure 14 apply different discount premiums for liquidity, for the consideration of 
diversifiable risk within the targeted project, or for the control possibilities within the considered 
investment (Damodaran, 2012). 
 
 Risk Mitigation 
After having identified and evaluated uncertainties and risk, uncertainty and risk mitigation is the next 
natural step (COA-DOE, 2005). Risk mitigation21 is a type of risk treatment, understood as a 
countermeasure to reduce or eliminate risk, to transfer risk, to avoid risk, or to absorb and pool risk 
(Ayyub, 2014). Mitigating risk and uncertainty is a common business practice in all types of ventures 
(COA-DOE, 2005), and it must thus also be considered in transactions (Perry and Herd, 2004). It 
involves a systematic reduction in the extent of exposure to a risk and/or the likelihood of its 
occurrence (COA-DOELangniss et al., 1999, 2005, Mitchell et al., 2006). Risk mitigation measures 
can reduce the level of compensation (Langniss et al., 1999, Mitchell et al., 2006) and hence the 
required return rates within valuation. In doing so, businesses apply natural hedges by balancing 
Increase of 
diversification 
Undiversified 
investors 
Well-
diversified 
investors Investor with 
some 
diversification 
Amount of 
investment 
Private owners Private equity 
investors 
Investors in 
public market 
Public companies 
investing in private 
companies 
Valuation of private companies 
Increase in amount of 
investment and diversification 
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their assets and liabilities and by investing in a diversified portfolio. Corresponding to that, Arnold 
(2010:476) has suggested that ‘diversification is a cheap and practical way of reducing your risk. 
You are highly recommended to do it’. If natural hedges cannot be applied or are not sufficient, 
derivatives can be acquired (Baker et al., 2010). However, risk mitigation does not come for free; it 
always implies a trade-off between taking risk or hedging and correspondingly having the chance to 
create value or not respectively (Baker et al., 2010, Cleden, 2012). Understanding the ‘zone of 
affordable protection’ (Cleden, 2012:22) leads to the appropriate mitigation strategy (Figure 15). 
Mitigation is typically performed in cases of low mitigation costs in relation to many advantages, of 
no knowledge about possibilities and consequences (state of uncertainty), or of drastic 
consequences with low probabilities for low mitigation costs (Cleden, 2012).  
Figure 15: Trade-off between risk mitigation measures and their costs (adopted from Cleden, 2012). 
As practitioners outline, many risk components are minor and do not need any further attention, 
whereas others can be mitigated appropriately in due time if the many known risk components are 
identified, assessed, and handled adequately (COA-DOE, 2005, Deloitte, 2014). However, 
particularly high-impact, low-portability risks are more difficult to mitigate (COA-DOE, 2005), and 
additional mitigation strategies must be considered. It is common practice to transfer risk, for 
instance, via contracting, to the party that is able to best manage the risk; this is particularly 
appropriate if both parties completely comprehend the risk taken in relation to the reward. However, 
such risk allocation can be challenging in cases of difficulties to quantify the risk (DOA-DOE, 2005). 
Risk avoidance strategies are less intensively used. Avoiding risk considers changing the 
parameters of a project in such a way as to eliminate the risk completely or to reduce it to an 
acceptable value. Care must be taken not to create other risks or uncertainties with even greater 
Height of 
mitigation 
costs 
Low remaining 
uncertainty/risk 
Zone of 
affordable 
protection 
Amount of 
remaining 
uncertainty/risk 
High remaining 
uncertainty/risk 
High mitigation 
costs 
Low mitigation 
costs 
Mitigation advantage  
< costs 
Mitigation advantage  
> costs 
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impacts (DOA-DOE, 2005) which can be avoided by ‘a proper characterisation of uncertainty […] 
through data collection and knowledge construction’ (Ayyub, 2014:441).  
Table 7: A selection of risk mitigation measures in addition to natural hedges as suggested by 
financial theory (T) and according to empirical surveys (S) among practitioners and their supposed 
applicability for RES-E investments (X: applicable, (X): more or less applicable / only in combination 
with other methods, - not applicable). 
Risk mitigation measures 
Evidence 
in theory / 
surveys 
Applicability 
Empirical surveys (S) 
among practitioners in practice 
for RES-E 
investments 
Internal Due Diligence of investment project T / S X X 
Angwin (2001), 
Howson (2003), Perry 
and Herd (2004) 
External Due Diligence of investment project 
with external consultants 
T / S X X 
Angwin (2001), 
Howson (2003), Perry 
and Herd (2004) 
The company’s risk management function 
(e.g. risk management process / policy, 
identification of exposures, loss control) 
S X X Watts (2011) 
Standardisation of procedures (e.g. 
processes, contracts) 
S X X Watts (2011) 
Check type of suppliers (credit rating) and/or 
contractual clauses within contracts with 
suppliers  
S X X Bodnar et al. (1998) 
Reduce market risks with FiT and/or long-
term PPA 
S X X 
Jin and Jorion (2006), 
Watts (2011) 
Reduce operational risks (e.g. full 
maintenance contracts with availability 
guarantee, preventive maintenance 
procedures, periodical inspections)  
S X X 
Cohen and 
Huchzermeier (1999), 
Stremersch et al. 
(2001), Cholasuke et 
al. (2004) 
Making co-investments with partners  T X X 
Zink (1973), Lankes 
and Venables (1997) 
Reduce revenue risks due to lower 
conditions in natural resource with so-called 
Earn-Out clauses in share purchase 
agreements 
T / S X X 
Kohers and Ang 
(2000), Datar et al. 
(2001), Cain et al. 
(2011) 
Arrange for insurance (e.g. machine failure, 
downtime, liability, directors and officers 
insurance) 
T / S X X Watts (2011) 
Arrange for weather protection insurance 
(e.g. natural resource hedging instruments) 
T / S X X Watts (2011) 
Implement emergency services S X X Watts (2011) 
Arrange for financial products (e.g. financial 
hedging of currency and/or interest rate 
changes) 
T / S X X 
Bodnar et al. (1998), 
Smithson and Simkins 
(2005), Watts (2011) 
T: Theory, e.g., Langniss et al. (1999). 
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Risk control is another risk mitigation approach to manage the occurrence probability or its 
consequences, for instance, by installing a data-gathering with an early alert system to better assess 
the likelihood, the impact and the time of the risk (DOA-DOE, 2005, Ayyub, 2014). 
Apart from these presented generic risk mitigation approaches, a review of the literature has 
revealed the application of some specific measures, which are then examined in relation to their 
applicability to RES-E project transactions (Table 7). Within an appropriate due diligence (DD) in 
transaction processes, uncertainty and risk can be assessed, and acquisition risk can be reduced 
(Angwin, 2001, Howson, 2003, Perry and Herd, 2004, Deloitte, 2014). 
 
2.4 Capital Budgeting Techniques 
This section about capital budgeting begins with some basic finance-mathematical concepts (section 
2.4.1) before discussing the fundamental valuation techniques (section 2.4.2), thereby providing an 
introduction to the related CoC approaches (section 2.4.3) and discussing how to handle risk within 
valuation (section 2.4.4). 
 
 Finance-Mathematical Concepts 
 Time Value of Money 
The price for providing capital is known as interest, and it is typically a percentage of the provided 
capital (Copeland et al., 2005). It is a compensation for sacrificing immediate consumption for lending 
money. It can also be regarded as an incentive to save and invest while having the possibility to gain 
a higher return (Arnold, 2013). There are at least three reasons for which to be compensated with 
regard to the time value of money:  
 Being impatient to consume—it is the price for time, since people prefer consumption now 
compared to consumption later, 
 Inflation—if there is inflation, the price for time has to be added to the inflation for the loss of 
purchasing power over time, and 
 Risk—this involves the probability of not receiving a pay-out at all or one that is less than 
expected (Arnold, 2013). 
Capital is consequently only provided if the investor is compensated for impatience to consume, 
inflation, and the risk involved in the investment. Otherwise, no investor is willing to provide capital 
(Arnold, 2013). 
Under normal conditions, interest rates to be received for providing capital are positive so that the 
current, nominal amount of the capital is not the same as the future nominal. Having invested an 
amount CF0 with an interest rate r, the future amount CF1 is calculated as follows (Copeland et al., 
2005): 
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𝐶𝐹1 = 𝐶𝐹0 + 𝑟 ∙ 𝐶𝐹0 = 𝐶𝐹0 ∙ (1 + 𝑟) 
The other way around, the future amount CF0 can be reformulated based on equation 2 as follows:  
𝐶𝐹0 =
𝐶𝐹1
(1 + 𝑟)
 
CF0 is known as the present value (PV) or capital value. This is a basic concept of financial 
mathematics, which considers the different time value of money. In addition to this single-period 
perspective, multiple future periods with various money streams can be considered. Assuming the 
single, periodic interest rate r remains constant for all future periods t, CF0 equals the sum of the 
discounted future money streams based on equation 3. This approach provides the theoretical basis 
of the DCF method described in section 2.4.2.1:  
𝐶𝐹0 = ∑
𝐶𝐹𝑡
(1 + 𝑟)𝑡
𝑇
 𝑡=1
 
In a simplified environment in which uncertainties about future money streams do not exist, the 
discounting can be performed based on the risk-free interest rate rf (Copeland et al., 2005). However, 
if there are uncertainties about the height of future money streams—as encountered in reality—then 
the risk-free interest rate is not appropriate for discounting. Instead, an appropriate risk premium 
must be added to the risk-free interest for discounting purposes (section 2.5). This concept illustrated 
herein is known as a risk premium approach (Brigham et al., 1985, Arnold, 2008, 2013, Damodaran, 
2017)22.  
 Cash Flow Streams and Valuation Phases 
Before discussing the various valuation methods, the cash flow streams and the considered 
valuation phases are examined in more detail in the context of the above-mentioned concept of the 
time value of money (section 2.4.1.1) and the below illustrated DCF method (section 2.4.2.1). 
Identifying the relevant cash flow streams is a crucial and sometimes difficult step within corporate 
budgeting, with many pitfalls (Ehrhardt and Brigham, 2016). With regard to the cash flow streams 
for one defined period (for example, a month or year), a differentiation is made between a direct and 
an indirect estimation of the streams of cash flow. For valuation purposes, cash flow streams are 
relevant if they run to the provider of capital, while the concept of double counting prohibition must 
be considered, saying that only actual or potential distributions are relevant, and not financial 
revenues based on the balance sheet (annual net profit) (Brennan, 1971, Moxter, 1983, Damodaran, 
2001, Coenenberg and Schultze, 2002). A difference is to be made between cash flow streams 
exclusively to equity investors (shareholders)—known as free cash flow, levered cash flow, or 
FCFEquity—and cash flow distribution to providers of both equity and debt—known as free cash flow 
to entity, gross cash flow, or FCFEntity (Spremann and Ernst, 2011). The FCFEntity corresponds to the 
earnings before interest, depreciation, and amortisation (EBIDA), but after tax expenses (Kuhner 
and Maltry, 2006). In case of an all-equity financing, the FCFEquity equals the FCFEntity, naming 
(1) 
(2) 
(3) 
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FCFEntity also as unlevered cash flow or cash flow under an all-equity assumption (Drukarczyk and 
Schüler, 2009, Loßagk, 2014).  
The direct estimation of the free cash flow streams is possible for internal valuations or detailed 
valuations during a DD process, including the netting of all in- and out-coming streams (Beringer, 
2010, Hommel and Dehmel, 2010). As an example, Figure 16 schematically illustrates possible cash 
flow components to compute FCFEquity. 
Figure 16: Scheme for computing the levered and unlevered cash flow according to the direct 
estimation method (adopted from Beringer, 2010). 
Focus on equity cash streams 
Focus on both equity and debt  
cash streams 
   +   revenues    +   revenues 
   -    operating expenses    -    operating expenses 
   +   financial revenues  
   -    financial expenses  
   -    taxes on revenues and gains    -    taxes on revenues and gains 
=   Levered cash flow (FCFEquity) =   Unlevered cash flow (FCFEntity) 
 
In RES-E investments, the direct estimation method is frequently applied, since the cash flow 
components are known or provided, either within internal valuation processes, for example, for 
impairment tests, or during acquisition processes, which are usually based on a DD in which the 
seller of the project provides all relevant data and documents (for example, reports and contracts). 
Since the direct estimation of free cash flow is not always possible for external valuers, an alternative 
approach is provided with the indirect estimation method. It is based on published annual accounts, 
including the balance sheet and the profit and loss account, to derive the relevant profit gains and to 
be used as a forecasting instrument (Hommel and Dehmel, 2010). There are a variety of indirect 
estimation schemes in the literature, as outlined by Günther (1997). Since, as stated above, the 
indirect estimation process is not frequently applied for the valuation of RES-E investments, a more 
profound investigation into the indirect estimation method is not conducted in this work. 
Under close scrutiny, the cash flow streams must be regarded as estimates and should hence be 
defined as 𝐸[𝐹𝐶𝐹𝐸𝑞𝑢𝑖𝑡𝑦]̃  or 𝐸[𝐹𝐶𝐹𝐸𝑛𝑡𝑖𝑡𝑦]̃ . For simplification reasons, those variables are still written 
as FCFEquity equals FCFEntity.  
Since a projection of the cash flow is the basis for many of the valuation methods described below 
(section 2.4.2), for example, for the DCF method, the characteristic of the period relevant to the 
valuation is examined in more detail. For the valuation of the potentially infinite life of an enterprise, 
the ‘going concern principle’23 (Hawawini and Viallet, 2011, Arnold, 2013) is applied. In doing so, a 
two-phase model is typically used, dividing the cash flow projection into a detailed, initial forecasting 
phase and a second phase to determine a terminal value. This concept has been described by 
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various literature (e.g. Kruschwitz and Löffler, 2006). This simplification is usually not encountered 
in RES-E investments with a typically finite life span due to the ability to project cash flow streams 
for all relevant periods, i.e., from the commissioning date of the power plant or the point of 
perspective until the end of the project’s lifetime (decommissioning date) (Figure 17). 
Figure 17: One-phase model and two-phase model of valuation.  
 
In addition, on the equity level, there are two different types of free cash flows: the generated periodic 
cash flows within the company, independent of its possibility to distribute the cash flows to the equity 
investors, and the solely distributable cash flows to the equity investors. Accordingly, either of the 
cash flow types can be discounted for determining a corresponding PV (section 2.4.2.2). 
 Financing Policies 
To understand valuations, it is key to discuss the different types of implemented financing policies 
and the different rules applied in making decisions about debt financing. Burrowing debt capital 
typically benefits the company due to a lower corporate tax burden based on the tax deductability of 
the interest on burrowed capital. This concept is called tax shield of interests (Myers, 1974) (section 
2.4.3.2). In relation to valuations, there are two ideal types of financing policies: the autonomous 
financing policy and the value-oriented financing policy (Richter, 1998, Drukarczyk and Schüler, 
2009, Meitner and Streitferdt, 2012). Both of them are based on simplified assumptions about real, 
existing financing policies. 
In the case of the autonomous financing policy, which is also known as the determined financing 
policy (Drukarczyk and Schüler, 2009), the future amount of burrowed capital is given. Such a 
situation is encountered in credit agreements in which the complete redemption schedule is 
terminated until the complete repayment; this is frequently applied in project financing24 credit 
Two-phase model: 
1. phase: detailed planning phase 2. phase: going on phase (determination value) 
One detailed planning phase 
One-phase model: 
T1= 3-5 years t = 0 T2 = ∞ 
TE = 20-40 
years 
T = 0 
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agreements for RES-E investments which is a financing structure in low-risk environments (Böttcher 
and Blattner, 2010, Steffen, 2018). As such, the debt-equity ratio—the leverage—is variable. The 
resulting tax benefits are precisely predictable, and the tax shield can thus be regarded as safe, 
apart from the insolvency risk (Pawelzik, 2012).  
In contrast, the value-oriented financing policy, which is also known as the breezing financing policy 
(Drukarczyk and Schüler, 2009), defines a certain debt financing level or debt ratio as the target 
value. This could be constant over the observed period or periodically and specifically determined 
(Dierkes et al., 2009). The amount of debt capital—both the corresponding amount of interest and 
tax shield—consequently varies in relation to the equity value. As a result, the tax shield cannot be 
regarded as safe in this circumstance; instead, it is subject to the same risk of future payment 
surpluses or free cash flow to equity (FCFE) (Kruschwitz and Lorenz, 2011). 
Since the financing policy is applied as an instrument to maximise the enterprise, and because equity 
value and a financing policy that are independent of the company value are unrealistic, there are 
also mixed forms of those two ideal types of financing policies in reality (Perridon et al., 2014). 
 
 Reviewing Existing Valuation Methodologies 
Before discussing the models for estimating the CoC, the main available valuation methodologies 
are discussed. Table 8 provides an overview of different valuation methods. According to 
Mauboussin (2002b:1), ‘valuation is the mechanism by which investors trade cash today for future 
claims on cash flows’. The academic literature has divided it into two broad groups of methods: 
discounted cash flow (DCF) and non-DCF methods. In addition, ROV is shortly presented. 
The financial literature as well as the practice have demonstrated that the most popular and essential 
valuation methods are the DCF-based entity approach and equity approach and the discounted 
economic value added (EVA) (Mielcarz and Mlinarič, 2014). More specifically, the WACC approach, 
which is an entity approach (discussed in more detail in section 2.4.2.1), is the most popular method 
in international valuation practices (Drukarczyk and Schüler, 2009). The EVA approach (Appendix 
1) is not further investigated in this thesis, since it is seldom applied to valuating RES-E investment 
projects.25 Furthermore, practitioners do not concentrate on one technique. Surveys have 
demonstrated that multiple techniques are applied in valuation processes (e.g. Ryan and Ryan, 
2002). 
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Table 8: Classification of different existing valuation methods (adapted from Drukarczyk and Schüler, 
2009, Fernandez, 2016), with main valuation methods according to Mielcarz and Mlinarič (2014) in 
italics.  
Classification of Valuation Methods 
Balance Sheet-
based Methods 
Income 
Statement-
based Methods 
Mixed/Goodwill-
based Methods 
Discounted 
Cash Flow-
based Methods 
Value Creation Options 
Book value 
Adjusted book 
value 
Liquidation value 
Substantial value 
Multiples per 
sales, EBITDA 
Other Multiples 
(e.g. sales per 
production 
output) 
Classic method 
Abbreviated 
income method 
Entity approach 
(Free cash flow / 
free cash flow to 
entity) 
Equity approach 
(Equity cash flow 
/ cash FTE) 
Residual income 
valuation 
Equivalent 
approaches (CE, 
decoupled NPV) 
Economic value 
added (EVA) 
Economic profit 
Cash flow added 
CFROI 
Real option 
valuation 
Black and 
Scholes 
Investment 
options 
Expand the 
project 
Delay the 
investment 
Alternative uses 
 
 Discounted Cash Flow-based Methods 
The DCF-based approaches are all based on the research of Williams (1938). His theory of DCF 
analysis was created after the stock crises in 1929 to better value stocks and Gordon and Shapiro 
(1956) have ‘rediscovered’ the work. Today, the DCF method (Fisher, 1930, Williams, 1938, Gordon 
and Shapiro, 1956) is the benchmark valuation model, and it is used in the majority of financial 
valuations (e.g., Gitman and Vandenberg, 2000, Viebig et al., 2008). The model measures the 
intrinsic value, i.e., the expected cash flows, and it does not focus on measuring the book value. The 
DCF model is typically based on discrete time interval (days, weeks, months, or years—
predominately in years) rather than on continuous time (Carmichael, 2014).  
The DCF is regarded as superior, compared to non-DCF methods, since it considers the time value 
of money (section 2.4.1.1): investments with faster realised positive cash flows are more desirable 
(Baker et al., 2010). It is based on cash flow projections computed in spreadsheets. All of those 
approaches are static, as are many other approaches, i.e., future financial decisions in response to 
new available information are not considered in the models (Myers, 1974). 
There are various DCF based approaches. The literature has listed at least nine approaches that 
are based on free cash flow and discount rate calculations; they differ in the cash flows selected as 
valuation starting points and argue for the optimal technique to consider the tax shield (Küting and 
Eidel, 1999, Fernandez, 2007b, a, 2015, 2016). Regarding which cash flows to consider, the 
methods are generally divided into two groups, namely the equity or direct approach and the entity 
or indirect approach, while four of them are considered to be the most relevant based on the literature 
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review (Kuhner and Maltry, 2006, Hagenloch, 2007, Hawawini and Viallet, 2011) and relevance for 
this research. The first group of approaches estimates the equity value, while the latter group 
determines the enterprise value (Perridon et al., 2014). To receive the equity value as well, the 
market value of the cost of debt must be subtracted (Hawawini and Viallet, 2011). The approach that 
is chosen depends on the available information, the applied financing policy (section 2.4.1.3), and 
the type of results required (Figure 18). 
Figure 18: Overview of the different DCF-based methods (adopted from Steiner and Wallmeier, 
1999, Schultze, 2003, Britzelmaier, 2013). 
 
A first equity approach is the flow to equity (FTE) method, also called free cash flow26 to equity 
(FCFE), which uses the free cash flows 𝐹𝐶𝐹𝑡
𝑒𝑞𝑢𝑖𝑡𝑦
 available for the equity holders to be discounted 
with the cost of equity requity for the leveraged company to directly estimate the equity or shareholder 
value (Coenenberg and Schultze, 2006, Kuhner and Maltry, 2006, Berk and DeMarzo, 2011, 
Hawawini and Viallet, 2011, Mielcarz and Mlinarič, 2014). In international valuation practices, this 
approach could not gain acceptance, compared to other approaches, probably because it does not 
allow one to differentiate between different capital structures, and it solely focuses on the cash flow 
stream to equity holders (Kuhner and Maltry, 2006, Britzelmaier, 2013). The FTE approach can be 
applied for both a value-oriented and an autonomous financing policy (Ross et al., 2008). Applying 
a value-oriented financing policy with a corresponding constant leverage ratio, the future cost of 
equity requity remains constant (Loßagk, 2014). This results in the PV, according to the FTE method: 
𝑃𝑉 = ∑
𝐹𝐶𝐹𝑡
𝑒𝑞𝑢𝑖𝑡𝑦
(1 + 𝑟𝑒𝑞𝑢𝑖𝑡𝑦,𝑣)𝑡
∞
𝑡=1
 
 
(4) 
+ 
DCF-based methods 
APV approach CoC approach 
WACC 
approach 
FTE approach 
CE approach 
Value assuming 
all-equity-
financing  
Value of tax 
shield 
advantage  
Enterprise 
value = 
Value of finan. assets 
Value of debt 
+ 
- 
Equity 
value = 
Special FTE 
approach  
Equity approaches 
(Direct approaches)  
Entity approaches (Indirect approaches)  
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In the autonomous financing policy, the 𝐹𝐶𝐹𝑡
𝑒𝑞𝑢𝑖𝑡𝑦
 must be discounted with dynamic, periodic, 
specific discount rates requity, v (Loßagk, 2014); practitioners have also called this the dynamic FTE 
approach (Deloitte, 2014). In both financing policies, the FTE approach encounters circulation 
issues27 with regard to the appropriate discount rate in relation to the debt/equity ratio and the 
corresponding WACC (Casey, 2004, Loßagk, 2014). 
In any of the financing policies, the equity approach has problems with interdependencies in relation 
to determining discount rates and/or free cash flows, which leads to inconsistencies (Drukarczyk and 
Schüler, 2009). 
For simplification purposes, the FTE approach is often also applied with a constant discount rate, 
even if an autonomous financing policy is implemented. This simplified FTE approach is the most 
frequently used valuation method in pricing RES-E projects. It has the advantage of being easy to 
implement, understand, and communicate. However, it comes with the drawback of being overly 
simplified and inaccurate due to its negligence of the changing risks and capital structure over time 
(Deloitte, 2014). 
According to Mielcarz and Mlinarič (2014), the FTE approach provides incentives to improve the 
capital structure (debt/equity ratio) by increasing the project’s leverage to receive higher equity return 
rates, while causing higher risks of over-financing the project and financial distress for the superior 
entity. This risk is reduced when the principles are ensuring by minimising the WACC and 
simultaneously maximising the company value (section 2.4.3.2). The WACC approach described 
below has less jeopardy in this sense. However, project financing, which is a widely applied financing 
approach for special purpose vehicles (SPVs), provides a specific case for FTE valuation. The 
financial risk of the project, the SPV, must be separated from the superior entity, i.e., an increase in 
debt in the SPV does not directly increase the financial risk of the entity. In such a case, an increase 
in the financial distress risk does not decrease the value of the entity. At the same time, the investing 
entity must be considerably diversified and stable to losses of the invested equity in case of the 
bankruptcy of the SPV (Mielcarz and Mlinarič, 2014). 
The CE method and the deduced decoupled NPV (DNPV) approach, discussed in sections 2.4.4.3 
and 2.4.4.4, can both be considered as methods derived from the FTE approach. 
The adjusted PV (APV) model is an alternative DCF-based approach, as developed and presented 
by Myers (1974). Its modular approach enables a valuation with less interdependencies between the 
unlevered asset value and tax shield effects. In addition, the APV does not require any iterative 
computations (Drukarczyk and Schüler, 2009) in case of the autonomous financing policy, in contrast 
to the encountered circulation issues in the FTE, WACC, and CoC approaches. It is particularly 
adequate for valuing a business that changes its capital structure over its lifetime and for providing 
transparency in applying the CoC (Drukarczyk and Schüler, 2009, Deloitte, 2014, Koller et al., 2015). 
It is an entity approach, since the APV method calculates the enterprise value. This levered value of 
the business assets is computed by adding the unlevered asset value, which is the all-equity-finance 
value, to the PV of the tax savings (Hawawini and Viallet, 2011, Britzelmaier, 2013), whereas the all-
72  Literature Review 
 
equity value results from discounting the free cash FTE, the FCFentity (equation 5). Then, to receive 
the equity value, the PV of debt is subtracted, and the PV of financial assets is added. 
𝐴𝑃𝑉 = ∑
𝐹𝐶𝐹𝑡
𝑒𝑛𝑡𝑖𝑡𝑦
(1 + 𝑟𝑜)𝑡
∞
𝑡=1
 
In case of the autonomous financing policy, the risk free interest rate rf is applied for calculating the 
tax shield, since it is regarded as secure (see 2.4.1.3) if the insolvency risk is not considered (Richter, 
1998). For the value-oriented financing policy, the PV of the debt is more complex to be calculated 
using again iteration processes, and the intermediate results based on the WACC approach 
described below (Miles and Ezzell, 1985). Therefore, a reasonable and economically efficient 
application of APV is only given for the valuation of a company with an autonomous financing policy 
(Locarek-Junge and Loßagk, 2011), although a consistent application of the APV with a value-
orientated financing policy leads to results comparable to those of the other DCF methods 
(Wallmeier, 1999). The valuation of a company with a capital structure that is expected to change 
over time or an autonomous financing policy is best performed with the APV method (Ross et al., 
2008, Hawawini and Viallet, 2011, Britzelmaier, 2013). Consequently, it is also the most optimal 
method for RES-E investment projects with such a financing structure (Deloitte, 2014). APV is also 
the preferred method to valuate companies which plan to reduce its (high) leverage (Inselbag and 
Kaufold, 1997). However, a significant disadvantage is the more cumbersome calculation of the 
unlevered equity discount rate (Britzelmaier, 2013). There is also a risk that the bankruptcy costs, 
particularly in cases of high leveraged companies, are not adequately considered in the valuation, 
which, if ignored, could lead to an overstatement of the firm’s value (Damodaran, n.d.). This could 
create some challenges when applying APV in practice. Damodaran (n.d.) has provided some 
suggestions for calculating the bankruptcy costs (equation 6) and selecting adequate input data:  
Expected bankruptcy cost = Probability of bankruptcy *  
Cost of bankruptcy * Unlevered firm value 
However, this bankruptcy cost might be less relevant for project-financed companies (Mielcarz and 
Mlinarič, 2014), since in the case of a non-recourse finance scheme, only the project itself 
guarantees the project’s default (Böttcher and Blattner, 2010, Investopedia, n.d.-e).  
As another entity approach, the WACC approach (Drukarczyk and Schüler, 2009, Mielcarz and 
Mlinarič, 2014) is based on discounting the free cash flow to firm/entity, the FCFentity. It takes the 
perspective of all parties financing the project by assuming a fictive all-equity financing (Drukarczyk 
and Schüler, 2009), as in the APV. The general characteristics of the WACC are described in section 
2.4.3.2. Different to the WACC of an investing company, the applied discount rate in this approach 
is defined as the project WACC, in line with Mielcarz and Mlinarič (2014), which equates to the 
WACC of the investment object. The interest rates of debt providers are not taken into account in 
this approach to not lead to a double counting, since they are already represented in the project 
WACC rWACC, which is taken as the discounting rate. In other words, to compensate for a potential 
tax income increase by not accounting for tax deductible capital expenses in the cash flows, a tax 
(5) 
(6) 
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shield is introduced within the WACC calculation (Drukarczyk and Schüler, 2009, Britzelmaier, 2013, 
Mielcarz and Mlinarič, 2014). As with the APV approach, the equity value is reached by subtracting 
the PV of the debt and by adding the PV of the financial assets (Hawawini and Viallet, 2011).  
Applying the WACC approach has the advantage of avoiding uncontrolled debt increase, high 
gearing, and corresponding financial risks (Mielcarz and Mlinarič, 2014). The approach is also 
regarded as advantageous due to its simplicity and its suitability in the case of a value-oriented 
financing policy with a constant discount rate (Ross et al., 2008, Mielcarz and Mlinarič, 2014) while 
following a predefined, targeted capital structure (Drukarczyk and Schüler, 2009). In line with the 
perspective of VBM (section 2.6.1), investors’ interests are not jeopardised by over-investing with 
high purchase prices or under-financing with low equity amounts, in contrast to the FTE approach 
(Mielcarz and Mlinarič, 2014). However, Mielcarz and Mlinarič (2014) have admitted that project-
financed projects are an exception to this rule, since over-averaged debt financing amounts do not 
increase the financial risk of the investing entity due to their non-recourse finance nature (see above). 
Another advantage is given for all entity approaches alike by not focusing on the optimal capital 
structure, i.e., by separating investment decisions from activities in finding the optimal financing 
structure (Mielcarz and Mlinarič, 2014) and for situations with uncertain tax shield advantages. 
However, special care must be taken in the case of companies with expenses from allocation to 
provisions and with low levels of earnings and liquidity, which can lead to inconsistencies with this 
approach (Drukarczyk and Schüler, 2009). 
Within the value-oriented financing policy approach, both the debt and equity ratio are determined 
and fixed, and the rWACC is constant if the cost of equity requity and the cost of debt rdebt are constant 
in time (Spremann and Ernst, 2011). In case of the autonomous financing approach, the discount 
rate rWACC is not constant over time, since the equity and debt ratio changes from each considered 
period to the next. The rWACC must consequently be recalculated from one period to another. Again, 
the circulation issue must be considered to calculate the PV of the tax shield and the enterprise value 
for each period in order to able to compute the periodic-specific rWACC,t (Inselbag and Kaufold, 1997). 
To avoid the application of the cumbersome and impractical iteration processes in practice, the 
approach falls back on the outcomes of the APV approach (Drukarczyk and Schüler, 2009).  
The CoC approach, also known as total cash-flow approach, is also an entity approach; it is related 
to the WACC approach. It has as a similar cash flow perspective, without assuming a fictive all-
equity financing, but considering the cash flow streams to both equity and debt providers. In contrast 
to the WACC approach, it incorporates the tax shield advantages directly within the cash flow 
projections and applies a WACC without considering the tax shield effects (Drukarczyk and Schüler, 
2009, Britzelmaier, 2013). However, Lonergan (2009) has pointed out that pre-tax discount rates on 
cash flows must be applied with specific caution in order not to make fundamental mistakes. The 
suitability of this approach is similar to the WACC approach. 
Table 9a and Table 9b summarise the above-mentioned findings, while Figure 19 provides an 
overview of the main previously presented DCF-based valuation models, focusing on determining 
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an equity value. If the presented models are applied consistently, the same outcomes (NPV or IRR) 
should result (Drukarczyk and Schüler, 2009, Deloitte, 2014, Fernandez, 2015, 2016)—at least 
theoretically. Therefore, they are called alternatives, differing in the cash flows selected to start the 
valuation (Fernandez, 2016). However, applying two or more of those methods does not necessarily 
result in the same outcome (Damodaran, n.d.). Moreover, the inconsistent application of their 
interchangeable assumptions often leads to the wrong conclusion (Mielcarz and Mlinarič, 2014). 
Nevertheless, each of those methods must be evaluated in terms of its strengths and weaknesses 
in valuing a target company or asset. The following concise comparison provides some support in 
choosing the optimal valuation method:  
 There are many who regard the APV approach as the most consistent method for valuing a 
company with an autonomous financing policy (Kruschwitz and Löffler, 1999, Drukarczyk and 
Schüler, 2009). To avoid overvaluing assets, it is crucial to also consider the bankruptcy 
costs, particularly in the case of high leveraged companies. This could create some 
challenges when applying the APV in practice (Damodaran, n.d.). However, for the valuation 
of companies with project financing (a typically autonomous financing policy), the APV is the 
most suitable approach, while bankruptcy costs are less relevant for project-financed 
companies, which only provide project-specific securities to the debt providers (Mielcarz and 
Mlinarič, 2014). 
 The WACC approach is the optimal choice in the case of a value-oriented financing policy 
with uncertain tax shield advantages and a predefined target capital structure (Kruschwitz 
and Löffler, 1999, Drukarczyk and Schüler, 2009). 
 The CoC approach for the valuation of companies is also suitable for companies with a value-
oriented financing policy, but with more certain tax shield advantages. Bankruptcy cost are 
directly considered in this approach, and no specific adjustment has to be made, in contrast 
to the APV approach (Damodaran, n.d.).  
 For the application of the equity approach, there are different opinions. Since the APV and 
the WACC approaches are best suited to both financing policies, the equity approach 
becomes superfluous, according to Kruschwitz and Löffler (1999). Likewise, Drukarczyk and 
Schüler (2009) have argued that the equity approach is inappropriate in both autonomous 
and value-oriented financing policies, since it depends on the APV or WACC approach. 
Sieben (1995) has still seen some potential in the equity approach in practice when having 
to make a choice between the WACC and the equity approach for a company valuation with 
an autonomous financing policy. The exclusive focus on this technique might lead to 
maximised value with increasing financial risk (uncontrolled debt increase) (Mielcarz and 
Mlinarič, 2014). 
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Figure 19: Different valuation models in relation to defining the equity value (adopted from Richter, 
1998, Drukarczyk and Schüler, 2009, Hawawini and Viallet, 2011). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 The DCF method is applied by assuming that the firm is all-equity-financed; 2 in case of value-oriented financing policy 
(Miles and Ezzell, 1985); 3 in case of autonomous financing policy (Richter, 1998); 4a Tax shield is not considered in the 
FCFentity of the CoC approach (Drukarczyk and Schüler, 2009); 4b Tax shield is considered in the FCFentity of the WACC-
approach (Kuhner and Maltry, 2006); 5 Static version or dynamic version with yearly/multi-year adjustment (Deloitte, 2014). 
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Table 9a: Overview of the various DCF-based methods for the equity/direct approaches to estimate 
the equity value of an investment (adopted from Hagenloch, 2007, Drukarczyk and Schüler, 2009, 
Hawawini and Viallet, 2011, Britzelmaier, 2013, Deloitte, 2014, Mielcarz and Mlinarič, 2014). 
 
Equity / direct approaches 
FTE CE 
Perspective 
Exclusively investor’s equity 
capital 
Exclusively investor’s equity 
capital 
Relevant cash flows Net free cash flow FCFequity 
Certain net free cash flow to 
equity cFCFequity 
Discount rates 
Cost of equity of a leveraged 
company as premium for i) 
investment risk and ii) financial risk 
Risk free rate 
Consideration of tax shield Integrated in cash flow analysis 
Considered in cash flow analysis, 
but less relevant due to lower 
cash flows 
Necessary assumptions for constant 
discount rate 
Constant investment risk, 
constant leverage, 
no insolvency risk 
Constant investment risk, 
constant leverage, 
no insolvency risk 
Autonomous financing policy 
Dynamic, periodic specific equity 
discount rate requity, v  
 
Circulation problems 
Apply risk free interest rate rf 
Value-oriented financing policy 
Constant equity discount rate 
requity, of the whole valuation period 
 
Circulation problems 
Apply risk free interest rate rf 
Appropriate approach in case of  
No particular suitability (although 
being an adequate valuation 
approach in case of project 
finance investment) 
Focus on risk and value protection 
(section 2.4.4.3) 
Issues 
Exclusive focus on this technique 
might lead to maximize value with 
increasing financial risk 
(uncontrolled debt increase), 
iterations for both financing 
policies necessary, bankruptcy 
costs must be considered 
particularly for high leveraged 
companies 
Comprehensibility and 
communicability 
Appropriate for RES-E investments 
Typical method for pricing in the 
market, however, by applying a 
simplistic approach with constant 
discount rate 
Possible, but seldom applied 
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Table 9b: Overview of the various DCF-based methods for the entity/indirect approaches to estimate 
the equity value of an investment (adopted from Hagenloch, 2007, Drukarczyk and Schüler, 2009, 
Hawawini and Viallet, 2011, Britzelmaier, 2013, Deloitte, 2014, Mielcarz and Mlinarič, 2014). 
 
Entity / indirect approach 
APV WACC CoC / Capital-Cash-Flow 
Perspective 
Assuming an all-equity 
financing (i.e. ignoring debt 
financing), capital structure 
is considered separately for 
tax shield effects 
All financing parties 
perspective, assuming an 
all-equity financing (i.e. 
ignoring debt financing), 
All financing parties 
perspective, from both equity 
and debt provider 
Relevant cash flows 
Gross free cash flow 
FCFentity 
Gross free cash flow 
FCFentity without tax 
deduction 
Gross free cash flow FCFentity 
a (sum of equity, after tax 
deduction, and debt cash 
flows)  
Discount rates 
Cost of equity of unlevered 
company plus debt 
financing costs 
WACC including tax 
shield considerations 
(rWACC) 
WACC without considering 
tax effects (rCoC) 
Consideration of tax 
shield 
Separate analysis by 
discounting tax saving 
Integrated in discount 
rate 
Integrated in cash flow to 
equity 
Necessary 
assumptions for 
constant discount rate 
Constant investment risk, 
autonomous financing 
policy (see below), 
no insolvency risk 
Constant investment risk, 
constant leverage, 
no insolvency risk 
Constant investment risk, 
constant leverage, 
no insolvency risk 
Autonomous financing 
policy 
Apply unlevered cost of 
equity1 as discount rate and 
risk free rate rf for 
calculating tax shield 
 
No restrictions 
Dynamic, periodic 
specific project WACC 
rWACC 
 
Circulation problems 
Dynamic, periodic specific  
CoC rCoC 
 
Circulation problems 
Value-oriented 
financing policy 
Apply unlevered cost of 
equity1 as discount rate and 
cost of debt rdebt for 
calculating tax shield 
 
Circulation problems 
Constant project WACC 
rWACC 
 
No restrictions 
Constant CoC rCoC 
 
No restrictions 
Appropriate approach 
in case of  
Autonomous financing 
policy 
Value-oriented financing 
policy 
No particular suitability 
Issues 
No particular issues 
 
(estimating unlevered cost 
of equity is less common) 
Project WACC vs. 
company WACC in case 
of big differences in 
debt/equity structure 
 
Risk of inconsistencies in 
case of companies with 
expense from allocation 
to provisions and with low 
levels of earnings and 
liquidity 
Not commonly known, less 
accepted by decision makers 
Appropriate for RES-E 
investments 
Recommended 
Not recommended due to 
the complexity of 
applying periodic specific 
and changing rWACC 
Not recommended if 
calculation of IRR is 
necessary 
1 The DCF-based method is applied by assuming that the firm is all-equity-financed.  
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Other types of DCF-based methods that are used to rate and compare investments include the 
profitability index (PI) and the discounted payback period (DPB). However, these methods are less 
adequate for estimating the enterprise or equity value; they are often used as key indicators. The PI 
is the PV of the project’s cash inflow per currency unit of its initial investment. It provides a return 
per currency unit of the investment, which is a relative measure to be able to rank projects. A ratio 
of 1 is logically the lowest acceptable value, since any measure lower than 1 would indicate that the 
PV of the project is less than the initial investment. Similar to the IRR, the PI has a limitation for 
comparing mutually exclusive projects of different sizes; for example, a substantially larger project 
with a lower PI or lower IRR could add more value to a firm, compared to a smaller project with a 
higher PI or higher IRR (Baker et al., 2010, Brealey et al., 2011). The DPB measures the time 
between the initial outlay and the time to recover from the cash inflows using DCF. A project with a 
shorter recovery period is more attractive due to the lower involved risks (Hawawini and Viallet, 
2011). However, the DPB ignores the issue and challenges of valuation with project duration (section 
2.3.2). In particular, it erroneously assumes a constant risk also for distant cash flows, even if there 
is increasing systematic risk due to the duration (Myers and Turnbull, 1977, Cornell, 1999). It also 
neglects the cash flows after the DPB (Baker et al., 2010, Brealey et al., 2011). If the primary cause 
of systematic risk is the variation in future expected return rates, then this method is applicable 
(Cornell, 1999). Since it does not consider the total project profitability, it is not an optimal method 
for comparing mutually exclusive projects (Baker et al., 2010, Brealey et al., 2011) and for projects 
with high volatility in cash flows due to systematic risk in case of a long project duration and a 
correspondingly long DPB (Cornell, 1999). 
Apart from the previous discussion on how to consider the different types of risk (unsystematic and 
systematic, section 2.3.1) in valuation, critics have said that uncertainty in the cash flows cannot 
explicitly be accounted for (Copeland and Antikarov, 2003). Although possible solutions for 
considering uncertainty in DCF models exist by incorporating scenario and/or sensitivity analyses or 
simulations (section 0), or within the proposed CE method (above and section 2.4.4.3), reacting to 
uncertainty through active decision making cannot be appropriately covered by DCF methods (Leslie 
and Michaels, 1997, Villiger and Bogdan, 2005). This limitation implies that to use DCF methods, 
management must take the decision today without being able to make major decisions during the 
lifetime of the project (Kemna, 1993, Villiger and Bogdan, 2005). However, there are model versions 
that incorporate uncertainties, such as the expected NPV (eNPV)28 models (Stewart et al., 2001, 
Villiger and Bogdan, 2005), which are not elaborated in more depth in this thesis. Moreover, when it 
is known that different elements of a cash flow are associated with different risks, this circumstance 
should be reflected by applying different discount rates in the DCF model (Kemna, 1993). 
 The NPV and IRR 
The investment appraisal based on DCF is either done by computing the NPV or the IRR, both of 
which are examined in more detail below. 
The calculation of the NPV of an investment is based on the time value of money and the risk 
adjusted future cash flow projections with an appropriate discount rate (Baker et al., 2010, Loderer 
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et al., 2010, Hawawini and Viallet, 2011). It is a quantitative model, ideally to compare different 
investments (Mauboussin, 2002a). The most straightforward DCF model to calculate the NPV is 
derived from equation 1 with the following variables: time t, initial investment 𝐼0, net cash inflow
26 
𝐶𝐹𝑡   in period t, and discount rate r (equation 7). The first two variables are known, while the other 
two must be estimated. For the time being, the discount rate r is provided, before discussing it in 
more detail in sections 2.4.3 and 2.5.  
𝑁𝑃𝑉 = −𝐼0 +  ∑
𝐶𝐹𝑡
(1+𝑟)𝑡
∞
𝑡=1  (7) 
For any given point in time, the cash flow is adjusted with the discount rate r for market risk and time 
value of money. As described above, depending on the financing policy (section 2.4.1.3), r can be 
constant and periodically, specifically adjusted. There is always a pair of inputs: one discount rate 
and one cash flow for each point per time period (Loderer et al., 2010, Hawawini and Viallet, 2011).  
An additional, widely applied DCF method is the IRR; it also considers the time value of money 
(Arnold, 2013). For practical reasons, only one IRR over the whole valuation period is calculated. 
This method is appropriately applied in the case of the simplified FTE approach, which supposes a 
constant discount rate, i.e., a constant IRR (Deloitte, 2014). In contrast to the NPV method, the IRR 
starts the other way around, from the investment amount. The IRR of a project is the rate of return k 
in which the initial investment 𝐼0 equates to the PV of the future net cash inflows 𝐶𝐹𝑡 (equation 8). In 
other words, the IRR is the rate of return at which the NPV is zero (Arnold, 2013) (equation 9). 
𝐼0 =
𝐶𝐹1
1+𝑘
+
𝐶𝐹2
(1+𝑘)2
+
𝐶𝐹3
(1+𝑘)3
… .
𝐶𝐹𝑡
(1+𝑘)𝑡
  (8) 
 
𝑁𝑃𝑉 = −𝐼0 +
𝐶𝐹1
1+𝑘
+
𝐶𝐹2
(1+𝑘)2
+
𝐶𝐹3
(1+𝑘)3
… .
𝐶𝐹𝑡
(1+𝑘)𝑡
= 0  (9) 
 
If the IRR exceeds the required return rate for a project, or a hurdle rate (section 2.4.3), i.e., the 
opportunity costs of investors’ funds, then the project should be accepted (Baker et al., 2010, Arnold, 
2013). If the NPV is the main result of the valuation, then an implied IRR can be calculated, provided 
that the valuation methodology is consistent for the applied investment and the application of a 
constant return rate can be applied (Espinoza and Morris, 2013, Damodaran, 2017). 
The NPV is ideally used to compare different investments (Mauboussin, 2002a, Arnold, 2013), and 
it is regarded as better suited than the IRR, which has some limitations and drawbacks (Table 10) in 
some specific circumstances (Baker et al., 2010, Arnold, 2013, Ehrhardt and Brigham, 2016), such 
as the following: 
 an unacceptable situation of receiving multiple solutions while computing the IRR in case of 
cash flow projections with unconventional cash flows, for example, outflows followed by a 
series of inflows and vice versa (Arnold, 2013);  
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 a misleading ranking of mutually exclusive projects with different sizes—for example, a 
substantially larger project with a lower IRR but higher NPV could add more value to a firm, 
compared to a smaller project with a higher IRR but lower NPV (Baker et al., 2010, Osborne, 
2010, Ehrhardt and Brigham, 2016)—and with different shapes between the relation of NPV 
versus discount rates and different IRRs. Ranking projects in terms of their IRRs is constant, 
whereas the ranking of projects by their NPV is not fixed, since they depend on the applied 
discount rate (Figure 20) (Arnold, 2013);  
 the possibility of misinterpretation in cases of financing-type decisions, in contrast to 
investment-type decisions (Arnold, 2013); 
 biases due to intra-periodic cash flows being reinvested at the same rate of IRR rather than 
the often lower and more realistic opportunity CoC or going concern rate (Arnold, 2013); and  
 the drawback of not being able to sum up the IRR of various projects in a portfolio, in contrast 
to the NPV of each project (Arnold, 2013).  
Despite the reported limitations, the IRR approach continues to enjoy great appreciation in capital 
budgeting processes (e.g. Bröer and Däumler, 1986, Pike, 1996, Arnold and Hatzopoulos, 2000, 
Graham and Harvey, 2001, Brounen et al., 2004). Modern computers with easily applicable 
spreadsheet programmes provide additional support for calculating the IRR, which is usually more 
difficult to compute manually than the NPV (Arnold, 2013). Some of the reasons for the IRR’s high 
popularity are as follows: 
 From a psychological point of view, percentages (for example, an IRR of 9%) can be more 
easily grasped than an absolute amount of an NPV (for example, 100,000 EUR) (Arnold, 
2013). 
 For the calculation of the IRR, no predefined required return rate is necessary, in contrast to 
the NPV approach for which the required return rate is essential. Not knowing the required 
return rate might be done on purpose. The senior manager might not communicate it before 
seeing the IRR result to avoid bias in valuation processes. This danger always exists, since 
humans naturally try to reach their personal goals; for example, by trying to adjust the cash 
flow projection of the targeted investment to match the required return rate (Arnold, 2013). 
 The issue with the ranking of IRR (see above and Table 10) results might not be known by 
some managers, erroneously believing that ranking the projects based on their IRRs is an 
accurate and straightforward process (Arnold, 2013). 
 Practitioners appreciate the IRR method, since it is a straightforward approach to compare 
investments in market dynamics and price negotiations (Deloitte, 2014). 
These above-mentioned disadvantages and limitations of the IRR method have only been found for 
the NPV approach with regard to potential biases due the involved assumption of reinvesting the 
intra-periodic cash flows at the same discount rate applied in the NPV calculation, particularly in 
case of discount rates lower or higher than the CoC of the investment company (Table 10). 
Therefore, the NPV approach is the theoretically dominant method as well as the best method with 
regard to maximising shareholder value while valuating investment projects. However, the 
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application of the NPV method requires profound research, understanding, and thought (Arnold, 
2013). Therefore, the communication of a project’s viability is often still done in terms of percentages 
(Arnold, 2013). However, some of the IRR’s limitations can also be solved, including the application 
of an NPV versus discount rate relationship diagram. In doing so, mutually exclusive projects (Figure 
20) can be discussed with regard to their influence on the NPVs in relation to the projects’ IRRs while 
maximising investors and company value. As another alternative, the modified IRR (MIRR) approach 
is a more realistic approach to reinvesting intra-periodic cash flows with the opportunity CoC instead 
of the higher, unrealistic IRR (Kierulff, 2008, Arnold, 2013). These limitations of the IRR method and 
the preferred type of communication with percentages is probably the reason larger organisations 
do not rely solely on one valuation approach for analysis and communication (Arnold, 2013). 
Table 10: The NPV vs. the IRR—characteristics, limitations, drawbacks, and theoretical dominance 
(adopted from Kierulff, 2008, Arnold, 2013). 
NPV IRR 
 
 Considers the time value of money 
 
 In cases of the non-mutual exclusivity of projects 
(all projects can be accepted), all projects with a 
positive NPV should be accepted to maximise 
shareholder value. 
 
 
 Handling of non-conventional cash flows. 
 
 
 
 In the case of mutually exclusive investment 
projects, the ranking of various projects based on 
absolute amounts leads to better decisions, since 
the NPV depends on the applied discount rate, 
and as an absolute amount, it is more meaningful 
as a percentage. 
 
 
 Takes into account the scale of investment 
(theoretical dominance of NPV approach). 
 
 Additivity of NPV of different projects is possible, 
e.g. in case of acquiring a portfolio of projects 
 
 Both investing- and financing-type decisions can 
be performed with NPV 
 
 Biases due to intra-periodic cash inflows to be 
reinvested at the same discount rate applied for 
the NPV calculation until the end of a project’s life 
(reasonable assumption in case of applied 
discount rate is similar to the CoC of the investing 
company, but unrealistic assumption when the 
applied discount rate is higher or lower than the 
CoC of the investing company) 
 
 
 Considers the time value of money 
 
 In cases of the non-mutual exclusivity of 
projects (all projects can be accepted), all 
projects with an IRR higher than the 
opportunity CoC or a set hurdle rate can be 
accepted to maximise shareholder value. 
 
 Multiple solutions due to unconventional 
cash flows (i.e. outflows followed by a series 
of inflows or vice versa) 
 
 In the case of mutually exclusive investment 
projects, the ranking of various projects with 
respect to different project sizes or different 
ages based on percentages can lead to 
wrong decisions  
 solution: present graph with NPV vs. 
discount rate (IRR) 
 
 Does not take into account the scale of 
investment 
 
 No additivity of IRR of different projects is 
possible 
 
 Financing-type decisions can result in wrong 
interpretations of IRR results 
 
 Biases due to intra-periodic cash inflows to 
be reinvested at the same rate of IRR until 
the end of a project’s life (problematic with 
particularly high IRR, an unacceptable 
assumption) 
 solution: apply MIRR approach. 
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Figure 20: The NPV vs. the discount rate relationship diagram, applied to discuss and rank mutually 
exclusive projects (adopted from Arnold, 2013). 
 
From another perspective, DCF methods for project valuations distinguish between equity IRR or 
equity return rate, discounting the free cash flow to equity (FCFEquity), and project IRR or project 
return rate, discounting the free cash flows to firm or entity (FCFEntity), i.e., discounting all cash flow 
streams to debt and equity holders (Figure 21, see section 2.4.1.2). The project IRR corresponds to 
the discount rate applied in discounting the EBIDA streams to reach the enterprise value. 
As mentioned in section 2.4.1.2, the equity IRR or equity NPV can also be based on the forecasted 
distributable cash flows to the equity investors (Output IRR or Output NPV), which considers 
distribution restrictions.  
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Project 2 
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WACC of the 
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Figure 21: Equity IRR and project IRR calculation (author’s own illustration). 
   +   revenues   
   -    operating expenses   
   +   financial revenues  =   Unlevered cash flow / free 
cash flow to debt and equity 
holders (FCFEntity) 
   -    financial expenses  
   -    taxes on revenues and gains  
 
=   Levered cash flow / FCFE 
(FCFEquity) 
 
 
 
 
 
 
 Non-DCF-based Methods 
Non-DCF methods remain popular due their simplicity and their focus on risk (Baker et al., 2010, 
Brealey et al., 2011), although they are regarded as less sophisticated, and they have receive less 
positive recommendations for application from the capital budgeting theory (Mielcarz and Mlinarič, 
2014). 
As with DPB, the PB looks at the time to recover its initial investment without discounting cash flows, 
and it is characterised by its advantage to focus on risk. The shortcomings are similar to DPB in that 
the deficiencies do not take into consideration the total project return while failing to consider the 
time value of money (Baker et al., 2010, Brealey et al., 2011). 
The accounting rate of return (ARR) methods divide the average annual incremental accounting 
profit by the initial investment—either capital, equity, or assets—to obtain the expected ratio: either 
the return on capital (ROC), the return on equity (ROE), or the return on assets (ROA). All are based 
on accounting information and are therefore also known as book rates of return (Solomon, 1963, 
Brealey et al., 2011). The ARR is a straightforward method; however, again, it fails to consider the 
time value of money and the cash flows instead of the accounting profit, since firms cannot reinvest 
accounting profits (Baker et al., 2010). Moreover, some relevant, intangible assets might not be 
considered in the accounting statements (Brealey et al., 2011). 
Another simple non-DCF method is the multiple approach (MA) or valuation by comparables 
(Drukarczyk and Schüler, 2009, Koller et al., 2015). Such market-price-oriented approaches are 
based on the principles of the law of one price (Berk and DeMarzo, 2011) and of making comparision 
discounted at 
rate i  
discounted at 
to find equity IRR = i  
where NPV of equity value = 0 
to find project IRR = j  
where NPV of project value / 
enterprise value = 0 
rate j 
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with other similar investments (Moxter, 1983)29. The MA assumes that a ratio comparing value to 
some firm-specific variable (such as operating margins, cash flow, or production output) is the same 
across similar firms based on the comparative company approach (Popp, 2012) to compute 
earnings, book value, EBITDA, or revenue multiples (Lewis et al., 1994, Drukarczyk and Schüler, 
2009, Hawawini and Viallet, 2011). For example, in the EBITDA MA, the enterprise value is 
calculated by multiplying the average EBITDA by the selected or defined EBITDA multiple. The 
equity value can be similarly computed with one of the equity MAs, such as earnings, cash flows, 
and book value. On the other hand, for RES-E projects, the ratio between the investment value 
divided by the annual energy production is a widely accepted MA. As a starting point, to apply any 
of the available MAs, the affiliation to a peer group must be defined. According to Ballwieser and 
Hachmeister (2013), companies must be similar or equal to each other at least in terms of the 
following:  
 Sector or markets 
 Lifecycle of company 
 Ownership structure 
 Size 
 General conditions regarding research and development, production, and sale 
 Financial structure 
 Regulatory obligations 
This trivial approach is often a first step in the valuation process to compare different investments 
(Brealey et al., 2011). Advocates of this method believe that this approach is performed faster than 
the DCF method. However, MAs may be only apparently true (Ballwieser and Hachmeister, 2013), 
since the choice of the right peer companies can lead to insurmountable difficulties; for example, 
how to consider outliers or how to deal with the lower fungibility in the case of an NTA when having 
to compare it to a group of PTCs with accessible data (Loßagk, 2014). In addition, MAs have serious 
disadvantages in performing sensitivity analyses to determine the relevant value drivers. This ability 
is a powerful technique of all DCF-based methods (Hawawini and Viallet, 2011) (section 2.4.2.1). 
 Real Option Valuation 
Although the focus of this research is not on RES-E projects with high uncertainties, such as projects 
in the development phase or highly leveraged firms with corporate loans30, this topic is still discussed 
at this stage to provide a full picture of possible valuation approaches for RES-E projects. Regardless 
of adjustment possibilities in the DCF models (section 2.3.3.1), for modelling higher uncertainties, 
the ROV models are better suited (Amram and Kulatilaka, 1999, Villiger and Bogdan, 2005), as 
introduced by Myers (1977). Real option31 valuation depicts active decision making better than DCF 
models (Villiger and Bogdan, 2005, Regan et al., 2015), since models based on DCFs do not assign 
a value to flexibility (Leslie and Michaels, 1997). Since it is almost impossible to define the correct 
discount rate for projects with high uncertainties and with option-like characteristics, ROVs are based 
on option pricing considerations (Gilbert, 2004, Loderer et al., 2010) on the basis of the model of 
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Black and Scholes (1973). The Black-Scholes model is regarded as one of the most effective 
approaches to assess the value of a bet or an insurance policy based on stock exchange data 
(McNulty et al., 2002). From a practitioner’s point of view, some authors (Copeland and Weiner, 
1990, Dixit and Pindyck, 1995) have also been convinced that the use of the options methodology 
offers managers a better handle on uncertainty.32 This rather complex method necessitates 
corresponding knowledge and experience to be able to make appropriate decisions. Incorrect 
application of ROV modelling could have severe effects on investment decisions (Collan et al., 2016).  
Real option valuation seems to be particularly suitable for earlier phases of RES-E projects in which 
management still has a greater scope of action (Loderer et al., 2010), in contrast to the limited scope 
of action in the operating phase (section 1.2), and incomplete major milestones in the development 
phase can be fatal for the whole project. Conventional valuation models typically do not capture the 
flexibility provided by an option (Brennan and Trigeorgis, 2000); for example, whether to receive a 
building and operating permit. As there are different ROV approaches, divided into six types 
(Hommel and Pritsch, 1998, Vintila, 2007), the so-called abandonment option (Myers and Majd, 
1990, Williams, 1991, Trigeorgis, 1993, Berger et al., 1996, Trigeorgis, 1996) seems to be an 
appropriate valuation approach for RES-E projects with higher uncertainties, giving the option 
holders the right to withdraw from the project if it becomes unprofitable. However, since many RES-
E projects in operation are structured in line with project financing requirements (Steffen, 2018), they 
are only debt financed if incentives to abandon the project are made impossible or limited and if a 
corresponding bet on the future value of RES-E projects with the favourable probability to win more 
than to lose is not facilitated (Böttcher and Blattner, 2010). As a consequence the downside risk in 
operating project-financed projects for equity holders is typically higher than the opportunities to be 
gained. Having outlined these points, ROV is less beneficial and hence DCF-based methods are 
preferred for operating RES-E projects with lower uncertainties.  
The usability of ROV is also limited due to a lack of confidence in the underlying assumption of many 
managers as well as the increased complexity of its calculation (Miller and Park, 2002, Damodaran, 
2005b, Hartmann and Hassan, 2006, Shockley, 2007, Csapi, 2013). Furthermore, there is no 
standard ROV model—there are many different models criticising each other (Damodaran, 2005b). 
Although simpler methods (Mathews et al., 2007, Collan et al., 2009) have recently been suggested, 
ROV is still not a widely accepted framework in practical business life (Hartmann and Hassan, 2006). 
Moreover, rather than a competing methodology, in most cases, ROV is a complementary technique 
to the DCF methodology, since DCF values the underlying asset (Kemna, 1993, Brealey et al., 2011).  
In addition, an interesting option-based model is presented in section 2.5.1 in order to determine the 
CoC based on future volatility expectations. 
Table 11 summarises the academic literature on capital budgeting methods. It evaluates them in 
relation to handling uncertainties, active decision making, and the corresponding survey research 
that demonstrates its usage amongst practitioners. Furthermore, an indication of its relevance for 
RES-E investments in practice is provided. 
 Table 11: Available approaches in capital budgeting processes as suggested by financial theory (T) and according to empirical surveys (S) among 
practitioners, certain key features and their supposed applicability for RES-E investments (X: applicable, (X): more or less applicable / only in 
combination with other methods, - not applicable. 
Methods 
Characterisation Applicability 
for RES-E 
investments 
Empirical surveys (S) among practitioners 
Incorporation 
of uncertainty 
Active decision 
making 
Theoretical foundation available 
NPV (X) - X 
Robichek and MacDonald (1966), Klammer (1972), Petty et al. (1975), Gitman and Forrester Jr (1977), Oblak 
and Helm Jr (1980), Pike (1983), Kim et al. (1984), Stanley and Block (1984), Bröer and Däumler (1986), 
Gitman and Maxwell (1987), Reichert et al. (1988), Brunwasser and McGowan (1989), Bierman (1993), 
Sangster (1993), Gilbert and Reichert (1995), Pike (1996), Shao and Shao (1996), Burns and Walker (1997), 
Kester et al. (1999), Arnold and Hatzopoulos (2000), Graham and Harvey (2001), Ryan and Ryan (2002), 
Brounen et al. (2004, 2006), Truong et al. (2008), Baker et al. (2009) 
IRR - - X 
Christy (1966), Robichek and MacDonald (1966), Klammer (1972), Fremgen (1973), Petty et al. (1975), Gitman 
and Forrester Jr (1977), Schall et al. (1978), Oblak and Helm Jr (1980), Moore and Reichert (1983), Pike 
(1983), Kim et al. (1984), Stanley and Block (1984), Gitman and Maxwell (1987), Brunwasser and McGowan 
(1989), Bierman (1993), Sangster (1993), Gilbert and Reichert (1995), Pike (1996), Shao and Shao (1996), 
Burns and Walker (1997), Kester et al. (1999), Arnold and Hatzopoulos (2000), Ryan and Ryan (2002), Truong 
et al. (2008), Baker et al. (2009) 
PI - - - 
Istvan (1961), Klammer (1972), Burns and Walker (1997), Ryan and Ryan (2002), Brounen et al. (2004), Baker 
et al. (2009) Truong et al. (2008) 
DPB - - (X) Ryan and Ryan (2002), Brounen et al. (2004), Baker et al. (2009) 
APV - X (X)1 Truong et al. (2008) 
ARR - - - 
Istvan (1961), Christy (1966), Robichek and MacDonald (1966), Klammer (1972), Fremgen (1973), Petty et al. 
(1975), Gitman and Forrester Jr (1977), Schall et al. (1978), Oblak and Helm Jr (1980), Moore and Reichert 
(1983), Pike (1983), Stanley and Block (1984), Gitman and Maxwell (1987), Reichert et al. (1988), Brunwasser 
and McGowan (1989), Bierman (1993), Sangster (1993), Gilbert and Reichert (1995), Pike (1996), Shao and 
Shao (1996), Burns and Walker (1997), (Kester et al., 1999), Arnold and Hatzopoulos (2000), Ryan and Ryan 
(2002), Truong et al. (2008), Baker et al. (2009) 
ROV X X X2 
Graham and Harvey (2001), Ryan and Ryan (2002), Block (2003), Brounen et al. (2004, 2006), Truong et al. 
(2008), Baker et al. (2009) 
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 Table 11: (continued).  
Methods 
Characterisation Applicability 
for RES-E 
investments 
Empirical surveys (S) among practitioners 
Incorporation 
of uncertainty 
Active decision 
making 
Rule of thumb or no (profound) theoretical foundation available 
PB - - (X) 
Istvan (1961), Christy (1966), Robichek and MacDonald (1966), Klammer (1972), Fremgen (1973), Petty et 
al. (1975), Gitman and Forrester Jr (1977), Schall et al. (1978), Oblak and Helm Jr (1980), Moore and 
Reichert (1983), Pike (1983), Kim et al. (1984), Stanley and Block (1984), Reichert et al. (1988), Brunwasser 
and McGowan (1989), Bierman (1993), Sangster (1993), Gilbert and Reichert (1995), Pike (1996), Shao and 
Shao (1996), Burns and Walker (1997), Kester et al. (1999), Arnold and Hatzopoulos (2000), Ryan and Ryan 
(2002), Truong et al. (2008), Baker et al. (2009) 
MA - - (X) Graham and Harvey (2001), Brounen et al. (2004, 2006) 
1 Suitable for RES-E projects which change the capital structure over the project life time. 
2 Optimal method for valuation of projects within high-risk environments, such as the development and refurbishing/repowering phase or for highly leveraged firm with corporate 
loans,  however less optimal for evaluating projects in low-risk environments, e.g. the building and operating phase and/or project financing structures, since is is too complex. 
T: Theory, e.g., Brealey et al. (2011), Hawawini and Viallet (2011). 
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 Basics of CoC Approaches  
Cost of capital (CoC) has been introduced several times in the previous sections in the form of 
interest rates or discount rates. In this section, its basics are presented before discussing CoC 
determination techniques in section 2.5. 
 Opportunity Costs and Equivalent Principle 
The discount rate corresponds to finance mathematical terms in the context of a PV calculation as 
the interest (price) of an alternative investment with the same risk profile (Locarek-Junge, 1997, 
Arnold, 2013). Alternatively, the CoC is understood as the ‘expected return rate’ (Kruschwitz and 
Löffler, 2006:5), which a project, business division, or company must offer investors to provide them 
with incentives to invest or buy and hold a financial security and, at the same time, to dissuade 
them from investing in an alternative investment with a similar risk (Arnold, 2013) to the return of 
an investment that provides future cash flows in the same expected height and corresponding risk 
(Spremann and Ernst, 2011). Having said that, the CoC is also expressed as the opportunity cost 
in terms of a lost alternative investment and missed return (Laitenberger, 2006) with the same risk 
(Koller et al., 2015). According to Pratt and Niculita (2008:181), 
‘A present value discount rate is an ‘opportunity cost’, that is, the expected rate of return (or 
yield) that an investor would have to give up by investing in the subject investment instead of 
investing in available alternative investments that are comparable’. 
The concept of opportunity costs of capital is only applicable if the principle of equivalence and 
correspondingly five criteria are considered, in which the investment object must be comparable 
with the alternative investment (Moxter, 1983, Kuhner and Maltry, 2006, Arnold, 2013), including: 
 Term (life span of investment project) 
 Work input in case the investor must become active in the acquired investment 
 Fungibility (risk of reselling share or transferability of shares) 
 Purchase power (homogeneity of purchase power in relation to size and market power) 
 Risk 
The risk equivalence of the alternative investment is probably the most crucial issue, also because 
of the wide disagreement regarding the applied methods of risk measurement (Kuhner and Maltry, 
2006) (section 2.3.3.1). In addition, equivalence in taxing, distribution, and currency must be 
considered. The return rate of an alternative investment that complies with the stated criteria of 
principles of equivalence is theoretically the correct one if the found return rate is regarded as a 
deterministic and constant input variable for the valuation of the complete project’s lifetime in order 
to avoid random valuation results (Laitenberger, 2006). In practice, finding such a comparable 
alternative investment is challenging, if not impossible in certain cases. 
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 Weighted Average Cost of Capital 
As outlined above, firms need to provide returns to their investors. First, assuming an all-equity 
financed firm with this sole financial source as its optimal capital structure, the required rate of 
return applied in valuing investments would be the expected rate of return demanded by its 
shareholders (Tijdhof, 2007a). However, this is only if the valued investment has the same level of 
risk as the existing portfolio of projects and businesses (Arnold, 2013). In reality, the situation is 
usually more complicated, considering the different possible sources of financing of companies. 
Since firms use a wide range of long-term financing sources, including equity, preferred stocks, 
bonds, and bank credits, they view the CoC as a weighted average of each source (Brigham and 
Ehrhardt, 2008, Arnold, 2013). The solution is the WACC, which defines the minimum return rate 
to perform investments in order to generate enough returns to meet the requirements of the lenders, 
while leaving enough to satisfy the return expectations of shareholders (Arnold, 2013). Examining 
the equation of the WACC, an apparently simple solution to increase value would be to lower the 
WACC by increasing the debt portion, i.e., increasing the financial gearing (used in the UK) or 
leverage (used in the US). As such, the returns to the shareholders would be increased. This raises 
the following question: why do managers not apply this method systematically? An answer has 
been given by the early work of Modigliani and Miller (1958): in the case of a perfect capital market, 
increasing the debt to increase shareholder value, the return of equity would exactly offset the effect 
of the higher debt portion, leaving the WACC at a constant rate. From this perspective, there would 
be no optimal capital structure that maximises shareholder value (Arnold, 2013). As we know today, 
this approach does not completely consider all relevant aspects, since Modigliani and Milller have 
downplayed at least two essential parameters: the effect of tax benefits and financial distress 
(Drukarczyk and Schüler, 2009, Arnold, 2013).  
 Tax benefits must be considered in the case of a profitable company that pays taxes and 
operates in countries that allow interest expenses to be deducted from taxes, as outlined in 
equation 10 below. This is known as the tax shield (sections 2.4.1.3 and 2.4.2.1), which 
reduces the WACC and correspondingly leads to an increase of available cash flows for the 
shareholders, since the debt holders still receive the agreed flows for the contractual debt 
service.  
 Tax benefits increase the incentive of introducing high gearing and reaching a higher value. 
However, this increases the risk, particularly for the equity providers, because of financial 
distress, which eventually ends in a liquidation. This increases the probability of the equity 
providers receiving less or no return. As a consequence, the equity providers demand higher 
return rates to compensate for this higher risk. (Figure 22). 
Based on the seminal works of Modigliani and Miller (1958, 1963), the WACC is described with 
following equation 10, with the corporation tax rate T, amount of debt D, amount of equity E, cost 
of debt 𝑟𝐷, cost of equity 𝑟𝐸, and the sum of debt and equity V (Arnold, 2013), i.e., the WACC directly 
considers the tax shield (Mielcarz and Mlinarič, 2014): 
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𝑊𝐴𝐶𝐶 = (1 − 𝑇) (
𝐷
𝑉
𝑟𝐷) + (
𝐸
𝑉
𝑟𝐸) (10) 
Financial theory propagates that a firm’s target capital structure should be reflected in the WACC, 
considering a capital structure both minimising its WACC (Figure 22) and maximising firm value 
(Brigham and Ehrhardt, 2008, Arnold, 2013, Mielcarz and Mlinarič, 2014), and in the long-term 
debt/equity ratio, instead of the gearing of the time of calculation (Arnold, 2013). Having said that, 
the WACC is periodically adjusted and not constant over time (Tijdhof, 2007b). Within firms, the 
WACC33 is used for many reasons. In most cases, it is used for defining the hurdle rate (section 
2.4.3.3) in capital budgeting processes and, while doing so, as the discount rate in DCF-based 
valuation methods, which simultaneously consider the time value of money (Robichek and Myers, 
1966). It is also used as a benchmark for compensation plans or for determining the firm’s target 
capital structure (Baker et al., 2010). This post-tax WACC is applied to cash flows after deducting 
the taxes (Tijdhof, 2007c, Lonergan, 2009, Arnold, 2013). The alternative pre-tax WACC is derived 
from the post-WACC by dividing it by one minus the corporation tax rate (Tijdhof, 2007c, Arnold, 
2013). This pre-tax WACC can be applied for discounting cash flows before making a tax deduction 
(Tijdhof, 2007c, Lonergan, 2009) or for the CoC approach (section 2.4.2.1).34 
Various international empirical studies (e.g. Arnold and Hatzopoulos, 2000, Ryan and Ryan, 2002, 
McLaney et al., 2004, Block, 2005, Hermes et al., 2007, Truong et al., 2008) have demonstrated 
that the majority of surveyed companies apply the WACC as the relevant CoC approach. 
Figure 22: The CoC in relation to different capital structures, considering tax shield and financial 
distress (adopted from Brigham and Ehrhardt, 2008, Arnold, 2013, Mielcarz and Mlinarič, 2014). 
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 Hurdle Rate Approach 
In the case of investment projects with different risk profiles than the firm or the corresponding 
division, the firm’s or division’s WACC35 is not the appropriate key figure for this project. Instead, a 
specific hurdle, cut-off, or benchmark rate for this project should be applied. This rate is either the 
minimum rate of return that a firm or division expects to earn when investing in a project or the 
opportunity cost that is forgone by not investing in the capital market (Brigham, 1975, Hawawini 
and Viallet, 2011). This also means that the actual costs of financing the project are not a suitable 
benchmark (Brigham and Ehrhardt, 2008; Baker et al. 2010). Multiple hurdle rates must be 
specifically defined for different business fields and types of investments, and then periodically 
adjusted (Krueger et al., 2015). Theory has stated that only when an investment project has the 
same equity and debt structure as the investing company itself and is of average risk for the 
investing company, should the hurdle rate for this project equal the firm’s WACC to add value to 
the company (Harris and Pringle, 1985, Brigham and Ehrhardt, 2008). Moreover, applying hurdle 
rates also excludes possible arbitrariness in a capital budget analysis due to different proportions 
of equity and debt in investments or cheaper debt for specific projects (Baker et al. 2010). In light 
of the above considerations, it can be concluded that projects with higher overall risks need to 
deliver a higher return and must therefore comply with a higher hurdle rate to compensate for 
adopting riskier projects (Baker et al., 2010, Brealey et al., 2011, Hawawini and Viallet, 2011). An 
appropriate risk-adjusted allocation of capital for investments within firms consequently demands 
either multiple hurdle rates—one for each division in case of different risk levels (Ehrhardt, 2001)—
or separate hurdle rates for each individual project (Weston, 1973, Harris and Pringle, 1985). For 
nonfinancial executives, not discounting with own CoC is not easily explained and understood, 
while internal organisational processes also support the use of multiple hurdle discount rates 
(Krueger et al., 2015). In practice, various approaches to determine and apply hurdle rates are 
employed36, as presented in Table 12, which provides an indication of their relevance for RES-E 
investments. 
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Table 12: Available approaches to determine or apply hurdle rates as suggested by financial theory 
(T) and according to empirical surveys (S) among practitioners and their supposed applicability for 
RES-E investments (X: applicable, (X): more or less applicable / only in combination with other 
methods, - not applicable). 
Definition and application of 
hurdle rates or discount rates 
Evidence 
in theory/ 
surveys 
Applicability 
Empirical surveys (S) among 
practitioners 
in practice 
for RES-E 
investments 
The discount rate for the entire 
company / WACC 
T/S X (X) 
Petty et al. (1975), Gitman and 
Mercurio (1982), Bierman (1993), 
Bruner et al. (1998), Payne et al. 
(1999), Gitman and Vandenberg 
(2000), Graham and Harvey (2001), 
Brounen et al. (2004), da Silva Bastos 
and Martins (2007) 
A specific discount rate for the 
considered country (country 
discount rate) 
S X X 
Graham and Harvey (2001), Brounen 
et al. (2004) 
A specific discount rate for the 
applied technology / concerned 
industry 
S X X 
Graham and Harvey (2001), Brounen 
et al. (2004) 
A specific discount rate for the 
concerned project stage (e.g. 
planning/designing, financing, 
building, operating) 
- 1 - X -  
A divisional discount rate S X X 
Graham and Harvey (2001), Block 
(2003), Brounen et al. (2004) 
A RADR for this particular 
project 
T/S X X 
Petty et al. (1975), Gitman and 
Mercurio (1982), Graham and Harvey 
(2001), Brounen et al. (2004) 
A discount rate based on the 
cost of financing the project 
S X - 
Gitman and Mercurio (1982), Payne 
et al. (1999), Gitman and Vandenberg 
(2000) 
A discount rate based on the 
firm’s past experience 
S X X Payne et al. (1999) 
A different discount rate for each 
component cash flow that has a 
different risk characteristic (e.g. 
depreciation vs. operating cash 
flow vs debt service reserve 
account) 
T/S X X 
Graham and Harvey (2001), Brounen 
et al. (2004) 
Discount rates are at least as 
high as defined hurdle rates 
T/S X X 
Graham and Harvey (2001), Brounen 
et al. (2004, 2006), Baker et al. 
(2010), Brealey et al. (2011) 
CE method: discount rate at 
least as high as the Risk-free 
rate 
T/S X X 
Petty et al. (1975), Gitman and 
Mercurio (1982), Gitman and 
Vandenberg (2000), Graham and 
Harvey (2001), Brounen et al. (2004) 
1 No evidence found in literature (based on author’s own experience). 
T: Theory, e.g., Kemna (1993), Brealey et al. (2011), Hawawini and Viallet (2011). 
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 Discount Rate, Risk, and Time Value of Money 
The applied discount rate in DCF-based valuations as a single variable for the time value of money 
as well as risk does not properly consider the nature of both variables, as outlined by Robichek and 
Myers (1966, 1968). Risk (section 2.2.3) and the time value of money (section 2.4.1.1) are clearly, 
inevitably interrelated; however, as confronted, they should be separately considered as much as 
possible within valuation analyses (Robichek and Myers, 1966, Zeckhauser and Viscusi, 2008, 
Espinoza and Morris, 2013). A possible solution to this issue is provided by the CE method (section 
2.4.3.3), the DNPV approach (section 2.4.4.4), and the discussed financial-risk performance 
concept (section 2.4.4.2). 
 
 Risk Treatment within Valuations 
 Risk-Adjusted Discount Rates 
Investing in riskier projects will eventually increase the WACC of the investing firm and reduce its 
value, since its investors will also demand higher returns for taking higher risks. As a consequence 
and to avoid the misallocation of capital within firms by using single hurdle rates, finance theory 
proposes using project-specific risk-adjusted discount rates (RADRs), while considering project-
specific risk components (section 2.3.2) for investments that can change a firm’s WACC, and 
enabling an optimal comparison of mutually exclusive projects (Weston, 1973, Fuller and Kerr, 
1981, Butler and Schachter, 1989, Titman and Martin, 2008, Loderer et al., 2010, Ehrhardt and 
Brigham, 2016).  
Figure 23: Illustration of RADR concept in case of an all-equity financed company37 (adopted from 
Arnold, 2013). 
Systematic risk 
projects 
Required return 
(discount rates) 
Standard rate of 
return (CoC) 
Line representing the 
required return rate in 
relation to different risk 
levels of investment 
projects 
Project A 
Project B 
4.5% 
3% 
7% 
10% 
Normal risk level 
94  Literature Review 
 
The RADR concept is illustrated in Figure 23, demonstrating a project A with higher risk than the 
normal level that should only be accepted with a higher return rate, while project B, with a lower 
risk-level, can be discounted at lower discount rates that would otherwise be rejected at normal risk 
and return levels (Arnold, 2013). The RADR concept enjoys higher popularity due to its acceptance 
by financial decision makers and its simplicity in application (Ryan and Gallagher, 2006, Ehrhardt 
and Brigham, 2016). 
Although the RADR has been promoted by significant academic researchers (Ariel, 1998, Froot 
and Stein, 1998, Santiago and Vakili, 2005), several drawbacks have been encountered in the 
RADR method, such as the following: 
 The RADR reflects only an aggregated level of risk, which is a weighted average of the risk 
of all cash flows in the investment project (Sick, 1986), and it is regarded as an 
oversimplified approach (Everett and Schwab, 1979). A simple risk adjustment factor within 
the RADR concept does not properly consider the project’s appropriate risk level (Ryan and 
Gallagher, 2006). 
 The applied assessment of a project’s riskiness also involves a substantial amount of 
subjectivity (Riahi-Belkaoui, 2016) and susceptibility due to the individual bias influencing 
risk perception and judgement (section 2.2.3). The selection of the appropriate discount rate 
consequently seems to be, to some extent, an arbitrary process. In practice, the allocation 
of appropriate discount rates to corresponding projects is difficult due to the encountered 
susceptibility of personal sensitiveness and casual observations (Arnold, 2013).  
 In addition, concerns are expressed about combining the effect of uncertainty and the time 
value of money in a single parameter, namely the discount rate (section 2.4.4.3). This allows 
for the automatic assigning of more risk to future cash flows (Ehrhardt and Brigham, 2016) 
and consistency is only found for the RADR for exponentially replicated cash flows, not for 
mean-reverting cash flows (Bhattacharya, 1978, Halliwell, 2011). This also means that in 
the case of investments with increasing risk over time, the RADR is a valid procedure 
(Robichek and Myers, 1966, Chen, 1967, Robichek and Myers, 1968). However, this also 
implies that when applying the RADR to various investments possibilities, projects with 
short-term payoffs seem to be more attractive than projects with longer payoffs, since the 
RADR imposes a higher burden on the latter projects (Ehrhardt and Brigham, 2016). These 
circumstances must be carefully considered if the cash flow generation within different 
projects is not equally spread over time. For example, in one project, the generated cash 
flow is almost equally spread over time, making the RADR-valuated projects more attractive 
than another project with higher leverage. In this latter case, the generated cash flows 
increase over time due to the decrease of debt financing, thereby increasing the future cash 
flows and lowering the financial risk, which is adversely considered in the valuation with the 
RADR. However, in many investments, the increase of risk is valid; therefore, the RADR is 
a reasonable approach (Ehrhardt and Brigham, 2016). In the case of RES-E investments, 
a detailed risk assessment must be performed to determine what the risk over time will look 
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like, since the projects’ structures and risks vary considerably between different alternative 
investment opportunities.  
Instead of, or also in addition to, risk-adjusting with a single discount rate, different project risk levels 
can also be reflected in valuation by adjusting the cash flows for uncertainty—in its maximum grade 
of implementation known as the CE method, discussed in more detail in sections 2.2.3, 2.4.4.2, and 
2.4.4.3.  
 Financial and Risk Performance Measures 
The conventional valuation methods are top-down approaches, since they are based on capital 
sourcing processes for equity and debt portions, which subsequently lead to computing and 
defining a WACC, a corresponding hurdle rate, or an RADR to compensate for a project risk profile, 
which is the typical approach to adjust for risk (Damodaran, 2005c). In contrast, alternative valuation 
methods, such as the certainty equivalent (CE) or the decoupled net present value (DNPV) method, 
are considered as bottom-up approaches. This is because they first start to identify projects risks 
and then assign costs to each risk before integrating them as cost components into the valuations 
processes and adjust discount rates (Beedles, 1978). As outlined in more detail in the subsequent 
section, the top-down approaches with a focus on the CoC of the investing company can be applied 
as financial performance measures, while the bottom-up approach with a focus on the project risk 
(Ryan and Gallagher, 2006) can be applied as a risk performance measure (Espinoza and Rojo, 
2015) (Figure 24). 
Figure 24: Comparing top-down and bottom-up approaches (author’s own illustration). 
 
Decoupled net 
present value 
(DNPV) 
WACC 
Top-down approach 
RADR 
Certainty 
equivalent (CE) 
Bottom-up approach 
F
o
c
u
s
 
Focus on financial performance Focus on risk performance 
Hurdle rate 
NPV and IRR NPV (and implied IRR) M
e
th
o
d
 
Adjustment mainly of discount rate Adjustment of cash flows and discount rate 
96  Literature Review 
 
 Certainty Equivalent Method  
The proposed certainty equivalent (CE) method is an alternative valuation approach that has been 
introduced as a concept with regard to different risk attitudes in section 2.2.3. In contrast to adjusting 
the discount rate with additional risk premiums, the CE method, which is based on the utility theory 
(section 2.2.3), involves adjusting the different cash flows to reflect the corresponding uncertainties 
to provide risk-averse investors with a guaranteed return (Sick, 1986, Pinches and Vashist, 1996, 
Brealey et al., 2011, Espinoza, 2014) and hence focusing on downside risk consideration and value 
protection (Espinoza, 2014, 2015). This method was first proposed by Robichek and Myers (1966, 
1968) as an alternative to traditional RADR approaches, and it is regarded as theoretically superior 
to them because of the applied separation between the time value of money and risk (Hamada, 
1977, Sick, 1986, Gitman, 1995, Megginson, 1997, Halliwell, 2001, Ryan and Gallagher, 2006, 
Zeckhauser and Viscusi, 2008, Cheremushkin, 2009, Espinoza and Morris, 2013), i.e., a single 
discount rate as a risk measure is not an adequate approach (Espinoza, 2014). Although the CE 
method has some of the same drawbacks as the other traditional methods, since it is based on the 
same philosophy as the CAPM (Wolffsen, 2012) (section 2.5.1), it is the preferred method for 
addressing risky cash flows (Zeckhauser and Viscusi, 2008). 
The CE method consists of an adjustment of the numerator within the PV equation (equation 2), 
with a deduction for risk to assured CE cash flows, while the applied hurdle rate in this case should 
equal the risk-free rate (Baker et al., 2010) to calculate the project’s PV.38 In theoretically consistent 
application of the CE approach, the results are the same as with the valuation method based on 
the RADR (Bamberg et al., 2006). The estimation of CE cash flows is based on an individual and 
hence subjective utilisation function (Bamberg et al., 2006), based on the Bernoulli principle, which 
reflects the risk attitude of the decision maker (Laux et al., 2014). 
Even though this method is conceptually powerful, since it accommodates different risk levels 
among the various cash flows, and it is more flexible and robust, compared to the conventional 
NPV and valuation with the above-mentioned RADR (Hamada, 1977), the difficulties to estimate 
the appropriate CEs is a practical drawback (Ehrhardt and Brigham, 2016). This is due to the fact 
that various valuators might use a different utilisation function to arrive at a different PV (Drukarczyk 
and Schüler, 2009) and due to the lack of risk-neutral valuers (instead of the predominant risk 
aversion in reality) (Bamberg et al., 2006). Furthermore, no observable data are directly available 
for CEs (Ehrhardt and Brigham, 2016). An additional issue arises, since multi-period utilisation 
functions are not available in reality, making multi-period CE valuations only possible within 
theoretical research setups with strong assumptions (Bamberg et al., 2006). Moreover, the CEs 
should not be set by the company’s management only, since they should reflect the shareholders’ 
risk preferences. In this case, having shareholders set the investment requirements with 
appropriate discount rates seems to more practical. In addition, setting the RADR is also easier to 
apply in practice, since it can be based on available market data for the firm’s corporate costs 
(Ehrhardt and Brigham, 2016). Although the CE method is theoretically robust and powerful, it has 
seldom been applied in practice (Bamberg et al., 2006, Ryan and Gallagher, 2006, Espinoza, 2014, 
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Loßagk, 2014). Nevertheless, the CE valuation method might appear to be an optimal 
complementary valuation method for RES-E investments (Espinoza and Rojo, 2015) with detailed 
earnings and cost projections over the whole lifetime of the project, while many CEs are known, 
such as for sun and wind resources and for O&M costs, and while focusing on measuring the risk 
performance (Espinoza, 2014, 2015). 
 Decoupled NPV 
Viewed as an extension of the CE method, the DNPV method provides additional detailed 
guidelines for setting the cash flows to be riskless (Espinoza and Morris, 2013, Espinoza, 2014, 
Piel et al., 2018). The DNPV uses insurance and contingency claim valuation concepts to estimate 
synthetic insurance premiums, which are then subtracted from the stochastic cash flows to render 
a synthetically riskless cash flow (Espinoza, 2014, 2015, Piel et al., 2018). A powerful metric based 
on DNPV is demonstrated with the implied RADR (iRADR), which is the average discount rate for 
a specified project’s lifetime of cash flows, resulting in an NPV that is set equal to the DNPV 
(Espinoza, 2014). The iRADR, along with the above-mentioned synthetic insurance premiums, is a 
useful risk-based metric to assess the risk performance and provide inputs for investment decisions 
(section 2.6.3). 
There are three different approaches in quantifying the price for the different risk components within 
the DNPV approach: (i) a heuristic approach based on an investor’s experience with similar 
investment projects; ii) a probability-based approach that applies more sophisticated mathematical 
methods, such as Monte Carlo simulations, and specifies the PDFs for key input variables; and (iii) 
a stochastic approach with option pricing in line with insurance pricing, which is an enhance 
probability approach, including the random variation of revenue or expenditures (Espinoza and 
Morris, 2013, Piel et al., 2018). 
 Integrated Risk Return Management process 
With the CE method and the expended DNPV method, valuation is aligned with ‘risk management, 
financial objective, operational alternatives, and strategic options’ (Espinoza, 2015:45). With regard 
to appropriately integrating risk into valuations, the integrated risk return management (IRMM) 
process, originally proposed by Buehler et al. (2008) and then adapted for infrastructure projects, 
as outlined by Espinoza and Rojo (2015), proposes the following five steps: (i) identification and 
understanding of the major project risks, (ii) assessment of natural risk ownership, (iii) determination 
of own risk capacity and risk appetite (section 2.2.3), (iv) embedding of risk process (including risk 
mitigation processes) in all decisions, and (v) implementation of risk monitoring and management 
processes in alignment of governance and organisation around risk. 
 
2.5 Theoretical Principles about CoC 
Determining the expected return rate is still a key issue in corporate finance today (Dimson et al., 
2002a). It is based on the concept of the time value of money, as elaborated in section 2.4.1.1. One 
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of the simplest methods to determine the expected return has been developed by Badger (1925). 
This multiplier method categorises investments into four risk classes and assigns each class a risk 
and an appropriate multiplier to calculate the expected return. 
In the 1950s, more sophisticated models were developed. In general, all those available models 
that estimate expected returns in finance agree that investors require higher returns to take more 
risks, which are predominantly based on market risk and cannot be eliminated by diversification 
(Brealey et al., 2011). There are additional common assumptions about the relationship between 
risk and return that are shared within the different models. First, the risk is related to the variance 
of the actual return on the expected return. Therefore, if the actual return is always equal to the 
expected return, then the investment is considered riskless (Dimson et al., 2002b, Loderer et al., 
2010, Damodaran, 2013). Second, only the additional risk of a marginal investor on a diversified 
portfolio is measured and compensated for (Damodaran, 2013). As explained in chapter 2.2.5, 
compensation by the market only occurs for non-diversifiable investment risks concerning the 
market forces. 
The following sections (sections 2.5.1 to 2.5.2) introduce many quantitative approaches to estimate 
expected return rates in order to provide a coherent overview of this topic, even though only a few 
of the below described concepts can be applied for NTAs (section 2.5.2). However, this focus on 
numerical approaches should not offer the impression that determining discount rates is simply a 
matter of scientific preciseness, as outlined in section 2.6.4. 
 
 Capital Asset Pricing Model and Alternative Approaches 
In the last 50 years, the CAPM, which was developed by Treynor (1961, 1962), Sharpe (1964), 
Lintner (1965a, 1965b) and Mossin (1966), independently, has been one of the most widely used 
methods to estimate the expected return. This model describes the risk-return relationship of an 
investment target, using the risk-free rate RF, the market risk premium known as equity risk premium 
(ERP), and the beta βj (or βasset) as variables (equation 11). The ERP is the excess return over the 
risk-free rate, representing the expected risk premium of a diversified market portfolio. The beta 
coefficient is a measurement of the risk contribution of the investment j to the total risk of the market 
portfolio, while the investment j also belongs to the market portfolio by definition. As such, the beta 
of a company represents the expected procentual change of return rate of its share compared to 
the change of the return rate of the market portfolio by 1% (Berk and DeMarzo, 2011). The beta 
expresses the additional risk to a diversified portfolio (Pratt and Grabowski, 2002). As such, the 
beta measures only systematic risks due the diversification effects of portfolios of shares, which 
eliminates unsystematic risks (Espinoza, 2014, Damodaran, 2017). 
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑅𝑒𝑡𝑢𝑟𝑛 =  𝑅𝑖𝑠𝑘𝑓𝑟𝑒𝑒 𝑅𝑎𝑡𝑒 +  𝛽𝑎𝑠𝑠𝑒𝑡(𝐸𝑞𝑢𝑖𝑡𝑦 𝑅𝑖𝑠𝑘 𝑃𝑟𝑒𝑚𝑖𝑢𝑚) (11) 
The critics of the CAPM have claim that it is based on oversimplified assumptions. According to this 
model, all investors have good diversified portfolios, which combine risk-free investments with the 
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market portfolio of risky investments (Böttcher and Blattner, 2010, Loderer et al., 2010); are similarly 
risk averse; have the same information, assessments about the market, portfolio opportunities, and 
decision horizon; and have homogenous expectations (Fama, 1968, Brealey et al., 2011). 
Furthermore, the CAPM breaks down the risk into diversifiable and non-diversifiable risk, while only 
the latter is relevant for the beta coefficient (Damodaran, 2013). It measures the marginal 
contribution of a single investment’s market portfolio risk, thereby not allowing one to model a single 
investment in isolation (Brealey et al., 2011). However, following Böttcher (2009) and Böttcher and 
Blattner (2010), as explained above, since the diversifiable risks can never be completely 
diversified, the CAPM falls short, particularly for application by investors who do not have 
completely diversified portfolios.  
Furthermore, evidence has demonstrated that the beta used in the CAPM does not sufficiently 
describe the expected return. There are variables that seem to explain the expected return better, 
including the market capitalisation, the book-to-market-equity ratio, the earning-price ratio, and the 
leverage (Hamada, 1972, Banz, 1981, Basu, 1983, Rosenberg et al., 1985, Bhandari, 1988, Chan 
et al., 1991, Fama and French, 1992). Due to the mentioned known shortcomings of the CAPM, 
academics and practitioners have both been looking for alternatives to the CAPM. As viable 
alternatives to the simple one-factor CAPM, some authors (Merton, 1973, Ross, 1976, Breeden, 
1979, Reinganum, 1981, Chen et al., 1986, Fama and French, 1996) have suggested multiple factor 
models (multi-beta models, CAPM adjusted with additional determinants, and proxy models).  
Option-based models, such as the well-noticed, market-derived capital pricing model (MCPM), 
presented by McNulty et al. (2002), are other alternative and more recently developed methods to 
determine CoC. In contrast to the CAPM and other approaches, the MCPM is appealing because 
it is forward-looking by inferring the cost of capital from analysts’ forecasts and hence does not rely 
on historical data to determine the future (McNulty et al., 2002, Câmara et al., 2009, Chang et al., 
2011). It considers the total volatility of an individual traded security (McNulty et al., 2002) and thus 
both systematic and unsystematic risks (instead of only systematic risk in the case of CAPM and 
other methods). Therefore, it is not limited to investors with diversified portfolios. However, the 
MCPM does not have the theoretical backing (Câmara et al., 2009), compared to the CAPM. Due 
to the MCPM’s recent publication, empirical evidence about its usefulness in practice is missing. In 
addition, little work has been performed to further develop the model, and there is no literature 
about its application for NTAs. In any case, the application of the MCPM for NTAs seems to be 
challenging due to the absence of actively traded options and the lack of issued corporate bonds.  
Since these alternative approaches have been developed particularly for PTCs (Zimmermann et 
al., 2005, Damodaran, 2013), and given that detailed discussion is beyond the scope of this thesis, 
they are outlined in more detail in Appendix 2, including an overview table of the main available 
CoC approaches for PTCs. However, in particular, MCPM and its basic features have still been 
considered in the final discussion in this research (sections 6.1.2 and 6.5). 
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Although having been weathered over the years, the CAPM is still widely applied, particularly by 
practitioners39 (Bruner et al., 1998, Gitman and Vandenberg, 2000, Welch, 2000, Graham and 
Harvey, 2001, Chen et al., 2011, Damodaran, 2013). Similarly, most textbooks for financial 
executives still propose the CAPM as the main model to estimate the cost of equity (Fama, 1996, 
Loderer et al., 2010, Brealey et al., 2011, Hawawini and Viallet, 2011). It is also a favourable method 
taught in MBA courses (Jagannathan and Meier, 2002). Furthermore, Lo and MacKinley (1990) and 
Brealey et al. (2011) have argued that the long-discussed CAPM anomalies may be the result of 
data-snooping or selection bias.  
Despite the CAPM being built on strong assumptions, its advantage is its simplicity and its ease of 
use (Womack et al., 2003, Zou, 2006), based on a linear relationship between return on investment 
and the beta, the risk-free rate, and the market risk (Fama and French, 1992). Although the realism 
of the CAPM is being questioned and the CAPM is less convincing than scholars once thought 
(Brealey et al., 2011), it still produces remarkably good results for describing prices in the capital 
market (Elton et al., 2010, Brealey et al., 2011), no practical alternative model has been presented 
so far for business valuation (Koller et al., 2015), and still more firms are moving to apply the CAPM 
(Cornell et al., 1997, Gitman and Vandenberg, 2000, Graham and Harvey, 2001).  
Although the CAPM has been developed for PTCs, its basic structure can also be applied to NTAs 
while being aware of its assumptions on the one hand and taking into account the possibility to 
adjust it with additional determinants on the other. Therefore, the core understanding of the CAPM 
and its variables establishes a starting point of this research, used to describe the relevant 
determinants or equity drivers (sections 1.2, 2.6.1, 2.7.3, and 5.5.1). 
 Estimating Expected Returns of NTAs 
In the case of NTAs, their limited liquidity makes the application of conventional return models 
meaningless (Zimmermann et al., 2005, Petersen et al., 2006). In the case of private equity 
companies, data cannot be accessed within the market easily (Günther, 1997)—only cash flows 
generated by the enterprise itself can be observed (Cochrane, 2000, Nielsen, 2011, Driessen et 
al., 2012) if data access is available. The situation for investment projects is similarly challenging, 
since the cost of assets can normally not directly be monitored. Nevertheless, the literature has 
described possible bypass methods to determine risk premiums for NTAs (Table 13). These 
methods are based on the principle theoretical concepts derived from PTCs. All those methods can 
be applied to estimate the RADR (section 2.4.4). 
The frequently used CAPM cannot be directly applied for the valuation of NTAs without adjustments 
(Velez-Pareja, 2005), since the beta factor cannot directly be estimated. However, there are 
alternative approaches that can be applied for NTAs to estimate beta factors. Moreover, there are 
additional proxy techniques that are not based on the CAPM (section 2.5.2.2). Figure 25 
summarises the different approaches to estimated expected returns of NTAs into four basic groups. 
Literature Review   101 
 
Figure 25: Classification of different approaches to estimate beta factor for CAPM and/or risk 
premium for NTAs (adopted from Pfister, 2003, Peemöller, 2005, Britzelmaier et al., 2012). 
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investing in private equity companies. After evaluating the historical performance data with the 
discussed models above, conclusions can be drawn for the average private equity investments of 
these funds (Nielsen, 2011). Most of the reviewed literature (Ljungqvist and Richardson, 2003, 
Cochrane, 2005, Kaplan and Schoar, 2005, Zimmermann et al., 2005, Driessen et al., 2012) has 
used, in one or another, the CAPM as the model for estimating expected returns. In doing so, the 
most difficult part is the estimation of the beta (Pratt and Grabowski, 2002) due to the lack and/or 
the low resemblance grade of necessary publicly traded peer companies to estimate an appropriate 
company beta (Brealey et al., 2011). As a result, the suggestion is often to use industry betas40 for 
a single, distinctive asset class instead (Koller et al., 2010, Pereiro, 2010), as periodically calculated 
by Professor Damodaran41. 
 Proxy Techniques 
A first proxy technique is the so-called bottom-up beta or pure-play technique, which is based on 
the CAPM and an adjusted beta. Based on comparable PTCs, called pure-play firms, for example, 
within the same industry or line of business of about the same size and/or leverage, a proxy from 
their betas is derived for the beta of the concerned NTAs (Hamada, 1969, Wood et al., 1992, 
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Loderer et al., 2010). This approach is based on the assumption that the operative risk of the 
investment project has the same risk as the pure-play or investing company, although each project 
has a different risk profile (Loderer et al., 2010). The necessary information is relatively easily 
available, and the model is quite simple. However, the challenge is to find adequate companies 
(Ehrhardt and Bhagwat, 1991, Cotner and Fletcher, 2000, Chua et al., 2006). 
A second proxy technique is the accounting beta method, based on a regression approach of a 
company’s specific key performance indicators (for example, EBIT/Total Assets) and the rate of 
returns on the market index (Beaver et al., 1970, Ehrhardt and Brigham, 2016). This technique for 
estimating the market beta assumes that the chosen key performance indicator is an adequate 
substitute for the return on investment used in the regression model. Both of those previous proxy 
techniques do not consider the total risk (section 2.3.1), i.e., including the relevant non-systematic 
risk components, in estimating the CoC, which is necessary for NTAs (Cotner and Fletcher, 2000). 
A third proxy technique that is frequently applied in practice (Britzelmaier et al., 2012) can be 
summarised as the build-up approach. It adds project-specific risk premiums to the risk-free rate 
(Hostettler, 2002, Pfister, 2003). Another approach adds a risk premium, for instance, for a lack of 
liquidity for thinly traded assets to the firm’s cost of equity (Damodaran, 2017). Both approaches 
are again subjective methods, since this risk premium cannot exactly be estimated (Ehrhardt and 
Brigham, 2016). Similarly, a judgmental ERP—normally about three to five percentage points—can 
be added to the rates of the considered firm’s long-term debt (Ehrhardt and Brigham, 2016). This 
is a highly subjective approach, and it does not work if the non-traded company has no or little 
recently issued long-term debt (Cotner and Fletcher, 2000). 
 Qualitative Approach 
Alternatives to overcome the difficulties of not having sufficient information are based on qualitative 
approaches to directly estimate risk premiums for NTAs. 
The assessment of systematic risk can be performed with scoring models to deduce discount rates 
or risk premiums by evaluating specific organisational criteria, such as the competitors, entry 
barriers, market, products, and cost structure, among others (Lewis et al., 1994). Such scoring 
models include one from the Boston Consulting Groups (Lewis et al., 1994) and another from 
Fuqua Industries Inc. (Gup and Norwood III, 1982, Bufka et al., 1999, Pfister, 2003). 
Another pragmatic approach includes the performance of interviews and surveys to estimate the 
risk premium or discount rate. The idea is to ask the investors directly in order to assess systematic 
risk. This approach should yield generally good results (Damodaran, 2017), since investment 
managers have the best knowledge of the considered investment market (Copeland et al., 2002). 
 Semi-quantitative Approach 
Apart from qualitative approaches, more numerical approaches are proposed, such as a formal risk 
analysis or the risk component model (Britzelmaier, 2013). They are systematic reviews of evidence 
that define or estimate a project’s risk and subsequently define the CoC. Cotner and Fletcher 
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(2000), Palliam (2005b, 2005a), Sundberg and Engzell (2007), and Guerrero-Baena et al. (2013) 
have suggested applying the AHP to compute CoC. The proposed framework decomposes the 
decision problem while estimating the ERP into independently analysable sub-problems, including 
both tangible and intangible risk factors, organised into a hierarchy. It subsequently assesses how 
these risk factors impact on the risk of the specific firm. Individuals or a group of decision makers 
judge each risk factor by making comparisons to the other factors in the same hierarchy level and 
with respect to the hierarchy above them and then assigning priorities for each of the elements. 
These judgements are converted into numerical numbers to calculate their priorities and relative 
importance for each decision alternative over the entire hierarchical system (Saaty, 1990, Cotner 
and Fletcher, 2000). Following the systematics of CAPM, the logical computed risk premium is 
added to the risk-free rate to determine the return rate for the specific NTAs. Some authors (Cheng 
et al., 2002, Velez-Pareja, 2005, Sundberg and Engzell, 2007) have suggested avoiding pitfalls 
while applying the AHP. 
 
An overview of the various CoC approaches for NTAs is provided in Table 13; however, with limited 
evidence of use in practice based on empirical studies. Some of them might be suitable for RES-E 
investment valuations. 
 
 Table 13: Proposed models for estimating expected returns of non-traded assets as suggested by financial theory and according to empirical surveys 
among practitioners and their supposed applicability for RES-E investments (X: applicable, (X): more or less applicable / only in combination with other 
methods, - not applicable, PTC: publicly traded company, NTA: non-traded asset). 
Model name Model 
Assumptions/ 
Limitations 
Applicability 
for RES-E 
investments 
Pros (+)/Cons (-) Sources of basic research 
Empirical surveys 
among practitioners 
Indirect 
approach 
Assessment of return characteristics of 
securities investing in private equity 
companies 
- based on CAPM, 
usually 
(X)1 
- not applicable, if no 
appropriate securities are 
publicly traded 
- focus only on systematic risk 
Ljungqvist and Richardson 
(2003), Cochrane (2005), 
Kaplan and Schoar (2005), 
Zimmermann et al. (2005), 
Driessen et al. (2012) 
- 
Bottom-up beta 
technique / pure-
play technique 
Based on CAPM and a proxy from the beta 
of comparable PTC is derived for the beta of 
the concerned NTA 
- project’s operative 
risk equal to 
investor’s risk 
-2 
- not applicable, if no 
appropriate companies are 
publicly traded 
- total risk not considered 
Hamada (1969), Weston 
(1973), Wood et al. (1992) 
- 
Accounting beta 
method 
Accounting approach based on a regression 
approach of specific key performance 
indicators of the company (e.g. EBIT/Total 
Assets) and rate of returns on the market 
index 
- chosen key 
performance 
indicator is an 
adequate substitute 
in modelling 
- 
- subjective approach 
- total risk not considered 
Beaver et al. (1970) - 
Cost of debt plus 
a risk premium / 
premium for 
equity 
Adding an ERP to long-term debt of 
investment project 
- project has issued 
debt 
(X) - highly simplified method 
Cotner and Fletcher (2000), 
Ehrhardt and Brigham 
(2016) 
Gitman and Mercurio 
(1982), Petry and Sprow 
(1994), Kester et al. 
(1999), Graham and 
Harvey (2001), Brounen et 
al. (2004), Baker et al. 
(2009) 
Adjustments for 
lack of liquidity 
Adding a liquidity premium for thinly traded 
assets to firm’s cost of equity 
- NTA have lower 
liquidity than PTC 
(X) 
- difficulty to estimate liquidity 
premium 
Ehrhardt and Brigham 
(2016) 
- 
Scoring model 
Deduce discounts rates or risk premiums by 
scoring specific organisational criteria 
- Based on expert 
knowledge 
(X) 
- Focus only on systematic 
risks 
Gup and Norwood III (1982), 
Lewis et al. (1994), Pfister 
(2003) 
- 
Interviews and 
surveys 
Asking directly the investment managers 
about current discount rates or risk 
premiums 
- Based on expert 
knowledge 
(X) 
+ pragmatic approach 
+ quite good results 
- confidentiality issues 
- Focus only on systematic 
risks 
Copeland et al. (2002), 
Damodaran (2017) 
Poterba and Summers 
(1995), Bullard et al. 
(2002) 
Formal risk 
analysis 
technique 
Analytical process to overcome insufficient 
information, for example AHP 
- ERP is divided into 
independent 
analysable sub-
problems 
X 
+ assessment of total risk 
+ applicable for projects of 
investors with undiversified 
investment portfolios 
Cotner and Fletcher (2000), 
Hastak and Halpin (2000), 
Hastak and Shaked (2000), 
Palliam (2005b, 2005a) 
- 
1 Not many securities in the field of RES-E investments are publicly traded. 
2 There are no comparable PTCs available for RES-E investments. 
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2.6 Investment Appraisal—Value, Price, Measures, and Managerial Judgement 
The detailed dyanamics of investment decisions and transaction processes42 are not the main foci 
of this research and could be the subjects of a separate research project. However, some selected 
topics in this field are discussed in this literature review to understand the basic principles of 
managing corporate value from an investment perspective, how non-financial factors and 
managerial judgment are applied in investment appraisals, and how to differentiate between value 
and price in investment appraisals. 
One of the main objectives of investing is to increase the corporate value and eventually the value 
for the shareholders (Baker et al., 2010) and shareholder wealth (Arnold, 2013). Therefore, the risk 
related to the investment and estimated return must be set in relation to its influence on the overall 
risk, the corporate value of the investing firm, and the wealth of its investors. The three-risk-level 
framework, introduced in section 2.3.3, provides a comprehensive approach to this. A 
complementary perspective with a focus on value creation, while considering the CoC from 
shareholders and the firm, is provided by VBM (Arnold, 2013). As outlined in section 2.2.1, 
uncertainty and risk are inevitable and linked to any business, and some of them provide the basis 
for making business decisions. As such, certain key components of risk and uncertainty then 
become value drivers (Matzen, 2005). 
 
 Value-based Management  
Value-based management is today’s main concept in maximising shareholder value. According to 
Arnold (2013:G-30), it is defined as follows: 
‘Value-based management is a managerial approach in which the primary purpose is long-run 
shareholder wealth maximisation. The objective of the firm, its systems, strategy, processes, 
analytical techniques, performance measurements, and culture have as their guiding objective 
shareholder wealth maximisation.’ 
Its metrics are based on DCF, in contrast to the outdated and flawed traditions of accounting-based 
performance measures that examine profits, return on investments, and earnings per share (Arnold, 
2013). The latter can be misleading, for example, due to the potential of manipulating and distorting 
accounting, a misrepresentation of the performed investments, as well as exclusions of the time 
value of money and the involved risk (Cornelius and Davies, 1997, Rappaport, 1998). 
Apart from focusing on DCF-based concepts (section 2.4.2.1) when valuating new projects and 
considering the notion of the opportunity CoC (section 2.4.3.1), progressive organisations in favour 
of VBM evaluate their businesses or part of businesses by asking the following questions (Arnold, 
2013): 
 How much capital do the investors place in the considered business? 
 What actual rate of return is generated for those investors? 
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 Is this actual rate of return sufficient compared to the opportunity CoC? 
The difference between the actual rate of return on capital and the require rate of return is defined 
as the performance spread. Over time, this spread is normally driven towards the required return 
rate, although there are remarkable businesses that can maintain higher spreads for decades 
(Arnold, 2013). In the case of RES-E investments, this concept seems to be an oversimplified view, 
since there are other, more dominant factors that drive the value.  
The approaches described below are more suitable. They typically describe the key factors of 
determining value as value drivers. This can be confusing, since there are other authors who have 
described value drivers as factors that provide some competitive advantage (Arnold, 2013). To 
distinguish between the different types of value drivers, the names of the authors are used to 
describe them; for example, Rappaport’s value drivers and Fernandez’s value drivers.  
Rappaport’s value drivers present set generic factors that determine value, including sales growth 
rate, operating profit margin, tax rate, fixed capital investment, working capital investment, the 
planning horizon, and the required return rate, as outlined in Rappaport’s landmark book 
(Rappaport, 1998). Fernandez has adapted this approach specifically for equity value, presenting 
primary, secondary, and tertiary equity value drivers (Figure 26). Fernandez’s three primary value 
drivers determine the equity value of an investment, including expectations of future cash flows, 
required return rate, and market communication. In turn, the expectations of future cash flows 
depend on secondary value drivers, such as expected returns on investment and the expected 
growth rate of the company. The required return rate depends on the risk-free rate and market risk 
premium (representing the CAPM formula) as well as operating risk and financial risk. Market 
communication refers to communication with all types of stakeholders, such as customers, 
employees, suppliers, authorities, shareholders, analysts, rating agencies, and partner companies 
(Fernandez, 2016). Furthermore, Fernandez (2016) has suggested further specifying those still 
general value drivers to identify the key parameters that influence value creation, since the 
parameters vary across different businesses and sectors. 
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Figure 26: Fernandez’s value drivers (adopted from Fernandez, 2016). 
 
 
 Value, Price, and Influencing Factors 
Apart from the stated value drivers, the literature has described factors that are deliberately applied 
as additional determinants to increase value, such as the valuation of the synergy potential, or 
rather intangible factors affecting valuation. 
In many business transactions, successful acquisitions have to result in additional post-acquisition 
value due to the implementation of synergy potential (Orsag and McClure, 2013). However, the 
additional value from synergies is seldom delivered due to valuation failures, poor planning, or 
difficulties in its implementation in practice (Damodaran, 2005d). The usage of such synergies is 
not the sole purpose of investing in RES-E projects, nor is it a primary value driver. Nevertheless, 
it can still be regarded as a potential opportunity in valuation, if available, for instance, by 
consolidating operating maintenance service contracts and through commercial and technical 
management within a larger portfolio to receive lower costs for better quality.  
Schlegel (2015) has studied the determinants of CoC within valuation. He has identified several 
influencing factors, mostly of an intangible nature to the valuators and decision makers, including 
firm characteristics (size and industry), investor structure (stock market listing and investor type), 
perceived cost-benefits, top management background, corporate culture, and organisational 
structure. 
The motives for performing a valuation influence the results (Coenenberg and Schultze, 2002, 
Damodaran, 2012) (sections 2.1.2 and 2.3.3.2), thereby providing the basis for additional 
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influencing factors. They vary for different types of buyers and different sale purpose, such as 
valuation for sale to a private entity, to a PTC, or for an initial public offering (Damodaran, 2012) 
‘due to economies of scales, economies of scope, or different perceptions of the industry and the 
company’ (Fernandez, 2016:2), and based on whether the valuation is performed by a buyer or a 
seller (Fernandez, 2016). These characteristics have an influence on the agreed price. 
Value and price have to be differentiated within investment appraisals. Value is the amount defined 
with a valuation process that varies between different buyers and may also differ between buyer 
and seller. The price is the agreed amount to be paid in the sale of the investment object by the 
buyer to the seller (Schindler, 2011, Fernandez, 2016). In practice, the calculated value might be a 
possible value range for the investment object as the basis for negotiating a possible price agreed 
between the seller and one buyer or a consortium of buyers, while communicating with the market 
(Fernandez, 2015, 2016) and being exposed to the dynamics of supply and demand—a principle 
in economics (Marshall, 1927).  
For PTCs, pricing is a transparent process on the stock exchange. For liquid shares, a price is set 
in the trading hours at all times, and the liquidation of shares is simple and done at low costs 
(Damodaran, 2012). For NTAs, on the other hand, pricing is an obscure process, and research 
evidence from the market comes mainly from restricted stocks at PTCs (Damodaran, 2012). The 
liquidation of such assets is more time consuming and has generally higher costs (Amihud and 
Mendelson, 1986, Amihud et al., 2005, Damodaran, 2012, Ehrhardt and Brigham, 2016). From the 
perceptive of the extent of liquidity of assets, Damodaran (2012) has described the difference 
between the price and the value as illiquidity discount, which is higher for NTAs than PTCs. This 
illiquidity discount is also reported as a relevant risk premium determinant in section 2.3.2. 
Since valuation for NTAs is able to consider all relevant risk premium determinants, including the 
illiquidity discount, it is argued that the calculated value can directly be applied as a possible price 
without having to take into account a possible difference between the value and price for the 
illiquidity of the assets. This view is described in Figure 27, which illustrates an iterative process 
between value, based on internal valuation processes, and price, established on the market 
exposed to supply and demand to set a final transaction price. 
Figure 27: Iteration cycle during investment decision process between value and price (own 
illustration). 
 
Value Price Market 
Risk 
premium  
and  
equity 
return rate 
Dynamics of 
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 Feasibility and Viability Measures for Investments 
Investment decisions involve allocating funds in projects in such a way as to receive higher cash 
flows and increase shareholder wealth, and this fund allocation, which is performed by managers, 
is one of the most important processes for many companies (Baker et al., 2010). Viability and 
feasibility are important aspects in investment appraisals (Carmichael, 2014). Viability is concerned 
with sustainability, and it is measured by means of business survival lengths. However, viability is 
also often measured with a feasibility study (Mohamed and McCowan, 2001). Within a feasibility 
study, the investment is evaluated with regard to its strengths and weaknesses, whether it is 
worthwhile and suitable to invest in (Carmichael, 2014), its opportunities, and its resources. The 
NPV, IRR, and PB are typical techniques used in feasibility studies (Mohamed and McCowan, 2001, 
Carmichael, 2014). In a probabilistic investment analysis, feasibility is expressed as a probability, 
while viability is examined in terms of a defined probability level that the decision makers are ready 
to accept (Carmichael, 2014). 
There are different approaches to evaluate the feasibility and viability of investments, such as the 
growth/shrink-performance spread matrix of Arnold (2013); however, they are not suitable for RES-
E investments because of their focus on the growth potential of the investing firm; for instance, the 
business growth in new markets or with new products. Investments in RES-E projects are typically 
unique investments with the benefit of securing new production sites for electricity with a favourable 
generation cost and revenue profile. They do not primarily add to the growth of the investing 
company. 
An optimal feasibility measure approach for RES-E investments has been presented by Espinoza 
(2014), with a focus on the NPV measure. He has distinguished financial and risk performance 
metrics, which form the basis for determining the feasibility of projects for decision makers. On the 
one hand, the financial performance ratio compares the project’s IRR with the investor’s WACC or 
set hurdle rate to consider the investment company’s CoC in relation to the financial metrics of the 
investment, i.e., to determine whether the project is financially feasible (IRR/WACC ≥ 1). On the 
other hand, the risk performance measure evaluates the IRR compared to the iRADR (section 
2.4.4.4). The project’s feasibility from a risk perspective is given if the IRR is higher than the iRADR 
(i.e. IRR/iRADR ≥ 1). For decision making, RES-E investment projects can be plotted on a financial 
versus risk performance chart from a value perspective (Figure 28) (Espinoza, 2014, Espinoza and 
Rojo, 2015). 
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Figure 28: Decision making based on a financial versus risk performance chart (NPV vs. DNPV) 
from a value perspective, illustrated with fictive project examples43 (adopted from Espinoza and 
Rojo, 2015). 
 
 Non-numerical Factors and Managerial Judgements in Investment Appraisals 
The aforementioned manifold numerical techniques for the quantitative analysis are typically only 
the starting point for investment appraisals, since in many real-world situations, additional 
qualitative factors must be taken into consideration (Arnold, 2013). Many risk components relevant 
to RES-E investments cannot be entirely described with numerical approaches. For instance, a risk 
assessment and subsequent feasibility study with a numerical valuation, including a probability 
analysis for environmental, social, political, and legal risk, is almost impossible (Mohamed and 
McCowan, 2001). Therefore, the incorporation of such non-monetary or intangible factors (see also 
section 2.5.2.3) in investment appraisals are crucial and can be key influence factors (Lopes and 
Flavell, 1998). They require careful analysis (Tweedale, 1993), applying judgemental expert 
knowledge (Power, 2004). In extreme cases, not adequately considering non-monetary and 
unquantifiable risk components could cause project failures despite favourable financial key factors 
(Uher and Toakley, 1999).  
In any case, an examination of the numbers in valuation, and not focusing on low-digit percentage 
NPV deviations, is crucial (Tijdhof, 2007b). Moreover, since an exact risk assessment of projects is 
extremely difficult in practice and uncertainties in cash flows are experienced throughout everyday 
operations with sometimes unforeseen shocks, many practitioners ‘fall back on their ‘judgement’’ 
(Arnold, 2013:715) to assess risk and to set appropriate discount rates within valuation. Judgement 
of the viability of project can be considered largely as an element of art that ‘requires experience 
and perceptive thought’ (Arnold, 2013:707) and includes some ‘gut instinct’ (Tijdhof, 2007b) when 
selecting projects. This is also the key approach when assessing stand-alone projects’ risks and 
Financial performance 
(NPV) 
Risk performance 
(DNPV) 
Project 1 
Project 2 
Project 3 
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valuation outcomes with regard to their contribution to the investing firm’s and/or investor’s risk 
level, as introduced in section 2.3.3. Numerical project valuations are treated as supporting tools 
for their strategic decision making for investment (Tijdhof, 2007b), while good decisions come from 
knowing the limitations of the applied methods and the used input variables (Arnold, 2013). Having 
said that, it is understood that judgments that recognise the imperfection within reality often deliver 
better results than overly simplistic theoretical approaches (Arnold, 2013) As outlined in section 
2.5.1, the CAPM formula can be used as a starting point (Arnold, 2013) by applying managerial 
judgement for additional risk components to define the appropriate discount rate. In doing so, the 
accuracy behind the numbers about the applied return rate is less important than knowing the 
margin of errors and the range of possible outcomes (Arnold, 2013). According to Arnold, ‘the final 
number for the required rate of return is less important than the knowledge of the factors behind 
the calculation and likely size of the margin of error. Precision is less important than the knowledge 
of what is a reasonable range’ (2013:692).  
Furthermore, managerial judgment is also required in investment appraisals when considering the 
investment project in relation to the strategic direction of the investing firm, the social context in 
relation to the enthusiasm and commitment of the involved employees, the involved amount of DD 
and contract negotiation expenses until the closing of the transaction, and any other intangible 
benefits or drawbacks (Aharoni, 1966, Arnold, 2013). 
 
2.7 Summary and Conceptualisation 
 Summary of Literature Review 
After discussing the basic terms and concepts of uncertainty, risk, and pricing risk, the principle 
concepts in estimating expected returns and various corresponding capital budgeting techniques 
have been reviewed. It could be demonstrated that ERPs are the central variables of each of those 
return models. They are all derive from research about PTCs. By contrast, only a few CoC 
approaches for NTAs have been found in the literature. In addition, several key risk factors have 
been identified during the literature review and discussed in respect of their relevance for 
determining the expected returns of NTA and RES-E projects. Only a few research papers have 
been found regarding sector-specific characteristics as relevant ERP determinants. Based on the 
given risk definition, natural energy resources and their volatility have been introduced as relevant 
ERP determinants (value drivers) for RES-E investments. 
Even if there are some empirical studies about returns for private equity companies, based on 
evaluating funds and listed companies that invest in private equity, the findings allow the conclusion 
that there is no general framework or formula to estimate or calculate the expected returns of NTA 
and RES-E investments. However, there are some articles that add specific determinants to 
principle models. This could be a starting point for building an enhanced model that is composed 
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of the common key variables relevant to all investments, supplemented with the determinants or 
equity value drivers specifically crucial for RES-E investments. 
 
 Research Gaps 
In relation to answering the research questions in section 1.2, the following research gaps could be 
identified in the literature review: 
1. The valuation of project-specific NTAs are rarely empirically researched. 
2. Empirical research has not been performed in the field of RES-E investments yet, and 
specific value drivers for RES-E projects have not been investigated. 
3. The interaction between the risk/uncertainty assessment and valuation processes are rarely 
assessed—in particular, how specific risk determinants are considered in the valuation 
processes of RES-E investments. 
4. The relevance of unsystematic risk is often ignored in valuation due to the influence of PTCs 
as the principle research objects. 
5. A theory-practice gap has been identified for the application of the RADR approach, the CE 
method, and the combination of value creation and value protection methods. 
6. A lack of theory has been identified for explaining the influence factors on valuation. 
7. Empirical research of the German and Swiss populations for the valuation of NTAs and 
possible differences has not been conducted before. 
Table 14 lists the found research gaps, how they are addressed in this thesis, and how this thesis 
contributes to the body of knowledge or practice. 
The identified research gaps are the basis for the subsequent conceptualisation (section 2.7.3) in 
which a conceptual framework as well as initial subcategories and themes for the following 
preliminary qualitative research phase (section 4.2) are defined. 
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Table 14: Research gaps, issue addressing, and contribution to the body of knowledge and practice  
No. Research gap 
In 
scope 
Addressing/contribution 
1. 
Rare empirical research about valuation of 
project-specific NTAs 
X 
Additional empirical quantitative and 
qualitative evidence for NTAs 
2. 
No empirical research for RES-E 
investments and determinations of 
corresponding value drivers 
X 
First empirical quantitative and qualitative 
evidence for RES-E investments in 
transactions 
3. 
Rare assessment of the interaction 
between risk/uncertainty assessment and 
valuation processes and of specific 
considerations in valuation processes 
X 
Quantitative assessments of how risk 
determinants are considered in valuation, 
either with cash flow or discount rate 
adjustments  
4. 
Unsystematic risk is often ignored in 
valuation processes 
X 
Quantitative assessments of all relevant 
risk components, systematic and 
unsystematic risks, with follow-up, in-depth 
qualitative analysis 
5. 
Theory-practice gap for the RADR 
approach, CE method, and combined value 
creation/protection methods 
X 
Finding reasons for theory-practice gap for 
RADR approach, CE method, and 
combined value creation/protection 
methods and whether they could be 
propagated more within practice 
6. 
Lack of theory to explain influence factors 
on valuation 
X Application of explanatory sequential MMR 
7. 
No empirical research about German and 
Swiss populations for valuation of NTAs 
and RES-E investments and for possible 
differences 
X 
First empirical quantitative and qualitative 
evidence for these two populations for 
NTAs and RES-E investments 
 
 Conceptual Framework 
When trying to understand how valuation is performed in practice from a process point of view and 
what determinants are relevant, a conceptual framework is helpful. It is based on the learnings from 
the literature review, and it represents the basis for the ultimate investment decisions as a function 
of the definition of the relevant equity value drivers, risk, and opportunity assessment; the risk 
mitigation and opportunity realisation potential; the expected return (i.e., CoC); the chosen valuation 
methodology and the adjustment possibilities corresponding to the remaining business risks and 
potentially also to opportunities, as well as a variety of potential influence factors, mainly considered 
from a cognitive perspective (Figure 29).  
A related framework, named the risk-adjusted project valuation (RAPV) concept, which was 
published in Hürlimann and Bengoa (2017a), conceptualises the adjustments for risk in valuation, 
either within the discount rate or in the cash flows (Appendix 3), from a different perspective, 
compared to Figure 29. 
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Figure 29: Conceptual framework about valuation and its possible influence factors (author’s own 
illustration).  
 
These influence factors belong mainly to the realm of cognitive aspects in assessing risk (threats 
and opportunities). Some of them have been identified in the literature review, as outlined in section 
2.7.4 below. 
 
 Initial Subcategories and Themes 
The literature review could identify several topics that are relevant to valuation in general and to 
RES-E investments: 
 Differentiation within the realm of valuation between capital budgeting techniques and CoC 
approaches (particularly for DCF-based methods). 
 Existence of judgmental valuation approaches, apart from the mainly numerical valuation 
approaches that have been widely discussed in the academic literature. 
 Discounted cash flow versus non-DCF-based capital budgeting techniques with different 
methods. 
 Different CoC approaches, such as the CAPM, WACC, hurdle rate, and RADR. 
 Risk considerations in valuation, including the definition of relevant risk components, risk 
assessment (scenario and sensitivity analysis, simulations, and PB), risk mitigation, and risk 
adjustments in valuation. 
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 Influence factors on valuation, such as the risk appetite, risk attitude, interest strength, and 
liquidity in market, as well as the characteristics of the investing company and diversification 
grade of the firm and investor. They are grouped into the following categories: ‘risk and 
return’, ‘investor and investor strategy’, and ‘investment pressure’. This builds a preliminary 
concept, as illustrated in Figure 30, to be investigated in more detail and complemented in 
the forthcoming research phases. 
Figure 30: General influence factors on valuation processes (capital budgeting processes and CoC 
approaches), presented in an initial concept map format. 
 
In addition, the mentioned initial subcategories and themes (Figure 31) build the basis for 
investigations into the ongoing quantitative and qualitative research, particularly for the first 
exploratory research phase (section 4.2). In this phase, it is decided whether to assess the found 
topics using quantitative and/or qualitative analyses. In addition, the initial subcategories and 
themes are used to create an initial coding frame (ICF) which is subsequently updated in both the 
qual and QUAN phases to be later applied within the QUAL phase (section 4.4.3). 
  
Risk and return Investment pressure 
……. Investor and investment strategy 
…….. …….. 
Influence on valuation (cost of capital and capital budgeting techniques) 
Risk appetite Risk attitude 
Liquidity amount in 
market 
Interest strenght in 
market 
Diversification grade of 
firm/investor 
Characteristics of 
company (size, cost of 
capital, experience) 
….. 
….. ….. 
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Figure 31: Preliminary subcategories and themes to investigated in more detail in the forthcoming 
research phases (ICF after literature review with knots in software nVivo10TM). 
 
 
 3 RESEARCH PHILOSOPHY AND ETHICS 
Before discussing the applied methods in this research in chapter 4, including the philosophical 
assumptions about the MMR approach, the chosen philosophical stance, the underlying 
philosophical assumptions, and the role of the researcher’s value are discussed. The aim of this 
chapter is to outline the relevant parts of this topic for this research. 
 
3.1 Research Philosophy 
 Research Philosophy in Literature 
 Definition and Relevance of a Philosophical Stance 
The term ‘research philosophy’44 ‘relates to the development of knowledge and the nature of that 
knowledge’ (Saunders et al., 2009:107). It involves ‘examining the nature of knowledge itself, how 
it comes into being and is transmitted through language’ (Patton, 2002:92). 
As in all professions and human activities, social researchers also perform their work based on a 
specific understanding of nature and reality and on their role in society. At the same time, the 
inquirers have a self-understanding about the meaning, purpose, and role of their research in 
society and the optimal form of competent study—whether this self-understanding is implicit or 
explicit (Greene and Hall, 2010). Having said that, the philosophy of science plays an important role 
for social inquirers (Biesta, 2010, Maxwell and Mittapalli, 2010). As recommended by Greene and 
Caracelli (1997), researchers applying MMR should be explicit about their research philosophy. 
However, ‘how this philosophy is packaged’ is less relevant (Greene and Hall, 2010:121). Instead, 
it is more practical to focus on individual philosophical assumptions, particularly on the two main 
concepts: ontology and epistemology (Biesta, 2010), as discussed in more detail below. 
To illustrate this focus in terms of philosophy in more detail, Biesta (2010) has evaluated seven 
different levels, organised in a hierarchical order, to identify whether particular philosophical issues 
exist (Table 15). This evaluation has been performed, since the provided MMR typologies (section 
4.1.1.4) provide valuable insights into how MMR works (section 4.1.1.4); however, it reveals little 
about both the ideas behind the typology and the philosophical aspects (Biesta, 2010). 
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Table 15: Several levels of MMR to identify philosophical issues (adopted from Biesta, 2010). 
Level no. Level Philosophical issues 
1 Data/sources No particular problem arises in the numbers and text 
2 Methods 
No particular problem arises in the quantitative and 
qualitative data collection and analysis and its 
combination and interpretation 
3 Design 
Issue with interventionalist versus noninterventionalist 
designs, while, according to Biesta (2010), only with an 
interventionalist approach, can knowledge be gained, 
following pragmatism 
4 Epistemology No particular problem arises 
5 Ontology 
Mechanistic versus social ontology: mechanistic ontology 
looks at the world in terms of what causes events, 
whereas social ontology sees the world of meaning and 
interpretation without excluding the world of causes and 
effects. 
6 Purpose of research 
No particular problem arises within the relevant distinction 
whether the research objective is explanatory (seeks to 
explain) or interpretative (seeks to understand) 
7 Practical roles of research 
No particular issues arise while distinguishing between the 
technical versus cultural role of research, while the former 
provides practitioners methods and techniques to achieve 
their objectives and the latter different ways of viewing 
and understanding their practice 
 
Ontology and epistemology are two key concepts in research philosophy. They define the individual 
philosophical assumptions, which are discussed in more detail below: 
 Ontology is concerned with the researcher’s individual perspective of the form and nature 
of reality, both from a physical as well as a social and political point of view. It is about the 
researcher’s assumptions about how the world works and his or her commitment to a 
particular perspective (Heron and Reason, 1997, Hay, 2006, Carter and Little, 2007, 
Saunders et al., 2009, Easterby-Smith et al., 2012). ‘Ontology is the starting point of all 
research’ (Grix, 2002:177), logically followed by positions about epistemology, 
methodology, and outcomes (Figure 32). 
 For epistemology, there are different definitions. On the one hand, it is about researchers’ 
individual positions regarding the constitution of acceptable knowledge in a specific field of 
research (Saunders et al., 2009, Bryman and Bell, 2011) and the assumptions about the 
‘best ways of inquiring into the nature of the world’ (Easterby-Smith et al., 2012:60), 
particularly regarding the methods applied, validation processes, and approaches to learn 
and gain knowledge of the social reality (Blaikie, 2000, Ritchie et al., 2013). On the other 
hand, a more widely used definition speaks about epistemology as the study of knowledge 
(Horrigan, 2007) which is closer to its word stem, based on the Greek terms ‘episteme’ (= 
knowledge) and ‘logos’ (= study). For both definitions, the researcher’s epistemological 
position can be found by asking, ‘what and how can we know about [reality]?’ (Grix, 
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2002:180). In addition, it guides the researcher’s methodological choices, and it is 
influenced by axiology (Carter and Little, 2007).45 Measures of research quality, the form, 
and its representation in the analysis and the writing style provide insights into the 
researcher’s epistemological position (Saunders et al., 2009). 
Thinking about ontological and epistemological assumptions or choices before beginning to define 
the applied methodologies (chapter 4) in the research is essential. However, it is not only a one-
directional process, as depicted in the simplified illustration by Grix (2002), but also a complex vice-
versa process (Figure 32) in which the evaluated methodologies and the outcomes can influence 
the philosophical assumptions again (Cua and Garret, 2009).  
Figure 32: The key building blocks of research with examples of fundamental questions and their 
interactive interrelationships (adopted from Grix, 2002, Cua and Garret, 2009). 
 
 Positivism versus Interpretivism 
The literature about research philosophy provides a wide range of different philosophical positions 
and stances, as comprehensively outlined by Niglas (2001, 2017). Positivism and the opposite, a 
non-positivist stance, are predominantly discussed (e.g. Niglas, 2001, Monette et al., 2013) while 
Saunders et al. (2009) includes realism. Since a broad discussion of various paradigms is beyond 
the scope of this thesis, a brief contrast between the two opposite philosophical positions, namely 
positivism and interpretivism, is presented here, while realism and its variations are outlined in 
section 3.1.2.  
  
Ontology Epistemology Methodology Outcomes 
What is 
existence? What 
things exist? Is 
there such a thing 
as objective 
reality? 
How can we know 
about reality? 
What is truth? Do 
we really know 
what we think we 
know? 
How can we go 
about acquiring 
that knowledge? 
Which data can 
we collect? 
What outcomes 
can we expect? 
Philosophical assumptions 
What does the researcher assume 
and how does he apply it? 
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Within positivism, the ontological assumption is based on objectivism, asserting that there is an 
externally existing world and that social entities are independent of the social actors’ beliefs and 
perceptions of them (Saunders et al., 2009, Monette et al., 2013). The positivist’s goal is to discover 
laws to explain the way the world works (Monette et al., 2013) and to create generalisable 
statements about cause-and-effect relationships (Kanellis and Papadopoulos, 2009). This means 
that a viable epistemological position for positivists can only be reached if the knowledge has been 
produced with the help of objective approaches that investigate the external existing world (Monette 
et al., 2013). Such research must be conducted in a value-free way, i.e., based on passive and 
neutral role, and without influence of past experience and social, moral, and cultural beliefs (Kanellis 
and Papadopoulos, 2009). This involves a ‘non-normative, non-judgemental detachment of the 
researchers in relation to what they are studying.’ (David and Sutton, 2011:76). Therefore, 
conducting research from a positivistic position is only possible if the methods adopted from natural 
sciences are applied to analyse the social reality (Bryman et al. (2008), (Kanellis and 
Papadopoulos, 2009). 
The criticism of the traditional positivist perspective about reality allowed for the emergence of 
different alternatives, of which interpretivism is commonly stressed as the opposite stance of 
positivism (Bryman et al., 2008, Saunders et al., 2009, Monette et al., 2013). All the different 
intellectual traditions that are integrated into interpretivism take critical positions towards the 
approach to integrate models of natural sciences within social reality (Bryman et al., 2008). Instead, 
positivists perceive the social world and the knowledge about it to be created by the interpretation 
of human perception and shaped by exchange of meanings in social interactions (Monette et al., 
2013). From an epistemological point of view, interpretivists place emphasis on gaining deeper 
knowledge of human thinking and behaviour by integrating the researcher’s point of view and 
interest into the study (Bryman et al., 2008). 
Interpretivists often argue that positivists do not properly consider the dimension of the social world, 
and they stress the necessity of a subjective understanding, in contrast to a superficial explanation 
of cause-and-effect relationships (Saunders et al., 2009, Monette et al., 2013). However, this 
criticism falls short in explaining positivists’ understanding of reality, since they ‘do not necessarily 
deny the existence or importance of subjective experiences, but they do question whether the 
subjective interpretations have scientific validity’ (Monette et al., 2013:40). 
The author of this thesis recognises the necessity of the various traditions and paradigms. After 
making the link between paradigms and methodology in the next section, the chosen philosophical 
stance is discussed in relation to other applicable traditions with MMR (section 3.1.2). 
 Connecting Philosophical Stances with Methodological Approaches 
The position of having a link between a paradigm and the applied methodology has long been the 
traditional view in literature, particularly in which positivism is associated with quantitative and 
interpretivism with qualitative methods (Johnson and Gray, 2010). Although many researchers have 
traditionally viewed the difference between the two methods not as an issue of quantification, but 
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as an issue in terms of their ontological and epistemological foundations (Guba and Lincoln, 1989, 
Bryman et al., 2008), and combining both would trigger major concerns within those paradigms46, 
contemporary literature has increasingly been challenging this understanding of a strict and 
exclusive link between a philosophical stance and the applied methodology (e.g. Bazeley, 2004, 
Monette et al., 2013). In the current research world, with a multitude of approaches, an ‘overlap 
and mutual influence between different traditions’ (Niglas, 2001:2) is experienced. Therefore, it is 
argued that there is no longer such an exclusive connection and that the ‘landscape of social 
scientific inquiry is continuously changing so that the paradigm system cannot been seen as fixed 
but as evolving through time’ (Niglas, 2010:218). As Maxwell and Mittapalli (2010) outline, research 
practices either do not solely depend on or are determined by the selected philosophical stance. 
The chosen research design and methods might be influenced by more than one paradigm (Pitman 
and Maxwell, 1992, Greene, 2000). There has also been a long debate about the right paradigm in 
MMR (Hall, 2013). Many writers regard pragmatism as the main philosophical paradigm for MMR 
(e.g. Rossman and Wilson, 1985, Patton, 1990, Tashakkori and Teddlie, 1998, Biesta, 2010, 
Greene and Hall, 2010). In essence, they articulate that the research should be concerned with 
those applications that work and solve their stated problems.  
Following this contemporary perspective within this thesis, the overlap of paradigms and between 
paradigms and methods is acknowledged, although a certain linkage between paradigm and 
method still exists. However, it is argued that pragmatists underestimate the influence of 
philosophical assumptions on the research methods, in particular for the combination of quantitative 
and qualitative approaches specific to the chosen MMR approach herein, and on the explicit and 
sometimes implicit objectives, purposes, and actions of the researcher (Maxwell and Mittapalli, 
2010). 
With regard to MMR, the defined prioritisation on either the quantitative or the qualitative phase 
(section 4.1.1.4) can be associated with particular philosophical stances. In the case of an emphasis 
on the quantitative phase, post-positivism is a typical philosophical stance of such a researcher, 
while emphasis on the qualitative phase is often found in the case of researchers following 
interpretivism (Creswell et al., 2003). However, this research puts an equal emphasis on the primary 
phases (section 4.1.2.1); therefore, the assumptions of both rather opposing philosophical stances 
must be considered in the same study and must subsequently shape the chosen paradigm for this 
research (section 3.1.2). This is supported by Creswell et al. (2003), who stress that MMR cannot 
be based on a single paradigm and that the paradigm should be chosen in line with applied MMR 
typology. 
 
 Philosophical Stance and Assumption of this Research 
The chosen philosophical stance is chosen based on the author’s personal beliefs, which have 
been shaped during the course of conducting the research. The nature of the research topic itself 
has influenced the philosophical assumptions of the underlying research. Furthermore, theh chosen 
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paradigm aims to best answer the research questions, applying the chosen specific research 
design.47 
 Critical Realism as Underlying Research Stance 
Critical realism is adopted as the underlying research stance of this thesis. Critical realism was 
largely established by the writings of the British philosopher Roy Baskhar (Bhaskar, 1975, 1979, 
1989, Archer et al., 1998). Since critical realists today draw upon a pool of scholars (e.g. Archer, 
1982, 1995, Archer et al., 1998, Bhaskar, 1975, 1979, 1982, Danermark et al., 2005, Gorski, 2013, 
Lawson, 1989, 1998, Sayer, 2000), critical realism is not composed of a uniform framework, 
methodology, or set of beliefs. It consists rather of ‘a series of family resemblances in which there 
are various commonalities that exist between the members of a family, but these commonalities 
overlap and crisscross in different ways’ (Archer et al., 2016:1). A normative agenda with genetic 
features unites it as a discrete metatheory, combining ontological realism, epistemic relativism, and 
judgmental rationality (Bhaskar, 1975, 1979, Archer et al., 2016). 
Critical realism puts a strong focus on ontology. In doing so, ontological realism, as one of the major 
tenets of critical realism, states that much of reality exists independently of what we are aware of 
and what we think of it, and that reality therefore does not entirely respond to empirical surveys 
(Bhaskar, 1975, 1979, Archer, 1995). As stated within this research, critical realism puts particular 
attention on questions about what entities exist in the social world and features to overcome the 
historical focus of social sciences on sole empirical surveys with an insufficient amount of attention 
on epistemology at the expense of ontology. 
Objectivism as an ontological position is an inherent concept of realism (in general) and positivism 
(Burrell and Morgan, 1979, Holden and Lynch, 2004, Saunders et al., 2009). Therefore, it can be 
argued that such collected data are less vulnerable to biases and are hence more objective 
(Saunders et al., 2009). Similarly, but still distinct from positivism—in which researchers are strictly 
not affected by the research subject (Remenyi et al., 1998)—in realism, objects in reality exist quite 
independently of the thoughts of humans, understanding, knowledge of their existence, or beliefs 
(Saunders et al., 2009, Ritchie et al., 2013). Realists try to advance to the one truth while being 
aware that the truth cannot be completely reached (Saunders et al., 2009). In addition, the realist 
perspective holds that beliefs are only an approximation of reality, whereas our understanding of 
reality is constantly improved with new observations (Blackburn, 2005). Therefore, realists have 
multiple perceptions about a single, mind-independent reality, in contrast to positivists searching 
for one concrete truth (Saunders et al., 2009).  
Likewise, critical realists assume that reality is not composed of a single, observable, measurable, 
and determinable layer to be understood by observation, but that reality consists of multiple layers 
with structures and mechanisms influencing the aspects to be observed and experienced. 
Investigating these structures and mechanisms which cause facts and events, which are 
experienced and which can be empirically investigated builds the basis of critical realism to explore 
the social world. As such, to understand the investigated part of the social world while still critically 
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reviewing causal models taken over from natural sciences, critical realists require a proper 
understanding of the social structure and mechanism that has caused the phenomena (Bhaskar, 
1975, 1979, Sayer, 2000, 2004, McEvoy and Richards, 2006). 
Since critical realists agree that we can only see a part of a whole picture, they consequently accept 
deficiencies in mental receptiveness and the fallibility of knowledge. According to critical realists, a 
full comprehension of reality is not possible, since our perception is influenced by our available 
theoretical resources and our research interest (Bhaskar, 1975, 2008). This is also due to the fact 
that the social world in the form of ‘open systems’ (Bhaskar, 1975:33) is far too complex to be fully 
understood. However, it is possible to receive empirical feedback from the accessible aspects in 
reality (Sayer, 2004). This differentiated perception about reality has shaped the author of this 
thesis, and it has led him from his originally positivistically shaped perception of reality, as a 
graduate of natural sciences—ontologically and particularly epitomologically—to a more 
differentiated perception of a critical realist within this research. 
In addition and in line with the researcher’s philosophical stance, Bhaskar (1975, 2008) and Archer 
et al. (1998) differentiate between two kinds of knowledge: the transitive and intransitive objects of 
knowledge. The latter consists of knowledge independent of human activities, and it refers to 
sciences based on causal mechanisms, such as gravity, matter, energy, life, and death, among 
other things. On the other hand, transitive objects of knowledge are invented by human beings and 
also refer to changing dimensions in sciences with regard to historical conceptions of reality, 
including philosophical stances, theories, models, and approaches. These objects of knowledge 
are usually situated within a context and/or concept, and they are transformed by human activities. 
In this research, transitive objects of knowledge are the central point. For instance, these objects 
of knowledge embrace both the understanding of uncertainty and risk within a certain cultural and 
social context and the developed and applied methodologies to assess risk and to monetarise risky 
objects and valuate assets. Having outlined these points, critical realists’ understanding is best 
described as a form of epistemic relativism in which most objects of knowledge about reality are 
historical; socially and culturally embedded; and context-, concept-, and activity-related (Mingers, 
2004, Wikgren, 2005, Bhaskar, 2008).  
Although critical realists embrace an epistemic relativism, the search for knowledge must not be 
regarded as a futile effort by following this philosophical stance. It simply means that our conception 
of reality is always based on past facts and events, influenced by a specific perspective, and it can 
be fallible. To overcome these challenges, methodological pluralism needs to be applied (Bhaskar, 
2010a, Næss, 2010:78, Archer et al., 2016) (section 3.1.2.2), as outlined as a rationale for the 
applied MMR design (section 4.1.1.2). 
 
To illustrate the tenets of critical realism from another perspective, two different branches of realism 
are discussed in more detail. In direct realism—the first branch of realism—the truth is what humans 
can sense as reality, nothing more. The world is accurately portrayed by experiencing it through 
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human senses, and there are no illusions (Blaikie, 2009, Saunders et al., 2009). What researchers 
with other philosophical positions call illusions are in fact—according to direct realists—
inaccuracies in sensations due to insufficient access to the necessary information in order to 
appropriately understand the phenomena (Saunders et al., 2009). On the other hand, critical realists 
claim that many social phenomena in the real world are not directly experienced, but rather 
indirectly sensed through images or representations of the objects in reality (Bhaskar, 2008, 
Saunders et al., 2009). Often, there are illusions, since certain things in the real world can only by 
seen through sensations, representing the reality (Saunders et al., 2009). As such, for critical 
realists, three domains exist in reality, as Bhaskar (1975, 2008) outlines by stratifying ontology in 
‘real’, ‘actual’ and ‘empirical’. The critical realist’s reality range hence from the directly observable 
(the empirical domain) and the reality that is directly observable or not (the actual domain) to the 
underlying real and deep mechanism generating events that are observable or not (the real domain) 
(Delorme, 1999, Mingers, 2004, Alvesson and Sköldberg, 2009). 
Direct realists follow an approach relating to scientific inquiry to gain knowledge—similar to 
positivists (Saunders et al., 2009)—following an objectivistic view of epistemology (Johnson and 
Duberley, 2000, Coghlan and Brannick, 2014). Apart from reaching acceptable knowledge by 
observing ‘real’ objects (Saunders et al., 2009), credible data can also be provided by measuring 
social phenomena (Alvesson & Sköldberg, 2009) such as the feelings and attitudes of workers—
which are normally attributed more to a constructivist stance—by investigating the gathered data 
from a more objective point of view and by presenting them in a statistical form (Saunders et al., 
2009). As in positivism, realism in general follows a ‘scientific approach to the development of 
knowledge’ (Saunders et al., 2009:114), while analysing the external reality. In contrast to 
positivism, however, the epistemological approach of a realist does not primarily focus ‘on causality 
and law like generalisations [to gain knowledge while] reducing [the observed] phenomena to 
simplest elements’ (Saunders et al., 2009:119), and they focus on explanation within a context or 
contexts (Bhaskar, 1979, 2008). For realists, causality is a potential correlation of events, rather 
than an automatic process (Easterby-Smith et al., 2012). 
For critical realists, however, acceptable knowledge is also built by following a more subjectivist 
view on epistemology, since the external world cannot only be accessed objectively (Coghlan & 
Brannick, 2014), in contrast to their objectivistic view on ontology (Saunders et al., 2009). Since 
business and management research is always about people being self-reflecting and taking 
decisions and about human organisations, and not about natural items, as in natural sciences, a 
complete objectivist approach to gain knowledge as positivists suggest is not entirely possible 
(Schutz, 1970, Bryman and Bell, 2011). This critical realists’ perspective can be illustrated with their 
two-step approach to the experiencing of reality. First, while observing the objects in the world, 
sensations are conveyed. Second, a mental process starts after the sensations are processed by 
researchers’ sensory organs (Saunders et al., 2009). Critical realists accept various forms of 
knowledge, such as material, psychological, social, and conceptual. Each of them must be analysed 
with different research methods (Mingers, 2004). In contrast, direct realism only works with the first 
Research Philosophy and Ethics   125 
 
step when directly observing the objects in the world (Saunders et al., 2009); i.e. only those 
phenomena that are processed by senses are relevant for science (Blaikie, 2009). This does not 
seem to include all possibilities to understand the social reality. Nevertheless, both realist schools 
embed their explanations of the real world within a context or contexts. Moreover, the perspective 
of direct realists on the world is on one level, such as the individual, the group, or the organisation, 
and they do not recognise that the chosen level can change reality. On the other hand, critical 
realists develop knowledge by conducting multi-level studies and by recognising both the capacity 
of the various levels, such as the individual, the group, and the organisation, to influence each other 
and the potential of influencing researchers` understanding of the reality being studied (Saunders 
et al., 2009). Moreover, critical realists argue that understanding the real world is only possible if 
the social structures that have determined the phenomena, and that are now the object of research, 
are understood (Bhaskar, 2010b). In addition, the real world is ‘interpreted through social 
conditioning’48 (Saunders et al., 2009:115). As such, the knowledge of the world cannot be acquired 
without incorporating the influence of social actors in those processes (Dobson, 2002). 
Furthermore, while direct realists see insufficient data as a means of inaccuracy in sensations, 
critical realists are generally more aware of the risk of misinterpretations of phenomena creating 
sensations (Saunders et al., 2009). 
As a third tenet of critical realism, epistemic relativism is combined with judgmental rationality. This 
asserts that there are criteria for judging reality that are better or worse. The aim of each piece of 
research is to create a plausible model that tries to provide a descriptive or explanatory account of 
the objects of inquiry. However, since not all these accounts are created equally, we are required 
to choose between competing models while being able to affirm one model to another based on 
relative objective reasons. Having said that, critical realists are of the opinion that, in social science, 
knowledge of reality can be refined and improved over time. At the same time, they make 
statements about reality in a relatively justified manner, while knowledge about reality is still 
historical, context-dependent, and culturally and socially embedded (Niiniluoto, 1991, Bhaskar, 
1998, Boyd, 2002).  
 
 Critical Realism and MMR 
Based on the previous discussion, shaped by the various writings of Bhaskar (1975, 1979, 1989, 
2008, 2010b, 2010a), Bhaskar et al. (2017), and Bhaskar in Archer et al. (1998), the author has 
both an objectivistic view on ontology (as an ontological realist, believing that a real world exists 
with certain deep features) and a subjectivistic view on epistemology (as an epistemic relativist, 
believing that all our knowledge is socially produced, transient, or fallible). These are combined with 
a judgmental rationality to develop a first model (section 2.7.3), describing the investigated social 
reality, to be improved both during the course of the research (section 5.5) as well as in further 
research to come—if set in different social contexts, both from a cultural point of view and from 
perspectives of different levels. This understanding also shaped the chosen research design. 
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To date, critical realism is relatively seldom applied in MMR (Maxwell and Mittapalli, 2010). 
However, in the last two decades, this paradigm has made it into MMR in related and similar topics 
to this research, such as accounting (Covaleski and Dirsmith, 1990, Brown and Brignall, 2007) and 
economics (Lawson, 1989, 1998, Fleetwood, 1999, Downward et al., 2002, Olsen, 2004). In line 
with Zachariadis et al. (2010), and based on Bhaskar (1975, 1979), critical realism is of particular 
interest for the studied topic and applied MMR design, addressing central concerns of both natural 
sciences (with regard to technological features in this research, including risk assessment and the 
mathematical display of risk as a monetary value) and social sciences (due to the topic’s 
entanglement with the social context of organisations and the market). 
As with Maxwell and Mittapalli, the author of this thesis views philosophical assumptions as ‘lenses 
for viewing the world, revealing phenomena and generating insight that would be difficult to obtain 
with other lenses’ (2010:147). A dialectic stance takes up this idea and pursues the goal of starting 
a dialogue between various points of view on the researched objective to deepen the 
understanding, instead of just broadening and triangulating findings. In addition, it looks at opposite 
paradigm attributes, such as value-neutral and value-involved as well as inductive and deductive 
attributes, ‘as continua rather than dualism’ (Greene and Hall, 2010:123). According to Maxwell and 
Mittapalli (2010), critical realism can also facilitate such a dialogue, and it eases the issues 
occurring in other philosophical stances. It contributes to an improved communication and 
cooperation between the essential methodological characteristics of MMR while combining 
quantitative and qualitative approaches. Critical realism thus has the major advantage of providing 
a dialogue between the quantitative and qualitative research approaches and easing the so-called 
paradigm war (Datta, 1994) (see section 4.1.2.3), in contrast to other philosophical stances that 
would see the combination rather as a problematic union. 
Furthermore, MMR is applied to overcome the naïve attention on simple empirical surveys and the 
focus on epistemology (Archer et al., 2016), by applying different perspectives and critical 
methodological pluralism (Danermark et al., 2005) based on epistemic relativism (section 3.1.2.1) 
to analyse underlying social entities and their features. In addition, with regard to the ontological 
stratification (Bhaskar, 1975, 2008), also explained above, the author accepts that there is one real 
world, consisting of events that are sometimes able to be directly experienced or observed and 
sometimes not, and that there are accessible and inaccessible mechanisms and structures 
producing those events (Blaikie, 2009). The physical and social objects in reality are composed of 
certain structures and contain power, both of which cause change when activated. This change 
caused by the activation of power is referred to as actual (Zachariadis et al., 2010). This actual is 
triggered in this research in particular by discussing defined investment scenarios within the 
interview phases (section 4.4.1.2) to activate certain dynamics based on real circumstances and 
within the social context of organisations to get behind the scenes. In doing so, the goal is to 
investigate more than just the superficial empirical, which is the sole domain of observation within 
a quantitative survey (section 4.3.2). Therefore, the applied MMR design starts in a sequential 
succession: the empirical domain with the primary QUAN phase is investigated first, followed by 
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the primary QUAL phase, to activate certain power during the interviews to reach parts of the actual 
domain.  
Based on a critical realist’s ultimate goal of research to develop an in-depth level of explanation 
and understanding, the applied sequential explanatory MMR (section 4.1.2.1) has been deliberately 
chosen. As such, the application of both quantitative and qualitative approaches could be an optimal 
choice to reach the research’s goals, as critical realists do not predominantly focus on either 
determining generalisable laws (with quantitative approaches, such as in positivism) or identifying 
the beliefs or experiences of social actors (with qualitative approaches, such as in interpretivism) 
(Bhaskar, 1979, 2014). According to critical realists, the methods should be chosen by the nature 
of the research problem. Furthermore, those methods must fit the research objective, not the 
applied philosophical stance, and they can be quantitative or qualitative (McEvoy and Richards, 
2006, Saunders et al., 2009). In many cases, an effective approach is also the combination of 
quantitative and qualitative methods (Olsen, 2002), as systematically performed in MMR designs. 
As such, the associated typical problems of ‘paradigm switching’ (McEvoy and Richards, 2006:66) 
can be avoided by adopting a critical realist’s stance. Performing MMR as critical realists makes 
sense particularly in case of triangulation for completeness and confirmation (McEvoy and 
Richards, 2006), as has been applied in this research in the inference phase (section 4.5.2). 
Since critical realists accept the importance of multi-level studies (i.e. on individual, group, and 
organisational levels), each of those levels can provide new insights while interacting with each 
other and can therefore have the capacity to change the understanding (Bhaskar, 1989). Therefore, 
this critical realists’ understanding that the social reality can constantly change is much more in line 
with business reality and the purpose of business and management research (Saunders et al., 
2009) to analyse current applications in use to find ‘best practice’ approaches and suggest 
improvements to practitioners. This multi-level understanding of and capacity for change can be 
optimally analysed with a sequential MMR approach in which, after the first primary phase (QUAN), 
the same topic can be investigated in a subsequent second primary phase (QUAL) from a different 
perspective and level while being prepared, as critical realists, that the potentially new insights can 
change the understanding. 
 Critical Realism and Researcher’s Values 
As critical realists, researchers are completely aware of being value laden and biased by their view 
of reality, their upbringing, and their education and cultural experiences, which could consequently 
have an impact on their research (Dobson, 2002, Saunders et al., 2009). During the research, this 
understanding must be constantly and carefully analysed to make necessary research choices 
about the structure of data gathering while reducing the individual biases of researchers’ views on 
reality (Saunders et al., 2009). However, a complete value-free, strictly objective, and data-
independent approach, such as positivists would suggest (Saunders et al., 2009), is not applicable 
to critical realists. Moreover, critical realists highly value personal interactions with participants 
(Saunders et al., 2009), which is ensured in this thesis through interviewing experienced 
practitioners as key data sources (section 4.4.1). In doing so, semi-structured interviews are the 
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chosen data collection formats in the primary qualitative phases in this research (section 4.1.2.4). 
They are chosen to explore the social and psychological form of knowledge—relevant for a critical 
realist—and to receive an in-depth understanding why things are as they are (Mingers, 2004). 
Genuine in-depth interviews49, which are regularly applied by constructivists, are not applied in this 
thesis due to their completely unstructured nature.  
 
3.2 Research Ethics 
Before starting any research project, the research design must consider any potential ethical issues 
to prevent any harm, embarrassment, and other material disadvantages to the researched 
population while gaining access to the data and conducting the entire research (Kemper et al., 
2003, Saunders et al., 2009). Appropriate data access must be able to reveal the concerned reality 
in relation to the research objectives in order to “produce reliable and valid data” (Saunders et al., 
2009:170). In doing so, various key ethical issues can arise. The researcher must be aware of 
various principles (Waldron, 1990, Kemper et al., 2003, Saunders et al., 2009) while complying with 
the following guidelines in the handbook of Research Ethics of the University of Gloucestershire 
(2008):  
i) participants’ privacy;  
ii) the voluntary nature of participating in the research and the right to withdraw from a 
study, partially or completely; 
iii) the participants’ consent (Kemper et al., 2003); 
iv) possible deception of participants; 
v) confidentiality of data from individuals and their anonymity; 
vi) participants’ reactions regarding data collection techniques, including embarrassment, 
discomfort, stress, pain, and harm; 
vii) intellectual property of participants and other researchers; and  
viii) awareness of potential hidden agendas of other researchers in the literature review. 
The applied MMR typology in this thesis, following an explanatory purpose with the timing (section 
4.1.2.1) of a previous QUAN and subsequent QUAL phase, demands specific considerations in the 
study design regarding the use of the QUAN results for the QUAN and INF phases. Being a key 
point in predefining the study design before starting the first data collection (Bazeley, 2010), the 
following design configurations were employed to account for ethical issues: 
 The survey in the QUAN phase asks the participants for permission to follow up with them 
for the subsequent research phase, incentivising the participants by offering them the 
research results (section 3.2.1). 
 For those participants of the QUAL phase whose QUAN and QUAL results the researcher 
is interested in individually matching, the interviewees are explicitly asked for their consent 
(section 3.2.1). 
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Ethical Considerations in Quantitative Phase 
In the performed survey, the research’s ethical obligation is not only to protect the participants from 
any harm, but also to ensure data confidentiality and to obtain participants’ consent (Kemper et al., 
2003, Groves et al., 2011). Therefore, the survey design and its execution considered the following 
principles: 
 The participants’ informed consent was obtained on the first page of the survey. The
participants were informed that all provided answers are kept strictly confidential, will not be 
passed on to third parties, and are used solely for the agreed purpose. The survey results 
are only used for academic research purposes. Moreover, it was ensured that identification 
of the participants and companies is not possible in publications. 
 The collected data are only analysed on an aggregated level, and no individual answers
were analysed. 
 Regarding the participants’ identification, email addresses were only optional fields, and
individual names or company names were not asked for. 
 It was ensured that the connection between identification possibilities and collected data is
stored separately and only accessible by the researcher. 
 Based on the applied sequential MMR design, i.e., with the link between the QUAN and the
subsequent QUAL phases, the participants’ consent was asked in order to be able to contact 
them again for a discussion of the survey results and a follow-up study. 
Ethical Considerations in Qualitative Phases 
Since qualitative methods take “the researcher into the real world where people live and work, and 
because in-depth interviewing opens up what is inside people—qualitative inquiry may be more 
intrusive and involve greater reactivity than surveys, tests, and other quantitative approaches” 
(Patton, 2002:402), there is a greater risk that the interviewees—in both the exploratory qual phase 
(section 4.2) and the primary QUAL phase (section 4.4)—can be harmed psychologically. However, 
assessing the potential ethical issues of this specific research topic reveals a lower risk of harming 
interviewees personally for two reasons. First, the research focuses on financial-technical questions 
and is fact-oriented and hence not emotion-oriented, for instance, when investigating personal and 
work situations. Second, the research focuses on business professionals who are familiar with such 
questions while producing arguments in internal investment decision-making processes.  
In any case, the interviewees’ rights must be respected, their informed consent must be obtained, 
and measures must be taken to protect the provided sensitive and confidential information by 
employing the following principles: 
 At the beginning of the interview and before starting to audio record the interview, a mutual
agreement was signed between the interviewee and the researcher about the researcher’s 
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handling of privacy of data and general confidentiality and the participants’ consent to audio 
record the interview. 
 The declaration given to the participants stated that all the collected data, including audio 
recordings and written notes, are only used for research purposes. Everything will be 
anonymous and kept confidential: neither the organisations’ nor the participants’ names are 
mentioned in the research study. To obscure participants’ identities, pseudonyms are used. 
If direct quotes are used, any identifying information is removed to protect their identities. 
The data are stored securely (with no backups in cloud servers), and they are deleted 2 
years after finishing the research. Even if the information gained in this study is published 
in research journals or presented at research conferences, participants’ identities are still 
kept strictly confidential.  
 The context of the interview was recorded in an electronic interview documentation sheet, 
archived separately from the interview content, as recommended by Flick (2014). This sheet 
includes the number and name of the candidate, his/her company, type of candidate 
(consultant or industry professional), type of employee, his/her position, academic 
qualification, professional experience in years and number of transactions, date, starting 
time, mode (face-to-face or telephone), location, and duration of interview. 
 The same ethical considerations regarding confidentiality must be taken into account in the 
case of the mandated transcribers (Tilley and Powick, 2002) (section 4.4.2). 
 
 4 EMPIRICAL RESEARCH APPROACH AND METHODS 
To answer the research questions as coherently and comprehensively as possible while exploring 
theory in practice, an MMR approach (Creswell et al., 2003, Teddlie and Tashakkori, 2009, Creswell 
and Plano Clark, 2011b) was applied. It begins with a detailed description of MMR and its purpose 
within this research (section 4.1), before illustrating each phase in the following subsections 
separately (sections 4.2, 4.3, 4.4 and 4.5). Designing the optimal methodological setup for this 
thesis follows the explanation as noted by Greene (2007:97): “methodology is ever the servant of 
purpose, never the master”. 
 
4.1 Data Collection and Data Analysis in MMR Design 
 Mixed-Method Approach in Literature 
 Terminology 
While the MMR approach is rather new in social science research (David and Sutton, 2011), some 
aspects about its epistemological basis and definition are still being discussed (Tashakkori and 
Teddlie, 1998, Erzberger and Kelle, 2003, David and Sutton, 2011). The first aspect comes from 
the perspective that an epistemological position between quantitative and qualitative methods is 
incompatible and subsequently a mix or combination of both approaches or—in other words—a 
triangulation between both approaches is not possible (e.g. Smith, 1983, Lincoln and Guba, 1985, 
Blaikie, 1991). Discussions about the combination of philosophical stances and methods are 
referred to as the ‘paradigm debate’ (Cook and Reichardt, 1979, Reichardt and Rallis, 1994). In the 
meantime, many issues with MMR have been discussed and are now no longer questioned, as 
outlined in several seminal books about MMR50.  
Even if there are still some authors who criticise the terminology for being confusing, for example, 
in some cases, the terms multiple approach51 and MMR approach are used interchangeably 
(Bazeley, 2004, David and Sutton, 2011), Saunders et al. (2009) provide a comprehensive 
terminology and useful definitions (Figure 33): the multiple method is defined as a procedure using 
more than one data collection and data analysis technique, divided into the multi-method approach 
and the MM approach. The former term refers to using more than one technique, but either only 
qualitative or only quantitative techniques, while the latter applies both quantitative and qualitative 
elements (Saunders et al., 2009, Creswell, 2011, Schoonenboom and Johnson, 2017). Saunders 
et al. (2009) go even further and divide the MM approach into two different approaches. While MMR 
uses quantitative and qualitative methods at the same time, i.e., parallel or sequential, but does not 
combine them, the mixed-model research combines the two approaches. This means that in the 
mixed-model approach, it is possible to quantify qualitative data to be analysed statistically.  
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Figure 33: Research choices according to Saunders et al. (2009) (chosen approach in bold letters). 
 
For this research, the mixed-methods (MM) approach in the manifestation of MMR was followed, 
whereby mixing is understood as a collective term for several procedures associated with linking, 
combing, integrating, and applying different methods (Creswell et al., 2003). 
After having interviewed temporary leaders in MMR approaches, Johnson et al. (2007) provides 
the following definition: 
“Mixed methods research [italic letters are added] is an intellectual and practical synthesis 
based on qualitative and quantitative research; it is the third methodological or research 
paradigm (along with qualitative and quantitative research)” (129) . 
This definition picks up some fundamental characteristics of the method, but lacks several key 
features of MMR, such as the nature of data collection (concurrent or sequential) or setting priority 
on the different research phases and the place of integrating the data, as outlined in more detail in 
section 4.1.1.4. A subsequent elaborate definition is provided by Creswell et al. (2003): 
“A mixed methods study involves the collection or analysis of both quantitative and/or 
qualitative data in a single study in which the data are collected concurrently or sequentially, 
are given a priority, and involve the integration of the data at one or more stages in the process 
of research” (212) . 
In the literature, this understanding about the term MMR approach seems to be growing (Ivankova 
et al., 2006, Bryman, 2007, Saunders et al., 2009, Tashakkori and Teddlie, 2010, Creswell and 
Plano Clark, 2011b, Creswell, 2013); even in the past, many different names have been used; for 
example, multitrait-multimethod research (Campbell and Fiske, 1959), integrating qualitative and 
quantitative approach (Glik et al., 1986, Steckler et al., 1992), interrelating qualitative and 
quantitative data (Fielding and Fielding, 1986), and methodology triangulation (Morse, 1991). In 
addition, the increasing importance of MM approaches is underpinned by a specific journal about 
this newer science stream, named Journal of Mixed Methods Research. 
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In the academic literature, the term triangulation is often applied in close relation to or even as a 
synonym for the MM approach (Jick, 1979, Greene et al., 1989, Krishnaswamy et al., 2009). 
However, there are different understandings of this term, as summarised by Erzberger and Kelle 
(2003). It is no longer only understood in its original form within trigonometry (Erzberger and Kelle, 
2003). Today, triangulation is an accepted concept meaning the cross-verification and mutual 
validation of the results by conducting studies from different perspectives and by employing multiple 
sources or data collection methods to reach higher and greater confidence and validity in the results 
and to reach a fuller and more complete picture of the studied phenomena with complementary 
results, in line with Erzberger and Kelle (2003), O'Donoghue and Punch (2003), Bogdan and Biklen 
(2007), Bryman (2007), David and Sutton (2011), and Cohen et al. (2013). Triangulation is an 
essential part for this research, applied explicitly within the INF phase (section 4.5). 
 Rationale for Choosing the MMR Approach 
In addition to triangulation, there are several other reasons that an MMR approach is advantageous. 
The suitability of such rationales has been intensively discussed in the literature (e.g. Greene et al., 
1989, Newman et al., 2003, Johnson and Onwuegbuzie, 2004, Bryman, 2006). Having evaluated 
various possible rationales, including those of Reichardt and Cook (1979) and Collins et al. (2006), 
this thesis follows the rationales for applying the MMR approach in line with the argumentation and 
findings, for example, of Greene et al. (1989), Bryman (2006), Plano Clark and Ivankova (2016), 
and Schoonenboom and Johnson (2017), as summarised in Table 16. 
The integration of data and analysis in MMR, including quantitative and qualitative approaches, 
includes the combination of elements in such a way as to not only optimally answer the research 
questions, but also achieve the project goals. Mixed-methods research is able to generate findings 
that are greater than the simple sum of their components (Bazeley, 2010), thereby providing a more 
complete picture of the research problem (Greene et al., 1989, Tashakkori and Teddlie, 1998, 
Johnson and Turner, 2003) and offsetting or neutralising the limitations of the applied single 
methods (Creswell et al., 2003). The integration is not just a simple combination of qualitative and 
quantitative methods: “[…] they may indeed be more deeply intertwined” (Kane and Trochim, 
2007:177). There seems to be a broad consensus that mixing different types of research methods 
is able to strengthen studies because the complexity of social phenomena can only be attempted 
to be understood with different and complementary methods (Greene and Caracelli, 1997, Johnson 
and Onwuegbuzie, 2004, Plano Clark and Ivankova, 2016). The combination and mixing of 
research strategies and understanding the strengths and weaknesses of performing MMR is based 
on what Johnson and Turner (2003:299) call the “fundamental principle of MM research”, which is 
shaped by the work of Brewer and Hunter (1989) and Tashakkori and Teddlie (1998). According to 
this principle, Johnson and Turner (2003:299) outline that “methods should be mixed in a way that 
has complementary strengths and nonoverlapping weaknesses”. The principle can be applied to all 
steps with a research process (Johnson and Turner, 2003, Johnson and Onwuegbuzie, 2004). 
Bryman adds that complementing quantitative results with qualitative findings is often referred to 
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“as putting ‘meat on the bones’ of ‘dry’ quantitative” (2006:106) results. He also outlines that 
combining the two approaches leads to results and findings that are more useful for practitioners 
and that combining the researcher’s and the participants’ perspectives and combining both phases 
allow for the emergence of valuable findings through the diversity of views while uncovering hidden 
relationships and new meanings. 
Table 16: Applied MMR rationales within this research (adopted from Greene et al., 1989, Greene 
and Caracelli, 1997, Erzberger and Kelle, 2003, Bryman, 2006, Plano Clark and Ivankova, 2016, 
Schoonenboom and Johnson, 2017). 
No. Rationale Description Source 
1 Triangulation 
Triangulation is understood as cross 
verification; research looks for convergent 
results and corroboration in outcomes from 
different applied methods. 
Greene et al. (1989), Erzberger 
and Kelle (2003), Bryman (2006), 
Plano Clark and Ivankova (2016), 
Schoonenboom and Johnson 
(2017) 
2 
Offsetting 
strengths and 
weaknesses 
Research seeks to offset the weaknesses of 
one method with strengths of the additional 
method. 
Plano Clark and Ivankova (2016) 
Creswell et al. (2003) 
3 Complementary 
Research looks for enhancement, 
elaboration, clarification, and illustration of 
the outcomes of one method with the results 
of the additional method. The research 
findings are more than the sum of their parts. 
Greene et al. (1989), Bryman 
(2006, 2007), Woolley (2008), 
Bazeley (2010), Yin (2014), Plano 
Clark and Ivankova (2016), 
Schoonenboom and Johnson 
(2017) 
4 Development 
Research looks to apply the outcomes from 
one method to develop or inform the 
subsequent method, for example, regarding 
the sampling. 
Greene et al. (1989), Plano Clark 
and Ivankova (2016), 
Schoonenboom and Johnson 
(2017) 
5 Expansion More complete picture of research problem 
Greene et al. (1989), Tashakkori 
and Teddlie (1998), 
Schoonenboom and Johnson 
(2017) 
6 Strengthening 
Study strengthening due to mixing different 
types of methods 
Greene and Caracelli (1997) 
7 Transformation 
Transformative elements are included (see 
sections 4.1.1.2 and 4.1.2.1); however, no 
explicit action research is applied. 
Greene and Caracelli (1997), 
Creswell et al. (2003) 
8 Initiation 
Research can also discover paradoxes, 
contractions and new perspectives. 
Greene et al. (1989), 
Schoonenboom and Johnson 
(2017) 
9 
Validity and 
credibility 
External and internal validity are both 
addressed in an efficient manner (section 
4.6.1) while being able to enhance the 
integrity of the findings. 
(Kemper et al., 2003), Bryman 
(2006), Schoonenboom and 
Johnson (2017) 
10 Utility 
Combining the two approaches will be more 
useful to practitioners 
Bryman (2006)Schoonenboom 
and Johnson (2017) 
11 
Diversity of 
views 
Combining researchers’ and participants’ 
perspectives can uncover hidden 
relationships between variables and reveal 
new meanings 
Bryman (2006) 
 
The rationales about the MMR approach are essential and build the foundation for subsequent 
research decisions, including timing (sequence) and priority (weighting) in the quantitative and 
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qualitative research phases (strands), and regarding how to integrate quantitative and qualitative 
research components (Plano Clark and Ivankova, 2016). 
 Exclusion of Other Research Approaches 
As outlined, applying a single method, for instance, a sole questionnaire or sole interview phase, 
would not be able to reveal as many insights as an MMR combing both phases. Therefore, a focus 
on a single approach is excluded. Furthermore, a case study approach (e.g. Tellis, 1997, Yin, 2011, 
2014) would rather investigate the researched phenomena on a more theoretical basis; it could not 
analyse the ‘application’ of the researched objects in practice, nor could it include the knowledge 
of practitioners. Focus groups (e.g. Krueger and Casey, 1994, McLafferty, 2004, Rabiee, 2004) 
could be another way in which to investigate the researched phenomena, analysing the interaction 
between the group members in particular in relation to the research objects. However, studying 
interactions was not the focus of this research, which is why single interviews were preferred for 
the qualitative phases. Both previous approaches could still be complementary approaches in an 
alternative MMR setup. 
Even if the applied research approach includes transformative elements (sections 4.1.1.2 and 
4.1.2.1), a genuine action research (e.g. Reason and Bradbury, 2001, Fricke and Totterdill, 2004, 
Coghlan and Brannick, 2014) is not applied, since this research is not about implying mainly 
changes in an organisation, a certain group, or population. Instead, this research aims to make a 
profound contribution to the empirical literature and to the theoretical body of knowledge. In 
addition, it is about providing practitioners with additional knowledge and methods to solve practical 
issues while giving them additional food for thought to reflect on when applying valuation methods. 
 Mixed-Method Processes and Typology Design 
The development and growing maturity of MMR as a separate research design type is also evident 
in the increasing number of authors applying and writing about MMR (Creswell et al., 2003, Miller 
and Cameron, 2011) as well as in the “evolution of procedural guidelines for mixed-methods 
studies” (Creswell et al., 2003:213), such as visual models, notification systems (e.g. Morse, 1991), 
and types of MMR designs (e.g. Greene et al., 1989, Patton, 1990, Morse, 1991, Steckler et al., 
1992, Greene and Caracelli, 1997, Morgan, 1998, Tashakkori and Teddlie, 1998, Creswell, 1999, 
Patton, 2002). A historical reappraisal about MMR has been published elsewhere (e.g. Datta, 1994, 
Tashakkori and Teddlie, 1998, Creswell, 2002). 
Mixed-method research approaches usually discuss the construction and application of certain, 
specific MMR designs. The term design is used either as a verb or a noun, while the activity of 
designing leads to the product design. Obeying strict rules in the process of designing can 
contribute to a strong design (Schoonenboom and Johnson, 2017), defined with different 
typologies, classifications, and taxonomy.  
Mixed-method research designs can be classified into different types according to several proposed 
MMR typologies or taxonomy (e.g. Greene et al., 1989, Patton, 1990, Morse, 1991, Steckler et al., 
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1992, Greene and Caracelli, 1997, Morgan, 1998, Tashakkori and Teddlie, 1998, Creswell, 1999). 
Such typologies fulfil several purposes, such as providing practical guidance, legitimising the 
research field, and outlining new possibilities in performing MMR (Tashakkori and Teddlie, 1998). 
The MMR typologies must be selected for the chosen purpose, since not all of them are equally 
suitable (Schoonenboom and Johnson, 2017). Even if there is an ongoing debate about whether 
MMR design typologies are relevant and useful because they cannot capture all possible variations 
of the available design features, more complex variations of MMR designs, and the MMR designs 
of a larger iterative nature (Maxwell and Loomis, 2003, Greene, 2007, Hall and Howard, 2008, 
Guest, 2013), these typologies provide the researchers with valuable insights into choosing 
appropriate design features in relation to answering their research questions (Greene et al., 1989, 
Teddlie and Tashakkori, 2009, Creswell and Plano Clark, 2011b). However, there is a clear 
consensus that each MMR design is unique (Plano Clark and Ivankova, 2016), while some parts in 
its conceptualisation are still controversially discussed, such as whether setting priority is relevant 
(Plano Clark and Ivankova, 2016), whether the relative importance of one strand is predetermined 
based on the research questions (Greene, 2007, Leech and Onwuegbuzie, 2009, Creswell and 
Plano Clark, 2011b, Morgan, 2014), or whether a more flexible concept is developing itself during 
data collection and analysis (Teddlie and Tashakkori, 2009). 
When following a typology-based approach (Plano Clark and Ivankova, 2016) and the 
corresponding straightforward visualisation concept of Morse (1991), additional assistance in 
determining the appropriate MMR typology for the considered study is given by the below-
mentioned eight factors, or “dimensions” (Schoonenboom and Johnson, 2017:3), which are a 
combination of the seven factors of Schoonenboom and Johnson (2017) and the four decision 
criteria of Creswell et al. (2003). Three of those factors have already been introduced in section 
4.1.1.1. 
 The purpose of performing MMR is in essence about the rationale for choosing MMR, as 
outlined in section 4.1.1.2 (Schoonenboom and Johnson, 2017). 
 Timing or simultaneity and dependency (implementation). The first term refers to the 
sequence of the qualitative and quantitative research phases in the data collection. Data 
collection of both phases can be either concurrent—occurring at the same time with no 
sequence—or sequential—taking place in phases over a period of time, with quantitative 
first or qualitative first (Greene et al., 1989, Morse, 1991, Morgan, 1998, Creswell et al., 
2003, Schoonenboom and Johnson, 2017). The second term, dependency, is about 
whether the second phase is dependent on the results of the first phase (Schoonenboom 
and Johnson, 2017). 
 To avoid leave the interpretation to the readers, setting the priority between the different 
research phases—either equal or with an emphasis on the quantitative or qualitative 
phase—is an essential part to be defined in the performed study (Creswell et al., 2003). 
Schoonenboom and Johnson (2017) use the term theoretical drive to describe and 
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distinguish between a qualitative dominant or qualitative driven, a quantitative dominant or 
quantitative driven, and an equal-status study. The decision about the weight may result 
from practical constraints in the research, such as access to participants, the amount of 
collected data, or the preference of the author or the audience (Creswell et al., 2003). Morse 
and Niehaus (2009) and Morgan (2014) did not allow the emphasised equal settings, which 
was criticised and later enhanced with the equal-status settings, as propagated by Greene 
(2015) and Schoonenboom and Johnson (2017).  
 The theoretical perspective is another criterion that can either be implicit or explicit within 
an MMR study (Creswell et al., 2003). This perspective is the applied theoretical lens of the 
researcher, which includes the researcher’s more informal philosophical lens on the topic, 
based on, for example, personal experience, history, culture, and gender; a more formal 
level; and the researcher’s philosophical stance in research, as outlined in section 3. In 
particular, the implicit theoretical perspective can also include the use of transformative 
elements in the study, as advocated by Greene and Caracelli (1997). As such, the 
researcher might focus on bringing in change, which can directly be experienced by the 
study participants during data collection and/or after reading the final completed study 
(Creswell et al., 2003).  
 The stage or point of integration (Creswell et al., 2003, Schoonenboom and Johnson, 2017), 
or the point of interface (Morse, 2003, Morse and Niehaus, 2009), is an essential step in 
MMR. Each genuine MMR has at least one stage of integration (Greene et al., 1989), 
Tashakkori and Teddlie (1998). The combination and integration of outcomes between 
quantitative and qualitative research within a single study at a particular stage in the 
research defines this step (Creswell et al., 2003), also known as making INFs (Erzberger 
and Kelle, 2003) (section 4.5). Inferences are the ultimate objectives of performing an MMR 
(Plano Clark and Ivankova, 2016). Inference can be broadly defined as “the process of 
drawing a conclusion from premises or assumptions, or, loosely, the conclusion so drawn” 
(Audi, 1999:427). Transferring this definition into MMR designs, “inferences are integrated 
study conclusions” being developed on the basis of interpreting quantitative and qualitative 
results in relation to answering the research questions (Teddlie and Tashakkori, 2009). It is 
a dynamic process in critically analysing the answers from the quantitative and qualitative 
phases to jointly answer the research questions (Plano Clark and Ivankova, 2016). While 
simultaneously examining the relevance and quality of the collected data (Plano Clark and 
Ivankova, 2016), “inference would consist of claiming that conclusions based on findings 
are indeed credible, warranted, or valid and are even “true” (Miller, 2003:426). Having said 
this, INF processes are ultimately engaged with making ontological claims (Miller, 2003), 
articulating what is out there to be known. As outlined in section 3.1.1.1, researchers’ 
individual perspectives of the form and nature of reality are also influenced by defining how 
to acquire the knowledge, such as performing INFs and ensuring INF quality (Plano Clark 
and Ivankova, 2016). Such an integration can occur within the process of defining the 
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research questions, data collection procedures, and/or most typically in the data analysis 
processes and in the interpretation phase, after the data collection in the quantitative and 
qualitative phases has been finalised (Creswell et al., 2003, Morse and Niehaus, 2009, 
Teddlie and Tashakkori, 2009, Schoonenboom and Johnson, 2017). However, this 
classification might be too rough in certain cases, as outlined by Schoonenboom and 
Johnson (2017), for example, in the case of conducting interviews to improve questionnaires 
or selecting participants for the qualitative phase based on the pool of participants and the 
results of the previous questionnaire. Therefore, as an extension of Guest (2013), 
Schoonenboom and Johnson (2017) suggest defining the stages of integration as “any point 
in a study where two or more research components are mixed or connected in some way” 
(10) . 
 Apart from the typological approach in MMR design, a distinction can be made between it 
and an interactive/dynamic approach, as frequently described in the literature with the 
approach of Maxwell and Loomis (2003). The former refers to design as a product, while 
the latter views design as a process (Schoonenboom and Johnson, 2017). Those two 
approaches have often been regarded as mutually exclusive. However, according to 
Schoonenboom and Johnson (2017), this view falls short in describing the process of 
applying design. It needs both approaches to construct the optimal design for MMR so that 
both can constantly check the fit of the different components to each other during the whole 
research process and, if necessary, adapt them (design as process). It also falls short in 
providing guidelines and indications, particularly for less experienced MM researchers, for 
how to optimally combine the different components (design as a product) (Schoonenboom 
and Johnson, 2017). 
 An additional distinction can be made between a planned and an emergent MMR design. 
An emergent design (Creswell and Plano Clark, 2011b) can arise during the research 
process; for example, at the appearance of an inadequate component, a decision is taken 
to remedy this inadequacy with the subsequent application of a method of the other type 
(Morse and Niehaus, 2009). It is clear that such unforeseen events can by definition not be 
included in a planned design (Schoonenboom and Johnson, 2017). 
 The differentiation between partial and full MMR designs describes the position on a 
continuum between mono-method design and full MMR design at each of its ends, while 
the partial MMR design is in the middle of both ends (Johnson and Onwuegbuzie, 2004). 
The full MMR design achieves the highest degree of mixing research methods in a single 
study, including combining quantitative and qualitative approaches to set “(a) research 
objectives […], (b) type of data and operations, (c) type of analysis, and (d) type of 
inferences (Leech and Onwuegbuzie, 2009:267). 
 Furthermore, MMR designs can be distinguished by their grade of complexity. There are 
various ways in which to distinguish between simple and complex designs (Schoonenboom 
and Johnson, 2017). A division in simple designs with only one point of integration and in 
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complex designs with multiple points of integration is a common approach (Guest, 2013). 
Other distinctions regarding complexity are built on other grounds, such as in the case of 
multilevel mixed designs involving multiple levels of realities (Teddlie and Tashakkori, 
2009); for example, data collection and analysis from the workforce and management in 
various organisations, and fully-integrated mixed designs with multiple points of integration, 
as presented by (Teddlie and Tashakkori, 2009). 
 
 Applied MM in this Research 
 Applied Explanatory Sequential Design 
Being aware of the limitation of the typology-based approach and the fact that each MMR study, 
including the presented one, is unique, for instance, in setting the exact timing and the priority of 
the two strands and in determining how to perform their integration to answer the research 
questions, these generic types are understood as guidelines while still being able to apply certain 
flexibility to adjust and innovate within the selected MMR type, as outlined by Creswell et al. (2003). 
Based on the above-mentioned eight dimensions for defining an appropriate MMR approach for a 
particular study (section 4.1.1.4), this research implements an explanatory sequential MMR design 
(Quan  Qual) (Creswell et al., 2003, Teddlie and Tashakkori, 2009, Creswell and Plano Clark, 
2011b) (Creswell et al., 2003, Hanson et al., 2005, Teddlie and Tashakkori, 2009, Creswell and 
Plano Clark, 2011b) as the primary generic typology. This typology is primarily chosen because of 
its focus on explanation (Creswell et al., 2003), its comprehensibility (Biesta, 2010), and its ease to 
implement (Creswell et al., 2003). Additional reasons for this choice of typology, which provide 
further details about the applied characteristics of the applied typology, are given based on the eight 
dimensions (Table 17): 
Timing or simultaneity and dependency (implementation). The choice for a sequential timing or 
research procedure occurring in chronical phases has the advantage of being straightforward—
applying a step-after-step approach (Creswell et al., 2003)—and subsequently performed by one 
researcher (Ivankova et al., 2006, Creswell and Plano Clark, 2011b). After having initially collected 
quantitative results, it enables one to obtain in-depth qualitative descriptions. The chosen typology 
follows an earlier sequential model with the explanatory purpose of Steckler et al. (1992) in which 
a follow-up qualitative method provides the possibility “to assist in explaining and interpreting the 
finding of the primarily quantitative study” (Creswell et al., 2003:227); this is particularly interesting 
for exploring unexpected results in the quantitative study in detail (Morse, 1991). As such, one of 
the main purposes of this applied MMR design is to explain and interpret (Morse, 1991, Creswell et 
al., 2003). In doing this, this typology suggests selecting the most appropriate participants for the 
qualitative phase from the group of participants taking part in the previous survey (Creswell and 
Plano Clark, 2011a, Plano Clark and Ivankova, 2016), as outlined in more detail in section 4.1.3.3. 
The stated disadvantages of sequential typologies concerning the length of the implementation of 
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the research, particularly for designs with equal priority settings (Creswell et al., 2003), as outlined 
below, and the challenges of contacting survey participants again in the subsequent qualitative 
strand (Plano Clark and Ivankova, 2016) are used in this research to its advantage while 
considering the involved ethical challenges (section 3.2). The length of the research afforded the 
researcher enough time to study this complex topic while being able to contact those survey 
participants with specifically interesting answers and interest in the topic again, as indicated in the 
questionnaire. Regarding dependency, the later QUAL phase depends on, emerges from, or builds 
on the previous QUAN phase. As such, there is an interrelation between the research questions 
regarding the quantitative and qualitative phases (Schoonenboom and Johnson, 2017).  
Priority (theoretical drive). The setting of the priority, however, was not defined at the time of 
choosing the appropriate typology for this research. The setting of the priority followed a rather 
flexible, dynamic approach after having performed and evaluated both strands (section 4.6.5): they 
are now regarded as equally important, with major emphasis. This equality is also given because 
of the applied research duration spent on the data collection and data analysis of quantitative and 
qualitative phases. Both primary phases (QUAN and QUAL) are indicated in capital letters, based 
on the notification system of Morse (1991). Since the author of this study was aware of the risk 
regarding the length of the research (Creswell et al., 2003) due to the sequential typology and the 
structuring of the probable equal emphasis on primary quantitative and qualitative phases at the 
time of study, the structure of the research was worked out in detail to perform the research in a 
single study. The research lasted approximately 12 months in each primary phase, with the 
quantitative data collection and analysis mainly occurring in 2016 and the subsequent qualitative 
analysis mainly in 2017.  
Figure 34 and Table 17 illustrate the chosen and applied general “sequential explanatory design” 
(Creswell et al., 2003:223) based on the notification system of Morse (1991): the sequence of the 
QUAN preceding the QUAL phase is explained with an arrow (), while the uppercase letters for 
the quantitative and qualitative phases indicate the major emphasis of the study (priority) on data 
collection and analysis.  
Figure 34: General sequential explanatory design, applied with equal, major priority setting 
(adopted from Creswell et al., 2003). 
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Table 17: Sequential explanatory design, described by eight decision criteria to determine the 
appropriate MMR typology for this research (adopted from Creswell et al., 2003, Schoonenboom 
and Johnson, 2017). 
Decision criteria Choice for this research 
Purpose Explanation and interpretation 
Simultaneity and dependency Sequential and dependent 
Priority (theoretical drive) Equality 
Theoretical perspective Transformation 
Stage/points of integration Interpretation phase 
Typological vs. interactive design Typological 
Planned vs. emergent design Planned 
Partial vs. full MMR design Almost full MMR design 
Complexity Simple approach (in general) 
 
Theoretical perspective. The theoretical drive in this research is shaped by the chosen philosophical 
stance (section 3.1.2.1) and the interest in transformative elements of the research design to bring 
about a direct change to the views and opinions of the participants during the data collection 
procedure (e.g. section 5.3.3.5) and/or to the audience reading the results of this study. 
Stage/point of integration. In principle, the selected MMR approach design follows a straightforward 
and typically found approach regarding the stages of integration and making INFs (Creswell et al., 
2003): the primary stage of integration occurs in the interpretation phase, after the data collection 
of the QUAN and QUAL phases have been finalised (section 4.5.2). While also allowing a wider 
sense of combining, connecting, and making INFs between the phases in line with arguments of 
Guest (2013) and Schoonenboom and Johnson (2017) (section 4.1.1.4), the participant selection 
for the QUAL phase is based on the pool of participants of the QUAN phase. In addition, an 
analogical logic is also applied to define the appropriate interview questions in the QUAL phase 
based on the findings from the QUAN phase, in line with the explanatory drive of the study. 
Moreover, a selective number of interviews are performed in the exploratory qual phase (section 
4.2) to find interesting key topics for the QUAN and QUAL phases and to improve the questionnaire 
for the QUAN phase (see paragraph Complexity below, sections 4.3.2.1 and 4.5.1). 
Typological vs. interactive design. The typological design is the predominant criteria in this 
research, since it provides the essential guidelines for optimally combining the different parts of the 
MMR, although the fit of the different components is checked to a certain extent. 
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Planned vs. emergent design. A planned design is chosen, and no particular emergent patterns 
have been initially expected. Also, none are then encountered. 
Partial vs. full MMR design. A full MMR design cannot completely be reached, even if the research 
objectives, type of data, operations, and analysis are based on the quantitative and qualitative 
approaches. However, INF analyses are only performed with qualitative methodologies (section 
4.5). 
Complexity. In general, the chosen MMR design is straightforward, easy to implement, and 
comprehensible. However, a certain amount of complexity in this study is added by introducing an 
additional minor emphasised qual phase before the primary QUAN phase, which is the basis for 
building the questionnaire of the QUAN phase and preselects and predefines those questions to 
be asked in the QUAN and/or QUAL phase. 
 Overview and Research Stages 
Since this MMR approach begins with an initial exploratory qual phase, the developed explanatory 
sequential MMR design for this research is composed of four distinct phases, including the final 
INF phase (Figure 35). After having performed initial exploratory interviews (qual) to explore the 
applied valuation methods and some first determinants for performing a valuation within the area 
of RES-E investments, the first primary phase (QUAN) is composed of a survey to identify the 
relevance of the available valuation methods and determinants. This quantitative data collection 
and quantitative data analysis approach is performed on a representative sample for the German 
and Swiss RES-E investment population (see section 4.1.3). In the subsequent second primary 
phase (QUAL), qualitative interviews with experienced professionals, based on a purposefully 
selective sample of the survey participants, are conducted to investigate specific and more complex 
issues in the valuation of RES-E investments, identifying additional factors and triangulating the 
quantitative results. The results of the two main approaches are merged in a combined analysis 
within the final INF phase. 
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Figure 35: Overview of the applied research design (adopted from Greene and Hall, 2010, Creswell, 
2013). 
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b) Primary quantitative survey phase (QUAN): In the first main stage, the data collection was 
conducted with an online questionnaire to gather statistical, analysable primary data to 
identify determinants and other influence factors. Its results reveal additional questions and 
issues to be asked in the following QUAL phase. The survey has a rather deductive 
character. 
c) Primary qualitative interview phase (QUAL): In the subsequent phase, interviews with 
experience practitioners were performed with semi-structured interviews, mainly with face-
to-face interactions. These enabled a dialogue between the interviewer and interviewee, 
and they allowed for the exploration of key topics, which might not have been considered to 
be relevant from the beginning on (Robson, 2002), to gather rich mainly qualitative empirical 
data, including individual, group, and cultural differences in risk perception. 
d) Inference (INF): In this final stage, the separately analysed QUAN and QUAL phases were 
combined, discussed, and interpreted, focusing also on seeking additional explanations for 
the QUAN results. Apart from this primary stage of integration, minor stages of integration 
were also performed during the whole MMR research process, as outlined in more detail in 
section 4.5. 
 Justification for the Chosen Approach 
It is a common practice to divide data collection and data analysis into quantitative and qualitative 
methods, and their differences and the orientation to either one have been an old debate in research 
(Johnson and Turner, 2003, Kemper et al., 2003). The pure qualitative and pure quantitative 
approaches can be understood as the two opposite poles on a continuum, where “pure qualitative 
research is defined as exploratory, inductive, unstructured, open-ended, naturalistic, and free-
flowing research that results in qualitative data. [On the other hand,…] pure quantitative research 
is defined as confirmatory, deductive, closed-ended, controlled, and linear research that results in 
quantitative data.” (Johnson and Turner, 2003:297). In other words, the former type of approach is 
concerned with exploring the meaning and interpretations of social actors while generating and 
analysing descriptions and data in the form of words, whereas the latter is about measuring, 
counting, generating, and analysing numbers about aspects in the social reality. (Blaikie, 2009, 
Saunders et al., 2009). The specific approach to use can be guided by the type of research 
questions and reasoning approaches (Blaikie, 2009). There are also less extreme versions than 
the pure approaches between those poles of the continuum (Johnson and Turner, 2003) or the 
mixed approaches, as in this research. 
The rationale for applying mixed quantitative and qualitative approaches in this research is that, on 
their own, neither of the two types are sufficient to capture the details of the studied phenomena, 
including the complexity and dynamics of valuation within transactions. The integration of data and 
analysis in MMR, including quantitative and qualitative approaches, includes the combination of 
elements in such a way as to not only optimally answer the research questions, but also achieve 
the project goals, thereby generating findings that are greater than the simple sum of their 
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components (Bazeley, 2010) and providing a more complete and accurate picture of the research 
problem (Greene et al., 1989, Tashakkori and Teddlie, 1998, Johnson and Turner, 2003). The 
integration is not just a simple combination of qualitative and quantitative methods: “[…] they may 
indeed be more deeply intertwined” (Kane and Trochim, 2007:177). Furthermore, an MMR 
approach (Saunders et al., 2009) is applied for an enhanced data collection procedure to gather 
data from a rich set of available sources, including surveys and subsequent interviews in this 
research. In doing so, the quantitative data and analysis provide an overview of the applied 
valuation methods in RES-E investments and some influence factors, worked out from the literature, 
while the qualitative data and their analysis provide the opportunity to dig deeper into the topic with 
thoroughly selected professionals experienced in the research field to explain the results from the 
previous part; to gain a more profound understanding of the topic; and to discuss influence factors, 
deficiencies, issues, and possible improvement steps. The use of a follow-up interview after 
responses to structured surveys is one of the most common data-gathering strategies applied within 
MMR (Bryman, 2006). This approach also eases criticism of the positivistic view of ontology and 
epistemology and consequently the sole focus on quantitative methods (Saunders et al., 2009). 
This research combines both of them by applying an MMR approach to obtain the best of both and 
to eliminate either of their drawbacks. As an additional objective, the subsequent QUAL phase 
provides the possibility of performing a triangulation of the previous results (Bryman, 2007, David 
and Sutton, 2011). 
Moreover, as critical realists, it is essential that the chosen methods fit the subject matter and do 
not stick strictly to one method (Mingers, 2004, Saunders et al., 2009). In this research, the reality 
was examined with all available data that can best describe the real world and answer the research 
questions most coherently (Carter and Little, 2007). 
 Applied Data Collection and Analysis Methods 
Within the applied explanatory sequential MMR design, the three distinct phases were analysed 
separately, as is typically seen for sequential MMR designs (Creswell et al., 2003): 
a) In the QUAN phase, the collected quantitative data within the online survey were analysed 
with statistical methods. This approach evaluates several variables at a time by applying the 
software IBM SPSS Statistics. The purpose of this analysis was to assess the significance 
of the empirical data about risk factors and their priorities in relation to return rates and the 
possible influence of certain independent variables (IVs) on the found results. Appropriate 
quantitative statistical tests were applied (Creswell et al., 2003), such as the independent 
sample t-test and the analysis of variances (ANOVA). 
b) In the qual and QUAL phases, interviews were conducted to “gather valid and reliable data 
that are relevant to [the] research question(s) and objectives” (Saunders et al., 2009:318). 
Interviews are advantageous for complex topics. The audio recorded qualitative data were 
analysed using a content analysis, which is a bundle of systematic text analysis techniques, 
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to discover key words and themes; their frequency of occurrences; theme treatment and 
presentation; and linkage to outside variables, such as gender, work experience, role in 
organisation, and cultural background in the content and context of the analysed data 
(Lincoln and Guba, 1985, Robson, 2002). The goals were to find new indicators and drivers, 
to confirm known ones, to evaluate their priorities and importance—all of them can be 
variables of a future framework—and to better understand the relationship between risk 
perceptions and return expectations. Additional themes include internal organisation 
processes and/or constraints, and judgmental assessments can be studied in more detail 
in the qualitative phase. In contrast to the former QUAN phase, the qual and QUAN phases 
were not able to make a generalisation based on statistics to the entire survey population 
(Saunders et al., 2009). During data analysis, the original transcripts were constantly 
checked to ensure authenticity and to minimise biases. For a more efficient data analysis, 
the qualitative data analysis (QDA) software nVivo10TM was applied (see section 5.1).  
This thesis based its research on collecting new data, known as primary data, specifically for the 
purpose of this research. Methods about collecting primary data are discussed in more detail below 
(see sections 4.2 to 4.4).  
To analyse data, most collection methods require a subsequent step of manipulating the data into 
the appropriate form—known as data reduction techniques (Blaikie, 2009). To minimise the 
application of data reduction techniques and corresponding efforts, the coding scheme was 
established before collecting the data, and it was introduced into the data collection methods, for 
example, by introducing an index or a scale as a coding category (Blaikie, 2009). This approach 
was introduced in this research while performing interviews. Even in those cases, the collected data 
must usually be rearranged by change the order or by combining coding categories (Blaikie, 2009). 
To analyse the qualitative data with a content analysis (section 4.4.3.1), a set of coding categories 
were deployed (David and Sutton, 2011). Usually, such qualitative data reduction and data analysis 
techniques cannot be separated, since they merge into one approach, mostly into cycling processes 
(Blaikie, 2009).  
There are certain aspects that cannot be measured directly (Saunders et al., 2009), such as the 
assessment of risk in this research. Therefore, a list of indicators were introduced before beginning 
to collect quantitative data by measuring it with the help of a Likert-style rating scale (Likert, 1932, 
Allen and Seaman, 2007), or a Likert-type scale, asking respondents about their level of agreement 
or disagreement (Saunders et al., 2009). This frequently applied rating question technique is used 
to ask respondents about the degree of significance of risk indicators. This Likert scale is less 
complicated to analyse than the alternative semantic differential rating scale (Heise, 1970), in which 
the respondents have to rate a question on a bipolar rating scale. To rate their attitudes, the 
respondents provide their ratings on a scale with a “pair of opposite adjectives” (Saunders et al., 
2009:381) on each end. 
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To set up the optimal interview approach for the qual and QUAL phases, the interview protocols 
are developed along two dimensions in their characteristics, ranging from standardised to 
unstandardised and from structured and unstructured interviews (King, 2004, David and Sutton, 
2011) (Figure 36), either for exploratory or explanatory purposes. In both phases, the applied open-
ended answers seek replies that do not only require yes or no answers to obtain detailed verbal 
and textual data material (transcripts of interview and written investment scenarios) and to “allow 
for greater depth and personal detail, but [they] are harder to compare numerically” (David and 
Sutton, 2011:120). The predominantly applied semi-structured interviews are based on a 
predefined list of themes, issues, and general questions to be covered during the interview while 
adjusting the particular interview to the organisational context and to the course of the conversation 
by focusing on certain additional themes, omitting certain questions, or changing the order of the 
question in search of open-ended answers (Patton, 2002, Saunders et al., 2009, Flick, 2014). 
a) In the qual phase, unstructured/semi-structured, unstandardised interviews were used to be  
the most flexible and adaptive within the sequence and type of questions adopted to receive 
open-ended answers (David and Sutton, 2011), with a flexible sequence of questions in 
search of open-ended answers for exploratory purposes “to get a feel for the key issues 
before using a questionnaire to collect descriptive or explanatory data” (Saunders et al., 
2009:153) or to “probe answers, where you want [the] interviewees to explain, or build on 
their responses” (Saunders et al., 2009:333). As such, areas were discussed that were not 
previously considered “to seek new insights” (Robson, 2002:59) while allowing for the 
emergence of new ideas or hidden issues (Saunders et al., 2009), identifying questions to 
be asked in the further QUAN and/or QUAL phases, and providing feedback on the overall 
research design (Blaikie, 2009).  
b) Then, in the QUAL phase, following a more structured and standardised interview protocol 
than in the qual phase, semi-structured, unstandardised interviews were conducted with an 
average flexible/rigid sequence of questions again in search of open-ended answers to 
better understand the QUAN results and to receive answers in combination with the QUAN 
results for explanatory purposes by being able to explain the found first relationships 
between the variables of the QUAN phase (Healey and Rawlinson, 1994, Saunders et al., 
2009) within the answers of the QUAL phase (Creswell et al., 2003) (section 4.1.2.1). Similar 
to the qual phase, the sequences of the questions can be adjusted, and additional detailed 
questions can be asked, if it appears opportune, to seek in-depth insights and explanations 
within particularly interesting topics. 
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Figure 36: Degree of standardisation and structuring of questions and answers in interviews 
(adopted from David and Sutton, 2011). 
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 Targeted Population and Sampling Strategy 
The target population in this research comprises active participants in the RES-E investment market 
in Switzerland and Germany, composed of equity investors, such as utilities, independent power 
producers (IPPs)52, project developers, fund managers, other financial investors, and financial 
advisors exclusively mandated by investors, as well as debt financing institutes, i.e. banks, to obtain 
interesting insights and opportunities to compare—even if questions about discount rates are 
difficult for banks to answer. Those professionals hold senior positions within their organisations 
and are involved in RES-E investment projects on the multimillion EUR scale. Therefore, the study 
does not included households that invest in RES-E projects on their premises. Furthermore, this 
research does not investigate the diversified group of industrial companies which also invest in 
RES-E projects (section 2.1.2)53. 
Since the whole populations can usually not be evaluated due to their substantial sizes, time 
constraints, and cost concerns, sampling approaches were applied. Sampling is the procedure for 
defining a sample (Kemper et al., 2003, Saunders et al., 2009) which is a “unit of 
observation/analysis of who or what is being studied” (Tashakkori and Teddlie, 1998:61), for 
example people, groups, or narrative segments. Creating an appropriate sample is key for any 
research, since it is the foundation for the whole study (Kemper et al., 2003, Saunders et al., 2009). 
Two main sampling types are usually distinguished: probability or representative sampling and 
purposive, non-probability or judgemental sampling:  
QUAL 
phase qual 
phase 
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a) Probability sampling is usually associated with quantitative research and statistical INFs 
from a representative sample, reaching generalisability (external validity, section 4.6) as a 
research goal by being able to extrapolate the research outcome from the defined sample 
of the population to the larger amount of the targeted population. It is often about maximising 
the sample size to reach a higher probability of achieving higher accuracy from extrapolating 
findings from the data (Kemper et al., 2003, Saunders et al., 2009). The following three 
assumptions of probability sampling were considered in creating the sample for the 
performed quantitative phase: i) the size of the sample is large enough that the encountered 
random errors offset each other ii) to be able to plausibly produce a reasonable estimated 
outcome of the population at large, and iii) the distribution of the population is known or 
normal so that statistical measures can be applied (section 4.3.4) (Tashakkori and Teddlie, 
1998, Kemper et al., 2003).  
b) Non-probability sampling, on the other hand, usually refers to qualitative research without 
being able to generalise for the population based on statistics (Kemper et al., 2003, 
Saunders et al., 2009). According to Patton (1990), “the logic and power of purposive 
sampling lies in selecting information-rich cases for study in depth”. In line with the literature 
sampling (e.g. Kemper et al., 2003, Saunders et al., 2009) and in contrast to probability 
sampling, the performed purposive sampling approach chooses only a small sample size 
and only those participants and specific cases of particular interest to provide the most 
information, to illuminate, and to most appropriately answer the research question. 
Neither sampling types are the sole domain of quantitative or qualitative research approaches. An 
MM study can blend those sampling types with the goal of appropriately answering the research 
question (Kemper et al., 2003). Having said that, both sampling types were employed in this MMR. 
The applied sampling technique for each of the research phases is specified in the following 
subsections, as defined in various publications (e.g. Patton, 1990, Tashakkori and Teddlie, 1998, 
Kemper et al., 2003, Saunders et al., 2009).  
The employed sampling scheme follows the guidelines of Kemper et al. (2003), derived from the 
work of Miles and Huberman (1994) and Curtis et al. (2000), as presented in following list of key 
parameters: 
a) The sampling strategy is derived directly from the research questions (section 1.2) and 
presented conceptual framework (section 2.7.3), thereby generating valid means to 
answer the research questions. The research questions are defined in a manner to be 
mainly addressed either by the QUAN, QUAL, or INF phase. 
b) The applied sampling schemes allow for the production of an adequate database to 
study the researched phenomena. The study is about understanding and explaining the 
researched topic and generating data in the QUAN phase from a representative, larger 
sample to generalise the findings, which allows for the possibility of transferring the 
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outcomes to the other, comparable settings. The QUAN results were then triangulated, 
challenged, and explained in more detail in the QUAL phase with specifically interesting 
participants from the pool of the previously surveyed participants in the QUAN phase. 
(section 4.1.3). 
c) The sample permits the author to draw clear INFs from the data and credible 
explanations. The first point is about receiving internal validity due to being confident 
that the outcomes (effects) change because of IV (cause) and not any other causal 
variable (Cook et al., 1979). For obtaining credible explanations, the assessments of the 
researcher’s explanations are introduced as “checkers” (Kemper et al., 2003:276) in the 
QUAL phase in particular. 
d) The applied sampling strategy follows strict ethical considerations (section 3.2). 
e) The applied sampling scheme is based on a feasible concept, ensuring that the research 
is able to access the data and the researcher has the ability to perform this research. 
f) The sample is applied in an efficient and a practical manner to control for time and cost 
while still being able to collect the adequate quality and amount of data. 
 Sampling Technique in Exploratory qual Phase 
Since the purpose of the qual phase is only exploratory, the self-selection sampling was applied. It 
is an appropriate non-probability approach for such a purpose, as proposed by Saunders et al. 
(2009). More precisely, a convenience sampling approach was applied in this phase by selecting 
easily accessible and/or volunteering participants (Kemper et al., 2003) to identify where the points 
of interest in the research topic lie with relatively little time expenditure and low costs. However, the 
author was fully aware that this sampling approach can result in “spurious conclusions” (Kemper et 
al., 2003:280) and is therefore not an appropriate sampling approach for the two subsequent 
primary QUAN and QUAL phases.  
Four exploratory interviews were conducted from April to June 2015 in Switzerland, in the Swiss-
German dialect. An additional three interviews followed between September and August 2015 in 
Germany, in High German. The seven participants belong to the research population and are 
employees from utilities, special fund managers, financial advisors, and project developers. To 
avoid biasing the following research in one or another direction, they were not chosen as 
participants for the following QUAN and QUAL phases. 
 Sampling Technique in QUAN Phase 
In the QUAN phase, different sampling approaches were applied for the two countries due to the 
size of the considered population in order to reach an optimal representation of the population in 
both cases. In Switzerland, there is no need to create a sample at all, since the targeted population 
was known to the researcher due to the restricted number of potential actors in this country. This 
knowledge is based on his professional background and practical experience. Furthermore, it is 
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supported by the annual conference in Switzerland, called the New Energy Investor Summit, in 
which almost all Swiss participants in this area partake, and for which the participant lists of the 
previous eight conferences were consulted. This sampling approach is supported by Henry (1990), 
who suggests not applying probability sampling for populations lower than 50 cases and instead 
analysing the entire population. Even if the number of cases in Switzerland is slightly higher, it is 
regarded as “an ideal world” (Kemper et al., 2003:274) to try to access the entire studied population 
in the area of interest. Also, to reach all these Swiss cases, a higher number of online 
questionnaires than cases had to be sent out. 
This situation is different for the German population, since the amount and diversity of the 
considered investors are obviously much larger or wider respectively. Therefore, a sample frame 
was applied that consists of a comprehensive list of all the available cases of the targeted population 
and a procedure to contact the selected companies and survey participants (Fowler, 2009). The 
compiled list of all cases in Germany is based on the following: analysing the participant lists of 
several major German conferences on RES-E investments, such as ‘InterSolar’, ‘Windenergietage’, 
and ‘Handelsblatt-Tagung Erneuerbare Energien’; a search within social media platforms, such as 
LinkedIn and Xing; the participant lists of previous studies (Watts, 2011); and personal contacts. 
The missing contact data were collected in a laborious process by searching for information 
published on the open Internet and in professional social media platforms. Then, a proportional 
stratified random sampling approach was chosen, which divides the population into different 
subsets, or strata (Kemper et al., 2003, Saunders et al., 2009), based on the types of companies. 
From each of the strata, a simple random sample was drawn that is suitable for few hundreds of 
cases. The proportion of each strata is the same as the proportion in the researched population 
(Kemper et al., 2003). The objective of this sampling approach is to build a sample that is more 
likely to represent the targeted population by ensuring that each strata is proportionally represented 
in the selected sample (Saunders et al., 2009). The stratification is done on the type of companies, 
i.e., utilities, project developers, institutional investors, and specialised funds. The proportionality of 
each strata is ensured with the study results of BWE (2015) and Wind:Research (2012) in Neue 
Energie (2014) about investors in Wind onshore, which is one of the main foci in RES-E 
technologies from an investor point of view and is assumed to represent diversity and the proportion 
of investors in this sector. In addition, banks providing debt financing and investment consultants 
were also included for comparison reasons. 
In the case of Switzerland, 148 online questionnaires were sent to the whole targeted population in 
the QUAN phase. In addition, based on the sampling frame and the chosen sampling technique for 
the targeted German population, 196 addressees were contacted to fill out the online questionnaire 
by email. Additional features of the quantitative data collection are discussed in section 4.3.2.2. 
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Figure 37: Sampling strategy for the QUAN phase, surveying entire population and sample frame, 
and proportional stratified random sampling for the German population (author’s own illustration). 
 
 Sampling Technique in QUAL Phase 
In line with the requirements of the selected typology explanatory sequential MM approach, the 
participants for the follow-up qualitative phase were identified from the previous survey phase 
(Creswell and Plano Clark, 2011a, Plano Clark and Ivankova, 2016), which is a subset of those 
participants and hence a smaller size than in the QUAN phase (Creswell and Plano Clark, 2011b). 
Having said that, a purposive sampling approach was applied, by purposefully selecting the 
participants, with a particular focus on key themes and significant results in the previous QUAN 
phase and with regard to retrieving in-depth information, while allowing for the emergence of 
patterns of particular interest and value (Creswell and Plano Clark, 2011b). The most appropriate 
sampling approach for this research is the heterogeneous sampling (or maximum variation 
sampling) (Kemper et al., 2003, Saunders et al., 2009), which is performed by selecting participants 
based on specific criteria (Patton, 2002). 
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Figure 38: Sampling strategy for QUAL phase (author’s own illustration). 
 
Applying the heterogeneous sampling approach within the QUAL phase, a pool of possible 
candidates (ninterest = 31) for the interview phase was built by asking the participants in the previous 
QUAN phase whether they would be interested in taking part in the planned follow-up research 
phase (Figure 38). The sample (Table 18) and its size, with 16 participants, were defined in 
accordance with recommendations for a sufficient number of participants in purposive, 
heterogeneous sampling and with reaching data saturation (Kuzel, 1992, Luborsky and Rubinstein, 
1995, Guest et al., 2006, Mason, 2010, Fusch and Ness, 2015). Data saturation was reached after 
14 participants; however, to ensure the achievement of this saturation, two additional interviews 
were performed. Likewise, heterogeneity of the sample was maintained by considering five types 
of employers (Figure 38: project developers, utilities, IPPs, institutional investors and specialised 
funds, and consultants) and by covering various types of candidates with different master or 
doctorate degrees, different professional seniority and positions, and an equal number of 
participants from each of the two countries. By doing so, the aims were to study a wide range of 
individual characteristics and companies and to maximise the variation in the sample. The 
candidates with experience from various types of employers were regarded as specifically valuable, 
since they provided a wider range of professional experience in valuation. In addition, some 
participants were chosen for their valuable, more external views on acquisition teams, such as a 
Head of Asset Management. 
Regarding the collected smaller number of German participants, compared to the Swiss ones in 
the QUAN phase (section 5.2.1), the ongoing research with the QUAL phase attempted to equalise 
and balance out this misrepresentation (in addition to the applied statistical tests) by choosing an 
equal number of Swiss and German participants for this phase and by triangulating the QUAN 
results with the findings of the QUAL phase. Therefore, the sample of the selected 16 participants 
consisted of eight candidates from Switzerland and eight from Germany. It included four employees 
from project developers; five consultants, of whom two worked as project developers and one in 
the area of specialised funds; five candidates working for utilities; and two employees in the area 
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of specialised funds for institutional investors. The specialised funds only focus on investments in 
RES-E projects. Within the sample, 12 candidates have a master’s degree and four a doctorate. 
The range of valuation professional valuation experience, measured with the number of performed 
acquisitions and years of experience in the area of RES-E projects, is from 12 to more than 50 
transactions and five to 13 or more years of relevant work experience. 
Table 18: Interview candidates in QUAL phase (full table in Appendix 4 in Table 34). 
No. Country 
Type of 
candidates 
Type of employer 
Current 
position 
Academic 
qualification 
Experience  
(no. of 
acquisitions) 
Experience 
(year) 
1 Germany Consultant 
Finance advisory 
(previously project 
developer and spe-
cialized funds for retail 
customers) 
Managing 
director 
Master >50 >10 
2 Switzerland Consultant 
Finance advisory 
(previously specialized 
funds) 
Managing 
director 
Master 50 10 
3 Switzerland 
Industrial 
professional 
Project developer Director Doctorate 20 7 
4 Switzerland 
Industrial 
professional 
Project developer Director Master 40 6 
5 Germany 
Industrial 
professional 
Project developer / IPP 
Head of 
M&A 
Master 40 9 
6 Germany 
Industrial 
professional 
Project developer 
Manager 
project 
financing 
Doctorate 20 7 
7 Switzerland 
Industrial 
professional 
Utility 
Director / 
CFO 
Doctorate 12 13 
8 Germany 
Industrial 
professional 
Specialized funds for 
institutional investors  
Director Master >50 >12 
9 Switzerland 
Industrial 
professional 
Specialized funds for 
institutional investors 
Investment 
manager 
Master 12 5 
10 Switzerland Consultant Finance advisory 
Managing 
director 
Master >10 5 
11 Germany Consultant Finance advisory 
Managing 
director 
Doctorate 15 6 
12 Germany Consultant 
Finance advisory 
(previously project 
developer) 
Managing 
director 
Master 25 11 
13 Germany 
Industrial 
professional 
Utility 
Managing 
director 
Master 20 10 
14 Germany 
Industrial 
professional 
Utility 
Head of 
Asset Mgt 
Master >50 24 
15 Switzerland 
Industrial 
professional 
Utility / IPP 
Head of 
Asset Mgt 
Master 40 3.5 
16 Switzerland 
Industrial 
professional 
Utility 
Head of 
Asset Mgt 
Master >20 5 
IPP: Independent power producer 
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4.2 Initial Exploratory Qualitative (qual) Interview Phase 
 Data Collection Exploring Process 
The valuation approaches applied in practice were explored in this phase with several exploratory 
unstructured/semi-structured and unstandardised interviews (section 4.1.2.4). The goal of this 
phase was to determine which questions and answer options are worth asking or providing 
respectively in order to simplify the questionnaire in the QUAN phase and interview questions in 
the QUAL phase.  
Several questions asked in those interviews are based on survey questions and the corresponding 
scales of previous studies, such as widely respected studies in corporate finance by Graham and 
Harvey (2001) and Brounen et al. (2004) and a risk study concerning investments in renewable 
energy (RE) by Watts (2011). In addition, this phase explored whether the developed RAPV 
approach (section 2.7.3) builds an optimal basis for evaluating, in the QUAN phase, the way in 
which valuation adjustments for risk and correspondingly risk components are performed (section 
4.3.3.5). It also investigated whether certain approaches, such as the APV approach—an optimal 
valuation for RES-E investment valuation—are known by potential study participants and whether 
it would be better to assess their frequency of application in the QUAN phase or discuss them in 
the subsequent QUAL phase. 
 Initial Data Analysis 
Each interview was transcribed within the software nVivo10TM to become accustomed to this 
content analysis software and as preliminary work for subsequent data analysis processes in the 
primary QUAL phase (section 4.4.3). The collected information in the exploratory interviews were 
used for the following reasons: 
 to refine the preliminary subcategories and themes from the literature review in order to 
update the ICF (section 2.7.4) for the QUAL phase, 
 to decide whether to analyse the subcategories and themed topics in the quantitative and/or 
qualitative analyses, and 
 to receive inputs for performing the QUAN phase, i.e., to create the questionnaire (section 
4.3.3). 
 
4.3 Primary Quantitative (QUAN) Survey Phase 
 Research Hypotheses 
After the literature review, a conceptual framework was built as a guideline for developing the 
research design. Based on the findings of the initial exploratory qual study, and following a 
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deductive reasoning approach within the QUAN phase, the following testable hypotheses were 
formulated: 
H1: Apart from systematic risk components, unsystematic risks are relevant components in RES-E 
project investments to be considered in valuation processes. 
H2: Volume-related risk components, such as wind resources, sun irradiation, and the amount of 
water, are considered to be the most important risk components and relevant unsystematic risk 
components for RES-E projects and corresponding valuations. 
H3: Political risk is regarded as the most crucial systematic risk component in RES-E projects, 
particularly due to the applied RES-E supporting regimes. 
H4: The assessment of risk components in RES-E projects differs in relation to the various project 
stages involved. 
H5: Experiences of particular risk materialisations influence risk assessment and the prioritising of 
risk components in RES-E project investments. 
H6: Having experienced the materialising of certain risk components, corresponding risk mitigation 
measures become more relevant. 
H7: Discounted cash flow-based capital budgeting techniques are the predominantly applied 
valuation methods in RES-E transactions. 
H8: The RADR is regarded as the most appropriate capital budgeting technique. 
H9: The investment company’s WACC as the required return rate or as the basis for defining a 
required return rate is not regarded as an appropriate CoC approach in RES-E investments. 
H10: The CE method is known to be an appropriate alternative approach in valuation, particularly 
focusing on value protection. 
H11: A company’s risk management processes provide the basis for valuation processes. 
H12: Apart from considering the downside potential (threat) of RES-E investments, possible 
positive deviations from the target value are also considered in valuation processes. 
H13: The valuation of RES-E projects is adjusted for risk and either in the cash flows or discount 
rates, depending on the considered risk component. 
H14: There are cultural differences in valuation, and valuation is influenced by the type of investment 
company. 
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 Quantitative Data Collection 
 Designing the Questionnaire 
The quantitative data collection was performed with the use of a questionnaire, which is a ‘self-
report data collection instrument that is filled out by the research participants’ (Johnson and Turner, 
2003:303). This survey is based on operationalising the preliminary conceptual framework, 
presented in section 2.7.3 and Figure 29, into quantitatively measurable variables (Holden and 
Lynch, 2004) by formulating appropriate questions and a corresponding scale. Each formulated 
question in the data collection phases aims to describe the relationship between the variables in 
the defined model.  
The survey is composed of nine54 groups of questions, elaborated from the literature review, and it 
is structured in line with the questionnaire layout suggestions from the literature (De Vaus, 2002, 
Saunders et al., 2009). First, general questions about RES-E investments were asked regarding 
the invested countries and technologies and the entry level of investment, such as the developing, 
building, or operating stage. Second, questions were posed about risk, the significance of risk 
components and risk stages in RES-E investments, whether certain risk would materialise, and 
which risk mitigation measures would be applied. Third, capital budgeting techniques were 
investigated, followed by a fourth group of questions about estimations of CoC. These two latter 
groups of questions are in a similar vein to the famous studies of Graham and Harvey (2001) and 
Brounen et al. (2004), since the questions and applied scales have proven their validity. However, 
each adopted question was adjusted to match the scope of this study. Fifth, the risk adjustment 
processes were evaluated, assessing how general and specific risk components are handled in 
RES-E investment processes. Finally, the questionnaire concluded with questions for demographic 
variables by asking the investors about characteristics of their companies (type, size, and leverage) 
and demographic figures of the survey participants, including education, experience in investments, 
gender, and age. The detailed structure of the questionnaire is presented in section 4.3.3. 
Table 19: Structure of the questionnaire. 
Questionnaire section Hypotheses/purpose 
1 General question about RES-E investments Delimitation of scope 
2 Risk assessment Relevant risk components, H1, H2, H3, H4, H5, H11 
3 Valuation H7, H12, H13 
4 Cost of capital / discount rates H8, H9, H10 
5 Materialisation of risk and mitigation H5, H6, H11 
6 Participant’s company Company characteristics, H14 * 
7 Participant’s function and experience Participant characteristics, H14 * 
8 Socio-demographic questions Demographic information * 
9 Conclusion 
Interest in further information and research 
participation 
* Questions reveal potentially IVs within statistical analysis. 
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While constructing the questionnaire, the 13 basic principles of questionnaire development by 
Johnson and Turner (2003) were considered. When structuring the questionnaire, care was taken 
to put a first set of interesting questions at the beginning to draw the interest of the respondents, 
and rather uninteresting socio-demographic questions were placed at the end of the questionnaire. 
More difficult questions were positioned in the first third of the questionnaire to ensure that the 
respondent still has a high level of concentration, and the whole questionnaire should not take more 
than 25 minutes to complete. The questionnaire was designed for a high response rate and low 
dropout rate; for example, distinct questions about applied return rates were not included, since 
they are highly confidential pieces of information to every organisation. A particular focus was also 
placed on the online survey introduction, which was created based on the suggestion of Penwarden 
(2013). Based on the evaluated relations presented in the conceptual framework (section 2.7.3) 
and their complexity, the decision was made to analyse more complex relations with interviews, 
instead of within the questionnaire, since more in-depth evaluation is necessary. This concerns, for 
example, the influence of portfolio effects on the subject matter and in-depth explanations for why 
certain methods are applied or not. In this survey, verbal frequency scales were applied using five 
words to assess how often the action has been performed or the situation has occurred. They are 
similar to the Likert scale in order to evaluate the strength of agreements for capital budgeting 
techniques and CoC approaches. The advantage of verbal frequency scales is in their ease of 
assessment and response by the survey participants. Their disadvantage is in their limitation 
regarding precision. However, they are particular appropriate if participants are unable to provide 
exact percentages (Baker et al., 2010). In this survey, the verbal frequency scales were 
complemented with a scale from 1 to 5. In addition, the applied frequency scales in the survey 
always start with the smallest value on the left side and the highest value on the right side, similar 
to a coordinates system. For the assessment of risk components, a Likert scale was applied. 
The final questionnaire was prepared in English to be sent to Germany and all three language areas 
of Switzerland as an online survey (Appendix 5), running on the LimeSurvey software, version 2.055. 
The questionnaire was then proofread by an English native academic. Next, to test whether the 
wording was understood and the survey structure made sense, pilot surveys were conducted with 
five additional professionals in the research field who work for utility companies and specialised 
fund management companies. In these interviews, the respondents completed the questionnaire 
while being able to directly ask questions and clarify ambiguities. These answers were then 
analysed qualitatively within nVivo10TM again. Furthermore, three scholars tested the survey and 
provided valuable comments. 
The findings from piloting the questionnaire demonstrated that the questionnaire and the questions 
were too long, and the questions must be stated more precisely, giving less possibilities for different 
interpretations; therefore, certain questions were simplified, and brief explanations were added. 
Moreover, the layout had to be adjusted for the question to fit on one line and for the questionnaire 
section to be presented in one browser page, if possible, without having to scroll down before finding 
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the ‘Next’ button to reach the subsequent questionnaire section. More specifically, after piloting the 
question, ‘How frequently does your firm use the following techniques when deciding which RE 
projects or acquisitions to pursue?’, the answer option ‘Adjusted present value (APV)’ was deleted, 
since it is already included in the ‘Net present value (NPV)’ method. The answer option ‘Accounting 
rate of return (ARR)’, as suggested by Brounen et al. (2004), was eliminated, since it is rarely used 
in RES-E investments—as identified in the exploratory interviews. Furthermore, the answer option 
‘Discounted payback period (DPB)’ was eliminated, since it is already covered in ‘Payback period’, 
is not expected to be used often in RES-E valuations, and does not provide much insight into this 
research. In the same question, the answer option ‘Real options’ was defined, since the term was 
not familiar to all participants in this phase. Moreover, the answer option ‘Project/investment-
specific return rates’ was eliminated because it asked about the ‘Cost of capital and discount rate’ 
in the following sections of questions. 
 Performed Quantitative Data Collection 
Based on a list of possible survey participants representing the surveyed population (section 
4.1.3.2), 328 questionnaires were sent out by email directly to corresponding contacts holding 
senior positions in their organisations in the period between November 25, 2015 and February 28, 
2016. Approximately three weeks after sending out the questionnaire, the non-respondents were 
contacted again by phone or email, reminding them to fill out the questionnaire and/or to offer them 
support. This telephonic and email effort lasted until March 25, 2016, and the last response was 
received on March 30, 2016.  
Despite repeated requests and additional information about the purpose and the benefit of the 
survey to reach sufficient numbers of answers from both countries, the German organisations 
remained more reluctant to take part in the survey, compared to their Swiss peers, although an 
additional collection effort was made for the German population. Nevertheless, two Swiss 
organisations also declined to fill out the questionnaire for strategic and confidentiality reasons. In 
general, in both countries, the reasons for rejections to participate in the survey within phone 
conversations included concerns regarding confidentiality and time restrictions. In one case, the 
stated reason was no interest in receiving the survey results, since this topic is well known to the 
contacted firm and consequently no adjustments to the methodology are necessary. The survey 
period was not extended to collect more responses, since the survey also included questions 
regarding investment attractiveness (to be analysed in the further research phase) to avoid biasing 
the results by external effects from the market environment, such as changing interest rates, which 
could change the investment behaviour of the investors. 
A total of 111 responses were received, of which 100% were collected by email and the online 
survey. The overall response rate is considered high at 32.8%, given the length and depth of the 
questionnaire and the required time to be able to sufficiently answer the sometimes complex 
questions, as well as the restrictions of some investment firms to participate for confidentiality 
reasons. Apart from that, the survey dropout rate (13.3%) is considered to be low. 
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 Structure of Survey Questionnaire 
For each of the following parts in the investigation, the sample size allows to control for different 
organisation characteristics in order to link the results to differences in type, size, financing structure 
(private vs. public ownership, leverage), invested project stage and previously materialised risk. 
 Risk Assessment 
This section analyses the way in which investors rate predefined risk categories in RES-E 
investments, in general, as outlined by Hürlimann and Bengoa (2017a). The specific handling of 
risk components in valuation is considered in section 4.3.3.5. The evaluated risk categories (Table 
20) in this survey are based on the corresponding literature review (section 2.3.2) consist not only 
of undiversifiable systematic risk, but also of not completely diversifiable unsystematic risk (section 
2.2.5). 
Table 20: Risk categories belonging either to systematic and unsystematic risks (adopted from 
Hürlimann and Bengoa, 2017a). 
Risk categories belonging to systematic risks Risk categories belonging to unsystematic risks 
Financial risk20 (for example, access to capital, currency 
changes, and change in interest rates affecting 
profitability) 
Business/strategic risk (for example, technological 
obsolescence) 
Political/regulatory risk (for example, change in public 
policy affecting profitability, excl. tax risk) 
Building and testing risks (for example, unproven 
technology, and construction delays due to unexpected 
difficulties [for instances, archaeological findings]) 
Tax risk (for example, change in tax laws and rules 
affecting profitability) 
Operational risk (for example, plant damage/component 
failure or plant closure to resource unavailability) 
Market risk (for example, decrease in power prices or 
increase in commodity prices) 
Weather-related volume risk (for example, lack of wind, 
sunshine or water) 
- 
Environmental risk (other than weather-related vol. risk, 
e.g. liability for environmental damage) 
- 
Risk of subsidiaries not being under corporate control 
(for example, in case of minority participations) 
 
Furthermore, the surveyed participants are asked to assess the overall degree of risk associated 
with different stages of developing, building and operating RE power plants (section 2.2.4.3). 
Respondents are asked to score how they rate the significance of each of the risk categories in 
relation to those project stages on five-level ordinal Likert scaled responses (risk rating: 1 meaning 
very low, 5 meaning very high) (Vogt, 1999). The applied scale for the level of risk examines the 
combination of the two dimensions of risk – consequence and probability of occurrence – for a 
specific risk (Bullen, 2013). This simple, one-dimensional scale has been deliberately chosen in 
contrast to more sophisticated scales in risk assessments (e.g. NGO Security, 2010) in order to 
keep the questionnaire as straightforward as possible and to lower the risk of dropouts. While 
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changes in risk attitudes and risk preferences can potentially affect risk behaviours (section 2.2.3), 
tests are performed whether the responses about the scored risk components are significantly 
different conditional on materialised risk. 
 Risk Mitigation 
This section studies how firms mitigate risk (section 2.3.4). The survey participants are asked to 
identify which risk mitigation measures have been used in the past five years. The question consists 
of twelve dichotomous answer options, providing checkboxes to be ticked if the provided choice is 
applicable. There is also the possibility to note other risk mitigation measures. The answers include: 
internal DD, external DD of investment projects, reduce operational risks, arrange for insurance, 
reduce market risks with FIT and/or long-term PPA, standardisation of procedures, the company’s 
risk management function, check of the type of suppliers and/or contractual clauses within contracts 
with suppliers, making co-investments with partners, arrange for financial products, implement 
emergency services, and arrange for weather protection insurance. Similar to the previous risk 
assessments, risk mitigation measures are set in relation to materialised risk. This allows again for 
scope into the generic orientation to risk (Rohrmann, 2005). 
 Capital Budgeting Techniques 
This section examines the way in which investors in RE valuate investment projects, focusing on 
the applied capital budgeting techniques. Similar to the techniques offered in the questionnaires by 
Graham and Harvey (2001) and Brounen et al. (2004), this survey goes beyond the basic DCF-
based techniques, such as IRR and NPV analysis (Brealey et al., 2011), by including a wide variety 
of capital budgeting techniques, as summarized in Hürlimann and Bengoa (2017a). In doing so, the 
survey includes PB, PI, hurdle rate of return, MA and more advanced methods which expands the 
previously mentioned deterministic approaches to techniques which particularly consider 
uncertainty with probabilistic approaches (e.g. Moschandreas and Karuchit, 2005, Rentizelas et al., 
2007, Carmichael, 2014), like VaR, sensitivity analysis, scenario analysis (for example, base case, 
worst case, and best case) and simulations, for example, Monte Carlo simulations (Mooney, 1997). 
Moreover, the survey analyses the usage and understanding of the cash flow projection or free 
cash flow to firm (FCFF), and the DCF-based approach in general, which are the prerequisites for 
various methods. The relevance of ROV (section 2.4.2.4) is also examined for valuating RES-E 
projects. Finally, it was investigated if valuing opportunities and synergy possibilities are deliberately 
considered in RES-E valuation which are components that are seldom addressed or even 
completely ignored in empirical literature. Respondents are asked to score how frequently they use 
the different capital budgeting techniques based on a five-level ordinal, Likert-type scale (1 meaning 
never, 5 meaning always). 
 Cost of Capital 
This section analyses the investors’ approaches of determining the CoC and applying discount 
rates in RES-E investments. 
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The first question about CoC determination techniques offers various techniques as answers. The 
answer list includes typical methods, such as the WACC of the investment company and the Sharp-
Lintner CAPM (section 2.5.1). Although CAPM and alternative multifactor models (for example, 
APM) have been developed specifically for analysing PTC and are therefore a less adequate CoC 
approach for the typically non-traded RES-E investments (Hürlimann and Bengoa, 2017a), their 
use is evaluated in this study. Based on the literature review and in similar vein as Graham and 
Harvey (2001) and Brounen et al. (2004), alternative approaches are provided as answer options, 
such as formal risk analysis, a modified CAPM including additional risk factors, average historical 
returns on common stock, current market return adjusted for risk, discount rates set by regulatory 
decisions, dividend discount model, earnings/price ratio, cost of debt plus a risk premium, 
benchmarking approaches with comparable companies or comparable investments, and whatever 
our investors tell us they require. Furthermore, respondents have the choice to rate concepts 
discussed within finance theory, including that discount rates are at least as high as defined hurdle 
rates (section 2.4.3.3) and the more flexible and robust CE method (section 2.4.4.3). 
Having analysed how discount rates are defined, a second question evaluates how discount rates 
are applied, providing answer options based on simple to more sophisticated approaches. Since 
project financing banks do not apply discount rates in their assessment of projects, in general, their 
data is excluded in the analysis. The simpler approaches include the use of a single discount rate 
for the entire company for all investment projects, a divisional discount rate, a discount rate based 
on the cost of financing of the company and a discount rate based on the past experience of the 
company. More advanced approaches consist of a specific discount rate for the considered country, 
for the applied technology/concerned industry and the concerned project stage. The most 
sophisticated approaches to be evaluated are the application of different discount rates for each 
component cash flow that has a different risk characteristic and the RADR concept (section 2.4.4.1) 
for the particular investment project. 
Respondents are asked in both questions to score how frequently they use the different CoC or 
discount rate approaches, respectively, again on the five-level ordinal, Likert-type scale (1 meaning 
never, 5 meaning always). 
In addition, participants are asked how frequently their companies re-estimate return rate 
requirements for investment projects, showing different answer options in line with previous studies 
(Gitman and Mercurio, 1982, Gitman and Vandenberg, 2000, Truong et al., 2008). 
 Valuation Adjustments for Specific Risk Components 
This section investigates how various sources of risk other than general market risk are treated in 
project valuation. The rationale of this question is based on the approach of valuation adjustments 
for specific risk factors which cannot be completely diversified (unsystematic risks), as proposed 
within the RAPV concept (Hürlimann and Bengoa, 2017a) and after having explored it in the qual 
phase (sections 4.2.1 and 5.1.1). The respondents are asked whether firms adjust the discount 
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rate, the cash flows, both or neither in valuation processes in response of the presented risk factors 
(risk components) in line with previous studies (Petty et al., 1975, Gitman and Mercurio, 1982, 
Payne et al., 1999, Gitman and Vandenberg, 2000, Graham and Harvey, 2001, Brounen et al., 
2004). The selection of the proposed risk components to be evaluated (Table 21) is based on both 
the performed literature review (section 2.2.2 and Hürlimann and Bengoa, 2017a) and the 
verification of their relevancies for RES-E investment projects during the qual phase (section 5.1.1). 
Not found risk components in the provided list of choices can be added as text, separately either 
for discount rate or cash flow adjustments. 
Table 21: Risk components evaluated in questionnaire (S: systematic risk, U: unsystematic risk) 
(adopted from Hürlimann and Bengoa, 2017a). 
Risk components evaluated 
in questionnaire 
Type 
of risk 
Comments and examples 
Sources (academic literature and 
empirical surveys among 
practitioners) 
Risk of unexpected inflation S - 
Graham and Harvey (2001), Brounen et 
al. (2004) 
Momentum S Recent stock price performance 
Jegadeesh and Titman (1993), Carhart 
(1997), Graham and Harvey (2001) 
Political/regulatory risk 
(governmental policy risk and 
country risk) 
S 
Change in public policy affecting profitability, 
excl. tax risk 
Bekaert et al. (1997), Böttcher (2009), 
Pastor and Veronesi (2011), Watts 
(2011), Damodaran (2013)  
Tax risk S 
Change in tax laws and rules affecting 
profitability (separated from 
political/regulatory risk in the survey to find 
its specific influence as variable) 
- 
Financial risk (leverage) U Debt / equity ratio of RES-E project 
Hamada (1972), Bhandari (1988), 
Dhaliwal et al. (2006), Penman et al. 
(2007), Dimitrov and Jain (2008), 
Adamia et al. (2010), Korteweg (2010), 
Watts (2011) 
Interest rate risk U Change of general level of interest rate 
Graham and Harvey (2001), Böttcher 
(2009) 
Term structure risk U Long-term vs. short-term interest rate 
Chen et al. (1986), Ferson and Harvey 
(1991) 
Operational risk U 
Plant damage / component failure, lower 
technical availability, plant closure to 
resource unavailability or unclear cost 
development, illiquidity (cash flows) 
Welsh et al. (1982), McMahon and 
Stanger (1995), Böttcher (2009), 
Böttcher and Blattner (2010), Brealey et 
al. (2011), Hawawini and Viallet (2011), 
Watts (2011) 
Project termination risk U 
Missing operating permit or no acceptance 
to a bid in tender process 
Böttcher (2009) 
Foreign exchange risk U Currency changes 
Graham and Harvey (2001), Böttcher 
(2009) 
Size / small cap risk U Small firm being riskier 
Banz (1981), Levy (1990), Fama and 
French (1992), Graham and Harvey 
(2001) 
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Table 21: (continued). 
Risk components evaluated 
in questionnaire 
Type 
of risk 
Comments and examples 
Sources (academic literature and 
empirical surveys among 
practitioners) 
Market-to-book ratio / book to 
market premium 
U 
Ratio of market value of firm to book value of 
assets 
Fama and French (1992), Graham and 
Harvey (2001) 
Illiquidity of investment project U Lack of market for asset type 
Amihud and Mendelson (1986), Acharya 
and Pedersen (2005), Amihud et al. 
(2005), Damodaran (2005a, 2010, 
2012), Franzoni et al. (2012), Cheng et 
al. (2013), Damodaran (2013), Ping et 
al. (2013), Ehrhardt and Brigham (2016)  
Lack of information U 
Information asymmetry increases the risk of 
not evaluating properly the assets of private 
targets 
Akerlof (1970), Capron and Shen (2007)  
Distress of investment target U Probability of bankruptcy Graham and Harvey (2001) 
Weather-related volume risk 
(e.g. lack of water, wind, sun, 
waves) 
U 
Lack of water, wind, sun, waves, a key factor 
for RES-E investments due their high impact 
on the business performance and possible 
high volatility 
Böttcher (2009), Watts (2011), Boland et 
al. (2012), Agrawal et al. (2013a), 
Agrawal et al. (2013b) 
Other natural resource risk 
(e.g. lack of geothermal heat 
or biomass supplies) 
U 
Lack of geothermal heat or biomass 
supplies, also a key factor for RES-E 
investments due their high impact on the 
business performance and possible high 
volatility 
Böttcher (2009), Watts (2011), Boland et 
al. (2012), Agrawal et al. (2013a), 
Agrawal et al. (2013b) 
Commodity price risk U 
Could be relevant for biomass energy 
projects 
Graham and Harvey (2001), Böttcher 
(2009), Watts (2011), Pereira et al. 
(2012) 
Credit standing of involved 
partners 
U 
In case of RES-E projects: project 
developer, contractor, maintenance and 
service companies 
Böttcher (2009) 
Complexity of organisational 
structure of investment 
U 
Many owners, different shareholder interests 
and inter-correlations between shareholders 
and suppliers 
Author’s own experience 
Risk of subsidiaries not being 
under corporate control  
U In case of minority participations McMahon and Stanger (1995) 
 
 Statistical Analysis 
Before performing statistical analysis, each of the specification and assumptions of the available 
tests are studied in detail and verified in relation to available data and data types, as summarized 
in Table 22.  
 Data Processing before Analysis 
Before starting the statistical analysis, the answer option ‘I do not know/not applicable’ is defined 
as missing values within SPSS – in addition to real missing values – in order not to distort arithmetic 
means (Brosius, 1998). All other data are analysed and shown in the following table, also those 
results which are not significant. 
For further analysis, the different types of institutional investors are merged to one single group in 
the further statistical analysis. In relation to size, two groups are define – a group of large and small 
Empirical Research Approach and Methods   165 
 
firms while large firms have more than 500 employees. Similarly, participants are divided according 
to their education into a group of participants having an MBA vs. other qualification) and according 
to their experiences into two groups, while the group with the high experience has performed more 
than 10 transaction being defined as having high experience).  
 Performed Statistical Analysis 
For testing the correlations between demographic variables (section 5.2.1), the Pearson χ2 test is 
applied based on 2x2 cross tabulations to test the independence of categorical variables (such as 
organisation type, country, leverage, stock exchange listing, age, gender, and experience in 
acquisitions). In case of groups with cell frequencies below 5, Fisher’s exact test is applied instead. 
While the Pearson χ2 or the Fisher’s exact test show whether there is a relationship between the 
variables, the applied phi coefficient measures the effect size strength (UZH, 2016d). Cohen (1988) 
provides a rule of thumb stating that the effect size is small for a phi coefficient of 0.1, moderate for 
a value of 0.3 and large for value of 0.5. Likewise, Pearson χ2 or Fisher’s exact tests are performed 
on contingency tables with multivariate distributions of two categorical variables (Michael, 2001), 
testing independencies between firm characteristics and risk mitigation measures (section 0) as 
well as the provided risk adjustment strategies, cash flow or discount rate adjustments or both or 
neither, for each of the given risk factors/categories (section 5.2.2.5). In case of significant results 
in the applied test, standardized residuals are computed to show how far the outcome differs from 
the expected value, i.e. which cell contributes the most to the significant result if the value in 
absolute term is higher than the value of 1.96 (with a significance level of .05). This is a type of 
post-hoc test (Agresti and Kateri, 2011, TheRMUoHP Biostatistics Resource Channel, 2012). 
For analysing mean differences (sections 5.2.2.1, 5.2.2.3 and 5.2.2.4), parametric statistical tests 
with either ANOVA (Analysis of Variances) or independent t-tests are performed. Both compare 
levels of a single factor based on single continuous response variable. In doing so, Likert-type 
scales are considered as a continuous variable, in line with Carifio and Perla (2007) and Grace-
Martin (2016). Applying a one-way independent ANOVA, mean differences of one dependent 
variable (DV) are set in relation to organisation types with six levels (i.e. groups or categories), while 
the independent t-test is applied for those analysis with a predictor of only two levels, i.e. 
dichotomous data (Brosius, 1998, Field, 2013, Lund_Research_Ltd, 2013, Taylor, 2014a, UZH, 
2016a, c), such as country (Germany or Switzerland), leverage (high >40% or low <=40% debt 
ratios), stock exchange listing (yes or no) and specific project stages. In addition, t-test is employed 
for additional IVs having consolidated them in two independent groups. This type of IV includes 
organisation size (big > 500 employees vs. small), education (MBA-educated or non-MBA-
educated) and experiences (high > 10 transactions vs. low). Due to the non-normality of the 
distribution of the majority of the outcome in this study, ANOVA robustness is ensured with the two-
tailed study, and with consideration of sample size equality and/or for homogeneity of variances 
(how2stats, 2012, 2015), without having to perform prior data transformation (Field, 2013). The t-
test’s robustness is ensured with bootstrapping (Efron and Tibshirani, 1993, Field, 2013) to keep 
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its power, likewise without having to perform prior data transformation, and employing Welch’s t-
test in case heterogeneity of variances. Since the alternative non-parametric Mann-Whitney U and 
Kruskal-Wallis H tests for t-test or one-way ANOVA, respectively, are regarded as less powerful 
(Field, 2013, how2stats, 2014) and are based on other restrictive assumptions, they are not applied 
within this survey. Testing heterogeneity of variances, Levene’s F test and non-parametric Levene’s 
test in case of non-normal distribution are applied at 5% significance level (how2stats, 2011b). For 
ANOVA, post-hoc-tests are applied to see where the exact differences are. For this research, 
Bonferroni tests is chosen to control for type one errors, a conservative test with a good statistical 
power to detect really differences, particularly in case of low numbers of comparison (Maynard, 
2013, Grande, 2015b). After having evaluated the post-hoc tests (Appendix 6 Table 35), the 
Bonferroni test is generally a good choice for this setup even very conservative, while other 
adequate tests, such as Gabriel and Hochberg’s GT2, need equal variances (Maynard, 2013, 
Grande, 2015b). 
For each of the presented results from ANOVA, t-test and Pearson χ2, test the significance value 
are stated with in the presented tables, using the symbols ***, **, * which denote a significant 
difference at the 1% (p<0.01), 5% (p<0.05), and 10% (p<0.10) level, respectively.  
 
 
 
Table 22: Considered statistical tests (adopted from Brosius, 1998, Field, 2013, UZH, 2016a, c, d).  
 Pearson χ2 test χ2 Goodness of Fit Test 
Spearman’s rank order 
correlation Mann-Whitney-U-Test Kruskal-Wallis-Test 
Type of analysis 
Non-parametric test 
Relations between two variables 
Relation between observed and 
expected set of frequencies 
Non-parametric equivalent to 
Pearson’s correlation 
measuring the relationship 
between two ranked variables 
Non-parametric equivalent to t-
test 
Non-parametric equivalent to 
one-way ANOVA 
Independent 
variable(s) 
Two variables either independent 
and/or dependent 
Just one variable 
Two variables either 
independent and/or dependent 
1 variable, 
2 groups 
1 variable,  
≥2 groups 
Dependent 
variables(s) 
1 at least ordinal scaled variable 1 at least ordinal scaled variable 
Assumptions 
Independent observations; 
no random sampling needed; 
mutually exclusive row and 
columns; large expected 
frequencies 
One categorical variable (either 
dichotomous, nominal or 
ordinal); independence of 
observations; groups of the 
categorical variable must be 
mutually exclusive; must be at 
least 5 expected frequencies in 
each group of your categorical 
variable 
Variables are either ordinal, 
interval or ratio. Spearman 
correlation can be used when 
the assumptions of the 
Pearson correlation are 
markedly violated. 
DV is at least ordinal scaled; 
data points are independent of 
each other; random selection of 
the participants of the 
population; distributions in each 
group (i.e., the distribution of 
scores for each group of the IV) 
have the same shape (which 
also means the same variability). 
DV is at least ordinal scaled; 
data points are independent of 
each other; random selection of 
the participants of the 
population; distributions in each 
group (i.e., the distribution of 
scores for each group of the IV) 
have the same shape (which 
also means the same variability). 
Application in 
survey 
Relations between firm 
characteristics and adjustment 
for risk factors (0 Tables 47 and 
48; 
several non-response bias tests 
and robustness check (Appendix 
10) 
Non-response bias tests by 
comparing characteristics of 
responding firms to 
characteristics for the population 
at large (Appendix 10) 
Appendix 10 Table 54 
Not applied in this analysis since 
not enough powerful 
Not applied in this analysis since 
not enough powerful 
Statistical 
measurements 
Significance level (1%, 5%, 
10%); Fisher’s exact test in case 
of groups with cell frequencies < 
5; standardized residuals >1.96 
at 5% significance level; 
Cramer’s phi coefficient (effect 
size strength); 
n.a. 
Apply bootstrap coefficient 
95% interval to get robust 
intervals 
n.a. n.a. 
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Table 22: (continued). 
 
 
Pearson’s product-momentum 
correlation2 
Independent sample t-test One-way ANOVA 
Type of analysis 
 Parametric test 
 
Linear relationship between two 
variables 
Differences and central tendencies Differences and central tendencies 
Independent 
variable(s) 
 
Two variables either independent 
and/or dependent 
1 variable, 
2 groups 
1 categorical variable,  
≥2 groups 
Dependent 
variables(s) 
 
1 continuous variable1 1 continuous variable1 
Assumptions 
 
Variables are at least interval 
scaled, normally distributed, 
studied relationship must be 
linear 
DV is interval or ratio scaled; IV 
(factor) is categorical (nominal or 
ordinal scaled); groups built by the 
factor are independent; DV is normally 
distributed within each of the groups1; 
homogeneity of variances (see 
below). 
DV is interval or ratio scaled; IV (factor) is 
categorical (nominal or ordinal scaled); 
groups built by the factor are independent; 
DV is normally distributed within each of 
the groups1; homogeneity of variances 
(see below). 
Application in 
survey 
 
Appendix 10 Table 54 
Analysing effects of IVs with two 
groups (organisation size, country 
leverage, stock exchange listing, 
project phases; Appendix 9 Tables 36 
to 46) 
Analysing effects of organisation types 
(with several groups) 
Robustness check (non-size 
characteristics); Appendix 9 Tables 36, 37, 
38, 40, 42, 44 and 46) 
Statistical 
measurements 
 
In case of non-normality apply 
bootstrap coefficient 95% interval 
(or take Spearman’s correlation) 
Significance level (1%, 5%, 10%); 
bootstrapped t-test applied due to 
non-normal distribution of samples or 
bootstrapped Welch’s t-test in case of 
heterogeneity of variances (p < .05) 
and non-normal distribution. 
Significance level (1%, 5%, 10%); in case 
of heterogeneity of variances (Levene’s 
test, p < .05): Welch-F test and/or 
Brown-Forsythe-test; post-hoc tests for 
finding significant mean differences 
between groups (Bonferroni) 
1 In case of >25 respondents per group for ANOVA or <30 respondents per group for the t-test, the violation of this rule is less problematic. 
2 equivalent to correlation according to Bravais-Pearson. 
1
6
8
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4.4 Primary Qualitative (QUAL) Interview Phase 
 Research Design of Qualitative Research 
 Interview Protocol Development 
To efficiently and effectively collect data and to ensure a high data gathering quality (section 4.6.2), 
the interviews in the QUAL phase were structured in two parts: a first part as semi-structured and 
unstandardised interviews, as outlined in section 4.1.2.4, and a second part with a discussion about 
three investments scenarios (section 4.4.1.2). Based on the chosen sequential MMR typology 
(section 4.1.2.1), the content of the interview protocol for both parts was based on the results in the 
previous QUAN phase (section 5.2). 
This first interview part is divided into several sections (see Appendix 6). To reflect the main results 
of the QUAN phase with the interviewee, the first section uses five questions to explore additional 
features and potentially controversial topics in capital budgeting methods and CoC approaches. 
Three additional questions explore the influence of uncertainty/risk, risk assessment and risk 
mitigation, and their integration into valuation and/or investment decisions. A specific question aims 
to understand the puzzling result from the quantitative phase about the risk components in relation 
to project stages. Additional questions investigate the effect of various influence factors—apart from 
the organisation type, size, leverage, stock exchange listing, and project stages asked in the 
quantitative phase—such as an existing portfolio of the investment company, the integration of 
synergies and/or opportunities within valuation, and/or investment decision making. The last group 
of questions seeks to identify encountered problems in valuation processes. Therefore, the issue 
of having the time value of money and the risk in one input variable, namely the discount rate, 
applied within valuation is presented and discussed while introducing the CE approach as a 
possible theoretical solution to this issue. 
 Investment scenarios 
To collect an additional rich set of data and even deeper insights into the topic – in line with the 
researcher’s chosen philosophical stance (section 3.1.2.2), as well as to triangulate the answers of 
the first interview phase (section 4.6.2), the second interview part assesses the judgement and 
decisions of the interviewees based on three investment scenarios. It does not follow related 
methods, such as case study research, which would focus on an in-depth analysis of specific cases 
(Eisenhardt, 1989, Yin, 2011). The chosen approach with a discussion of investment scenarios 
reflects, as much as possible, the reality of performing a valuation to ensure high-quality answers 
(section 4.6.2). 
To challenge the decision making of the interviewees and thoroughly explore valuation approaches 
in RES-E investments, three similar investments were presented (Appendix 8). The investment 
scenarios are based mainly on numerical key figures (descriptions and input data for the valuation) 
and numerical results of the performed valuation based on the various methodological approaches. 
For preparation purposes, the investment scenarios were sent to the interviewees, along with 
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appropriate instructions, prior to the interview (about four to seven days before the scheduled 
interview date) to allow the interviewees enough time to understand the cases, perform their 
valuations, and make a decision, if possible. This approach limits the interview time. The three 
presented investment scenarios are based on real but anonymised investment opportunities in the 
year 2016, presented by sellers to a wide investment community. These projects were chosen 
because they seemed to be attractive in relation to their applied technology, country location, and 
available relevant natural resources, as demonstrated within the survey (section 5.2.1), thereby 
ensuring that the interviewees carefully weighed their decisions and were forced to use as much of 
the available data and information to make a judgment. Some information was intentionally not 
provided, for example details about the manufacturer of the turbines and details about service 
agreements and the suppliers, to force the interviewees to react to these missing data and 
recognise how relevant this information is. 
As preparation, the following questions were stated on the previously sent sheet, along with the 
investment scenarios, to discuss them during the interview: 
 Are you able to present your investment proposal to your decision-making body based on 
the provided information? 
 On what basis do you justify your proposal? 
 Are certain key figures and analysis/used methods missing? 
 Which key figures, used methods, and analysis results are not necessary to make the 
proposal and take a decision? 
 Do you consider additional circumstances that are not based on valuation and figures in 
your investment proposal? 
 
 Qualitative Data Collection and Documentation Process 
The interviews in the QUAL phase were conducted between December 2016 and May 2017, 
ensuring that ethical obligations and appropriately defined processes are considered (section 
3.2.2). The researcher personally conducted all the interviews with the selected participants 
(section 4.1.3.3), mainly face-to-face where possible and economically feasible (75%). In some 
cases, telephone interviews were performed (25%). Face-to-face interviews are regarded as 
advantageous for conducting a dialogue and recognising non-verbal communication (Saunders et 
al., 2009), although the latter is not over-claimed in this research, since appropriate justifications 
are complex for persons who are inappropriately trained in psychological analysis. Many 
interviewees also prefer personal contact and are only willing to spend more time in face-to-face 
interviews (Saunders et al., 2009), even if telephone interviews are advantageous for many 
managers due to their flexibility in terms of scheduling (Gläser and Laudel, 2010). Nevertheless, 
the face-to-face interview was the preferred procedure suggested to all chosen interviewees, and 
telephone interviews were performed only if face-to-face interviews were not possible for travel, 
Empirical Research Approach and Methods   171 
 
budget, or scheduling reasons. Nevertheless, several studies, summarised in Cassell (2009), could 
not demonstrate any quality differences in the collected data between the two interview procedures.  
The interviews were all performed and transcribed in High German. The translation from German 
to English was performed on the coding level, i.e., the knots in nVivo10TM, which represents the 
themes, subthemes, and categories for the coding in English. This approach aims to minimise the 
adverse effect of the translation as much as possible. All the subsequent findings, including 
citations, are presented in English. To ensure a high quality standard for all transcripts, a detailed 
transcription procedure is introduced, as presented in section 4.6.2. 
 
 Qualitative Data Analysis  
The applied QDA goes a step further than just sorting text responses to particular questions by a 
categorical variable with a spreadsheet and then finding, for example, interesting quotes to be cited 
(Bazeley, 2010). Performing a QDA is about allowing themes and categories to emerge from the 
data, rather than providing them before the data collection process (David and Sutton, 2011). The 
use of follow-up interviews after responses to structure surveys is one of the most common data-
gathering strategies applied within MMR (Bryman, 2006). The following two sections highlight the 
applied coding approaches and the used infrastructure. The procedure for analysing the qualitative 
data was specifically developed for the QUAL part of this quan-QUAN-QUAL sequential MMR. It 
follows a four-step approach, as outlined in Figure 39.  
Figure 39: Applied four-step QUAL analysis procedure in quan-QUAN-QUAL MM approach. 
 
Input 
Insights from literature review 
Findings from qual phase 
Findings from QUAN phase 
Results 
Initial coding frame (ICF) 
(with knots in nVivoTM) 
1. Preparation 
Transcripts 
Initial coding frame (ICF) 
(with knots in nVivoTM) 
Updated coding frame 
Code matrix 
2. Coding 
Code matrix Categorised code matrix 3. Categorisation 
Categorised code matrix Concept map 4. Conceptualisation 
Step 
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 Coding Qualitative Data 
As a subsequent step after data collection, coding is an integral part of quantitative research and a 
key element of content analysis (Saunders et al., 2009, David and Sutton, 2011). It consists of a 
process in which text pieces are matched to codes with the aim of finding similarities and/or 
differences between and within the transcribed interviews (David and Sutton, 2011). The codes can 
be keywords, themes, phrases, or complete sentences. As outlined in section 4.1.2.4, coding is a 
data reduction method that narrows the researcher’s focus of attention from a whole piece of text 
to the areas of interest and significance (David and Sutton, 2011). It allows for the mapping of 
patterns. However, researchers must pay attention to not abstract the coded segments from their 
context to prevent a loss of the original meaning.  
As stated above, the translation from German to English was performed during the coding process, 
which seemed to be the most efficient approach for presenting the study results in English based 
on the data in German. 
To understand the different approaches for performing the coding, David and Sutton (2011) present 
several pairs of coding types, indicating a continuum between each of the two extremes. Along this 
spectrum of each of those pairs, the corresponding coding is applied, which enables the process 
of exploration and the emergence of linkages between chunks of texts and new recognitions (David 
and Sutton, 2011).  
Within the quantitative phase of this research, the explicit coding approach was analysed in relation 
to those pairs of coding (Table 23), and a distinction was made between an initial coding phase 
and a detailed coding phase:  
 The initial coding phase included the predefined ICF. Before finalising the complete data 
collection phase and before starting the coding, the ICF with a tree structure, including a 
hierarchy of codes, was developed after the literature review and updated in the qual phase 
(section 5.1.2) to identify patterns within the research text pieces (Saunders et al., 2009, 
David and Sutton, 2011). It was based on the findings from the literature review (section 
2.7.4), the initial qual phase (section 5.1), and the previous QUAN phase (section 5.2). This 
coding frame was constantly enhanced during the coding process of approximately the first 
six transcribed interviews. 
 In the subsequent detailed coding phase, the updated coding frame was kept unchanged, 
and it was applied to all the transcribed interviews, including those that were previously 
studied in the initial coding phase, to research all available data with—as much as 
possible—the same depth and rigour. 
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The following pairs of coding types were identified and applied to various extents within the two 
previously described coding phases, based on the outlines of David and Sutton (2011):  
 Manifest coding refers to specific terms with the text itself, and it is applied in the initial and 
detailed final coding processes, while the latent coding is about finding terms or themes 
beneath the text, and it is predominantly applied in the detailed final coding process. 
 In vivo coding involves the use of those texts with their language as provided by the 
interviewee, while sociological coding refers to the themes in the language of the researcher 
him- or herself. The in vivo coding is applied in both the initial coding and detailed coding 
phases, while the sociological coding is mainly applied in the detailed final coding phase in 
which the coding patterns of the researcher have been manifested. 
 Deductive coding includes the development and application of a list of categories that has 
been created before commencing with the coding process, while inductive coding refers to 
a coding process that starts after gathering and first reading the collected data. As with all 
pairs, the applied reality in this study lies somewhere between those two extremes. 
 Summary coding is also referred to as first-level coding, since it focuses on obvious 
characteristics within the population, the sample, and the researched situations. On the 
other hand, pattern coding goes a step further and digs deeper into the subject, trying to 
discover underlying patterns in the studied transcriptions to study specific relationships 
within the encountered context. Summary coding is applied in both coding phases, while 
the pattern coding is only applied in the detailed coding phase to all available transcriptions. 
 Systematic coding involves the researching of themes that are regarded as key within the 
research. Axial coding attempts to identify all emerging topics within the researched texts, 
trying to apply selection and data reduction as well as to anticipate core issues within the 
research more slowly. As suggested by David and Sutton (2011), a pragmatic equilibrium 
must be found between those two extremes because of the inevitable necessity within the 
research to perform selection and data reduction in order to stress those points that are 
relevant versus irrelevant for the researcher. 
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Table 23: Applied types of coding in the quantitative analysis (in accordance with the classification 
of David and Sutton, 2011). 
Types of coding Initial coding1 Detailed final coding Comment 
Manifest coding vs. X X  
Latent coding - X  
    
In vivo coding vs. X X  
Sociological coding - X  
    
Deductive coding vs. X (only first level) X (only first level)  
Inductive coding X (all hierarchical levels) X (all hierarchical levels)  
    
Summary coding vs. X X  
Pattern coding - X  
    
Systematic coding vs. X X Pragmatic balance 
between both coding types Axial coding - X 
1 started already before ending data collection phase. 
 
 Computer-Assistant QDA Software (CAQDAS) 
The QDA applied in this research is supported with a CAQDAS. Therefore, nVivo10TM is chosen, 
since it is a widely used computer software specialising in QDA.  
Using a specific CAQDAS, it is possible to analyse more complex responses, thereby enabling 
detailed coding and even revised coding to additional categories while digging deeper into the 
responses, allowing new and finer categories to emerge and be coded on, finding relationships, 
and revealing new insights and concepts (Bazeley, 2010, David and Sutton, 2011). The CAQDAS 
provides an optimal structural environment in which to analyse interview transcripts in the most 
flexible way, either by allowing issues and categories to emerge while coding or by basing the 
coding on predefined categories resulting from a prior survey (Bazeley, 2010). Additional 
advantages of a CAQDAS are its ability to sort coded text passages by categorised texts, 
demographic data, or ratings based on scaled responses while linking the gathered data with 
additional information on an individual basis to enable ‘a richer and potentially more valid analysis 
[…]. Variations in responses can be better understood, and anomalies and alternative explanations 
examined’ (Bazeley, 2010:438). Critics challenge the advantages of performing the coding faster 
because QDA should take time to allow the relevant results to emerge—this is often described as 
a craft. In addition, due to fact that CAQDAS simplifies the storage and analysis of large amounts 
of data while spending less time with the data, some researchers have been led to state and analyse 
meaningless questions and outputs. This can also happen without software; however, it can occur 
more easily with software packages. Similar criticisms exist in applying statistical software 
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packages to a quantitative analysis. In any case, the work of analysis should not solely be technical. 
Therefore, the software ‘should never be used in a «push-button» manner but rather in a reflexive 
way’ (Rihoux et al., 2009:173). Despite the mentioned points of criticism, nowadays, CAQDAS, 
such as nVivoTM, Atlas.tiTM, N6TM, and HyperRESEARCHTM, are de facto taken for granted, since 
the advantages outweigh the drawbacks (David and Sutton, 2011). Computer-assistant QDA 
software allows the data to be optimally stored, accessed, organised, explored, coded on, and 
evaluated to better recognise the relationships between them, even latent ones (Bazeley, 2010), 
while providing powerful tools to manage the research project (Lewins and Silver, 2009). QSR’s 
nVivoTM, in its available 10th version (nVivo10TM) at that time, was chosen due to its powerful 
software evaluation and searching routines (Saunders et al., 2009) and its popularity in the research 
community (David and Sutton, 2011) in order to be able to exchange with other researchers. 
 Presentation of Findings of Qualitative Analysis 
After performing a thorough analysis in nVivoTM, the findings are presented as a discussion, in 
common prose writing, and they are supported by meaningful and translated quotes from the 
interview dialogues. Also, each section contains a table summarising the findings. This latter 
selected procedure with tables is regarded as an optimal approach to summarise the findings—
also for the QUAN phase—although this presentation format is rather common for quantitative 
approaches. A deliberate decision was made to include the quantitative elements in the QUAL 
phase, demonstrating also the MMR characteristics in presenting the findings. As illustrated in 
Figure 39 in step 3, the presented tables of findings are categorised code matrices in a simple 
format, with aggregating codes to categories showing grey cells for the participants’ approval and 
the categories’ relevancies by counting the number of underlying codes per category (Table 24). In 
one case, the findings are illustrated in an advanced format of categorised code matrix, showing 
the type of approval or denial with specific icons for each participant (Table 25) in which similar 
content or meaning were grouped into categories of codes. The categorisation of the codes for 
aggregation purposes was minimised as much as possible to prevent unnecessary data reduction 
and hence a loss of relevant information. As indicated in step 4 of Figure 39, these categorised 
code matrices build the basis for a subsequent concept map, as initially drafted after the literature 
review in Figure 30 (section 2.7.1). 
Table 24: Aggregation of codes to categories to receive categorised code matrix, demonstrating 
the approval of the participants with grey cells (example of findings presented here for illustration 
purposes). 
No. Themes/categories 
Participant no. 
# 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
01 Missing or inadequate information                 
01.1 Resource assessments and data                 4 
01.2 
Market value of electricity 
production 
                1 
01.3 
Supplier/manufacturer of 
technology and type of engine 
                12 
01.4 
OPEX details, influences, and  
compensation measurements 
                11 
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Table 25: Alternative presentation of categorised code matrix, with specific icons representing the 
type of approval or denial of each participant (example of findings presented here for illustration 
purposes). 
No. Themes/categories 
Participant no. 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
01 IRR approach + + +  + +/- + + + + + + + + + + 
02 NPV approach  -    +/-   -   -    + 
03 Equity return rate + + + + + + + + + + +/- + + + + + 
 
4.5 Inference Phase 
The chosen MMR design typology, both sequential and explanatory, provides the foundation for 
specific points of integration in this research while combining quantitative and qualitative phases. 
Points of integration or INFs were made at different stages in the research process, as outlined in 
sections 4.1.1.4 and 4.1.2.1. Within this research, they are divided into the minor and primary 
stages of integration.  
 Minor Stages of Integration 
In line with the wider sense of understanding the integration points between the different research 
phases and types, several minor stages of integrations are encountered. Within these minor stages, 
the integration is not much more than a combination of different research phases, in contrast to the 
primary stages below: 
a) To improve the questionnaire for the QUAN phase, the questionnaire was piloted using 
informal interviews (section 4.3.2.1) 
b) Interesting phenomena were collected in the exploratory qual phase to be studied in the 
QUAN and QUAL phases (section 5.1) 
c) Interesting phenomena of the QUAN phase were studied in more detail in the QUAL phase 
(section 5.2.5) 
d) Selection of the interviewee for the QUAL phase was from the pool of survey participants 
(section 4.1.3.3) 
 Primary Stage of Integration 
The final research phase of integrating, interpreting, explaining, and discussing the connected 
results of the QUAN and QUAL phases is regarded as the primary stage of integration of this 
study—also called inferences in the closer sense of its meaning, and abbreviated with the term INF 
in this research. It is called primary because it delivers the main research outcomes. In addition to 
combining different research phases, as in the minor integration stages, this primary integration 
point aims to discuss, interpret, and explain the integrated outcomes in detail. Due to the chosen 
explanatory research purpose, the latter INF objective is key within the integration process. 
Therefore, all the INF outcomes were interpreted regarding whether the QUAL phase provides 
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additional explanation, thereby increasing and deepening knowledge about the found results of the 
previous QUAN phase. 
Three possible outcomes can arise when integrating the results of the QUAN and QUAL phases 
(Chesla, 1989, Erzberger and Prein, 1997, Erzberger, 1998, Kelle and Erzberger, 1999, Erzberger 
and Kelle, 2003) with regard to triangulation for completeness and confirmation (McEvoy and 
Richards, 2006): 
1. Convergence of results, i.e., the QUAN and QUAL results lead to the same conclusions. 
2. Complementary results, i.e., the QUAN and QUAL results supplement each other. 
3. Divergence of results, i.e., the QUAN and QUAL results are divergent and contradictory. 
 
 Inference Analysis and Framework Development 
Inference analyses were performed for minor and primary integration stages, applying in essence 
qualitative methodologies. The following two INF processes were formally performed in nVivo10TM: 
a) Some results of the QUAN phase build the basis for the coding with the QUAL phase 
b) Both QUAN and QUAL results were coded simultaneously to the INF outcomes 
In the case of a), interesting QUAN results for the QUAL phase were coded to new knot 
classifications. In the case of b), each single result of the QUAN and QUAL phases was evaluated—
while comparing the outcomes of the different phases—regarding whether the results are 
converging, complementary, and diverging to each other and whether the QUAL results provide 
additional explanations of the QUAN phase. Each compared result was then labelled with the 
corresponding outcome type and an answer to whether it provides explanations. 
Together with the findings from the literature review, the INF findings provided the basis for 
developing and presenting three frameworks and models to be specifically applied in the valuation 
of RES-E investments:  
i. an equity value driver and influencing factor (EVDIF) model to understand the relevant 
determinants in valuation,  
ii. an uncertainty/risk consideration model to be able to appropriately manage the different 
uncertainties and risks, and  
iii. an integrated equity value creation and value protection (EVCaP) model to perform a 
coherent valuation, considering the diversification level of the investing firm and the investor. 
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4.6 Quality, Validation, and Credibility of Research 
 Mixed-Methods Research Quality 
Ensuring the quality of the performed research is a key topic in research, as Curry and Nunez-
Smith (2015:183) noticed: ‘It is essential that the chosen study design is well suited to generate 
quantitative, qualitative, and integrated data that are directly relevant to answering the study 
questions’. Quality also refers to validation processes ensuring the rigor of the applied 
methodological procedure (Plano Clark and Ivankova, 2016). In other areas of assessing and 
ensuring the quality of MMR, there are various debates among scholars, such as how to perform a 
quality assessment (Bryman et al., 2008), whether to define quality assessment standards, or the 
time in the research to perform quality assessments (Creswell and Plano Clark, 2011b, Plano Clark 
and Ivankova, 2016). Within MMR, scholars (Dellinger and Leech, 2007, Greene, 2007, Teddlie 
and Tashakkori, 2009, Creswell and Plano Clark, 2011b) agree that the quality of each strand 
directly affects the quality of the INFs. As such, assessing the quality of the research, i.e. the data 
and results, of the quantitative and qualitative phases with the typical processes applied for each 
of those two strands is recommended as a basis for reaching a high quality of the INFs (Greene, 
2007, Teddlie and Tashakkori, 2009, Creswell and Plano Clark, 2011b, Curry and Nunez-Smith, 
2015, Ivankova, 2015). Apart from differentiating the quality standards applied between the 
quantitative and qualitative phases, Greene (2007) suggests assessing the quality of the INF phase 
separately. In addition, the approaches to ensure MMR quality are directly interlinked with decisions 
about defining the MMR design and processes (Plano Clark and Ivankova, 2016). As such, three 
interlinked levels are differentiated within MMR quality assessments: the quality of (i) the individual 
quantitative and qualitative strands; (ii) the generated INF; and (iii) the specifically applied MMR 
design, its features, and implementation (Plano Clark and Ivankova, 2016), as discussed in 
separate sections below. These lead to the development of a straightforward quality assessment 
framework, as presented in Table 26, which is a simpler framework than the ones from Teddlie and 
Tashakkori (2009) or O’Cathain (2010). 
Conducting high-quality research is also associated with the terms validity and valid research 
(Johnson and Turner, 2003, Plano Clark and Ivankova, 2016). According to Johnson and 
Christensen (2000), valid research is described as ‘plausible, credible, trustworthy, and therefore 
defensible’. As such, researchers are interested in providing trustworthy findings, defined as 
outcomes that others accept as persuasive (Plano Clark and Ivankova, 2016:167) and ‘worth paying 
attention to’ (Lincoln and Guba, 1985:290), i.e., whether experts in the field of research consider 
the research to be good and worth reading (Johnson and Turner, 2003). Trustworthiness is a 
concept particularly applied in qualitative research phases (Plano Clark and Ivankova, 2016). Every 
research component, such as design, data collection, data analysis, interpretation, and writing, can 
be checked for validity or trustworthiness (Johnson and Turner, 2003). 
Of the various validity concepts, the validity types that distinguish between internal and external 
validity, first introduced by Campbell (1957), are widely applied and accepted, particularly in 
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approaching quantitative research outcomes (Plano Clark and Ivankova, 2016). However, this 
differentiation is sometimes not clear-cut, such as for internal validity (Kemper et al., 2003). 
Internal validity is also referred to as ‘causal validity’ (Johnson and Turner, 2003:301), and it is the 
degree of approximate truth of the taken causal conclusions of the reality studied. Other authors 
(e.g. Kemper et al., 2003) associate internal validity with the term trustworthiness. Mathematically 
expressed, internal validity is about reducing systematic errors or biases (Brewer and Crano, 2000). 
As propagated by Yin (2014), this causal validity was considered in all research phases of this 
MMR. In the case of the quantitative phase, non-response bias and robustness checks were 
performed (section 4.6.3). A first corresponding validity measurement strategy is known as content-
related validation or content validity (Cooper and Schindler, 2003, Johnson and Turner, 2003), and 
it is the degree of the ‘adequate coverage’ (Saunders et al., 2009:404) of the research field within 
the asked questions in the questionnaire and interviews. This was ensured in this research with a 
thorough literature review of the finance theory and previous empirical studies; through prior 
discussions with peers, as recommended by Saunders et al. (2009); and via the performed initial 
exploratory qualitative phase (section 4.2) to determine which questions were worth asking to 
collect data most efficiently.
 Table 26: Quality assessment framework within this MMR.  
Phase / level Approach Brief description Source 
1a 
Quantitative 
strand 
Established statistical methods to 
ensure internal (causal validity) and 
external validity (generalization) 
 Choice for powerful and robust methods, including Chi-square-test, t-test and 
ANOVA, test for type I error, test for various bias types 
 Checking for threats in terms of internal and external validity 
Ivankova (2015), Plano Clark 
and Ivankova (2016) 
1b 
Qualitative 
strand 
Ensuring trustworthiness and credibility 
to ensure internal (causal validity) and 
in particular descriptive, interpretive 
and theoretical validity 
 Checking for threats in terms of internal (and if possible external) validity 
 Ensuring consistency, transparency and authencity in coding with only one 
transcription expert and the researcher’s personal coding (descriptive 
validity) 
 Ensuring trustworthiness and credibility with appropriate strategies including 
data triangulation and peer debriefing (interpretive validity) 
 Ensuring plausible data analysis outcomes by the researcher’s developed 
theoretical concepts. This is ensured by discussing the found results 
rigorously with the available literature. (theoretical validity) 
Lincoln and Guba (1985), 
Maxwell (1992, 1996), 
Onwuegbuzie and Johnson 
(2006), Bazeley (2010), 
Creswell and Plano Clark 
(2011b), Ivankova (2015), 
Plano Clark and Ivankova 
(2016) 
2 
Inference 
Integrative framework for inference 
quality 
 Ensuring inference quality by engaging in dialogues with stakeholders, such 
as practitioners, and by rigorously judging how inferences contributes to an 
improved understanding of the research topic in literature and practice 
 Continuous evaluation of applied procedures with feedback loops to ensure 
the consistency of research objectives and the outcomes of the inferences. 
 Application of coding software to facilitate the integration, coding and 
interpretation process (overall quality) 
Onwuegbuzie and Johnson 
(2006), Greene (2007), 
O’Cathain (2010) 
3 
Design and 
implementation 
Emphasis on the consistency of the 
applied methods and processes with 
the research design 
Design and implementation quality is ensured with: 
 Design suitability 
 Design fidelity 
 Within-design consistency 
 Analytical adequacy 
 Justification for the design choices and transparency how to perform the 
research (planning quality) 
 Performing rigorous data collection and analysis procedures 
Teddlie and Tashakkori 
(2009), Creswell and Plano 
Clark (2011b) 
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External validity is about the ability to generalise the research outcomes to other settings, places, 
participants, and times (Johnson and Turner, 2003) while ensuring the transferability of the results 
(Kemper et al., 2003). This was a key criterion in the quantitative phase (Ryan et al., 2002), and it 
was met through established statistical procedures (section 4.3.4) to ensure a generalisation of 
the results.  
The first major approach in assessing the quality of the MMR includes the discussion about the 
validity of qualitative and quantitative strands, as outlined in the following two sections. 
 
 Assuring Validity of the Qualitative Phases 
In addition to the discussion about the optimal validity concepts above, the performed qualitative 
research followed the three validity types presented by Maxwell (1992, 1996). First, the descriptive 
validity was ensured by carefully collecting and corroborating descriptive information during data 
collection (Johnson and Turner, 2003). Accuracy was subsequently ensured by audiotaping and 
then transcribing the performed interviews word by word; this was also done by making additional 
notes about any particular non-verbal communication during the interview while considering the 
stated limitation regarding the processing of non-verbal communication (section 4.4.2). The key 
question to be asked is ‘did we indeed capture the phenomenon or attribute that we intended to 
(or we believe we captured)’ (Tashakkori and Teddlie, 2003:694).  
Particular attention was paid to transparency and consistency issues in capturing the dialogues, 
performing transcriptions of the interviews, and coding (Bazeley, 2010) (Figure 40). Transcription 
of the interviews was performed with the help of a mandated professional transcriber to address 
the trustworthiness, which is an umbrella term for quality in qualitative research (Lincoln and Guba, 
1985), of the transcription in general (Dressler and Kreuz, 2000) while introducing a transparent 
and efficient procedure. To ensure high quality, a high level of trustworthiness, consistency across 
all the transcripts, and ethical considerations (section 3.2.2), the same transcriber, who is literate 
in financial topics, performed the task and was instructed about the purpose of the research, its 
objectives, research terminologies, and the transcription requirements, as proposed by Tilley and 
Powick (2002), McLellan et al. (2003), and Davidson (2009). In addition, to ensure the highest 
levels of trustworthiness, authenticity, and consistency across all interviews, the researcher 
personally proofread and double-checked all the transcripts with the corresponding audio material 
to correct errors or adjust unclear words (MacLean et al., 2004), if necessary, before personally 
coding the collected data to explore and understand them. By maximising the study’s 
trustworthiness, sampling for heterogeneity was applied in the QUAL phase (section 4.1.3.3). 
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Figure 40: Quality management in qualitative data collection and processing (author’s own 
illustration). 
 
The second type accounts for the interpretive validity to present the view of the participants and 
perspective of the researcher (Johnson and Turner, 2003). This also refers to the credibility of the 
research, which is one of the criteria of validity, described as ‘the extent to which the qualitative 
findings are perceived as accurately conveying the study participants’ experiences’ (Plano Clark 
and Ivankova, 2016:167). The interpretive validity and credibility checks were performed by 
employing two strategies: i) the data triangulation between the QUAN and QUAL phases (section 
4.1.1.1) and between the first and second parts (investment scenario discussion) of the interviews 
in the QUAL phase (section 4.4.1.2) and ii) a peer debriefing (Lincoln and Guba, 1985, Teddlie 
and Tashakkori, 2009, Creswell and Plano Clark, 2011b, Plano Clark and Ivankova, 2016) by 
presenting to and discussing the results with an academic audience in conferences (sections 1.5, 
6.2 and 6.6) and doing the same with practitioners in workshops (section 6.6). The discussion of 
the investment scenarios also reduced the agent problem of the participants by decreasing the 
risk of whether their responses about views and opinions are really translated into actions (section 
6.4). The applied data triangulation was also applied ‘to avoid misinterpretations of quantitative 
data due to misguided common-sense knowledge’ (Erzberger and Kelle, 2003:473). As such, 
qualitative data helped to understand the empirical results from the statistical data analysis 
(Rossman and Wilson, 1985, Erzberger and Kelle, 2003) of the QUAN phase. Although these two 
strategies are extensively used for qualitative findings, they are regarded as optimal standards to 
ensure a high degree of internal and external validity of both quantitative and qualitative strands, 
as propagated by Onwuegbuzie and Johnson (2006).  
As a last type, the theoretical validity measures check whether the researcher’s developed 
theoretical concepts can plausibly explain the collected and analysed data. This was ensured by 
comparing the found results rigorously with the available literature after the INF phase (section 
4.6.4). 
Accuracy of interviews 
Ensuring accuracy with audiotaping 
complete interviews (n = 16) and 
making notes for specific non-verbal 
communication 
Transparency, consistency,  
and efficiency of  
transcription process  
Transcription with one external 
transcription expert, literate in 
research field 
Authenticity of transcripts 
Ensuring authenticity of 
transcriptions by comparing them 
with audiotapes to correct errors and 
unclear passages 
Personal data exploration within 
the coding process 
Exploring the data personally within 
the coding to profoundly understand 
them, and being able to process 
them to ensure trustworthy resulting 
INFs 
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 Validity Check of the Quantitative Phases 
The quantitative phase places particular emphasis on maximising external validity with larger and 
representative samples and ensuring credibility by assessing the accuracy of the measuring 
scores (Plano Clark and Ivankova, 2016). The validity and credibility of the quantitative data were 
assessed with a statistical analysis, which is the typical procedure applied for quantitative studies 
(Plano Clark and Ivankova, 2016) (section 4.3.4). In addition, further validity checks of the survey 
were performed, including non-response bias and several robustness checks, as discussed in 
more detail below. The results of the validity check are presented in section 5.2.3. 
 Non-Response Bias 
A particular focus in this thesis is on the analyses for potential non-response biases by performing 
several tests. A first test, suggested by Wallace and Mellor (1988), analysed whether there were 
any differences between on-time (i.e., until January 30, 2016) and late replies (i.e., after January 
30, 2016). The participants who did not answer the survey on time can be thought of as a sample 
of a non-response group, since they did not answer until being reminded, convinced, and pestered 
again. Based on Pearson’s χ2- test, each of the 118 questions that is not related to firms’ and 
participants’ characteristics was analysed to determine whether the mean differs significantly from 
the early to the late responses.  
In line with Moore and Reichert (1983), possible non-response bias was investigated by comparing 
the characteristics of responding firms to those of the population at large. If the characteristics 
between the two groups match, then the sample can be thought of as representing the population. 
Based on χ2 goodness-of-fit analysis (Grande, 2015a), the sample was compared to the 
population, based on the characteristic ‘organisation type’. Although the freely available 
information about the number of corporate investors in Germany and Switzerland who invest in 
RE is restricted, the comparison could be performed on the amount and type of active corporate 
investors (such as utility, project developer, IPPs, and institutional investor), based on several 
studies (Bergek et al., 2013, Global Capital Finance, 2014, Wassmann et al., 2016) and the 
participant lists of major RES-E conferences56.  
 Robustness of Results 
The reliability of the survey was tested using a robustness check for internal consistency (Mitchell, 
1996)57. It is based on the performed evaluations for correlations between demographic variables 
in section 5.2.1, and it involves correlating responses between subgroups, based on different 
selective firm and participant characteristics, looking for significant correlations and their strengths 
(phi coefficients). 
Since size is correlated with different factors, including organisation types, leverage, stock 
exchange listing, and country, a robustness check for the non-size characteristics was performed 
by applying a one-way ANOVA and splitting the sample into large versus small firms. If the 
reliability of the factors was not confirmed, i.e., if organisation size has a strong influence on the 
considered factors and the mean differences of non-size IVs are significantly influenced by the 
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size, then it was correspondingly marked in the tables for those data with mean differences at a 
10% significance level and lower, and it was not reported in writing within the thesis.  
The same procedure was performed for education, which correlates with different factors, such as 
country, leverage, and stock exchange listing, by dividing the sample into responses of MBA-
educated and non-MBA-educated participants. On each size subsample, we repeated the analysis 
of the responses, conditional on firm characteristics other than size and education, and we 
compared the subsamples to each other and to the total sample. This robustness check was 
passed if finance theory’s suggested methods are applied significantly more often by MBA-
educated participants and/or participants with high levels of experience with mergers and 
acquisitions (M&As). An additional robustness check was performed in relation to education and 
experience, evaluating whether MBA-educated and higher M&A-experienced participants 
demonstrate equal or higher response rates.  
Moreover, the reliability of responses was checked by comparing specific results with the 
underlying basic theoretical concepts to test the participants’ understanding of corporate finance. 
This robustness check is based on the theory that a company has a single WACC, and its 
correlation to other related factors was checked by applying both the bootstrapped Pearson’s 
correlation and the Spearman’s rank order correlation (Field, 2013, UZH, 2016b). The 
bootstrapped Pearson’s coefficient is applied to compensate for a lack of normality at a 95% 
confidence interval, while the bootstrapped Spearman’s coefficient provides more robust results 
(Field, 2013). The lower of both coefficients is shown. 
In addition, internal consistency was checked for related questions about applying discount rates. 
In both cases, the sample was split into specific subgroups to test for significant differences 
between them, where a Pearson χ2 test was applied, complemented by Fisher’s exact test in the 
case of group sizes below five, and the phi coefficient was calculated to define the effect size 
(strength). 
Furthermore, a principal component analysis (PCA) was performed to find related components, 
which have not been found in the initial analysis, and to reveal latent structures (Grande, 2014b). 
The PCA was applied to the questions with Likert-scale-type answers to determine whether 
questions measure and load on the same concept. In a first phase, a PCA was performed 
separately for each respective group of questions about risk assessment, valuation, and cost of 
capital, as well as between groups of questions about risk assessment and risk adjustment and 
between groups of questions about valuation and cost of capital. In additional phases, a PCA was 
performed again only for items with correlations to other items higher than 0.5. In doing so, several 
iterations have been performed to find higher correlations. Correlations higher than 0.8 would 
indicate a multicollinear variable, i.e. a highly related variable.  
Last but not least, Cronbach’s alpha was calculated to check whether a group of questions in the 
survey reliably measures the same latent variable (Cronbach, 1951, how2stats, 2011a, Tavakol 
and Dennick, 2011, Copur, 2015). Cronbach’s alpha is a popular test if Likert-type scales are 
applied (Grande, 2014a). 
 
Empirical Research Approach and Methods   185 
 
All the presented tables and figures include the complete set of results. However, only findings 
that are significant and representative, and which pass the robustness checks, are reported in 
writing. 
 
 Assuring the INF Quality 
In the second major approach in assessing the MMR quality, the INFs were evaluated to assess 
whether the integration of the qualitative and quantitative phases produce high qualitative INFs 
(Plano Clark and Ivankova, 2016), described by the term ‘inference quality’ (Tashakkori and 
Teddlie, 1998:77) and ensured, for instance, by the ‘Integrative framework for inference quality’ 
(Teddlie and Tashakkori, 2009:300) regarding the quality of both the generated INFs and the 
research design elements (section 4.6.5). 
In line with the argumentation of Greene (2007) in judging MMR quality, INF quality was evaluated 
in this research by engaging in dialogues with stakeholders, such as practitioners (section 6.6), 
and by rigorously judging how the INFs contribute to an improved understanding of the research 
topic in literature and in practice (sections 6.2 and 6.3). With regard to the validity of the inferential 
results (section 5.4), the major capacity of MMR is its ability to address the following points 
simultaneously: i) ensure trustworthiness (internal validity) of the results, ii) ensure generalisability 
(external validity) of the results, and iii) perform both validity forms in an efficient manner (Kemper 
et al., 2003). The often heard truism, that while increasing internal validity, the external validity 
decreases, does not have to be valid for MMR studies (Kemper et al., 2003). It is this capacity of 
considering the issues of the external and internal validity of the results that makes MMR valuable 
for this research. 
In addition to the rough classification of assessing quality in MMR with three different validity types 
(sections 4.6.1 and 4.6.2), Onwuegbuzie and Johnson (2006) propose the implementation of a 
continuous evaluation of applied procedures to ensure the consistency of research objectives and 
the outcomes of the INFs. Such feedback loops between the INF or interim results and the 
research objectives were frequently performed for the two defined points of integration in this 
research (sections 4.5.1 and 4.5.2), such as at the interpretation phase when combining the results 
of both primary phases as well as between the QUAN and QUAL phases to define the appropriate 
participants and questions for the subsequent QUAL phase. As such, the research objectives as 
well as the research hypotheses for the QUAN phase were kept consistent with the interim results 
and final resulting INFs and vice versa. 
According to Greene (2007), while the challenge of interaction between different methods in 
integrated design is understudied and undertheorised, the degree of integration of various data 
and analyses in MMR studies also seems to be developable. At this point, appropriate computer 
software can facilitate this integration process (section 4.4.3.2), generally improving the rigor of 
coding and analysis and the overall quality (Bazeley, 2010). 
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 Assuring the Quality in Relation to the Applied MMR Design 
As an emerging third major MMR quality approach, to assure the quality in relation to the applied 
MMR design and to answer the research questions, it is crucial that the chosen selected design 
type, including the timing and stages of integration, matches the overall research purpose (Curry 
and Nunez-Smith, 2015, Plano Clark and Ivankova, 2016). This was ensured by the following: an 
elaborate discussion of the different design elements of MMR (section 4.1.1), a detailed 
argumentation regarding why the selected MMR typology and additional design features were 
chosen for this research (section 4.1.2), and then a rigorous implementation of the selected and 
defined MMR design elements (sections 4.2 and 4.5). The latter approach is key for any selected 
MMR typology; however, a particular challenge is encountered in sequential MMR designs, since 
the quality of the outcomes of the initial strand influences the quality of the subsequent strand 
(Teddlie and Tashakkori, 2009, Creswell and Plano Clark, 2011b, Ivankova, 2015) and ultimately 
the overall INF quality, which is affected by a cumulative effect of the quality of the previous phases 
(Plano Clark and Ivankova, 2016). Therefore, a thorough planning procedure was necessary after 
having critically reviewed the literature, as was the provision of justifications for the design choices 
and transparency regarding how to perform the research (section 4.1.1). To ensure such a 
‘planning quality’ (O’Cathain, 2010:539), a detailed research design was developed (section 
4.1.2.1) to perform rigorous data collection and analysis procedures (Creswell et al., 2003) and to 
define the stages of integration (section 4.5). 
While performing these various steps, the design quality was ensured in line with the four 
indicators of Teddlie and Tashakkori (2009): i) the applied design is suitable to appropriately 
answer the research questions, ii) the study procedures are adequately performed to ensure 
design fidelity, iii) within-design consistency is consistently checked for all applied components 
and during all research phases, and iv) the analytical adequacy is ensured to perform the most 
appropriate data analysis to answer the study questions. 
 
 5 RESULTS AND FINDINGS 
In this chapter, the analysis outcomes of all performed phases are presented. The term results is 
applied to the QUAN phase, and the term findings is used for both qualitative phases. In this sense, 
results refer to the processed raw data from the field, whereas findings come from new emerging 
patterns from a discussion of the results of a performed investigation or research. 
 
5.1 Findings of Exploratory Qualitative (qual) Phase 
The findings from the qual phase are presented as inputs for the two subsequent primary phases. 
 Inputs for QUAN Phase 
The findings from the initial exploratory phase provided the following inputs regarding the design of 
the questionnaire: 
 Since the APV approach (section 2.4.2.1) was not known to any of the qual phase 
participants, it was not provided as an answer option assessing the application of valuation 
techniques. This was supported by the results of the questionnaire pilot phase (section 
4.3.2.1). For triangulation purposes and due to its advantages in valuation, the application 
of APV was evaluated in the QUAL phase, particularly to consultants who specialised in 
valuation (section 5.1.2). 
 The outcome of this preliminary research demonstrated that the systematic risk component 
force majeure, (section 2.2.5) was not considered in RES-E valuation adjustment processes 
and therefore not asked for in the questionnaire (section 4.3.3.1). This risk seemed to be 
mitigated as much as possible with insurances. 
 The findings indicated that the survey can be better answered if the assessment of risk is 
considered as a combined rating for likelihood and consequence. 
 Exploring the developed RAPV concept (Appendix 3) demonstrated that it is a valuable 
concept that understands valuation processes as a combination of and interaction between 
different project valuation steps with appropriate risk/uncertainty management before the 
investment decision can be taken. This finding provided an optimal basis for developing the 
question to assess risk adjustment processes investigated in the QUAN phase (sections 
4.3.3.5). 
 Inputs for QUAL Phase 
The qual phase provided various general findings about valuation, expressed as the following 
preconditions and necessities, which were investigated in more detail in the QUAL phase: 
 The suitability of the applied valuation methods with regard to the investor’s objectives and 
perspectives 
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 The suitability of the applied valuation method for market communication while still 
appropriately considering the main risk components 
 The comprehensibility of the applied valuation methods for both transaction parties (sellers 
and buyers) 
 The comprehensibility of the applied valuation methods for decision makers 
 The consistency in method application to ensure comparison with historical projects 
In addition, to observe whether responses would be translated into action, the discussion with the 
interview partner demonstrated that valuation decisions based on realistic investment scenarios 
could lead to valuable results. Therefore, a discussion of investment scenarios was integrated into 
the performed interviews, as a separate part, in the QUAL phase (section 4.4.1.2). 
Based on all these results, the ICF (section 2.7.4) relevant for the coding process was updated and 
prepared to begin the QUAL analysis (Figure 41). 
Figure 41: Updated ICF from literature review after qual phase (with knots in software nVivo10TM; 
green marked knots were added by the qual phase). 
 
 
5.2 Results of Quantitative (QUAN) Analysis 
In this section, the survey results are presented. 
 Firm and Participant Statistics 
The QUAN phase results begin with a summary of the firms’ and participant’s characteristics in the 
sample (Appendix 9 Figure 56 and Figure 57).  
The survey participants worked mainly for organisations in Switzerland (68%), compared to 
organisations in Germany (42%), while the response rate in Switzerland was considerably higher 
(68.7% vs. 20.2%). With respect to the collected smaller number of German participants, compared 
to Swiss ones, the applied statistical tests in the approach analysed herein divided the data into 
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subsamples by country, and the subsequent QUAL phase considered the effects of unequal sizes 
of the evaluated subsamples (sections 4.3.4 and 4.1.3.3). 
Utility companies had the highest survey participant numbers (43%) with the financial advisors (8%) 
and banks (5%) registering the lowest survey participant numbers. The pool of survey participants 
consisted of more small organisations, defined as those organisations with fewer than 501 
employees (58%), onshore wind is the main investment technology focus (41%), most companies 
have a low leverage (55%), defined as a debt ratio lower or equal than 40%, and are mostly not 
listed on any stock exchange (85%). About 95% of the participants had an academic degree while 
21.4% have a MBA degree. Nearly half the participants were younger than 40 years (44%) while 
the majority of the participants were male (89%), and had performed more than ten transactions 
(58%). 
Analysing the correlations of demographic variables (Appendix 9 Table 36), it is found that small 
organisations were significantly more likely not to be energy related companies. In contrast to the 
Swiss group, the German group in the sample included small sized and lower leveraged 
organisations. Interestingly, none of the German survey participants held a MBA degree in contrast 
to 32.3% of Swiss survey participants. MBA-educated participants were likely to work in 
organisation with lower leverage rates and in stock exchange listed companies. Unlike female 
participants, male participants were more likely to work in not listed companies. More mature 
participants tended to work in larger organisations. There is no significant nor strong relationship 
between size and leverage or stock exchange listing which is rather surprising but decreases 
corresponding biases from this perspective (section 5.2.3) as well as between the organisation type 
(energy related versus not energy related) and country. 
 
 Analysis Results 
 Risk Assessment 
The results in Figure 42 show that three risk categories are considered as most risky: 
political/regulatory and market risk, both two systematic risks, and weather-related volume risk, as 
an unsystematic risk. The political/regulatory risk received the highest score, consistent with the 
findings of Watts (2011) and is probably based on the fact that most RES-E investments in newer 
electricity generation technologies, such as wind power, photovoltaics or concentrated solar power, 
are still dependent on state based subsidies (for example, FiT). The stated alphabetical letters in 
the first column of the following tables of results (Appendix 9 Table 37 to Table 47) indicate the 
original sequence of the provided answer options in the questionnaire. 
The results are quite homogenous if examining the responses conditional on the firm’s 
characteristics and domicile (Appendix 9 Table 37). Significant differences were found for tax risks 
in relation to organisation types for utility and institutional investors with higher rates, while 
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political/regulatory risk is considered significantly more severe by the German subsample. Weather-
related volume risk was viewed as significantly more severe by higher leveraged firms and firms 
that are not listed on the stock exchange. Furthermore, listed companies considered operational 
risk as significantly higher. 
Focusing on the results in relation to project stages (Appendix 9 Table 38, Figure 43), significant 
differences were found in weather-related volume risk, where greenfield and brownfield58 
investments are rated as having significant lower risk, surprisingly (see below). Investments in RES-
E power plants ranging from the initial ready-to-build stage through power plants which have been 
operating for five years were considered as significantly riskier. Interestingly, the analysis uncovers 
a significant higher environmental risk for power plants which are in operation longer than six years. 
Moreover, operational risk were associated with significant higher risk in some operating phases. 
All three previous results show that this unsystematic risk is essential in RES-E investment 
valuation, even if a certain risk reduction based on diversified RES-E portfolio was reached. The 
figures regarding financial risk for RES-E power plants between six and more than ten years in 
operation show a significant lower risk which could be explained by having reduced the financial 
exposure at this stage. Investors rated tax risk for RES-E investments in greenfield and brownfield 
stage as well as in the stage with focus on repowering/retrofitting as significantly less risky. 
However, those RES-E investments in the ready-to-build stage through to having been in operation 
for five years were deemed to be significantly riskier. 
Puzzling are the results for certain risk components, for example, for weather-related volume risk, 
in the relation to some project stages. Objectively, it would be expected that this risk should remain 
equal before more information about this topic are available which is for this particular risk 
component before starting production. This was however not the case for this risk since it was 
constantly increasing from the greenfield until the stage of projects just starting operation. The 
QUAN phase does not provide more insights about this particular result. It will be investigated in 
more detail in the QUAL phase (sections 4.4.1.1, 5.2.5 and 5.3.6.6). 
 
 Figure 42: Survey responses to the question ‘How would you rate the significance of each of the following types of risk to your company's RE 
projects?’ in relation to systematic and unsystematic risk components presented in section 2.2.5. 
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Figure 43: Significance of risk types (systematic and unsystematic risks) in relation to the different type of project stages of RES-E investments 
(1 = very low risk; 5= very high risk). 
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Figure 43: (continued). 
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In addition, the results show that in many cases the risk categories were scored as riskier—in most 
cases significantly—if the participants reported that the same risk had already materialised in their 
RES-E investments in the past five years (see bold letters in Appendix 9 Table 39). This shows that 
risk attitudes and/or individual risk preferences were clearly influenced by having experienced 
materialisation of the same risk. This indicates that ‘optimism bias’ (Sharot, 2011:R941) which leads 
to overestimation of revenues and underestimation of costs, probably caused by cognitive biases 
and organisational pressure (Davies et al., 2012), are decreased for analysts and manager with 
such experiences. 
The results of the overall risk assessment for the different stages of planning, building and operating 
(Appendix 9 Table 40, Figure 44) have to be considered with caution due to the poor internal 
consistency, based on Cronbach’s alpha (section 5.2.3). Planning/designing the power plant were 
considered by far as RES-E project’s highest risk stage, confirmed by study of Watts (2011), 
followed by the project stage about retrofitting/repowering the power plant which also included 
components of planning and designing the project adjustments while still operating the power plant. 
Building, financing, operating, decommissioning and commissioning were projects stages 
associated with lower risk within RES-E investments. Moreover, as small companies have more 
restricted access to capital than bigger firms, they considered financing the power plant as 
significantly riskier than their large counterparts. 
Figure 44: Illustration showing survey responses to the question ‘In general, how would you assess 
the overall degree of risk associated with each of the following stages of planning, building and 
operating RE power plants? (1 = very low risk; 5= very high risk)’. 
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 Risk Mitigation 
The results (Appendix 9 Table 41) illustrate that the most popular risk mitigation measures included 
internal DD and DD with external consultants, reduction of operational risks, arranging insurances, 
reduction of market risks with FiTs and/or long-term PPAs and standardisation of procedures 
regarding, for example, processes and contracts. 
With regard to firm’s characteristics and domicile, statistically significant differences were found for 
standardisation of procedures between financial advisors with low mitigation requirements for this 
type of measure on one end of the spectrum, and institutional investors and utility companies with 
high requirements at the other end. Significant differences were also found for checking the type of 
suppliers between financial advisors with low and IPP and institutional investors with high rates. 
Making co-investment was a popular risk mitigation measurement of utility companies, while 
financial advisors and banks did not consider this measure within their risk mitigation strategy. 
Significant more approval rates were detected for applying weather protection insurances in case 
of financial advisors and institutional investors—however, on low basic application rate. Moreover, 
significant cultural differences were found in applying external DD which is applied by the majority 
of Swiss RES-E investors. Larger organisations relied more on external DD.  
Evaluating the responses about applied risk mitigation measures conditional on materialised risk 
(Appendix 9 Table 42), the results show that 78.0% of the survey’s participants had experienced 
materialised risk in their RES-E investments. Because of this, risk mitigation measures became 
more relevant. Statistical significant results were found for about one-fifth of all relations in the 
cross-tabulations, particularly in case of having experienced materialisation of financial risk and 
political/regulatory risk. These results show that there is a change of behaviour when considering, 
refusing, reacting to and mitigating potential risk if risk materialisation has been experienced.59 
 Capital Budgeting Techniques 
The results (Appendix 9 Table 43) show that the majority of companies employed multiple capital 
budgeting techniques instead of relying on one single method. This is confirmed by other studies 
(Bierman, 1993, Ryan and Ryan, 2002, Truong et al., 2008). Most respondents selected IRR, NPV, 
scenario analysis and sensitivity analysis as the most frequently applied techniques for valuating 
RES-E investments. Compared to other studies (Graham and Harvey, 2001, Brounen et al., 2004), 
the frequency of usage of IRR was distinctively higher. The usage of NPV was similar to their US 
and UK samples but higher than their samples from the Netherlands, Germany and France. Non-
DCF methods had a lower preference in the practice of RES-E investment valuations. Moreover, 
estimating cost of equity and total CoC, and the hurdle rate concept were also popular techniques. 
Complementary to the main valuation methods, simpler methods, such as PB, as shown in Petty 
et al. (1975), and MA were also widely applied, but the former less frequently than in previous 
studies (e.g. Moore and Reichert, 1983, Burns and Walker, 1997, Graham and Harvey, 2001). 
Sensitivity and scenario analysis were established methods in many firms, supplementing IRR and 
NPV methods, while simulations, such as Monte Carlo simulations, were rarely applied in practice, 
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as registered in other studies (Petty et al., 1975, Gitman and Vandenberg, 2000). Sensitivity 
analysis was generally a more established method in RES-E investments than in other sectors 
(Graham and Harvey, 2001, Brounen et al., 2004), while ROV were seldom applied in RES-E 
investments, less than in previous studies (Graham and Harvey, 2001, Brounen et al., 2004). 
Similarly low rates were found for PI and VaR. Moreover, only 24.0% of the participants included 
possible added value of opportunities and synergies in their RES-E investment valuation. 
Examining the responses conditional on firm characteristics (Appendix 9 Table 43), the IRR 
approach and the total CoC of a project were applied more frequently by the Swiss sample. 
Significant higher rates were also found for applying IRR and NPV in lower leveraged firms. 
Moreover, the PB method showed significantly lower usage rates for financial advisors compared 
to banks and utility companies. The results demonstrate that in Germany there was a significantly 
higher application of simulations. 
Putting the results in relation to project stage focus (Appendix 9 Table 44), the IRR approach was 
significantly more frequently applied for power plants in operation for one to two years. Sensitivity 
analysis were more often applied for brownfield projects and RES-E projects with one to 10 years 
in operation while simulations are significantly more often used in investments with a longer 
production history than six years. Organisations investing in ready-to-build projects, projects just 
starting the operating phase and power plants which have been in operation for three to five years 
were significantly more likely to use the hurdle rate concept. Estimating cost of equity capital of 
projects were significantly more employed by organisation which run power plants just starting 
operations or which have power plants in operation up to five years. Estimating equity capital cost 
of projects, estimating total CoC of projects and the MA were techniques significantly more often 
applied for projects starting operations and for those with a few to several years in operation. 
Valuating opportunities and synergies possibilities were significantly more likely to be employed by 
organisation which have RES-E power plants in operation between six to 10 years60, but less likely 
by organisations with greenfield projects. The results for ROV indicate a significantly more frequent 
usage by power plants with six to 10 years in operation. Surprisingly, the results do not demonstrate 
that ROV is more frequently applied in the early stages of projects, as it would have been expected. 
 Cost of Capital 
Table 45 in Appendix 9 summarises the results for the applied approaches to determine the cost of 
equity or discount rates in valuating RES-E investments, after having conducted a specific 
robustness check (Appendix 10 Table 51 and Table 52). The WACC of the whole company was 
the dominant CoC approach in RES-E project investments, as shown in other studies (Bruner et 
al., 1998, Payne et al., 1999). The second dominant approach was that discount rates are at least 
as high as defined hurdle rates. The found rate was similarly high as in the results based on US 
companies within Graham and Harvey (2001) and has gained considerable ground in Europe and 
Germany with regard to RES-E investments, compared to the results of Brounen et al. (2004). 
Formal risk analysis followed as the third dominant approach.  
Results and Findings   197 
 
In addition to the dominance of WACC which was significantly more frequently applied by the Swiss 
subgroup, the hurdle rate approach was a popular, but not significant approach used by utility 
companies. The differences between the organisation types show, though also not significantly, 
that banks applied formal risk analysis as their dominant approach to valuate RES-E investments, 
indicating a considerable backlog for the other RES-E investor types. The CAPM, was only applied 
by 35.3%, but more frequently than the usage of the modified CAPM, including additional extra risk 
factors, which seems to be the more suitable alternative out of both for RES-E investments, as 
outlined in Hürlimann and Bengoa (2017a). Moreover, it was more commonly applied by low 
leveraged companies. A major gap between theory and practice was found for the propagated CE 
method. In the researched population, the CE method was a largely unknown concept (33.3% 
chose answer option ‘I don’t know/not applicable’) and rarely applied in RES-E investment 
valuations, confirming the low application rates within past surveys (Petty et al., 1975, Gitman and 
Mercurio, 1982, Gitman and Vandenberg, 2000). 
In relation to project stages (Appendix 9 Table 46), significant higher application rates were found 
for formal risk analysis in case of ready-to-build projects, for discount rates set by regulatory 
decisions for RES-E power plants in operation for six to 10 years and cost of debt plus risk premium 
for RES-E power plants in operation for more than 10 years. 
In applying discount rates, the results in Appendix 9 Table 47 show that a specific discount rate 
either for the considered country, technology/industry, and project stage were the most frequently 
applied approaches, and dominantly applied by stock exchange listed and low leverage companies. 
Having verified the results within an appropriate robustness check, it also revealed a medium to 
strong correlation between applying WACC as well as country-specific and technology-/industry-
specific discount rates (Appendix 10 Table 54). This indicated that certain firms might define 
separate specific WACC for certain countries and technologies/industries, adjusting the WACC of 
the entire company for risk and certain other factors characterising the considered investment 
country or technology/industry. In addition, specific discount rates for the considered country 
enjoyed a higher application rate in Switzerland and in larger organisations. Consequently, a certain 
theory-practice backlog still exists for the RADR concept, proposed by finance theory (Hürlimann 
and Bengoa, 2017a), although having gained ground in RES-E investment practices, compared to 
previous studies (Petty et al., 1975, Brounen et al., 2004). There were, however, still a certain 
amount of organisations which use a single discount rate for the whole company. This is only 
feasible if project risks are similar to the investment firm’s risk and both have similar capital 
structures (Harris and Pringle, 1985, Brigham and Ehrhardt, 2008). Discount rates based on past 
experiences were applied by 31.5% of participants, mainly by small and low leveraged companies 
and not as the sole approach, but as a complementary method to some of the other more frequently 
applied methods (Appendix 10 Table 59). 
The results in Figure 45 show that the majority of RES-E investors re-estimated return rate 
requirements annually and each time a major project is evaluated, more often than when the 
environmental conditions change sufficiently to justify return rate adjustments or than quarterly or 
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semi-annually, or than less frequently than one year. The findings demonstrate that an annual 
frequency was the most popular policy which is consistent with previous studies (Bruner et al., 
1998, McLaney et al., 2004), but in contrast to the results of Brigham (1975), Gitman and Mercurio 
(1982) and Gitman and Vandenberg (2000) with the highest approval rates for adjusting return rates 
when environmental conditions change sufficiently. 
Figure 45: Survey responses to the question ‘How frequently does your company re-estimate return 
rates requirements for investment projects?’. 
 
 Valuation Adjustments for Specific Risk Components 
Performing risk-adjustments in RES-E investment valuation, the most relevant risk components61 
were the three systematic risk (S) components market risk, political/regulatory risk and tax risk and 
the four unsystematic risk (U) components weather-related volume risk, operational risk, interest 
rate risk and debt/equity ratio of RES-E investments (Figure 46). Focusing solely on different risk-
adjustment methods, cash flow adjustment was the most popular (44.6%), followed by discount 
rate adjustment (34.0%) and then by risk-adjustment of both cash flows and discount rates (21.4%). 
In RES-E investment valuation, weather-related volume risk, operational risk, market risk, including 
the risk of power and heat price reduction, and interest rate risk were most frequently considered 
through cash flows adjustments62 while political risk was mainly considered within discount rate 
adjustments63. The latter also applied for size and illiquidity of investment project, distress risk as 
well as credit standing of involved partners, but with high rates for no adjustments at all. Tax risk 
was adjusted either in discount rates or cash flows or neither of them (Figure 46, Appendix 9 Table 
48).   
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Figure 46: Multibeta risk for adjusting discount rates and/or cash flows, including unsystematic risk 
(U) and systematic risk (S) components. 
 
 
Cultural differences with statistically significant results were encountered for interest rate risk. In 
relation to leverage of organisations, significant differences were found for debt/equity ratio for RES-
E projects (Appendix 9 Table 48). In case of materialised risks, cash flow adjustment was preferred 
compared to discount rate adjustments for interest rates, term structure and other natural resource64 
risks (Appendix 9 Table 49). 
 
 Results of Validity Check 
This section presents the final results of the performed validity check in the QUAN phase while its 
details are given in the Appendix 10. Both performed non-response bias tests show that the sample 
is in total representative for the researched population although there was a slight 
misrepresentation of German utility companies due to their reluctance in taking part in the survey. 
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If the mean differences of non-size IVs were significantly influenced by the size, they were 
correspondingly marked in the tables for those data with mean differences at a 10% significance 
level and lower, and they were not reported in writing within the paper. 
The robustness of the answers regarding capital budgeting techniques and CoC approaches in 
relation to the participants’ understanding of the topic and professional experience were generally 
confirmed. All except a few methods (for example, PB, PI, and VaR) demonstrated a higher rate 
for participants with MBA degrees and higher experience. However, only a few of them were 
significant. The performed PCA demonstrates that the questions about assessing the risk in the 
stage of building the power plant and commissioning the plant are highly related (with a coefficient 
of around 0.6), and two distinct compounds could be found, which indicates that they measure 
similar concepts. In addition, after several iterations to find minimal correlations (i.e. with a 
determinant > 0.001) between the variables in the questions about valuation approaches and CoC, 
it could be confirmed that similar concepts are grouped together, such as the concept of hurdle 
rates and various corresponding discount rate determinations as well as the WACC and CAPM 
approaches. Furthermore, no additional latent structures could be detected. The reliability analysis 
with Cronbach’s alpha indicated that the internal reliability of all questions was given, with the 
exception of the group of questions about the overall risk assessment for the different stages of 
planning, building, and operating (Appendix 9 Table 40, Figure 44).  
 
 Support and Rejection of Hypotheses 
In this section, the hypotheses formulated for the QUAN phase and presented in section 4.3.1 are 
discussed. Some of the hypotheses were supported, whereas others were rejected or only partially 
supported by the QUAN results. These two latter cases are studied in more detail in the subsequent 
QUAL phase.  
 
H1: Apart from systematic risk components, unsystematic risks are relevant components in 
RES-E project investments to be considered in valuation processes. 
The results about risk assessment—either the standalone risk or the risk in relation to the project 
stages—demonstrated that unsystematic risk components are essential in analysing RES-E 
projects. The analysis of the adjustment for risk in valuation (see also H13) additionally supported 
this hypothesis, since valuation for RES-E projects were frequently adjusted for unsystematic risk 
components. Hypothesis H1 is consequently supported by both QUAN results. 
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H2: Volume-related risk components, such as wind resources, sun irradiation, and the 
amount of water, are considered to be the most important risk components and relevant 
unsystematic risk components for RES-E projects and corresponding valuations. 
The QUAN results demonstrated that the volume-related risk is clearly considered to be the most 
relevant unsystematic risk components before operational risk in general as well as in all considered 
project stages. Therefore, hypothesis H2 is supported by the QUAN results. 
 
H3: Political risk is regarded as the most crucial systematic risk component in RES-E 
projects, particularly due to the applied RES-E supporting regimes. 
In assessing the risk of RES-E investments, political/regulatory risk was regarded as the most 
crucial component of all risk components, both systematic and unsystematic, and before market 
risk. Political/regulatory risk was also the most crucial component independent of the considered 
project stages (see also H4). Therefore, hypothesis H3 is supported by the QUAN results. 
 
H4: The assessment of risk components in RES-E projects differs in relation to different 
project stages. 
Focusing on the results in relation to project stages, significant differences were found for some 
risk components; for example, weather-related volume risk with lower risk for greenfield and 
brownfield investments and higher risk for RES-E power plants ranging from the initial ready-to-
build stage through to power plants that have been operating for five years, tax risk with significantly 
higher risk in ready-to-built projects until projects that have been in operation for a few years, and 
operational risk with significantly higher risk in some operating phases. Therefore, hypothesis H4 
is supported by the QUAN results. 
 
H5: Experiences of particular risk materialisations influence risk assessment and the 
prioritising of risk components in RES-E project investments. 
The results demonstrated that the risk categories were often scored as riskier—in most cases 
significantly—if the participants reported that the same risk had already materialised in their RES-
E investments in the past five years. This means that risk attitudes and/or individual risk preferences 
are clearly influenced by having experienced materialisation of the same risk. Hypothesis H7 is 
consequently supported by the QUAN results. 
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H6: Having experienced the materialising of certain risk components, corresponding risk 
mitigation measures become more relevant. 
The QUAN results indicated that certain risk mitigation measures became more relevant and that 
that there was a change in behaviour if the materialisation of corresponding risk components were 
experienced before in the past five years. Hypothesis H6 is thus supported by the QUAN results. 
 
H7: Discount cash flow-based capital budgeting techniques are the predominantly applied 
valuation methods in RE transactions. 
The QUAN results clearly demonstrated that DCF was still the dominant underlying investment-
evaluation technique. It was the basic technique for the dominant IRR approach and the often-
applied NPV approach. Therefore, hypothesis H6 is supported by the QUAN results. 
 
H8: The RADR concept is regarded as the most appropriate capital budgeting technique. 
The RADR concept was only applied by less than 50% of the participants, while both the hurdle rate 
(59%) and the WACC (67%, see also H9) concept were more predominantly applied. However, 
RADR has gained considerable ground in usage in RES-E investments, compared to previous 
European survey results. Hypothesis H7 is consequently only partially supported by the QUAN 
results. 
 
H9: The investment company’s WACC as the required return rate or as the basis for defining 
a required return rate is not regarded as an appropriate CoC approach in RES-E investments. 
The WACC was the still the principle technique to determine CoC requirements, particularly by large 
organisations, although the single company-wide discount rate was not as frequently applied as it 
used to be in the past. The results indicated that the WACC was the basis for deriving the prevailing 
country and technology/industry discount rates. Therefore, hypothesis H8 is rejected by the QUAN 
results. 
 
H10: The CE method is known to be an appropriate alternative approach in valuation, 
particularly focusing on value protection. 
The QUAN results demonstrated that a considerable gap exists for a complete exploitation of the 
possibilities in computational valuation methods, which lack a more holistic valuation picture of the 
considered RES-E investments. The presented CE method was almost unknown to the participants. 
The valuation in RES-E investment projects focused clearly on traditional DCF-based methods 
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without considering supplementary alternative approaches. Hypothesis H10 is thus rejected by the 
QUAN results. 
 
H11: A company’s risk management processes provide the basis for valuation processes. 
The company’s risk management processes were evaluated in this survey with the usage of 
scenario analyses, sensitivity analyses, simulations, the hurdle rate concept, the RADR concept, 
and the frequency of setting the CoC requirements. Most of the stated concepts were applied 
frequently, and only simulations were seldom applied. These results indicated that the general risk 
management processes of an investment company provide the basis for valuation processes. 
Therefore, hypothesis H11 is supported by the QUAN results. 
 
H12: Apart from considering the downside potential (threat) of RES-E investments, possible 
positive deviations from the target value are also considered in valuations process. 
The QUAN results show that the value of opportunities and synergy potential, as positive effects, 
are only seldom considered in valuation processes. Consequently, the hypothesis H12 is rejected 
by the QUAN results. 
 
H13: The valuation of RES-E projects is adjusted for risk and either in the cash flows or 
discount rates, depending of the considered risk component. 
Risk-adjustments in RES-E valuation were widely applied processes that considered systematic and 
many unsystematic risk components—in contrast to valuation models for PTCs, with the sole 
consideration of systematic risks, presenting a list of relevant risk components for RES-E 
investments, while demonstrating that the risk-adjustments are mainly performed within the 
projected cash flows. Therefore, the hypothesis H13 is supported by the QUAN results. 
 
H14: There are cultural differences in valuation, and valuation is influenced by the type of 
investment company. 
Some cultural differences existed between the Swiss and the German subsamples. In RES-E 
investments in Switzerland and Germany alike, market professionals tended to assess risk 
components and to adopt and neglect the same theoretical models and theories when managing 
their finances. However, the Germans assessed political/regulatory risk as more severe and applied 
simulations more frequently as part of their valuation processes. On the other hand, the Swiss more 
often used the total CoC of a project, even more frequently than its cost of equity, the WACC, and 
country, and they were likely to employ external DD as a mitigation measure in their valuation 
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processes. Similarly, large organisations were relatively likely to apply not only the WACC, country 
discount rates, and external DD, but also the CAPM and a formal risk analysis within RES-E 
investment valuations, while small organisations relied rather on discount rates set by their investors 
or based on their past experiences. No evidence was found for differences in applying risk 
adjustments in valuation in relation to organisation size. High-leverage companies were more likely 
to use the NPV and PB methods within their RES-E investment valuations. Hypothesis H14 is 
consequently partially supported by the statistical analysis. 
 
 Interesting Phenomena to be Analysed in QUAL Phase 
The following results from the QUAN analysis are regarded as interesting phenomena to be 
analysed in more detail in the subsequent QUAL phase. 
 The found QUAN results about risk consideration in valuation provided some interesting 
phenomena to be investigated in more depth, such as valuation adjustment for risk in 
valuation processes, and the understanding about risk and risk preferences. In addition, the 
QUAN results demonstrated that the assessment of certain risk components does not 
remain equal between certain project stages, even if the risk, for instance, for the volume-
related risk components, should objectively remain equal (section 5.2.2.1)—a puzzling 
QUAN result to be investigated in more depth. 
 The QUAN results presented high frequency for the IRR and NPV approaches, but they did 
not provide additional information about the detailed applied DCF techniques, as illustrated 
in section 2.4.2.1. 
 The QUAN results did not provide enough information regarding whether certain reflections 
and considerations about certain alternative capital budgeting techniques are performed. 
The survey results only indicated that a few participants applied, for instance, the CE 
method or simulations. However, perhaps there is more knowledge to be discovered in the 
QUAL phase. 
Based on these three results from the QUAN phase to be analysed in the QUAL phase, the ICF 
from the qual phase (section 5.1.2) was updated (Figure 47). This builds the basis for performing 
the content analysis in the subsequent QUAL research phase. 
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Figure 47: Updated initial coding frame (ICF) from literature review and qual phase after the QUAN 
phase (with knots in software nVivo10TM, blue marked knots were added by the QUAN phase). 
 
 
5.3 Findings of Qualitative (QUAL) Analysis 
In this section, the findings from the interviews of the QUAL phase are presented. It starts with 
findings from the investment scenario discussion, which provides a good general overview of the 
discussed topics, followed by general findings about valuation processes and then more specific 
findings about numerical and judgmental capital budgeting approaches and CoC approaches. 
Finally, the section concludes with findings about risk considerations and influence factors in 
valuation. All the findings are presented in text format for the key findings, accompanied by 
corresponding tables illustrating the complete results for all 16 participants. 
 Findings from Investment Scenario Discussions 
The discussed investment scenarios in the second phase of the interviews provided key insights 
(Appendix 11 Table 60) while discussing real investment cases (section 4.4.1.2). This part was 
actively and even enthusiastically performed by all participants because, presumably, they felt 
highly confident in performing this task, similarly to performing valuations at work.  
The stated missing or inadequate information in the investments scenarios provided valuable 
insights into the additional data and information that are crucial in performing a valuation of RES-E 
investments. Most participants required more details about the manufacturer and the exact type of 
engine to be able to assess the reliability of the engines and one of the main corresponding risks 
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in operating the considered RES-E project. One participant stressed his additional focus on the 
type of sub-suppliers of the used technology’s main components due to quality issues with some 
alternative, third-party suppliers (participant 16). In addition, the majority of participants requested 
additional details about operation, including detailed operational expenditures (OPEX), 
dependence between revenues and OPEX, and possible compensation measurements. About half 
the participants missed additional details about the service agreements, including the type of 
service suppliers, their credit rating, and the length of service contracts. For approximately a third 
of the participants, the name of the project developer or the seller and the involved counterpart risk 
were key within valuation in order to assess the transaction security and transaction efficiency. 
Besides additional information about the resource assessments and their data, an inquiry about the 
market value of the electricity production was key for one participant, in addition to the provided 
and related information about direct marketing65. Additional information about stakeholders, such 
as the local opponents of the RES-E project, and the situation about the grid, including the risk of 
curtailments due to load management in the grid, were mentioned as crucial points for some 
participants. Moreover, a few participants requested additional financing details, including the name 
of the bank and contracted credit covenants, details about the project structuring, the cash flow 
model itself, and a detailed description of the provided risk scenarios. Furthermore, some 
participants missed the exact purchase price in contrast to the calculated values or value range, 
details about existing portfolio and investment strategies, as well as details about DD processes. 
For at least half of the participants, key information for performing the valuation of RES-E projects 
were the resources and their volatility, distribution and power, annual production, FiT or price based 
on PPA and FiT / PPA length, and the maintenance and management of service contracts. The 
hub heights of wind farms were additional key pieces of information, according to two participants, 
who stated that the higher the tower is, the less disturbed and more stable is the wind regime and 
correspondingly the production are. Only one participant evaluated the projects in relation to set 
minimum full load hours, which other participants considered to be irrelevant. The project’s available 
stake to acquire was a key point for two participants, with the priority being to acquire 100% of the 
project. Additional key points for the valuation were the assumed power prices after FiT or PPA 
period termination and the project and valuation length; the above-mentioned site attractiveness 
with regard to the market value of the produced electricity, which becomes more relevant with more 
market integration of RES-E66; and the summary of the performed DD outcomes. Financial 
information, including the leverage (gearing) and covenant requirements, the installed capacity in 
relation to the set objectives for building the investment portfolio, as well as the transaction 
probability were additional crucial pieces of information. 
For some participants, in contrast to the statements above about the hub heights, the above-
mentioned full load hours, the average wind speed, and the rotor diameter were irrelevant or less 
relevant pieces of information for the valuation of the investment scenarios. As stated, they did not 
provide additional insights into the purpose of valuation, since their inherent characteristics were 
already included in other input data, such as the description of the resources, the expected annual 
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production, and the wind assessments. In contrast to the statements of some participants, as 
mentioned above, the transaction probability was not relevant for two participants, nor was the 
WACC of the investing company, as explicitly mentioned by one participant. 
Table 27: Categorised code matrix presenting the findings of the applied valuation methods, found 
in the discussion of the provided investment scenario (+ applied, - not applied; +/-: applied in some 
cases, sometimes not applied, 0 = interesting, but not applied). 
No. Themes/categories 
Participant no. 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
01 IRR approach + + + + + +/- + + + + + + + + + + 
02 NPV approach  -    +/-   -   -    + 
03 Equity return rate + + + + + + + + + + +/- + + + + + 
04 Project return rate (total CoC) + + + + - - - -   + -  - +  
05 
Comparing expected return rate to 
set hurdle rate 
+  +   -   +    +  +  
06 Payback period method  - + + - -   + +    + +  
07 Certainty equivalent method 0 - - 0 0 0 - - 0 - - - - - - - 
08 Profitability index   0 0  -      -     
09 
Multiples, specifically for RES-E 
projects 
 + +  +/-      +  +/- + +  
10 Covenant profile + + + +    +  +       
11 
Distribution profile to equity 
investors 
+        +        
12 
Risk assessment (sensitivity and 
scenario analysis) 
+ + + + +  + + + +  + - + + + 
13 Considering opportunities + +  + +  -     +/-   -  
14 Considering synergy potential               +  
 
With regard to the applied quantitative methods in RES-E valuation, DCF-based methods and in 
particular the IRR approach were clearly the main capital budgeting methods, while the NPV 
approach was considered as less relevant (Table 27). From the CoC perspective, the expected 
equity return rate and the corresponding cash FTE approach, namely the simplified FTE approach 
(section 2.4.2.1), were the main foci of all participants, except for one, who put the focus on cash 
flows to firm and the total CoC. These findings about DCF-based methods and CoC approaches 
are discussed in more detail below (sections 5.3.3.2 and 5.3.5). The resulting equity IRR outcome 
was the basis for comparison with a set hurdle rate, as mentioned by some participants (section 
5.3.5.5). Interestingly, approximately one third of the participants considered the simplistic and 
rather outdated PB approach (section 5.3.3.8). Having introduced and discussed the CE approach 
and its results, the findings demonstrated that this approach was known to five participant from 
theory; also, five participants considered it as an interesting and possibly relevant approach for 
RES-E project valuation. Few participants considered the PI approach method to be interesting, 
while almost half of the participants considered the MA, specifically the calculation for RES-E 
investment projects, but only for screening purposes and not as the main valuation method (section 
5.3.3.6). The calculation of covenant profiles based on the leverage and credit agreement details 
and of distribution profiles to the equity investors were additional, specific, numerical approaches. 
The risk assessment, with a sensitivity and/or scenario analysis, was an integrated method in 
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valuation approaches for most participants (section 5.3.6), while opportunities were only considered 
by a handful of participants. Considering the synergy potential in project valuation, for example, by 
considering the potential positive effects of the targeted project within the existing portfolio, was 
only reported by one participant (section 5.3.4.4). 
 General Findings about Valuation Processes 
This section provides some general findings about the valuation (Appendix 11 Table 61). 
As a first general finding about valuation, participant 5 pointed out the necessary suitability of the 
applied valuation methods with regard to the investor’s objectives and perspectives: 
[…] valuation factors depend, of course, also on the point of view. [For example,] during 
assessments of financing structures, we often evaluate how the medium term of capital and 
duration is [...]. As far as project valuations are concerned for early [project] phases, one 
considers multiples too. […] The more accurately you know the projects, the more specifically 
you can perform them [i.e., the valuations] with DCF methods. 
Participant 1 noted the less standardisation of valuation methods in the early development stage of 
RES-E projects: 
I think that for projects that are still at an earlier stage, especially in the development of the 
project, where it is not quite clear at which point in time it will be in operation, and what 
framework conditions prevail in order to predict exactly the cash flows, I think, other methods 
[than DCF] are applied. In my opinion, there is considerably a less clear standard. 
Subsequently, it is then more about: What is the value of the project rights in early 
development stages? 
The applied valuation of a method must be suitable for market communication and for negotiation 
between seller and acquirer, while still being able to appropriately consider the main risks, as 
participant 3 pointed out:  
And I cannot name the developer, ‘Here, I have a super nice valuation method,’ and he says, 
‘I really do not care because I want the price.’ That's one thing and the other thing is to what 
extent is it [i.e. a sophisticated method] really an added value […] for me. Can I really evaluate 
risks better, so is it [i.e., the project] really better valuated? 
Also, participant 8 added that the applied valuation method must be understood by both transaction 
parties, particularly if certain factors change during negotiation, and both parties must reach a 
common understanding about the new outcomes. So, according to participant 8, valuation methods 
that consider particular input parameters were problematic if 
[…] one does not really know what comes out, and the seller, the [project] developer, does 
usually not have this view. 
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Moreover, for successful transactions, it is key that the decision makers understand the applied 
valuation methods, as outlined by participant 10: 
[…] certain, more sophisticated methodologies are simply not understood […]. You have to 
speak in the language of the decision makers that they can understand [the valuation 
outcomes] and take a decision [about submitted investment opportunity]. 
In addition, participant 1 noted that there is a crucial difference between price and value, as also 
discussed above in section 5.3.1. The calculated price and the negotiated value do not have to be 
identical, particularly in the case of misbalances in the market (section 5.3.7.3): 
And a price that is paid is not necessarily always 100% the value that has been determined 
within a valuation procedure. So, value is what you calculate; price is what you have to pay. 
[…] Or vice versa: price is what you pay, and value is what you get. And […] there is certainly 
often the topic that one must find a common basis in negotiations to determine a value that 
then is accepted by both sides to finally derive a price from this. 
As participant 11 pointed out, many sophisticated methods developed in science are mostly too 
complicated to be applied in practice. The question regarding what is theoretically correct is not the 
relevant question within practical implementation—the relevant question is rather what practitioners 
consider as correct.  
[…] what I come to realise is that it is not simply a question of what is theoretically correct in 
valuations; the only and decisive question is rather what the market participants consider as 
correct. 
Moreover, there is a risk of concentrating intensively on a technical and sophisticated valuation 
method and neglecting to focus on the essential negotiation process, as noted by participant 10: 
I think a valuation […] must be done professionally […]. Of course, I have seen a lot of 
valuations, but there's a danger […] that when the assessment becomes so technical, the link 
between the overview and the negotiation within the transaction is lost. 
Other participants added that there is the risk of applying unnecessary and misleading, spurious 
accuracy when applying more complex methods, even those that are theoretically more consistent. 
Furthermore, participant 9 also emphasised the necessary focus on valuation methods accepted 
by the market, even if the drawbacks of the applied simplistic DCF-based methods are known: 
If you want to be so exact, and you value an OPEX cash flow and a revenue cash flow 
separately, then I would also have to assess and value the political risk, the regulatory risk, 
the probability of technological [problems…]. So, these are things that all go, for me, into the 
realm of semblance of precision, and the more I look at it, the more I lose the understanding 
that my rating is anyway wrong. […] the more digits after the comma that one tries to calculate, 
the more you lose the [relevant] focus, and that is dangerous in my eyes; therefore, I rather 
prefer to stay with the typical methodology which I know […] is wrong. The others [who are 
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not aware of this] live in a pseudo-world. This is also fine, but all of us apply the same 
[simplistic DCF-based methods] to generate the market prices. 
A standardisation of the input data for project valuation (for example, P value69, project lifetime, not 
fixed market prices, and indexations) was necessary to be able to compare different investment 
projects on the same basis and to make appropriate decisions while also being able compare 
valuation results with possible set hurdle rates (section 5.3.5.5). 
 
 Numerical Approaches in Capital Budgeting 
The first part of this section discusses the application of numerical techniques within capital 
budgeting (Appendix 11 Table 62), while the subsequent section 5.3.4 elaborates on the use of 
judgmental approaches. 
 Discount Cash Flow-based Methods as Main Valuation Approaches  
All participants agreed that DCF is the appropriate and state-of-the-art, basic capital budgeting 
technique (Table 62), based on the cash flow projection of the considered investment project. Most 
market participants regarded it as a simple, straight-forward method, the most accepted method, 
and the optimal approach to discuss project values between sellers and acquirers within 
transactions. Moreover, as participant 10 pointed out, 
as soon as project-specific valuations are performed, DCF-based methods are applied. […] 
Furthermore, this established method is based on an agreement between the valuation and 
the accounting domain. 
In practice, the application of DCF-based techniques in valuation is supported by finance theory 
(section 2.4.2.1), indicating that there is no gap between theory and practice in this perspective. 
The majority of participants were aware of some of the available varieties of DCF-based 
approaches. However, while performing in-depth discussions of some challenges and issues of 
DCF-based approaches, it became clear that the inherit assumptions, advantages, and 
disadvantages of the different DCF-based methods were not known to all participants67. 
With regard to the debate in theory about considering the time value of money and risk in one and 
the same parameter, namely the discount rate, and the necessity of decoupling those two 
parameters (section 2.4.4.3), only a small minority of the participants were aware of this issue, and 
those who were aware of it did not consider it to be that relevant. According to participant 7,  
the issue about having one discount rate in the DCF method, which considers both the time 
value of money and risk, is not that problematic, since the most risk is anyway considered within 
the cash flow projections.  
Even if this criticism about the discount rate is known, participant 9 did not see it as that relevant. 
He pointed out that 
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the question about setting the appropriate discount rate should rather be ‘What could I 
alternatively earn with my money?’ [while investing in an alternative, comparable project]. 
Similarly, participant 3 argued that the focus should rather be on choosing the optimal valuation 
method to consider risk and the most relevant risk components (in cash flow projections) and not 
on applying the most sophisticated valuation method. 
Some participants stressed the inherent issues of DCF-based methods that value early years higher 
than later years. Participants 3, 9, and 16 emphasised the problem that the uncertainty of the 
available resources stated in resource assessments are related to a long reference period, such as 
20 or 30 years, but not to the uncertainty of the resources from year to year. This understanding 
was not completely understood by many decision makers (participants 3 and 16). Participant 3 
outlined it as follows: 
[…] the uncertainty calculation [within resource assessments…] is a fundamental problem. 
[…] that means, the fluctuation [of resources and correspondingly revenues] from year to 
year; what I really get is what really comes every year. […]  And I have got my big problems 
whether that [i.e., this risk] is covered [in my valuation]. 
Having said that, DCF-based method do not appropriately consider the risk of encountering cash 
flow volatilities from year to year, which is particularly problematic when positive cash flows are 
postponed to later years, as reported by participants 9 and 15. Participant 15 outlined this issue as 
follows: 
[…] the DCF method presents itself as problematic, particularly for renewables, having 
[typically] loss years at the beginning [of the project], which I can usually offset with enough 
liquidity. But if it then gets worse [with lower resources at the beginning], then I actually have 
a disproportionate weighting of the bad years compared to the good ones that come at the 
end [of the project], which are discounted so much that they do not save the project anymore. 
This problem of the DCF methods particularly emerges when performing ex-post68 DCF-based 
valuation, by virtually going back to the point of investment and considering the occurred relevant 
circumstances, while comparing ex-post to the then-performed ex-anti valuation. Participant 1 
pointed out the crucial point of defining a base case scenario for the ex-ante valuation as being vital 
and inevitable for all transactions, and he or she stressed the dilemma of the impossibility of finding 
the true and real business case: 
[…] this static scenario is really just a help for the calculation, but [...] we will never give us 
the actual IRR or NPV value, which can be calculated retrospectively after we have 
accompanied the project for 20 years. 
To learn from the previous investments, some of the participants, for instance, participant 16, were 
implementing ex-post valuations. This means that the input data of the previous years are replaced 
by the actual cash flows to calculate an IRR or an NPV from the acquisition entry date based on a 
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hybrid model, including actual and forecasting data. This ex-post valuation could lead to new 
insights, which are beneficial for the valuations of new acquisitions. 
Those participants who adjusted the incoming cash flows (revenues) to a more certain value, such 
as to a P value of P7569, as reported by participant 14, decreased the risk of the encountered 
volatility. They reached a more conservative value; however, they potentially jeopardised its 
competitiveness on the investment side. 
 The IRR and/or NPV 
Many participants stated that the IRR and NPV are almost the same method, calculated from a 
different point of view—either from a defined enterprise value or from the required return rate. 
However, all the participants, except one, did not seem to be aware of the restrictions of the IRR 
method, compared to the NPV approach. 
All participants regarded the IRR as the main DCF-based approach for transactions for RES-E 
projects (Appendix 11 Table 62) and as more adequate than the related NPV approach. The main 
stated reason for using the IRR method included the possibility of comparing the different return 
rates between different projects, which is also applicable to projects of different sizes. As participant 
11 pointed out, the discount rate derived from the IRR method is the optimal figure to communicate 
between different market participants for comparison purposes: 
With the IRR approach, one simply knows from the discussion of market participants where 
approximately the actual IRRs lie, and the market participants communicate about it. 
The IRR approach was often also applied because of existing corporate requirements in the form 
of minimal discount rates and hurdle rates (section 5.3.5.5). Participant 1 outlined these 
requirements as follows: 
The IRR method is typically used in the sector in such a way that the IRR resulting from the 
project valuation model is compared to a hurdle rate that has been predefined […] 
In contrast, the NPV approach cannot be normalised to directly compare the attractiveness of 
projects of different sizes and to communicate between different market participants, as 
interviewees 11 and 12 explained. However, the NPV is able to provide answers regarding the 
possible contribution in terms of value and its potential financial impact on the investing company. 
As participant 16 correspondingly outlined, the NPV closely follows the accounting perspective and 
is more relevant for performing impairment tests. As such, the participants regarded the NPV 
method in RES-E investment transactions as less relevant and less useful or as clearly of minor 
importance, compared to the IRR approach.  
Moreover, the findings demonstrated that the advantages of the NPV approach, in contrast to the 
disadvantages encountered for the IRR approach, such as the necessary reinvestment rate of the 
free cash flows at the IRR (section 2.4.2.2), were not known by the participants, or at least not 
reported.  
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In addition, the IRR approach was mainly applied by the acquirers and financial investors—either 
acquirers or sellers. However, project developers applied the IRR method only to optimally 
communicate with the acquirers to have the same basis. As participant 5 explained, contribution 
margins or the NPV approach were rather utilised as the main internally applied capital budgeting 
technique: 
So, I think IRR is in any case the subject that is generally more applied by investors in the 
operating phase with large capital. The NPV is, I believe, much more useful for [project] 
developers because they, of course, have a lower amount of equity capital invested and can 
therefore compare more contribution margins of [different] projects and not the IRR on small 
amounts of equity capital. 
Moreover, within the current market situation in a seller’s market, participant 6 explained that the 
IRR and the NPV approaches are not particularly relevant in the selling process for project 
developers, since they are able to concentrate this process on the highest bid(s) while comparing 
the offers: 
In the run-up [to develop, build, and commission the RES-E project], we are likely to look at what 
we would expect from our existing knowledge of (a) the project and (b) the market, which prices 
we should achieve, conservatively. […] But afterwards [i.e., in the selling process], the offers are 
next to each other. […] And then we compare the offers, the hard numbers, so then we can say 
[…] in the aftermath of the project […] the prices were suddenly so much higher, and that is not 
just in one project, but that has been the last three projects. […] Do we [now] have to adjust our 
assumptions on the subject of IRR or the required interest rate for an NPV consideration? This 
is then more a downstream process, but if we are in the direct sales process […] we then can 
[just] compare the prices with each other. 
 Cash Flow Levels—Entity and/or Equity Approach 
The findings demonstrated that the difference between the various cash flow levels in relation to 
performing a valuation, such as the entity approaches or equity approaches, is not trivial and is 
sometimes even confusing for professionals experienced in valuation, as recognised within some 
of the performed interviews. As already reported above (section 5.3.1), the valuation focus for RES-
E investments in respect of the IRR approach is clearly set on the equity approach. 
As participants 1 and 3 outlined, the WACC approach, which is an entity approach, is not 
appropriate for RES-E investments due to the static debt/equity ratio imbedded in the WACC, which 
is not applicable to RES-E investments because of the typical decrease in their senior loans over 
time. 
Participant 1 justified the choice for the equity approach based on the FTE method (section 2.4.2.1) 
for RES-E investment projects as follows, and he or she again highlighted the predominately 
applied simplistic FTE approach with a constant discount rate in practice: 
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[…] I would say that an approach is chosen that is also used for real estate, for example, that 
you look at: ‘What exactly has the project company contracted for financing?’ And this 
financing is then exactly, periodically, specifically modelled into the business case with 
interests and repayments as a function of the corresponding redemption plan and credit 
agreement concluded with the bank, and then only the following are considered for the 
valuation: ‘What remains in the end after deduction of interest, repayment, and possible 
savings in reserves? What then flows to equity investors?’, and this is then discounted with 
an expected return rate on equity, and so the market value of the equity is determined. And 
that, I'd say, is a very common approach, so the IRR method and this equity cash flow 
valuation, which is what I believe is used standardly according to my experience. 
In contrast, as already mentioned above in section 5.3.1, participant 11 stressed the relevance of 
focusing on the cash flow levels to all capital providers, i.e., debt and equity. This is outlined in more 
detail in section 5.3.5.2 about the appropriate CoC approach. 
Several participants considered both cash flow streams and cash flow to entity and equity; however, 
with different priorities. For example, participant 15 focused on the cash flows to equity investors, 
but considered the cash flows to firm as a means of cross-checking: 
[Discounting cash flows to firm] is rather [applied] as a cross-check to simply evaluate whether 
that [i.e., discounting cash flows to equity) does somehow makes sense. 
On the other hand, participant 2 discounted both levels of cash flows for detecting effects from the 
leverage: 
[I calculate] certainly the equity IRRs [based on discounting cash flows to equity], but also the 
project IRRs [based on discounting cash flows to entity], because one can derive from the 
delta or from the ratio of these two IRRs also the leverage effect. There are such situations 
where the project IRR is extremely depressed and the equity IRR is just accepted or 
acceptable because simply the debt financing is super good. […] if one can then compare 
[this] with a wind farm that has a slightly higher project IRR and is less leveraged, I would 
prefer the second one. 
Some interesting insights into how to discount cash flows to equity and cash flows to entity were 
found while discussing the investment scenarios with participant 4 in relation to the provided 
different resource scenarios, the P values69. He compared the P90 values for the equity IRR to 
those of the project IRR of the investment scenario 3 (Appendix 8): 
Why is the P90 lower [of the equity IRR] than here [i.e., project IRR] the P90 value? That can 
hardly be. The IRR on equity must be higher than the total project IRR. […] 
After some thought, he arrived at the following conclusion: 
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[…] Now I understand it because here […] the bank gets [in case of P90 scenario] more 
because with an interest rate of 2.6 [i.e. for debt financing], this is above this rate [i.e. the 
equity return rate] of 2.16. That is the reason. 
Choosing the appropriate CoC approach for the chosen cash flow level is discussed in a separate 
section 5.3.5.2. 
 Distribution Potential to Equity Investors 
For cash flows to equity, the questions that arose related to the types of cash flows that are 
considered, namely either i) the cash flows after having paid all creditors, debt services, and cash 
flows to allocate to certain reserve accounts (project financing or decommissioning) or ii) the same 
cash flows that can then really be distributed to the equity investors considering all distribution 
restrictions. 
The majority of the participants considered the distribution potential to be relevant in RES-E project 
valuations. For example, participant 9 outlined the distribution potential as a crucial point even if 
the calculated IRR based on cash flow projections seems to be superficially fine: 
So, I can also reach an IRR extremely ‘back-loaded’. […] it can also be that I cannot distribute 
dividends for 15 or 20 years, for example, because the bank financing comes first and I always 
have negative income, and only over the last 10 years, I can then pour out huge dividends. 
This gives me a 6% IRR. […]; however, I prefer to have stable cash flows from the beginning. 
To consider the distribution potential, the quality of the cash flow projection must be increased by 
analysing and considering distribution barriers based on the appropriate financial statements 
(balance sheet or income statement), as reported by participant 11:  
[…] we are fighting with quite different quality deficiencies […] I just think that we should have 
an integrated model that consists of profit and loss account, balance sheet, and cash flow 
calculation […], where the elements influence each other […] and the effects of changing 
working capital, distribution barriers, and so on are considered. 
The resulting more realistic distribution stream to the equity investors was then the basis for 
calculating an output or a distribution IRR or NPV for applying the discounting approach. With the 
exception of participants 2 and 8, who already performed distribution stream valuation with an 
output IRR (see below), valuation approaches that discount distribution streams were seldom 
seriously considered by market participants, as reported by participants 2, 10, and 11.  
One reason for neglecting the distribution potential lies in the possibility to optimally structure the 
SPVs with regard to corporate and project financing structures, as participant 6 pointed out. Since 
most SPVs in Germany are companies in the form of partnerships and accounting restrictions are 
thus typically not encountered, the mentioned distribution issue is less or not relevant. However, he 
acknowledged that this is different for companies in the form of corporations, which have to comply 
with more stringent accounting rules regarding the distribution of available cash flows on an SPV 
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level. Moreover, project financing contracts must be optimally structured so that distribution 
restrictions do not occur due to overly strict bank covenants. Nevertheless, according to participant 
6‘s experiences, the acquirers have always managed to deal with this challenge without having to 
calculate an output IRR:  
[…] so, we have already noticed that, of course, the investors are asking themselves whether 
they always get the money out. […] there are then investors who are asking for such points, 
just like the structuring, are there certain minimum requirements [with regard to the 
distribution, or] are there any specific bank requirements […]?  
Investors who have a certain experience have always managed to get [their cash flows] 
distributed. […] there are investors who pay attention [specifically so] that there are no 
blocking elements, and this is also important with regard to the […] signing of a financing 
contract that could make it somehow impossible […] to make any distributions. 
Nevertheless, there were a few participants (13, 15, and 16) who were introducing additional 
valuation methods based on discounting the distribution streams, such as an output IRR or output 
NPV. Participant 13 stated that, in addition to the traditional IRR model calculation, his company 
was changing the valuation models to also compute an output IRR and to provide a distribution 
plan. This means the traditional IRR model was still used for the valuation while communicating 
with the market, whereas the output IRR and distribution plan were applied for internal purposes, 
in particular, such as for the treasury department: 
We are […] currently in the process of […] adjusting the valuation models of the group I order 
to valuate the projects in the sense of what distribution do we actually have annually? So real 
pay-outs, real cash. […] So, what results matter more because this [i.e., the real distribution] 
is more helpful for our Treasury and for our planning than to consider only the pure return of 
the project. 
Participants 2 and 8 reported that they always computed both figures: the traditional IRR and an 
output IRR. However, in the case of participant 2, his clients have never applied the output IRR 
results in practice, for example, in valuation processes to state a price. He noted that the equity 
return rate calculated on potential distributions and not only on generated cash flows on the SPV 
level would be more relevant and better reflect the reality. However, there are restrictions, other 
constraints, or differing interests for why this is not always considered: 
The [valuation] model that I use, in addition to the project IRR, the equity IRR, and the 
distribution IRR. […] but the distribution IRR is usually not a discussion. […] Depending on 
the constellation, this can be significantly lower than the equity IRR, but it is somehow only 
noted. […] but I will also not explicitly point out the distributing IRR when I am mandated—
with my incentive system. […] So, I am somehow pragmatic and say, ‘Okay, let us take this 
IRR, so that we can compare and so on,’ but strictly one would have to clearly consider the 
distribution IRR and compare. 
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On the other hand, for participant 8, both results were relevant: the traditional IRR results for pricing 
purposes and the output IRR for checking whether there are any distribution problems with the 
investment project: 
And if this delta is too big, we see the project has a problem with distributions and that is of 
course very important because we ultimately promise our investors a certain return. 
Moreover, participant 12 pointed out that a calculation of an output IRR is a relevant consideration; 
however, it depends both on the individual project structure and on tax regulations, which often 
change and do not enjoy any protection from possibly being changed in the future by the law 
makers: 
[…] it is a very interesting and also very complex topic, which is very strongly dependent on 
how the individual project is structured […]. And of course, […] if the tax regulations now 
change in retrospect, then I can be with my detailed calculation […] completely wrong [...]. 
This is […] the difficulty. We do not have any provision to safeguard the existing standard 
[i.e., an existing tax regulation]. 
 Certainty Equivalent Approach 
The CE method was known to 5 of the 16 participants, although none of them applied it or saw it 
being applied in praxis. Moreover, some of the participants, and not only those who knew the 
method before, found the CE method to be an interesting concept with the potential to provide 
additional insights into the valuation of RES-E investments. It seemed to directly cause a change 
in the participants’ views and opinions during the interview procedure (section 4.1.2.1). 
As participant 9 noted,  
if I have a CE value that equals the equity value of the base case scenario, I would have a 
perfect risk-adjusted return. 
Although, as he stressed, in this case 
[…] the upside potential of the project is not considered at all. 
Similarly, while comparing different investments, participant 7 pointed out that 
the smaller the difference between the CE and the equity value is, the better the project is 
[…].  
This leads to the question of whether the difference between the encountered equity value and the 
CE is any amount of non-considered upside potentials in the CE method; for example, the option 
for repowering or renegotiating the maintenance contracts. 
Participant 5 applied a similar approach in terms of a percentage of the results of the CE method 
in relation to the equity value as a base case: 
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I have looked at it [i.e., the CE method result] again as a percentage of the investment volume, 
so I have the amount of 14.1 [MEUR] […] as equity value. […] And then the first has 89% of 
it, the other two only 70%. 
Participant 4 added that this method can be used to define the lower limit of the value range, a 
specific worst-case scenario, while focusing particularly on risk measures and applying a lower 
return rate. 
In addition, participant 6 explained that the CE method has the charm of not having to use the 
CAPM and beta factors to define an optimal return rate and a potential iterative process between 
the calculation of the project value based on the CAPM result and changes in the project 
characteristics (for example, operating and financial risk), which influence the CAPM calculation 
and subsequently the project value again, thereby reaching an equilibrium between the optimal 
return rate and project value, as explained in section 2.3.2.1. The CE method instead reaches this 
equilibrium quickly [and] not iteratively […], finding a solution solely analytical— because the 
covariances, not the return covariances, among the cash flows with the return rates of the 
corresponding market are defined. 
Participant 7 spontaneously added to the discussion about applying the CE method that it seems 
to be related to fixed return concepts applied by banks. 
However, there were several participants who viewed the usage of the CE method in practice as 
critical. For example, participant 10 pointed out the critical relation between applied valuation 
methods and either the negotiation process or the own decision makers and their understanding of 
the applied method: 
I have also seen a lot of reviews, but there is a danger, and I have already mentioned that 
when the assessment becomes so technical, the link between the overall view and the 
transaction is lost. […] 
But often new methodologies, especially if they are too complicated or seem too complicated, 
are not taken into account by the decision-making body and are not taken into account in the 
negotiation. 
Although participant 7 found the concept interesting (see above), he questioned the consistency of 
the applied risk-free rates, which are also changing over time—sometimes even quite rapidly: 
And [there] is just at this risk-free rate, which is also very deterministic, one specifies it and 
says that is it for the next 20/25 years so that it will be so, but certainly it will not be so. 
Furthermore, according to participant 12, this method involves a substantial amount of rather 
subjective assumptions to define the certainty level for the relevant input parameters, since the 
(basic) theory of the CE method does not provide suggestions for how to reach the certainty levels70. 
For him, theory and practice are quite apart from each other in this topic today. 
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 Profitability Index 
The PI, another alternative DCF-based method, was only known by two participants (Appendix 11 
Table 62). For the other 14 participants, the PI method was completely new and had never been 
encountered in RES-E investment transactions. Nevertheless, while discussing the investment 
scenarios, two participants regarded the PI as an interesting concept, as outlined by participant 3 
as follows: 
What I found […] interesting, I must say, although I have not done it yet, is the profitability 
index. Makes sense for me; I think this is a good thing. Present value of future cash flows 
divided by initial investment, as I understand it, is for me a similarly revealing figure, also 
easier to understand, [compared to other more sophisticated methods]. 
In addition, the majority of the participants had not applied the results of the PI method while 
comparing the investment scenarios. 
 RES-E-specific Multiples 
Multiples are typically non-DCF based methods. The considered multiples in RES-E investments 
are different, compared to other sectors, which often compute multiples based on earnings, book 
value, and/or EBITDA. 
Multiples were known to all participants, who typically performed them as complementary methods, 
and not as the sole method, and who mainly applied them for screening and plausibility purposes 
(Appendix 11 Table 62). Participant 10’s answer represented the answers of many other 
participants well: 
It is applied for rough comparisons between different renewable energy investments […] for 
first and fast screening purposes [and] not applied for project-specific valuations [for which 
better DCF methods based on its cash flow projection are applied]. 
Participant 5 added, 
the better the project is known, the more specifically the DCF-based approach can be applied. 
[However], the more unspecific the cash flows are, the better multiples can be applied for 
comparison purposes[,] 
corresponding to the statement made by the participant 7. 
In addition, multiples are also applied in the early project stages, mainly by project developers, as 
outlined by participants 1 and 5. This approach has also proved its validity for valuating portfolios 
of projects in the developing stage (participant 1). 
In addition to the stated criteria about similarity or equality (section 2.4.2.3) in order to be able to 
apply multiples, the affiliation to a peer group in RES-E investments is also defined by the applied 
technology, as pointed out by participant 12. In addition to the usually applied multiples found in 
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valuation, RES-E project-specific multiples are applied (Table 28), as explicitly reported by 
participant 15. 
Table 28: Different multiples applied in screening/benchmarking RES-E investment projects in 
valuation processes. 
Enterprise value multiple 
Paid price for equity 
multiple 
Cost (OPEX) multiple Earnings multiple 
Enterprise value per capacity 
Paid price for equity per 
capacity  
Costs per capacity Earnings per capacity 
Enterprise value per annual 
production 
Paid price for equity per 
annual production 
  
Enterprise value per annual 
earnings  
Paid price for equity per 
annual earnings  
  
 
Paid price for equity per 
EBIT 
  
 
Paid price for equity per 
annual cash FTE 
  
 
 Payback Period Approach  
In the case of the PB, which some participants also called the repayment period, almost half of the 
participants applied either the non-discounted (PB) or a discounted version (DPB) in the investment 
scenarios, while the latter DPB method was only applied by participant 5, who preferred the DPB 
to the PB. Moreover, the PB was specifically used by some participants (3, 4, and 10) within riskier 
environments, such as for countries considered as riskier. As participant 3 noted, 
[applying] the payback period is then interesting when entering in real riskier countries […]. 
Some funds for retail clients apply the PB to minimise the risk as much as possible, as observed 
by participant 12. In addition, participant 7 noted that the PB is also applied for comparison reasons 
with the FiT period, determining a higher project risk if the PB is longer than the FiT period—a 
measure also applied by some banks. Moreover, participant 9 viewed the PB method as a particular 
measure to evaluate the downside risk and subsequently to focus on the downside protection of 
RES-E investments. 
These findings supported the advantages of the PB method, as propagated within the literature 
(section 2.4.2.3), such as its simplicity and focus for the minimum time possible to recover its initial 
investment and subsequently its concentration on risk in the period until the investment recovery. 
 
 Judgmental Approaches in Capital Budgeting 
In addition to the numerical valuation approaches described in the previous sections, a wide variety 
of specific judgmental valuation approaches and considerations were considered (Appendix 11 
Table 63). They were applied complementary to the numerical approaches and never as sole 
approaches, as demonstrated by comparing the findings about applying judgement assessments 
(Appendix 11 Table 63, no. 01.1) and the applied numerical methods above in section 5.3.3 
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(Appendix 11 Table 62, no. 01.1) by the same participants. These judgemental approaches 
consider the assessment of specific factors that are difficult to assess using numerical methods. 
The section begins with two areas with a broader view of the topic (sections 5.3.4.1 and 5.3.4.2), 
before diving deeper into the field by focusing on the reported relevant factors for the valuation of 
RES-E investments (sections 5.3.4.3 and 5.3.4.4), as summarised in a concept map (Figure 48). 
In addition to covering these topics, a subsequent section below (section 5.3.7) discusses additional 
external and internal influencing factors that affect both numerical and judgmental valuation 
approaches. They are not directly and explicitly considered in valuation; however, they rather 
implicitly impact valuation approaches. 
Figure 48: Concept map about applied judgmental approaches in valuation processes. 
 
 Evidence for Judgmental Assessments in RES-E Valuation 
Almost all participants explicitly reported that they apply a judgmental assessment in the valuation 
of RES-E investments. Participant 12 outlined its necessity and the apparent appearance of the 
gap between theory and practice: 
I would say, at the end, it is always the same subject within valuation that you have to weigh 
simply between the scientific theory and the daily common practice. This is a bit of the trade-
off you have to find there, I say, because the theory is true in theory and in practice; however, 
you often have constraints that cannot be expressed in a formula, as one would like. 
[…] for example, in the case of uncertainty calculations, I say, especially in the case of wind 
reports, for example, one is […] very much in the hands of the experts and it would perhaps 
not be wrong to incorporate some personal experiences in the assessment of results of the 
resource assessment experts. 
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[…] In particular, if I have now already one or more projects in one region and know the 
operating data, then I would orient myself, for example, there to evaluate whether the results 
from the reports seem plausible for a neighbouring project or not. 
Participant 7 highlighted the importance of considering both numerical as well as judgmental 
valuation results: 
[…] there are soft facts, but I believe […] many hide behind the numbers, which are also easy 
to present and communicate; but actually these soft facts or these things you know of the 
market [for example], this is a good project developer, this one always takes the old machines, 
this one has a problem with the performance, or this one is bad in operation and 
maintenance… [all] these [mentioned points] are difficult to quantify, but these are actually—
I believe—the points that must be observed. 
However, most of the participants did not apply any specific methodological approach for the 
judgmental assessment of certain components within the valuation of RES-E investments, as 
specifically outlined by participants 9 and 10. One participant (participant 8) applied a specific risk 
screening/scoring model that also includes the assessment of qualitative factors, specifically 
designed with the support of academic risk experts (section 5.3.6.4). Participant 6 applied a scoring 
method with a range from 1 (best in class) to 3 (worst in class) to evaluate the provided investment 
scenarios, including judgmental considerations. Another method for qualitatively assessing factors 
was reported by participant 2 below (section 5.3.4.2) with regard to the DD processes. 
All other participants discussed internally specific key features and risk components in rather 
informal evaluation processes, such as discussions with internal experienced professionals, 
external advisors and with senior managers (see also participant 9’s explanations in section 
5.3.4.3), in which gut feelings and emotional experiences also come into consideration, as noted 
with the example of participant 9: 
[…] then there are qualitative elements that we look at, for example […] counterparties, […] 
the location, maybe even regulatory political risk, simply less quantitative elements rather 
than credit risk analysis […] 
or participant 15: 
[…] the project has to fit very well and we also have to come to the conclusion […] intuitively 
that we think that there could be an upside. (see also section 5.3.5.5) 
 Due Diligence and Transaction Processes 
Valuation processes cannot be separated from DD and transaction processes, which are based on 
valuation results. As the QUAN results demonstrated (section 5.2.2.2), all participants perform DDs 
to evaluate the project in detail for key components. Such DDs frequently reveal findings that must 
be evaluated judgmentally.  
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Participant 11 made it clear that for a final valuation and comprehensive assessment of a targeted 
investment project, the results of the performed and project-specific DD must be available, and 
apart from the financial numerical assessment, one must be able to qualitatively grasp the 
challenges of the investment.  
Apart from the financial summary, I would like to receive a summarised legal, fiscal, 
operational, and financial DD report in order to simply get a qualitative feel for what are 
actually the challenges of these wind parks. 
For discussing findings from a DD process, participant 2 mentioned the so-called ‘what-if 
discussion’ techniques, which provide an interesting concept to approach findings with rather 
qualitative characteristic, and which cannot be incorporated and assessed numerically in traditional 
valuation models. As such, many issues found in a DD process can be approached with 
[…] the question: ‘What if ...?’ […] So, what happens if we have a technical problem in the 
facility? Okay, then we have a two-year warranty period within an EPC contract with a 
provisional acceptance […]. So then, ‘Okay, what would happen if we had a systematic 
problem or systemic problem after that?’ Okay, then that would happen then, then, and then. 
Okay, in an insurance case, it would pass as follows. So, these are really things that are 
discussed, at least qualitatively. 
In addition, the amount of past experience of sellers or acquirers in RES-E investment transactions 
in general (participants 4 and 13) and between sellers and acquirers from previous mutual 
transactions, and their grade of satisfaction (participant 6) were considered to be crucial for new 
transactions, being evaluated from a qualitative point of view. Participant 13 outlined the importance 
of past experience of the transaction parties as follows: 
[…] who is […] the seller, what kind of transactions has he done so far? Of course, we listen 
to the market regarding whether he has broken up any transactions […] because something 
does not fit him or whether he sets up a term sheet and then he pulls that through. These are 
also within the scope of investment and of course also considerations in order to estimate the 
cost of an investment […]. It does not help me if I start an idea 15 times and I do not get there 
14 times. That makes no sense. This means, of course, we are looking at who is, so to speak, 
the one who offers us the project. Or the other way around, who buys the project from us […]. 
In addition, participant 9 confirmed the importance of profound transaction experience of the parties 
involved in transactions to keep the transactions and the ensuing structuring costs low by noting 
that 
Others are very inexperienced and try to sell projects, which first of all one has to be optimised 
[…] in order to be able to acquire them at all. […] Or needs a lot of efforts in post-transaction 
optimisation.  
[…] so, one [topic] is the structuring, the other one is the counterparty and its professionalism 
in the sense of transaction experience. There are utilities that are now beginning to divest 
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their large portfolios. They have developed a lot, but they have hardly sold anything, and 
since you realise that much […] more effort is required to get through a transaction from the 
DD, i.e., documentation security, documentation standardisation, and then the required 
experience in transaction, the knowledge of structures, and so on. 
As already mentioned above in section 5.3.1, several participants considered the probability of 
investment success to be an essential piece of qualitative information in performing transactions, 
also with regard to the spent transaction costs, which run the risk of being laid out in vain in the 
case of lost selling and/or acquisition negotiations. Participant 8, however, considered the 
differences between the provided probabilities of investment success for each of three investment 
scenarios as too small (around 10%) to be considered relevant for taking them into the judgmental 
assessment; larger differences would be relevant. In addition, participant 11 pointed out that the 
relevance of having the information about 
[…] the probability of the investment success […] depends a bit on how many transactions I 
make in parallel […] If I have the capacity to work and say I want to build a portfolio, and I 
have enough human resources, I would put my colleagues on all the processes, regardless 
of their success, because I would say if they were not on the processes, then the colleagues 
would sit around and learn nothing. And even if they pay the project by paying the personnel 
costs anyway, yes, even if the project does not turn out to be successful, I have learned 
something from the mere participation and working with the project for myself as a team in 
the future. […] I say, […] the question is ultimately […] how good or bad I am internally placed 
with my resources. 
 Key Characteristics of RES-E Projects 
This section discusses, in detail, the additional key features of the RES-E projects that were 
evaluated in the above-mentioned DD processes. 
A key feature in RES-E projects is the quality of the available resource at the site of the planned or 
operating power plant, which is also frequently assessed with judgmental approaches, apart from 
the applied statistical resource analysis. This involves the assessment of the involved external 
experts—who, for example, assess the available resources—based on the investor’s personal past 
experience with the specific expert (and not only the involved company) and the expert’s reputation 
to provide top-quality work (participant 12 and 9). 
In addition to the provided resource assessment, the attractiveness of the production site itself and 
the applied technology is evaluated in terms of grid access, hub heights, full load hours, and suitable 
technology. Having said that, participant 8 pointed out the significance of performing an 
attractiveness rating—in addition to the above-mentioned risk screening/scoring model—for the 
location of an RES-E power plant, for the example considering the hub heights for onshore wind 
farms: 
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And in addition […], of course, we […] look at our assumptions about profitability, apart from 
the expert opinion [of the wind assessor], and we are fairly convinced that we have the higher 
yield security and probability, the higher the turbines [i.e., the hub heights] are. That is why, 
from today's point of view, and this is still very common in France, for example, we would 
always put a minus point [in the rating] for a hub height of 98 meters. […] Because we see 
that the closer to the ground, the more questionable is the actual amount of production. So, 
the higher I can go, whether 137 or 141 meters is not so the difference, but the higher, the 
better actually. 
Participant 9 added that certain types of technologies from various suppliers are better in certain 
areas than others, as technical experts pointed out based on their past experience: 
We have already analysed this by wind experts and […] from technical experts: certain turbine 
technologies are very reliable in certain areas, in others not. So, at high temperatures and 
low temperatures, for example, there are differences. 
Furthermore, the evaluation of the production site attractiveness was key to defining its potential to 
secure the site for future projects, i.e., its repowering potential (participant 4). 
Experience at the site of production has a major influence on valuation due to significantly 
decreasing the project uncertainty, as participant 13 outlined:  
If we have the experience [from the production site], especially from the wind data […], we 
buy less the pig in the poke as if I have a completely new location—maybe even with new 
machines. 
This could eventually either decrease the required return rate (lower risk) or reduce the considered 
production amount. 
 
The quality of the service providers, particularly the maintenance service providers (operation and 
maintenance, O&M) and technical manager, including the quality of the involved persons, for 
example, the involved technical service team at the production site, is key for the success of RES-
E projects. As such, an appropriate evaluation of the counterpart risk of the involved service 
providers (participant 5), the experiences of the service providers (participant 12), and specifically 
of the technology providers (participant 9) is crucial. Participant 10 described the necessary 
judgmental assessment in valuation with regard to full O&M contracts as follows: 
There is a qualitative point [of discussion] for the entire full maintenance contracts. The 
question is: Who provides these full maintenance contracts? Is that someone who is reliable? 
[…. For example,] a 15-year long, full maintenance contract by someone who is almost 
bankrupt is not beneficial for me. 
Participant 11 added, in the same sense, 
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What might be interesting […] if I analyse the contracts is the performance of a few market 
benchmarks [about the provided] O&M contract, whether it is now really expensive or cheap. 
[…] And then, again, this coincides with a question: What do I get for my money at all? [In 
answering this question,] I would say that there is always a qualitative assessment involved 
[…] 
After evaluating the provided investment scenarios (section 5.3.1), participant 5 outlined his 
additional focus on qualitative points in addition to the provided quantitative results: 
So, if I would buy, I would probably show quite an interest in qualitative matters, in the sense 
of […] how well are the engines, how well are the contracting parties […] But with regard to 
the numbers, I think there is actually everything provided [in the investment scenarios]. 
When taking investment decisions about RES-E investments and trying to consider judgmental 
assessments in addition to quantitative results, participants 11 pointed out his dilemma: 
[…] I do not have the qualitative information to tell me about the quality of the contracts and 
above all about the quality of the people who are to carry out these contracts. 
and 
[…] I mean, the real difficult question is: Would that be a deal breaker for me? […] 
Many offered investments in the RES-E sector are turn-key-transactions with no possibility anymore 
to change the provided service contracts (participant 11). So, an issue found in the DD process in 
such a project stage with regard to the service providers results either in a deal breaking or in 
disregard of the issue, since adjustments within the conditions of the signed contracts are almost 
impossible. 
 
In addition to the more quantitative characteristics of countries’ credit risk ratings (participant 9), the 
country and regulatory risk are often assessed using qualitative approaches for valuation purposes, 
as explicitly reported by three participants. Such judgmental assessments are often performed 
based on internal discussions within the investment team, including a subsequent, final discussion 
with a senior manager and/or a senior investment board to reach a final estimate, as explained by 
participant 9: 
So, for example, Turkey would be a classic example where one must immediately speak of 
an increased political risk, regulatory risk. […] This is then analysed qualitatively, on the one 
hand, internally in the team, and on the other hand with the CIO, […] and if one is already 
well advanced, also with the investment committee. 
For confidentiality reasons, no additional detailed insights into such processes could be collected. 
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The discussion of the financial structure could only be analysed by discussing the investment 
scenarios. Participant 3 revealed that a high project return rate and low leverage are more attractive 
due to lower financial risk by making the whole project safer: 
In principle, I find it good if the investment has a high project return, meaning a project IRR, 
and a low leverage, because these alone make the investment safer. 
 Synergies, Upside Potential, Existing Portfolio, and Diversification 
In addition to quantitatively assessing synergy effects within possible investment scenarios (section 
5.3.1), there are often other synergy effects that cannot be directly assessed numerically. 
The findings of the qualitative analysis demonstrated that many participants considered synergies 
in valuation from a qualitative perspective rather than a numerical calculation.  
The focus on judgmental approaches in valuation processes in the case of analysing synergies was 
outlined by participant 2, starting already during the object scouting process, when evaluating 
possible investment targets. In particular, he mentioned synergy possibilities regarding regional 
proximity and access to the investment, as well as existing experience with the counterparty in the 
transaction, the manufacturer of the engine, and the engine type in order to utilise economies of 
scale to receive better conditions of suppliers: 
[Considering possible synergies] is, however, always considered only qualitatively. […] I say, 
‘Look, dear investor, you have an investment here […], we can open the door to a possible 
investment very close [to your existing investment], this is the same seller or that is the same 
O&M provider or that is the same turbine.’ […] 
Having a critical mass of investments in a certain country also means I can play with a certain 
volume effect, even if it is only regarding administration. So, if you manage seven SPVs in 
Germany, you usually get better conditions with an accountant and tax consultant than if you 
only have one. 
Participant 7 confirmed this approach of considering synergies in terms of operating regional 
clusters of RES-E projects. He particularly mentioned this judgmental assessment within object 
scouting or screening processes for possible investment targets: 
However, there are also synergy effects of clustering if one has several projects […] in one 
place […]. I believe that this is taken into account and analysed in the screening process, but 
I would say, we are not on the level that we have now already formally standardised [this 
approach]. 
In contrast to these judgmental approaches, participant 9 noted that he includes synergies in his 
valuation only if they are concrete and can be quantified for numerical valuation approaches: 
So, for example, when I see I'm in the middle of a transaction and […] I see yet another project 
in the same country [and] that I could make with the same transaction team much cheaper. 
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[…] I agree. […] Or when […] I can just close the insurance over both [projects] or make a 
grid access for both projects, then I can imagine that. [It is, however,] very project specific. 
Using the synergy effect by concentrating volumes, clustering and economies of scale effects, and 
risk reduction by diversification, should not be ignored, as several participants mentioned. In saying 
that, participant 1 pointed out the trade-off between i) a high diversification from a technology point 
of view in a portfolio with advantages of decreasing technological risk and ii) focusing on one or a 
small number of technology providers to use synergies, for example, to be able to improve the 
conditions with operation and maintenance service providers due to a larger portfolio: 
And so that spread in the portfolio could already have some advantages. […] And perhaps 
also purely technology-specific, that all engines from different manufacturers have at the 
same time a problem and have to be repaired is less likely than if you only have a single 
engine type in the portfolio. […] On the other hand, you also have to consider the scaling 
effects [within this perspective]. If we have, for example, […] all wind turbines from the same 
manufacturer and we also have the same service provider, we can possibly achieve better 
conditions over a larger portfolio. So, there are pro and contra arguments for something like 
that. 
An existing portfolio has various influences within valuation, including how risk is considered for an 
additional risky project, how the corresponding mitigation of such a risk is performed, and how risk 
is consequently valued (participant 14), and including the possibility of lowering return requirement 
rates for an additional project particularly suited for the portfolio (participant 15, section 5.3.5.5), for 
instance, with the potential to optimise diversification, as participant 16 outlined: 
We have an asset [in our portfolio] that has offsetting effects [and which is] actually very 
interesting for hedging [purposes…] 
 
Almost half of the participants considered the upside potentials or future opportunities in valuation, 
but in different contexts and to varying extents. The findings demonstrated that they are all based 
on judgmental assessments and not on profound numerical analysis. The topics around 
opportunities are, for instance, about handling dismantling costs after the end of the RES-E projects 
and corresponding reserves in valuation approaches, repowering potential, partnerships, and future 
renegotiations of operating and maintenance contracts. 
The consideration of future opportunities with local partners within valuation approaches were key 
for participant 14, who did not provide additional details about how the valuation process is affected: 
So, the subject of partnerships is extremely important to us. As a municipal utility, cooperation 
with municipalities, with municipal partners, is essential, and the opportunities that can arise 
from this cooperation over the next 20, 30, 40 years are, of course, decisive for today's 
decisions. [It is really about] a bond, a long-term partnership. 
Results and Findings   229 
 
Participant 15 stated that certain upside potentials, such as decreasing operating costs due to 
renegotiation of maintenance contracts, should not be considered in the cash flows. He made it 
clear that each project should be valued based on the same assumptions to ensure the 
comparability of previous and future as well as alternative or mutually exclusive investments. 
However, such opportunities could be considered by decreasing the applied discount rate, if 
necessary, since the risk of, for example, increased costs is lower in the future. 
This is […] a risk to say, […] we simply assume that we will negotiate the [maintenance costs] 
30% deeper in five years […] So, I think it would be a dishonest view. So, I think it's more 
honest to say we're changing something at the discount rate, we're going down here because 
we actually have less risk in the years to come […] than saying somehow […] in five years 30% 
less maintenance costs or [alternatively] any high market prices [for the electricity sale]. […] 
So, this would somehow be a hidden approach, to say, we optimise the system. This can be 
done, but I do not really approve that […]. So, it would be better to always apply the same 
assumptions, as standard, do not assume something which we cannot know today, and then 
be honest and say this project interests us, fits well into the portfolio […], the numbers are more 
or less fine, and then decide that we decrease the discount rate. […] this [approach] is really 
applied as such. 
Taking a cautious approach in doing business (in German, ‘im Sinne des vorsichtigen Kaufmanns’), 
participant 12 took into account certain future opportunities in valuation approaches only when 
comparing different projects that have quantitatively the same or similar valuation results in the 
base case. Such considerations are only done from a qualitative point of view: 
[Opportunities are considered] rather on the qualitative side than on the quantitative side, 
that is, as a cautious merchant, as one says so beautifully in the German law, would always 
rather consider a worst case or [at least] an average [base] case. […]  
And then use potential upside only for comparison [reasons], and if I now say, I have two 
projects that are quantitatively the same or more or less the same, then I would just consider 
a potential upside on the so-called investment decision level. However, I would not say now, 
if I have two projects […] I would not prefer the project where I see an upside potential but 
which is worse in the base case than the other project. 
Most participants considered the valuation of projects from a stand-alone perspective (Appendix 11 
Table 63). While this is a riskless approach, potential valuable investments can be missed (section 
2.3.3.2). However, some participants began to think about what influence the new investment target 
could have on the existing portfolio, as participant 15 outlined (sections 5.3.5.5 and 5.3.1). 
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 Cost of Capital Approaches 
Since CoC approaches are some of the main input parameters of DCF-based methods, the findings 
those approaches and setting discount rates are presented in this section (Appendix 11 Table 64). 
 Discount rates 
The discount rates represent the required returns on investments or CoC requirements, or in the 
words of participant 9: 
[…] the discount rate is supposed to say: ‘What else could I earn with the money now?’. 
In more detail, according to participant 5, discount rates are indicators of the anticipated risk—and 
at least in theory, as participant 6 pointed out. However, they are compromised by the current 
market conditions and missing attractive, alternative risk-return-balanced investments. In reply to 
the question of whether discount rates are indicators of the anticipated risk, participant 6 answered, 
This is supposed to be the case in theory. […] In my opinion, however, it is not because the 
risks involved differ in no way, i.e., not significantly between the individual projects, but I 
believe that the return on equity is driven by more liquidity, […] investment pressure, and 
[missing…] alternative investments in the market. They know that through the feed-in tariffs 
and all the long-term contracts, the project is actually made very, very rigid—the wind is 
almost the only risk of what is going on in this business or with this project when they buy it 
turn-key. 
Furthermore, discount rates are, at the same time, indicators of the current market prices for specific 
project classes regarding the technology, project stage, and investing country, among other things, 
as outlined by participant 2: 
So, we see that the discount rates actually correspond to the market prices. Yes, projects for 
an IRR of X percent in France, wind, operating project, new project, et cetera. […] So, it is a 
market price indicator, which is subject to a momentum and to which the investors actually 
have to adjust accordingly each year. 
As already stated above in section 5.3.3.3, an absolutely essential point in valuation is that the 
discount rate matches the considered cash flow stream levels. However, this is not always 
consistently applied, according to participant 11: 
[…] I mean the most essential point [...] is actually the link between the risk of cash flow and 
the risk of choosing risk premium in discounting. And in my opinion, in practice, apples and 
pears are often compared […]. 
Participant 6 explained that the dynamic between the uncertainty level of the cash flows in terms of 
P value and return rate is currently presented well when looking at the prevailing investment 
pressure, while both parts are under pressure, as is again discussed in section 5.3.7.3:  
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[…] in the past years, I had taken P65 or P75 as the banking case and P65 rather the 
investor case. And now it seems to be not just in terms of the [lowering] equity requirements, 
but also in terms of the so-to-speak ‘What security does my cash flow take into account?’ 
[i.e., also lower security] be shown how much pressure the investors have. 
 Equity and/or Total CoC (Project Return Rate) 
The theoretical foundation for this section is mainly provided in sections 2.3.2 (leverage as risk 
component), 2.4.1.3 (project financing as typical financing policy of RES-E projects), and 2.4.2.2 
(the distinction between the equity return and project return rates).  
The equity return rate was more or less considered by all participants. However, there were various 
differences in how they apply it and how its relevance is considered. Within this context, the 
discussion about the investment scenarios becomes relevant because certain considerations were 
revealed only when comparing and discussing the provided projects and their valuation key figures 
(marked with an asterisk * in Appendix 11, Table 64). 
For the project developers, the equity return rate was clearly the most important CoC approach. As 
discussed before in section 5.3.3.2, they applied it particularly for transaction purposes. Project 
return rates do not provide them additional benefits, since they do not compare the projects or the 
provided offers based on project return rates. This focus of project developers on equity return rates 
was clearly illustrated with the statement of participant 6: that based on the potential acquirers’ 
offered prices, an implicit equity return rate is calculated by always normalising the valuation to a 
20-year valuation period—even if the valuation period has been increased. This enables a long-
term comparison for all projects sold or to be sold, ensuring consistency and precluding systematic 
valuation failures. 
We do this in such a way that we precisely cut our investment horizons on these 20 years 
and then calculate our implicit return on equity from the prices that the investor gives us, so 
to speak. This is what we will do, but this will not be the return on equity that the investor 
himself logically requires. […] Because he [normally] applies a much longer investment 
horizon, at least five years or more [...], but we do not need it this way because we valuate 
our [current] projects [as well as] the future projects we assess always on the investment 
horizon 20 years, […] so that we systematically do not make a mistake, but of course we 
receive a different value with this way […] 
Also, other participants (7 and 12) considered project return rates to be irrelevant when project 
financing is already established at the transaction date, since it is just as it is. As expressed by 
participant 7, the focus regarding CoC lies  
[…] just [on the] equity return rate. […] One wind farm […] could have a bad or a worse 
financing. [… and the project return rate] is just a result of it […]; but in the end, it is just about 
the equity, and we just roll over the subject of the refinancing: either we take it [i.e., financing] 
over ourselves, but then we make it before [implementing a project financing structure], or it 
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comes financed and then that is something that is given and then […] this is just being 
implemented in the valuation. 
Although the equity return rate is the essential focus of equity investors (participants 1 to 10 and 12 
to 16) and the standard approach for levered RES-E projects (participant 1), there were several 
participants who outlined the importance of valuating the whole project and not only the cost of 
equity, which is only the result of financial structuring. Two different approaches were encountered 
for how the total CoC (debt and equity)—sometimes also referred to as project return rate for RES-
E projects—is considered in valuation: the calculation of a project return rate or an implicit equity-
only return rate.  
To consider the effects of the implemented financial structure (financial leverage) and financial 
risks, the calculation of the project return rate is an established method for the valuation of RES-E 
investments (participants 2, 3 10, and 11). Participant 11, who puts the primary focus on the project 
return rate, before considering the equity return rate, provided an explanation for this while 
evaluating the three investment scenarios: 
What is my project IRR? Because the equity return does not interest me in the first step 
because this is only a question of financial structuring. But the financial structuring is actually 
not a question that is relevant to the investment decision in general but which has to be 
considered downstream […] If I have a satisfactory [project] IRR, that is, one that is higher 
than my debt interest, then I can optimise my project in the future and achieve everything that 
is there. 
An alternative approach to consider the total capital in RES-E investments is given by computing 
an implicit equity-only or all-equity return rate (or unleveraged equity return rate), which either does 
not consider any project financing at all or artificially eliminates the implemented financial structure 
(participants 8 and 12). This approach to reach a standardisation enables a comparison of RES-E 
projects without the influence of any financing structures that have currently dramatically affected 
the attractiveness of RES-E projects (in relation to equity return rates), due to the low interest rates, 
and therefore the market prices for RES-E projects. This approach replaces the need to use the 
project return rate at all. This equity-only approach was outlined by participant 8: 
And we always standardise the IRR in the analysis on an equity-only [perspective …] to sort 
out any distortions of high leverage in the consideration. 
In support of this argument, participant 12 added, 
There are [market participants] who just artificially remove the entire debt financing in their 
valuation process to compute an all-equity-approach in order to evaluate how the project 
alone presents itself. 
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The project return rate should not be mistaken with the WACC of the investing company. These 
are different with regard to CoC perspectives and follow diverging goals in handling riskiness within 
capital budgeting decisions. However, there are certain players in the RES-E investment market 
who talk about the applied WACC in valuation, which normally means the applied IRR in valuation 
or a set hurdle rate (section 5.3.5.5). In this study, the term WACC is solely used for the CoC of the 
investing company. Moreover, as outlined in section 5.3.3.3, the WACC approach for RES-E 
projects is not reasonable, since the applied return rate, the WACC, changes with each redemption 
(typically quarterly) of the senior loan. 
Having made the definitions of the terminology clear, the WACC of the investing company was 
regarded as irrelevant in the valuation of specific RES-E projects (participants 1 and 3), as 
particularly illustrated when discussing the investment scenarios with participants 1, 9, and 10. That 
means that the investor’s WACC does not provide a basis for deducing the project return rate 
(participant 10), as participant 9 pointed out in his clear statement: 
[…] certainly the company WACC—my own WACC—I do not care at all. 
However, the WACC of the investing company might be the basis for setting appropriate hurdle 
rates to provide a minimum requirement for discount or return rates to compensate for adopting 
riskier projects (sections 2.4.3.2 and 2.4.3.3). This connection between the WACC of the investing 
company and setting the hurdle rate (section 5.3.5.5) was not directly found in the interviews; it was 
only indirectly indicated within the conversations about WACC, IRR, and hurdle rates, for instance, 
with participant 10. 
 Setting Return Rates with Theoretical Concepts 
The most widely known and applied theoretical concept is the CAPM (section 2.5.1). It is the only 
theoretical CoC concept that the participants discussed in this QUAN phase. That is, more than 
half of the participants knew about and discussed the possibilities of setting return rates with the 
CAPM in RES-E investments. 
Having applied the CAPM in practice, participant 11 explained that the involved beta factors are 
always based on a margin of discretion and more or less a judgemental decision, and they are 
difficult to deduce from the financial market due to a limited number of pure-play wind energy 
projects for instance (section 2.5.2.2). The same can be stated for other type of RES-E 
technologies. 
[…] depending on where the discretion is then ultimately, is the question: How do I determine 
the beta factor? 
[…] if you look at the research of beta factors, it is simply that there are actually very few pure-
play wind energy projects [that are publicly traded], and those that [are traded publicly] often 
have low market liquidity, so the beta factor, which is actually determined there, has relatively 
limited meaningfulness.  
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There are market participants who set beta factors based on traded securities with similar risk 
profiles, known also as an indirect approach (section 2.5.2.1), such as real estate portfolio, as 
participant 11 pointed out: 
In this respect, one tries to get close to the topic, I say times, comparable risk profile, by 
saying, for example, […] then I take for the sake of comparison similar kinds that belong to 
this industry. There are also approaches that say I compare them with real estate portfolios 
[…], since there are also stable cash flows involved […]. 
However, according participant 11’s experience, the CAPM and estimating beta factors were 
seldom applied to RES-E investments, in contrast to their main application purpose in performing 
impairment tests for developed and acquired RES-E projects: 
[Setting discount rates with the CAPM and beta factor] is only applied for impairment tests, 
but not encountered for transactions […] 
As an alternative approach, participant 11 stated that information can directly be collected from the 
market to estimate the appropriate discount rate 
[…] on current information. So, you always hear something what is happening something in 
the market. 
 
Also, project developers have a profound knowledge of the CAPM concept as well as its possibilities 
and restrictions. However, for RES-E investments, they (participants 1, 5, 6, and 12) did not 
consider it as relevant for the reasons mentioned next. Participant 1 explained that project 
developers do not apply the CAPM due to its reference to the financial market and the project 
developers’ restricted grade of access to the capital market. The CAPM is rather applied by financial 
investors and utilities. 
[…] a classic CAPM approach [is not applied by project developers]. […] this is partly due to 
the fact that the project developers themselves have limited access to the capital market. […] 
and therefore, must take what the investors/buyers are willing to pay. […] 
And as a result, they [i.e., investors/buyers] naturally have a return expectation, which 
consists of their funding or an internal investment guideline. I think that there is also a 
difference in financial investors and energy utilities […] having a treasury and a financial 
system that are able to procure capital on the market and then define internally an appropriate 
hurdle rate. 
The CAPM is a rather theoretical concept, and it has not proved its worth in RES-E investment 
practices, as noted by participant 12. This was supported by participant 5, who noted that, in 
general, the CAPM is not a useful concept for RES-E investments, since in the case of RES-E 
projects with no correlation to markets (i.e., with only FiT), the involved beta factor cannot be 
applied.  
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So we are not now using a CAPM […] let's take the simple case of a project, having to 
consider only a FiT in the project’s valuation—for example—without any market prices and 
hence no market correlation, then we would have to say at the CAPM: ‘Yes, my beta is then 
probably zero, and then it becomes a fairly risk-free interest rate.’ Even if we encounter 
declining yield claims at the moment, no one would accept the approach of uncorrelated 
economic risk and therefore set a zero. That would theoretically have to be done according 
to [the] CAPM. 
In comparison, participant 6 arrived at the same conclusion and also refrained from applying the 
CAPM in setting discount rates within RES-E project investments, since the CAPM ignores 
unsystematic risks to which the main risk within RES-E project investments belongs, namely the 
volume-related weather risk (for example, wind, sun, and hydro). According to participant 6, there 
is the necessity to think about an alternative model that considers relevant unsystematic risk, which 
is normally ignored in the CAPM (section 2.5.1): 
[the wind risk, an unsystematic risk,] will not be remunerated […], which should lead to the 
fact that you should actually discount with a risk-free interest rate, but we know that it does 
not happen. […] Actually, it needs [an] alternative, let's say, approach, if not models, to 
somehow, let's say, deduce adequate risk rates. 
This also means that the CAPM concept becomes more relevant again only for RES-E projects 
with more market correlation. For example, for RES-E projects at a later operating stage, with the 
end of the FiT period and more mergent risk as well as lower uncertainties of wind resources due 
to a many-year-long production experience (section 5.3.5.7). 
Therefore, participants 5 and 6 focused more on approaches with market sounding for projects with 
FiT (section 5.3.5.4). 
 Setting Return Rates with Market Sounding 
According to the majority of the participants, setting return rates cannot be done solely internally 
within companies and in absolute isolation. It is a process based on a clear understanding of the 
market and its dynamics, driven by market competition and in close exchange with many different 
market participants on the seller and acquisition sides. However, the participants reported different 
approaches and nuances regarding how market information is deployed to set required and optimal 
return rates. 
Project developers set required return rates based on performing specific market sounding to collect 
the required return rates of potential investors (participants 5 and 6) or to collect data from previous, 
periodical project divestment tenders (participant 6). Participants 1 and 12, who now work as 
consultants but have many years of experience as employees of project developers, also apply the 
survey-based market sounding approach, as participant 1 summarised as follows: 
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They ask the market what they would be willing to pay and at what prices they would be 
prepared to make an investment, and after several surveys, they would have a kind of market 
consensus or market sentiment to know what is the rough cost of equity […]. 
In addition, participant 6, who is employed at a project developer, provided insights into the 
transaction-based market sounding approach: 
By selling projects on a regular basis, we can, so to speak, calculate [discount rates] implicitly 
from the investors' feedback on prices. […] we compare the offers, the hard numbers, so then 
we can say, okay, […] the prices were suddenly so much higher and that is not only with the 
one project, but that has been found in the last three projects. 
As such, project developers do not base their required return rates on theoretical concepts, as 
participant 1 explained. In addition, project developers do not set return rates and apply IRRs as 
capital budgeting techniques for their own internal purpose, as participant 5 elaborated. They are 
only applied for transaction purposes to have the same communication bases as the acquirers (see 
section 5.3.3.2). 
On the acquisition side, institutional investors also set the required return rates in relation to the 
market conditions. This process starts by evaluating past transactions, particularly those where 
offers have been submitted and combined—where necessary—with an interactive process 
between investors and market conditions to align return rate expectations, if possible (participant 
8). Similarly, other market participants apply a benchmarking analysis based on the many, 
previously screened projects with similar characteristics to those of the new project (participant 9). 
Funds often seem to apply the exit strategy approach in setting return rates. This approach is also 
based on a thorough understanding of this specific market, as participant 3 clearly explained: 
Important is that a project can be resold from my point of view, and it does not matter whether 
I am the final operator or not, but I must valuate the project so that I could sell it if I wanted 
to. And therefore, I need to know what the market offers and then adjust the discount rate 
again. […] I do not want to make it specific to the company now, but in principle [..] I'd just 
use a rating or an IRR where I know if I wanted I could sell it again. […] It is important […] to 
know: ‘What does the market offer? At what discount rate can I resell it or at what price can I 
resell it?’ 
Such an exit strategy approach in setting return rates can be found in similar variations within many 
funds that either have a fixed life span or have to be flexible enough if some of their investors 
withdraw their money. These considerations were encountered in utilities or in investor types. 
Another market sounding approach in order to define an RADR was explained by participant 12, as 
outlined below in section 5.3.5.6. 
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 Hurdle Rates 
A hurdle rate is stated to be either a minimum discount rate for future acquisitions or a 
benchmarking or reference value for the applied discount rate (Appendix 11, Table 64). Following 
an IRR approach, this calculated IRR is compared to the set hurdle rate, whereas in the case of an 
NPV approach, for example, for impairment tests, the hurdle rate is applied as a discount rate. As 
a foundation, valuation input data must be standardised to enable a consistent comparison (section 
5.3.2). There were various companies that set hurdle rates for different company divisions 
(participants 1, 3, 9, and 11) and only one company that did not define hurdle rates, but defined the 
RADR, which considers project-specific risk components (participant 9) (section 5.3.5.6). Moreover, 
some participants reported the application of both (participants 7 and 12).  
The IRR-hurdle-rate comparison approach is also useful for computing different valuation 
scenarios, as participant 9 pointed out: 
I have a hurdle rate, and I'm looking for an IRR that is higher than the hurdle rate—and then 
I also evaluate how IRR behaves in different scenarios [in relation to the hurdle rate]. 
In any case, setting specific hurdle rates and adhering to them is a topic almost solely considered 
by investors (participants 1, 3, 8, 9, 11, 12, 15, and 16), and rather not for those who only sell RES-
E projects. Having said that, in general, setting hurdle rates is irrelevant for project developers, 
since the use of return rates is only a tool to communicate with potential acquirers, as outlined by 
participants 5 and 6. That is, the majority of the participants involved in acquisitions reported the 
application of hurdle rates.  
One participant (no. 8) did not use the term ‘hurdle rate’. However, similarly, the fund manager 
talked about specific return rate requirements set in relation to specific technologies and markets 
that are defined by the fund’s investors. This can also be regarded as a sort of hurdle rate in the 
wider sense, since the set return rates are applied to a group of investment objects and not only to 
one specific project. 
However, hurdle rates must not be understood as a hard cut-off line that is absolutely set in stone, 
as outlined by several participants. Participant 9 pointed out that there are circumstance in which 
to go lower than the set hurdle rate if specific arguments for having considerable low project risks 
can be presented: 
[..] if you want to go below this, you must be able to justify it well. It can be that there is a great 
and nice project with an extremely stable developer, super technology, and so on in a market 
that one typically classifies as rather risky. […] And then you can argue that […] the risk 
[involved in the project] is closer to a market that we typically classify as less risky. 
This approach was also explained by participant 15, who stressed the application of professional 
experiences and judgmental consideration within the valuation, in addition to quantifiable facts, as 
an advantage to the existing portfolio (section 5.3.4.4), such as less risk in the future and possible 
opportunities: 
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The project has to fit very well and we also have to come to the conclusion […] intuitively we 
think that there might be an upside. So maybe not only from the point of feelings, but we also 
really consider that […] from [a] regional point of view, for example, from the perspective of 
market value factors. 
As already elaborated as advantages for the IRR method, compared to the NPV approach in section 
5.3.3.2, the applied discount rate, the equity IRR, is the optimal parameter to be used for 
comparison with the set hurdle rate, as several participants reported. Comparing the expected 
equity return to the set hurdle rate was also applied by participant 11, even if he focused the 
valuation primarily on the project return rate.  
Having said that, participant 3 outlined the applied approach for making a positive investment 
decision as follows:  
For me [it] is in principle the crucial point: the comparison […] of the hurdle rate, which we 
have talked about at the beginning, to [the] equity IRR or equity return rate. So, I check if the 
equity IRR is bigger than my hurdle rate. 
There was consensus within the group of participants who reported on how to apply hurdle rates in 
that they set the benchmark or the minimum rate to be compared with the equity return rate or 
equity IRR, and not the project return rate. However, the application of investment scenarios 
revealed that the project return rates are also sometimes compared to the set hurdle rates, in 
addition to the equity return rates, as participant 3 demonstrated. 
Moreover, it can occur that hurdle rates are undercut due to the current competitive market 
conditions, i.e., some investors, particularly newcomers in the RES-E market, consider hurdle rates 
less and/or do not comply with them, in order to be able to acquire projects, as participant 11 
outlined: 
So I feel as tight as the goods are, yes, that people are very flexible with their hurdle rates 
[…] Just as for the first investments, many people—let me say it like that—are willing to pay 
entrance fees, […] in order to be able to acquire a wind farm in the first place because they 
are, of course, not taken seriously as bidders within a transaction if they do not have wind 
farms at all, […] therefore specifically young bidders, young funds are ready at the beginning 
to very much concessions. 
Sellers certainly take advantage of these behaviours and dynamics in the current sellers’ market 
condition, making the prospect of acquiring decent, risk-return-balanced projects difficult, 
particularly in the current situation of having a sellers’ market (see section 5.3.7.6). 
However, there are market participants who do not seem to apply hurdle rates. Apart from the 
above-mentioned project developers who consider hurdle rates to be irrelevant, another possible 
explanation was found in funding capital. Participant 1 noted the relation between companies 
funding themselves on the financial market and setting hurdle rates: 
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If you are in a company that funds itself on the financial market, then you would define a 
hurdle rate internally for different business units, also for renewables, and would then have a 
requirement that would somehow be justified on the basis of market input data. 
The presented reasons for applying or considering hurdle rates or not are summarised in Figure 
49. 
Figure 49: Reasons for and against applying/considering hurdle rates (PD: project developers). 
 
Several participants reported having different hurdle rates, one for each country, technology, and 
some even by project stages. Additionally, two participants stated that they apply only one hurdle 
rate, while one of them said he was just working on distinguishing them in separate hurdle rates.  
Setting the hurdle rates is based on the discussion about setting discount rates, either with the help 
of theoretical concepts or by performing a market sounding (sections 5.3.5.3 and 5.3.5.4). Another 
approach was added by participant 13, who stated that his applied single hurdle rate is based on 
the issued corporate bond. 
 Risk-Adjusted Discount Rate 
The RADR was widely discussed in the literature (section 2.4.4.1). In accordance with the results 
of the QUAN phase, it is less often applied in RES-E investment valuation than the hurdle rate 
concept. However, the findings of the QUAL phase only presented three participants who applied 
and suggested the RADR: two of them apply it as a supplement to the set hurdle rates (participants 
7 and 12), and one applied it solely (participant 9) and stated: 
We look at regulatory risk in the sense of a credit risk analysis. So, we have a financial model 
that looks at a VaR, based on the country rating. […] 
In order to include it in the pricing […]: What is so to speak the risk-adjusted IRR on this 
project? […] We apply this for country risks, but it also goes for corporate counterparty risks 
[…], where we work with corporate PPAs [instead of lower risk FiT]. 
Participant 10 explained the application of the RADR in his own words: 
Hurdle rates applied/considered Hurdle rates not applied/considered 
Return rates not in focus (e.g. PD) 
No funding on financial market 
Funding on financial market 
Only RADR applied 
High market competition for projects 
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There are […] experienced financial investors who come predominantly from […] the financial 
world and who define, I would say, regardless of their own group WACC, an individual 
discount rate […] for the particular project. 
As elaborated in section 5.3.5.3, unsystematic risk should be considered in valuation modelling, as 
suggested by participants 5 and 6, of whom the latter went a step further and suggested considering 
adjusting valuation models to consider specific unsystematic risk components to reach an adequate 
RADR. An alternative possibility to consider specific risk components is to adjust the cash flows to 
more conservative values, as suggested by several participants (2, 4, 5, 7, 8, and 15). 
Furthermore, participant 12 explained his RADR approach, based on a market sounding and then 
adjusting the value with a specific project risk premium, which ensures both a risk-adjusted 
valuation and a market-adequate price for the project by being in close consultation with the market: 
I guess I would orientate myself to the market, which is so ‘base rate’. […] And then just add 
some extra surcharges if I see special risks or have a certain need somewhere in a particular 
project. I believe that would be the approach I would choose as a buyer, on the one hand, to 
come to projects at all and, on the other hand, also to take into account the specifics that I 
consider necessary. 
The reasons practitioners apply hurdle rates more often than the RADR were not answered in this 
phase. However, it can be speculated that hurdle rates are much simpler to define and therefore 
more suitable for practical applications, also in communicating the valuation results to the decision 
makers, and they are aligned in complying with financial market requirements. Defining solely 
project-specific discount rates for each valuated investment would be labour intensive and would 
not necessarily bring better investment success. However, applying hurdle rates in general and 
combining them with project-specific risk-adjusted return rates could be valuable. 
 Static to Dynamic Discount Rates 
As elaborated above, the static discount rate is the predominately applied method within the 
simplistic DCF-based approach (see section 5.3.3.3). However, there were indications from 
practitioners that different discount rates are applied for specific distinct periods. Participant 2 saw 
the application of different discount rates for FiT periods and the subsequent periods with only 
market prices by one of its advised investors. Similarly, participant 5 applied different discount rates 
several times for the leverage period and unleveraged period as a specific scenario analysis. This 
scenario analysis convincingly demonstrates the possibility of attracting different types of investors 
for different periods, depending on the corresponding risk involved, as the following interview 
conversation indicated: 
Participant: So, we have also looked at such an approach, but we do not use as a standard. 
This is just for playing around: ‘How does it affect the valuation?’ And then dropped it again 
because it is not that tangible. 
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Interviewer: Okay. […] then it is more likely that there is [a] higher discount rate in the first 
phase, and a lower one at the end of the project. […] 
Participant: Exactly. […], in most approaches it blurs or does not matter. But […] it is perhaps 
quite interesting to look at […] a project after x years in operation. If one believes that the 
wind can be confirmed, it could then even be sold to, for example, an all-equity investor. […] 
And when comparing the all-equity investor [to other investor types] in the very first year, he 
still has to compete with an equity investor who takes 80% of the most favourable debt and 
invests 20% equity. […] In the last 10 years, however, he is competing with someone who 
may have only 60 or 50% leverage in relation to the investment budget, and something like 
that is better if you apply the levered beta […] 
Having said that, the CAPM with a levered beta is appropriate for application to projects with wind 
or other natural resources with many-year-long production experience and hence low resource 
uncertainties. 
In addition to considering different periods within those long-term horizon projects, the relevance of 
‘duration’ as specific risk component is outlined in section 5.3.6.3. 
However, when choosing the most appropriate discount rates in relation to the involved financing 
policy, the findings demonstrated that no participant suggested using the propagated dynamic 
discount rates for different valuation periods instead of constant discount rates for the complete 
valuation period. This is contradictory to financial theory, which suggests applying a dynamic 
discount rate in the case of valuations of autonomous financed projects—in contrast to projects 
with value-oriented financing policies—to receive consistent results (section 2.4.2.1). This indicates 
a clear gap between theory and practice. This finding consequently demonstrated that the simplistic 
DCF-based approaches with a constant discount rate are clearly predominantly applied in practice. 
Moreover, none of the participants reported this point as a particular issue or discussed the 
application of constant or dynamic discount rates. 
 
 Risk Considerations in Valuation 
Considerations about how risk is handled and managed in valuation processes is discussed in this 
section (Appendix 11 Table 65). 
 Risk Mitigation 
Project standardisation influences the way in which risk is mitigated. This is also influenced by 
implementing project financing and necessary structures, as required by banks and as participant 
15 pointed out for the example of wind onshore projects, which leads to standardisation of risk 
mitigation measures: 
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[…] for wind [onshore projects], it is actually relatively clear because in the normal case the 
bank already requires a lot, for example, a full maintenance contract. […] In the normal case, 
this must exist and […] then we do not have to make more strict rules. 
As such, certain risks are then already included in valuation, particularly in the cash flows, and do 
not have to be considered separately, qualitatively, or within the discount rates (section 5.3.6.2). 
All participants implemented risk mitigation measures, mentioning various risk mitigation 
approaches, such as full-maintenance contracts, insurances, implemented managements contracts 
and surveillance and monitoring of the operation, longer periods of fixed interest rates, and debt 
reserve accounts to bridge lower liquidity periods. They also implemented a DD process, FiT in 
contrast to volatile market prices, most contracts and their costs are fixed over the whole period, 
representation and warranties in share purchase agreements (SPAs), earn-out models in SPAs to 
offset lower natural resources and subsequently purchase prices, for example, based on real yield 
assessments with production data. 
The implementation of risk mitigation measures is a particular task when negotiating the SPAs, 
including clauses about representations and warranties and specific earn-out models, in order to 
shift as much risk as possible to the counterparty in transactions, as participant 7 explained: 
Mitigating [risk in valuation and transactions] is about trying to distribute as many risks as 
possible to the seller or the counterparty, […] based on guarantees [or] earn-outs. There is a 
whole range of different possibilities which one can install in the contract. […] we place a 
great value on the design of [share purchasing] contracts, [including] reps and warrants [and] 
earn-out. This is usually a relative time-intensive topic for us. 
Risk mitigation is regarded as beneficial within projects for valuation purposes because it enables 
better planning, and it helps to decrease the complexity within valuation by providing long-term cost 
reliability for certain components, which participant 5 outlined: 
[Risk mitigation] measures, such as full maintenance contracts, have advantages and 
disadvantages for the valuation, so they make it clearly easier for the person who evaluates 
because he does not have to make an assumption, but can [just] assume a price over the 
entire term […]. 
However, risk mitigation also decreases the chance to benefit from available opportunities. 
Participant 10 pointed out that there is no scientific approach for how risk mitigation measures are 
considered in valuation approaches and risk assessments. It is probably again, to a large extent, a 
judgmental approach when considering risk mitigation and performing valuation. 
Many of the cost factors […] are anyway insured by the full maintenance contract or insurance 
[…] but [can] it [be] scientifically calculated in a DCF or in a sensitivity [analysis]? […] rather 
not. 
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And not all applied risk mitigation measures with valuations and transactions are unproblematic, 
even if they can be integrated into the DCF-based methods. Participant 8 experienced issues with 
implemented earn-out models, originally regarded as beneficial as risk mitigation measures and the 
DCF-compatible method while ensuring a successful close of a transaction, which later turned out 
to be the root cause of intensive discussions between sellers and acquirers: 
Yield assessments based on real production data [in German, ‘Realertragsgutachten’] are not 
necessarily easy [within transactions] because we have made, for example, the experience 
that the perspective on certain valuation methods [i.e., an earn-out71 model], which are 
defined in the contract at the time of signature [and] which the wind resource assessment 
expert [in German, ‘Windgutachter’] has to execute in one and a half or two years to come 
[…], are themselves subject to changes. In other words, we have today a lot more and very 
different indicators for such a valuation than two, three, four, five years ago, and we have 
experienced cases where we were in discussion with the seller [while executing the SPA] 
about a [defined] yield assessment based on real production data because the resource 
assessment expert suddenly himself writes [that] he comes to a certain result according to 
the established criteria, but he considers this [result] from today's point of view of science as 
wrong. […] And then it gets difficult. 
 Valuation Adjustments for Risk 
With regard to the mainly applied DCF-based methods, risk can be considered to be discounted 
either in the cash flow projection or in the discount rate itself (section 2.4.1). 
Many participants clearly demonstrated that the focus on the quality of cash flow projections is 
crucial for the valuation, since these present the fundament of the DCF-based methods, as 
participant 2 explained: 
As with any DCF-based analysis [and with regard to literature] in corporate finance […], one 
can spend a lot of time [researching] how to set a discount rate. […] there is the capital asset 
pricing method, and you can be extremely concentrated on intellectually studying this. But in 
the end, the quality of the cash flows is actually decisive. This means that the fundamentals 
of the [considered] investment have to be right, that is […] that all aspects that influence the 
cash flow are solid […]. And that is often forgotten, […] maybe not necessarily forgotten, but 
it is made a bit sloppy in certain cases […]. 
Participant 7 added that after considering all risk mitigation measures, all remaining, individual risks 
that the business needed to be taken into account are considered as much as possible within the 
cash flows and not within the discount rates: 
If there are now specific or individual risks, then we try to simulate them actually within the 
business case […]  
[…] if we now have a project with extremely high risks, we are then adding some cost 
premiums for this risk [to the cash flows] during the valuation of the project. [As such,] we 
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refer to the individual cash flows, [and] we cannot use […] a higher WACC [i.e., hurdle rate] 
or directly consider the risks in the WACC [i.e., hurdle rate] […]  
[or even] pass on the risk [to the counterparties] via the contracts; then, depending on that, I 
do not have to consider anything in the cash flows. 
All other participants did not display any specific preference for either one of the two main 
adjustment possibilities for risk, in general, in DCF-based methods. It probably depends on the 
considered risk component. 
 Risk Components 
As demonstrated within the discussion of the investment scenarios (section 5.3.1), the natural 
resources, such as wind, sun, and water, and the corresponding energy conversion into production 
output are both considered as key input data for RES-E project valuation. As input data under 
considerable risk, i.e., both threats and opportunities, natural resources are some of the main value 
drivers in all RES-E projects (section 5.5.1). Therefore, they are always taken into account when 
discussing risk considerations in the valuation and diversification of unsystematic risk. 
The relevance of natural resources as major value drivers was also made clear with the following 
episode, reported by participant 7: 
A small episode: The external auditors came [to us] when the Euro-Swiss France linkage was 
offset [on January 15, 2015 by the national bank of Switzerland]. And I said, ‘Hey, what does 
it matter in our case? What is at risk in our business?’ In the end, the wind, a year wind like 
today is much more than cancelling the linkage of the euro exchange rate to the Swiss franc. 
 
As outlined by the literature in finance theory (section 2.2.5), the participants differentiated between 
systematic risk, i.e., the project-independent, market-specific risk, and its counterpart, unsystematic 
riskTable 65). Unsystematic risk can be diversified, and therein lies the potential and the 
attractiveness of RES-E project investments, as participant 9 outlined: 
The unsystematic […] risks are an advantage because we can diversify them nicely. One 
cannot diversify anywhere as well as with random risk profiles […]. And wind or sun are 
randomly distributed. […] For the most part. And then one can achieve geographic 
diversification and […] technology diversification, so to speak portfolio diversifications, which 
greatly reduce the risk. And that’s what we do. 
Even if the unsystematic risk can be diversified, the volatility of natural resources is still regarded 
as relevant within the valuation of RES-E projects, since it is the key equity driver. It cannot be 
ignored, as participant 3 pointed out: 
[…] there are always investors who say, ‘I do not consider such unsystematic risk factors 
because I have invested enough’, but I think with such investments it is [still] very decisive. 
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More on risk diversification is presented below in section 5.3.7.1. 
This unsystematic risk can also not be ignored due to potential errors done by resource assessment 
experts, as participant 5 pointed out: 
Namely, that he [the resource assessment expert] has failed in the methodology, [for 
example,] that the expert has applied the wrong long-term prognosis […]. 
As reported in the resource assessment, considering natural resource risks based on standard 
deviation in cash flow projection is already a challenging venture. However, this information does 
not tell us anything about the variability of natural resources from one year to another. This 
circumstance is usually ignored, particularly when considering the forecasted average production 
output (the so-called P50 value)69 in the base case valuation scenario without any deductions for 
risk. This variability can however have a major influence on valuation, as participant 7 highlighted: 
So, we have modelled this [i.e., variability of natural resources from year to year]. This 10% 
[deviation] plus and minus, which one [usually] assumes simply on the whole period. […] If 
you now say […] the first half [of the project period] is minus 10% and the second half is plus 
10%, that makes up more than 1% less of the return. 
Participant 5 also described this phenomenon when separating risk about natural resources in time-
variant and time-invariant parts: 
[…] we say time-invariant risks and time-variant risks, and the time-variant risks are the ones 
that also diversify over time. Considering my risk in one single year, the volatility of the wind 
is not so small. This can, as you can see also in the wind index, be plus 10% or minus 10% 
[…] Over 10 years [however], this is diversified and has an amount of perhaps 2 or 3%, not 
more. That is, the wind risk, what you have in the wind assessment […] is indeed a mixture 
of the systematic [and unsystematic] risk in the wind. 
Furthermore, there were no findings regarding whether the participants distinguished between risk 
and uncertainty and hence about the awareness of latent uncertainties in practice, as the literature 
suggests (section 2.2.1). Most participants used uncertainty and risk as interchangeable terms. 
However, one participant (no. 10) mentioned risks that are not known at all or that cannot be 
quantified, even though he did not distinguish them with separate terms. 
But at the same time, there are […] other risks that you do not know yet, right? 
Participant 1 mentions the aspect of ‘duration’ in risk assessments, as a major influence factor on 
setting discount rates. He states that in valuation of RES-E projects,  
[…] it is assumed that the risks remain constant over the entire term [of such long-term horizon 
projects] which is de facto not the case […]. 
although that many risk components are deliberately fixed for much of the whole duration of the 
project. In case of operating RES-E projects, this long-term hedging particularly includes systematic 
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risk components with regard to the variability of the cash flows, such as with fixed electricity selling 
prices with FiTs and PPAs and with fixed interest rates. Only one participant (no. 8) discusses the 
issue of changing risk-free rate as basis for future variations of the discount rate which is however 
ignored by the market. 
 Risk Assessments 
All participants apply risk assessments within RES-E investment project valuations with scenario 
and/or sensitivity analyses, while some apply formal risk assessments, including numerical and 
judgmental input factors (section 5.3.4.1). Discussing the investment scenario, participants 5 and 
10 revealed the disadvantages of these risk assessment methods regarding an objective approach 
to defining scenario cases and assigning the corresponding probability to these cases to provide 
both risk dimensions, as the literature suggests (section 2.3.1) and as noted by participant 10: 
But how to get the best case [or] worst case? I find that difficult, and I hardly see […] a 
[objective] methodology for this. […] 
This scenario analysis, how likely is any scenario case, right? […] How likely is this case, you 
cannot see it here. 
Moreover, only a few participants applied simulations to assess the involved risk. Participant 10 
pointed out the unsuitability of presenting simulation outcomes, such as from Monte-Carlo 
simulations, to many decision makers due to their lack of understanding; 
Imagine [that] you are going to the board of directors and say we have done a Monte-Carlo 
simulation, I mean, a Mr. XXX [a specific member of the board of directors] would not want to 
discuss it. I would not like to present that [i.e., outcomes of the Monte-Carlo simulations]. 
Another assessment about risk concerns the strength of the distribution to the equity holders of the 
considered company and project. While the above mentioned PB (section 5.3.3.8) and output IRR 
or output NPV (section 5.3.3.4) are numerical approaches that consider this perspective, participant 
1 proposed additionally a corresponding, more qualitative approach with a graphic representation 
of the results. It is a plotted distribution profile or a cash waterfall, deduced from a diagram 
illustrating each type of cash flow stream in each period, as generated free cash flow in the project 
and/or as cash flow to be distributed to debt and equity providers:  
What could be shown [within this perspective] are the parameters from the banking 
perspective […]. So, the bank is mainly interested in the fact that the debt service coverage 
ratios [DSCR] are complied with, and perhaps one could use a diagram, which I also like to 
apply […], to evaluate the cash flows over the project lifetime, graphically […]. And then you 
can see, ‘How much of this is operating costs, and how does it develop over time? How much 
are taxes to be paid? How much of it is interest, repayments, and what is the actual resulting 
equity cash flow?’ […] these are considerations that are also seen often in banking models 
[…]: ‘How is the cash flow actually used in percentage with regard to [the cash] waterfall 
concept for the individual positions to be served?’ […] [if] the DSCRs are always tight, it of 
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course leads to the fact that the distributions become uncertain. The more leverage is 
contracted and the more reserves are required [by the bank for a higher leverage], the riskier 
is, of course, the annual distribution [to the equity holder] if there is a bad wind year. 
 Understanding Risk and Risk Preferences 
Participant 8 explained why his investment vehicle only considers downside risks for his investors, 
which influences their risk attitude and their grade of risk aversion (section 5.3.7.1):  
[…] we are also using DCF for the valuation, and in addition, we also look at the risk structure; 
since we are investing for a very conservative, risk-averse audience, we focus only on the 
downside risks for the given return rates. The upside potential is of less interest to us, but we 
try to make the downside risk as visible as possible in the form of risk bands. And when we 
see surprises there, then we decide against the investment. 
Similarly, participant 13 explained the applied risk attitude in valuation, a clear risk-aversion, in 
relation to possible opportunities: 
[…] we would rather forego a chance, but have less risk. 
Different perspectives on risk and different risk preferences are also encountered between sellers 
and acquirers, and they can influence the valuation of RES-E investment projects significantly, as 
participant 5 experienced: 
[…] there are circumstances when we think that some investors value some project risks 
somehow too negatively or vice versa, so that we naturally have a preference to keep the 
project where we see it more positively than the investor. However, this rarely occurs. Most 
of the time, it is more a strategic consideration of which projects are valuated and sold. 
This different risk preferences are also the basis for defining different risk-return profiles (section 
5.3.7.1). 
The risk appetite (section 5.3.7.1) is defined by the board of directors and its executive 
management, as participants 14 and 16 stated. Participant 16 explained the internal process of 
defining the investment focus based on the investor’s risk appetite: 
We did not want to go into the development risk at the beginning […] we have done [our 
earliest] signing with the presentation of the building permit, but have finally acquired the 
project with commissioning. [Later,] we have thought of entering into the development phase, 
but we have not made this step. 
With regard to the topic of the discount rate compensating for taking a risk, participant 5 pointed 
out that this is only correct for the still available risks at the time of view and not for those investors 
who have already participated before: 
In our view, [the discount rate does not compensate for taking risk] because the discount 
factor that we use for the project valuation is […] the one that is on the market […] and we 
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can have started the project five years ago at a time when it was not clear whether the new 
government was still promoting renewables or not. […] The risk was [at that time] super high. 
[…] And now we have, five years later, a great law and the returns, and all have money and 
therefore the returns are good, or it can be exactly the opposite. [… ] But it has nothing to do 
with what has developed during this period. The discount factor at the time of sale is the 
discount factor of all the risks that still exist. […] Our investment, our risk of what we did [as 
project developers] was in the phase up to the date of sale. […] That is, the discount factor 
from our valuation scenarios, which is mostly the one […] for investors, […] the discount factor 
is a charge for the remaining wind risks or risk of revenue, interest rate risks, unstated cost 
risks, or even opportunities through changes, of course, both directions, but everything that 
can still happen in the operating phase, which from our point of view is honestly not that great, 
compared to the previous risks, namely resource risk and tariff mechanism, as main 
parameters. […] We normally take all risks ourselves until commissioning. […] That is, our 
remuneration is then the contribution margin. But there are so many external factors that 
influence that [i.e., the contribution margin] that one cannot always say that this corresponds 
to the risk, but there can also be bad luck. 
 Explanations for Puzzling QUAN Result 
A particular focus was placed on trying to identify explanations for the puzzling QUAN result 
regarding the assessed level of risk components in relation to project stages (section 5.2.2.1). 
Several participants provided similar explanations, and the quote of participant 5 represented the 
answers of the others: 
Yes, I can explain that. If I have three risks, say, wind risk, inflation risk, and cost risk, at 
commissioning date, then the wind risk is the biggest. If I have in the developmental phase 
the risk of having local opposition against my permit, I do not know if the government is stable 
and the law will maybe change in two years, […] And that means, I do not believe that the 
absolute wind component is much more important or unimportant in the sense, just the 
comparisons, what other risks do you have at what time. […] but you just have the other risks 
that still exist. 
Therefore, the QUAN results of the risk component assessment in relation to the different project 
stages must be understood as a comparison of the considered risk component to other relevant 
risk components in the concerned project stage. In other words, the relevance of a considered risk 
component (for example, natural resources) can change due to eliminations of other risk 
components from one stage of the project lifecycle to another (for example, from a greenfield to a 
ready-to-build phase), even if the relevance of the considered risk component should stay equal. 
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 Influencing Factors in Valuation 
Based on the performed interviews, a wide variety of influencing factors on valuation and on 
investment decision-making processed in general were explicitly discussed and/or emerged from 
the analysed patterns (Appendix 11, Table 66). The found general factors influencing valuation 
processes in the QUAL phase are then presented in a concept map (Figure 50). Thereafter, the 
subsequent subsections provide corresponding details and a discussion about the findings.  
 Risk and Return 
As elaborated in section 5.3.5.4, risk and return and therefore risk of the cash flows and 
corresponding required return rates corresponding to these risky cash flows must match each other; 
in other words, they must be traded off against one another. However, there are certain additional 
factors that influence the pair or one of the two and consequently the valuation: 
 Risk attitude—the risk attitude, particularly the typical found risk aversion and the magnitude 
of such a risk aversion of the investment team and investing company, is an essential 
influencing factor for valuating investments (participants 6, 8, and 13). This found risk 
attitude was also supported by the literature (section 2.2.3), demonstrating that most 
investors are risk averse and not risk neutral. High risk aversion can influence the risk 
perspective, such as to focus mainly or solely on downside risk, (participant 13), and no 
upside potential is considered at all (participant 8) (section 5.3.6.5). 
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Figure 50: General influence factors on valuation processes (capital budgeting processes and CoC 
approaches), illustrated in a concept map. 
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 Risk appetite—another concept about handling and managing risk is given with the risk 
appetite (section 2.2.3). It defines the investor’s focus on specific investment targets with 
risk-return characteristics that match the set return rate requirements, as reported in section 
5.3.6.5. 
 Risk-return profiles—the risk appetite is also the basis for selecting and defining the 
preferred risk-return profiles for possible investments. This favourability of certain risk-return 
profiles has a considerable influence on the valuation, attracting new investors (section 
5.3.7.3) and allowing the valuators to focus on specific (unsystematic) risk components that 
can be optimally diversified (participant 9, section 5.3.6.3 and below). The interest of the 
risk-return profiles lies also in the (still) possible higher return rates and on the low 
correlation with financial markets, as reported by participant 6, based on a conversation with 
a fund manager of fixed-income assets: 
[…] he said: ‘Wow, […], that [i.e., renewable energy] is actually a super asset class that 
I really need’ because he fights just as the 1% [other markets and] he is happy about 
the return […]. [Within RES-E projects,] the only risk he would have is [….] actually in 
the end the risks within the projects [which are] very low, and not with project 
developers. […] consequently, also the 4% [for renewable energy projects] in the 
current market environment is still great [, particularly] compared to other investment 
opportunities that are likely to have a very, very different risk profile. 
On the other hand, risk-return profiles are not always understood the same way between 
different investors and between sellers and buyers. Participant 5 encountered a situation in 
which investors considered the risk of a certain RES-E project higher than the seller (section 
5.3.6.5). The consequence was that the seller kept the investment, since it could only be 
sold under value in his perspective. 
 Risk diversification—this was applied by almost all participants to a greater or lesser extent. 
As reported above by participant 9, volume-related weather risk, which is considered to be 
both the main risk component of RES-E projects and unsystematic risk, can be optimally 
diversified. This forms the basis for building a diversified portfolio with low correlation to 
market risks. This perspective and strategy can have a profound influence on the required 
CoC. Such a diversification strategy also depends on the type of investors and the amount 
of capital invested or to be invested, as participant 15 pointed out: 
So they [i.e., investors with large amount of invested capital in the RES-E sector] 
diversify the diversifiable risks [i.e., unsystematic risks] to make them practically zero. 
[…] They have only the market risks [of the invested country]. The rest gets erased. […]  
Furthermore, he agreed that other, less solvent investors cannot diversify as much as those 
investors with large investment tickets in this area can reach. 
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 Investment Pressure 
The investment pressure of the individual investors is one of the main factors impacting valuation 
within the current situation of the financial market (see section 5.3.7.3) and the current RES-E 
investment market. 
 This is caused by the high liquidity in the market (participants 2 and 6) due to the low general 
interest rates. It is also caused by many investors searching for higher return rates with 
acceptable risk-return profiles due to the lack of attractive investment opportunities in the 
financial market in the current situation with low interest rates and hence low overall return 
rates (participants 6 and 11). Many investors have found the RES-E project market to be an 
alternative, attractive investment market with its generally low correlation with the financial 
markets and favourable risk-return profiles (section 5.3.7.1), particularly those with countries 
with FiT. 
 A second reason is given by the market entrance of the young investment vehicles, which 
have collected much liquidity and are now forced to invest, as also elaborated in section 
5.3.5.5. In the experience of sellers (participant 6) and consultants (participants 2, 10, and 
11), such newcomers often disregard some risk components and/or accept lower return 
rates just to be able to invest liquidity and present their success story. Therefore, they were 
named juvenile investors herein. Participant 11 outlined this:  
Just as for the first investments, many people are willing to pay, I call this for the 
moment, entrance fee […] to be able to acquire a wind farm because they are, of course, 
not taken seriously as bidders on a transaction if they do not have any wind farms at 
all. […] Therefore, particularly young bidders, young funds, are at the beginning ready 
to very much make concessions. 
This currently encountered high investment pressure in the RES-E investment market also has a 
direct influence on the general market forces, as discussed in the following section.  
 Market Forces 
The interaction with the market provides a major challenging influence factor on calculating a value 
and negotiating a price (section 5.3.1) due to the market forces, which are influenced by the balance 
of demand and supply in the market, as participant 1 pointed out: 
[…] I think that this is one of the biggest challenges, since it [i.e., valuation and pricing] is 
ultimately […] always about bringing supply and demand together. 
A misbalance in the market can result in either a seller’s or a buyer’s market. The specifically 
encountered market forces are co-influenced by many of the previously mentioned points about the 
attractiveness of the RES-E investment area and the high liquidity in the market (section 5.3.7.2). 
There are also some additional, specific factors that were revealed in the interviews: 
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 The current supply and demand balance in the researched market is impacted by a 
misbalance between both sides. On the one hand, there is a particularly high demand for 
RES-E projects due to the entrance of new participants attracted by the favourable risk-
return profile, and the search of many investors for attractive fixed-income investments 
(sections 5.3.7.1 and 5.3.7.2) and of many utilities to secure favourable RES-E production 
sites (participant 16). On the other hand, there are not enough attractive RES-E projects on 
the supply side, particularly due to introduced auction processes for FIT in many countries 
with fixed quotas for the total amount of capacity to be built, which is overdrawn by the larger 
amount of projects (participant 14). In some cases, this results in the overvaluation of certain 
investments, since an investor who is willing to pay more to win the contract for the project 
can often be found, particularly in this situation with excessive liquidity to invest. Participant 
6 expressed the opinion that, in the current market situation, the return rate is not an 
indicator of the involved risk in RES-E investment projects: 
In my opinion, however, this [i.e., relationship between return and risk] is not the case 
[…], but I believe that the requirements for the return on equity are driven by the high 
liquidity [in the market]—in other words, this encountered investment pressure and 
missing alternative [attractive] investments in the market. 
Apart from the adjustment of the return rate requirement, the market forces also seem to 
influence the considered certainty level within the cash flows, as participant 6 also 
encountered for the assumption of the wind resources: 
In the past years, I had taken […] P75 as the banking case and P65 as the investor 
case. And now it seems to be encountered not only in the equity return requirements, 
but also in terms of the so-to-speak ‘What security does my cash flow take into 
account?’ how much pressure the investors have. 
 Moreover, in certain cases, valuation processes are ‘pimped’ by considering highly 
optimistic input data, such as high-power market curves. For this reason, there always 
seems to be an investor who is prepared to pay higher prices, as participant 16 noted: 
So we know that certain people after 20 years […] somehow consider 120 euros per 
MWh [as the market power price]. And we just do not see this as adequate. But […] 
you also find someone who does this. […] And especially in France with only a 15-
year [-long feed-in tariff], this has quite an impact on the valuation. 
 Those market forces are checked with specific market communication by submitting 
periodically non-binding offers to win the bid or, if not, then to check the market and receive 
information about the final acquisition prices (participants 6 and 15). 
 The market forces lead investors to rethink the current valuation processes, for example, by 
reducing return rate requirements while more intensely scrutinising certain input 
parameters, as participant 15 outlined: 
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The basic problem is that projects cannot be acquired with the classic IRR models 
[anymore]. So you have to somehow look at the whole system differently and go to 
other benchmarks. So, two years ago, the values that we used […] with which, today, 
you do not win a single project, so at least in the countries with FiT. In those [countries] 
with market prices, it looks different, since it [i.e., the classic IRR model] still works a 
bit. [In the FiT countries], the targeted return rates […] are to be revised, and if you 
define new target return rates that are much deeper, then you have to somehow 
differently support it [i.e. the project valuation] in order to justify it. Hence, this 
[calculated] value alone is not sufficient anymore. A deeper analysis is necessary. […] 
So, we try to listen to certain parameters even more precisely. […] So, an example is 
cash flow. So far […] we have looked at if it is true, but we could also focus much more 
on that matter: […] Do I really have cash flows or even distributable profits? And do 
not only look at the return rates [from fee cash flows within the project], but what is 
really distributed in the next, I say now, five years or 10. […] If I earn something in the 
first 10 years, then it can already be good […] As such, I may accept less return on 
investment—that's a little bit about our reflection, that's not standard yet. But we are 
really now diving fully into this discussion on how we should adjust [the valuation 
processes]. 
This explanation is also the basis of this study to collect and provide additional possibilities 
on how to improve valuation, as outlined in more detail in section 5.4.5. 
 New regulations also have a profound influence on market forces, as currently experienced 
in several countries, by introducing more market schemes for installing RES-E projects (for 
example, in Germany with bidding processes) (participant 14). 
 Involved Parties—Experiences and Communication Process in Transactions 
The following influence factors on valuation were found in relation to the involved parties in a 
transaction: 
 The experiences of the parties in transactions are key factors in valuation to reach better, 
more profound, and faster results, which can also lead to lower costs: 
One must be able to estimate how reliable the numbers are. And especially in [the] 
case of wind studies, this is a decisive factor. […] On the other hand, it is also a pure 
cost factor. If I can analyse more quickly, the company has less expenditure, […] these 
are simple, essential experiences, I believe. 
The learning curve is essential in RES-E project valuation, as participant 2 outlined with 
regard to newcomers in the market: 
Then another effect I see is […] learning-curve-based. Newcomers who buy a wind 
farm in France for the first time are perhaps a little too positive in the valuation at the 
beginning, because they are just a bit in the transaction rush. […] : And then they learn 
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from their second investment and adapt their criteria. This can be seen actually 
everywhere, those beginner errors, which are made in various respects and then 
corrected logically afterwards. 
 Transaction security and the smoothness of transactions are essential points for both 
sides—sellers and acquirers—to ensure efficient and effective transactions. Therefore, both 
sides usually prefer standardised recurring transactions between the same involved parties, 
since many points are known from previous transactions and do not have to be performed 
again. This reduces the involved resources and the usage of the DD results of previous 
projects, and it involves generally lower risk and correspondingly lower return rates, and 
therefore leads in the end to lower costs. These findings were outlined by participant 5:  
It is partially also a standardisation of businesses possible […] as such, with each 
single project, we […] try not to start from the beginning, but we try to build on existing 
structures. We have experienced this both with banks and investors: how much 
differences in transactions exist, if you know each other from past transactions or not. 
and participant 15: 
[Knowing each other from previous transactions], the risk assessment is actually given 
by the projects we know, in which we work together with partners [whom] we believe 
basically suggest fundamentally good projects. […] So, because we know the partners 
because they are also well-known developers, we assume that the [suggested] project 
is actually coming along with generally few risks, and the rest is checked in the DD 
process. […] 
 The acting persons behind contracts, particularly for operating services, are also essential 
influence factors for valuation. They make up a qualitative input factor, which is assessed 
judgementally. However, it is sometimes less well considered in valuation processes, as 
participant 11 outlined: 
And the most favourable contract […] with the best IRR […] will not help you if the 
results from the DD process show that their operating managers are not good from a 
commercial point of view, do not understand your questions, the answers they deliver 
are bad, and you realise that the persons are simply unqualified. 
In addition, participant 16 highlighted the difference in the quality of maintenance teams in 
various countries and areas, even from the same maintenance and manufacturing company 
and based on the same contract: 
Full maintenance contracts: […]. Which provider is it? How good is he? There are, for 
example, very large differences among manufacturers between countries. So, if the 
one manufacturer in country A has a very good maintenance, it does not mean that 
he has the best in country B or vice versa. And that is why you have to look at how 
much you are willing to pay for it. 
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 In terms of communication processes in transactions, information asymmetry between the 
seller and acquirer influences the valuation process profoundly, since the quality of the input 
parameters, which are typically checked by the DD team, is crucial for the valuation model. 
Participant 12 stated the dilemma regarding the optimal valuation method and available 
information as follows: 
[The optimal valuation method] is more likely a function of how exactly I calculate the 
whole. That means, how well I choose […] or also how well I know the input 
parameters for the calculation. But, always the same challenge is involved: you always 
encounter information asymmetries in the market. 
 Personal Interest, Incentives, and Biases 
Since individuals themselves are a major source of influence in valuation, they are separately 
discussed, even though they are also related to the previously discussed topics about the involved 
parties (section 5.3.7.4) and risk attitudes (section 5.3.7.1): 
 The individual interest of the involved persons or teams in acquisitions has a definite 
influence on the valuation due to, for example, a positive or negative attitude about the 
investment country, the project developer, the seller, or other involved parties, as participant 
2 explained: 
[…] in the end, [an investment] decision is not only made on the basis of the proposal 
and the fundamental analysis, but it is somehow also a mixture of people who follow 
a process and all have their own individual interests somehow […]. This is an aspect 
that one should not underestimate. […] It may well be that someone finds: ‘Oh, a wind 
farm in France? Super’, while being somehow already biased, having a positive 
attitude and then [subsequently] classifying certain things—which are, in general, 
classified as more critical at a different wind farm or opportunity […]—[in this particular 
case] as less critically, simply because someone likes the idea of a wind farm in 
France from a qualitative point of view. […] And these are aspects that I see almost 
everywhere. 
He also added that the set target brings along an adjusted, more positivistic perspective in 
order to better reach the set target: 
[…] we are back with […] these biases, if one has to deal with a financial fund, which 
has collected 150 million [of certain currency] and is under pressure to invest in one 
to two years. Due to this fact, he will then automatically put on a pair of positive glasses 
and may not want to look so closely at the things and prefers to keep ratings 
somewhere a little out of focus. [However,] the more light you get into the dark, the 
more transparent [is the process and] the less you can be blurred […]. 
 In addition, differences in individual interests are also encountered between teams involved 
in the acquisitions of RES-E projects within the same investing company due to a 
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divergence in the set objectives, adopted perspectives, and provided incentives. Participant 
16 outlined this dilemma about conflicting interests, which profoundly influence valuations, 
by illustrating that acquisition teams are interested in fast and reliable transactions and are 
vulnerable to making concessions concerning the operating phase (or they are careless or 
even fail in certain areas with lower focus)—in contrast to the interest of the asset 
management teams, which concentrate on improving the asset after acquisitions: 
So in principle […] most of the acquisition teams are incentivised, whether it is 
financially or even personally, about how quickly they have fulfilled the order. And this 
is mostly about gigawatt or megawatt as power or production. There are also financial 
incentives in some cases that the budget is not fully utilised. […] you may be willing to 
decrease the purchase price while accepting long-term management contracts with 
service providers at non-market prices. Hence, the asset management will suffer then. 
[…] instead of a three-year or five-year contract, a 10- or 15-year or 20-year contract 
was concluded at inflated prices just to make the acquisition price deeper. 
As demonstrated, this conflict of interest is also fuelled by diverging incentives and in the 
end obtained benefits, both influencing valuation in one way or another to be individually 
beneficial. 
 Moreover, individual benefits are also the root causes of mandate bias, as participants 2 
and 7 confirmed. Participant 7 explained it as follows: 
I also have to point out that I have a certain bias depending on the mandate. So this 
is also always discussed in every mandate. […] So, if I am mandated by the buyer 
and the mandate relationship involves a success fee, then I have, whether I like it or 
not, I have somewhere inside of me a bias which sees things rather optimistically […] 
to a certain extent, because there is [always] a short-term and a long-term way of 
looking [at things], 
while participant 7 classified this issue within the realm of the typical principle-agent 
problem: 
We do this with external consultants, and the external consultant […] wants to come as 
far as possible in the process, and this is then a principle-agent problem […]. 
 Investor and Investment Strategy 
The investment strategy of the investors can have quite a distinct influence on valuation. The 
qualitative analysis revealed the following topics in relation to investment strategies: 
 An investor’s motive for investment—The buy and hold investment strategy, particularly 
characteristics for utilities that invest in attractive production sites for future production 
supply, provides value to projects with a low levelised cost of electricity (LCOE) affected by 
a lower FiT or prices in PPA (participants 1 and 14) and projects with sites to be used longer 
than the valuation period (participants 1, 10, and 4). Participant 3 explained that at the other 
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end of the scale is the buy and resell strategy, which focuses on acquiring projects to be 
resold for a premium after a period of time and after having added particular value to the 
project, such as either developing, financing, and/or building the project or operating the 
project for a certain time period. In the latter scenario, the focus is on reselling the project 
for a higher value, primarily after having lowered project risks and therefore being able to 
resell the project with lower expected return rates (participant 3) or, in the case of operating 
projects, after having reduced the operating costs to receive higher free cash flows 
(participant 9). Both scenario approaches follow the above described exit strategy approach 
in setting return rates (section 5.3.5.4). There are many investment strategies between 
those two extremes that apply a combination of the reported elements to increase the value 
of the projects. These stated influence factors involve many qualitative considerations within 
valuation, and they are mainly based on experience and professional judgement. 
 All participants described the characteristics of the target investments (for example, 
technology, types of suppliers, size of project, age of projects, and country) as key factors, 
which were highly apparent in the discussion of the investment scenarios (section 5.3.1) as 
well as in the DD processes (section 5.3.4.2). 
 Diversification requirement and current diversification grade—The risk diversification of one 
of the main risks, namely the volume-related weather risk, has been discussed above in 
section 5.3.7.1. The majority of participants indicated a diversification requirement in 
performing investments and building an investment portfolio. However, this requirement 
does not seem to be directly considered in the valuation process itself. As discussed in 
section 2.3.3.2, financial theory proposes that the valuation of individual project should not 
be performed in isolation, but rather in the context of its current investment portfolio in order 
to define the risk influence of the new project to the firm or the investor. However, this 
understanding was not found to be applied in practical applications. 
 With regard to the influence of the existing portfolio of new projects, and in relation to 
diversification, hurdle rates can be undercut if a new project is advantageous to the existing 
portfolio (participant 15). 
 General findings about investors’ risk management processes were reported in the general 
findings about valuation processes (section 5.3.1), such as the suitability of a method with 
regard to the investor’s objectives and perspectives and the standardisation of input data 
for valuation processes. 
 
5.4 Findings from INF Analysis 
This section presents the findings from the INF analysis. They were drawn by combing and 
integrating the two applied primary research phases based on the three different outcomes of INFs, 
such as the convergence and divergence of findings, and complementary findings, as outlined in 
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section 4.5.3. The complete INF analysis table from nVivoTM is presented in Appendix 12, Figure 
58. This section is concluded with making inferences about the answer behaviour of the participants 
in the QUAN and QUAL phases (section 5.4.5). 
 Inferences within Capital Budgeting Approaches 
The convergent result confirming DCF as the main applied method in RES-E investment 
acquisitions (pt. 01.01, Table 29) was complemented with the finding from the QUAL phase that, 
more specifically, the simplified FTE approach (section 2.4.2.1, pt. 01.02) is the main accepted 
method within the transaction market. It can be regarded as the current business standard—a 
simplification and/or compromise within business—that has been implicitly agreed between the 
sellers and acquirers. Other converging results include that the FTE and the IRR are the preferred 
methods applied, while new insights emerged regarding the application of a virtual, all-equity case 
for testing the investment attractiveness (pt. 01.04) and the APV (pt. 01.08) as an optimal and 
complementary method for impairment tests. As demonstrated in the QUAN phase, the IRR method 
is more frequently applied than the theoretically more consistent NPV method (pt. 01.05), while 
both equity IRR and project IRR are relevant, as presented in the QUAN phase, but at different 
priority levels, as demonstrated in the QUAL phase (pt. 01.06).  
Table 29: Inference findings for numerical capital budgeting techniques in RES-E investment 
valuations. 
No. Inference findings Applied INF rule 
Additional 
explanation by 
QUAL phase 
01.01  
Discounted cash flow is the main method applied for RES-E 
investments, since it is the accepted method in transactions by 
sellers and acquirers 
Convergence - 
01.02 
More specifically, the simplified FTE approach is the main DCF 
method applied for RES-E investments accepted by the transaction 
market 
Complementary 
Additional 
explanation 
01.03 
The FTE method is the preferred DCF method for RES-E 
investments 
Convergence - 
01.04 A virtual all-equity case is applied for testing project attractiveness Complementary - 
01.05 
Within the FTE method, the IRR is more frequently applied 
compared to the NPV 
Convergence - 
01.06 
Both equity IRR and project IRR are relevant, but at different priority 
levels 
Convergence and 
complementary 
- 
01.07 Distribution potential to be considered in DCF-based valuation Complementary - 
01.08 
The APV approach is suggested as an optimal and complementary 
method for impairment tests 
Complementary - 
01.09 
Multiples are applied for initial investment screening and/or second 
opinions 
Complementary - 
01.10 The PB method is only relevant for investment in risky countries Complementary - 
01.11 The CE method is almost unknown / not used Convergence - 
01.12 
The CE method might be a complementary, valuable concept in 
valuation 
Complementary 
Additional 
explanation 
01.13 
Increasing the know-how of investors by performing ex-post 
valuations of previous investments 
Complementary - 
 
Other complementary results from the QUAL phase indicated that the distribution potential to equity 
holders should be considered in DCF-based valuation (pt. 01.07), that MAs are applied for initial 
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investment screening and/or second opinion (pt. 01.09), and that the PB method is particularly 
relevant for investments in risky countries (pt. 01.10). The QUAL phase proved to be the optimal 
research approach to investigate the application possibility of the promising CE method in more 
depth (pts. 01.11 and 01.12), providing additional explanations about how to apply it. The QUAL 
results indicated that investors increase their know-how by performing ex-post valuations of 
previous investments (pt. 01.13). 
In case of judgemental considerations in capital budgeting approaches, the QUAL phase provides 
particularly valuable insights in the form of complementary findings (section 5.3.4), which would be 
almost impossible to collect in the QUAN phase. 
 
 Inferences within CoC Approaches 
Although the findings between the QUAN and QUAL phases regarding the application of the CAPM 
in CoC approaches in RES-E investment valuations are, in general, considered as convergent 
findings (pt. 02.01 in Table 30), a more in-depth analysis in the QUAL phase demonstrated that the 
participants in the QUAL phase were mostly not involved in applying the CAPM approach to set the 
required return rates. Some of them were not even well-versed in applying the CAPM and in 
understanding its features and restrictions. However, some participants reflected on the application 
of the CAPM, for instance, by deriving a pure-play beta factor based on corresponding traded 
securities on stock exchanges (pt. 02.02). Convergent findings were detected for the relevance of 
unsystematic risk components in setting discount rates in RES-E investment valuations (pt. 02.04). 
In the QUAN and QUAL phases, it was found that hurdle rates are widely applied in CoC processes 
(pt. 02.05), and a complementary finding in the QUAL phase was that setting required return or 
hurdle rates is predefined by a central organisational department (pt. 02.10). Both equity return and 
project return rates are applied, while cultural differences were found in their application rates (pt. 
01.11). Additional convergent results were found for the application of the RADR with inputs for 
explanations of how it is applied (pt. 01.12). 
Moreover, the application of the WACC approach in RES-E investments provided a differentiated 
picture (pt. 02.03). On the one hand, various corporates on the buying side consider the WACC 
approach to be a principle technique, not to set a company-wide required return rate or hurdle rate, 
but rather as the basis for deriving return rate requirements or hurdle rates that are distinguished 
between countries, technologies/industries, and sometimes also project stages (pt. 02.07). On the 
other hand, some participants, in particular many sellers, rejected the WACC concept for setting 
required return rates, hurdle rates, or risk-adjusted return rates (divergent finding). Instead, they 
propagated the applications without referring to the acquirer’s WACC, as proposed by finance 
literature (section 2.4.3.3), such as results from previous transactions and market sounding (pt. 
02.08) and/or exit strategies (pt. 02.09). 
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Table 30: Reference findings of CoC approaches in RES-E investment valuations. 
No. Inference findings Applied INF rule 
Additional 
explanation by 
QUAL phase 
02.01 
The CAPM is applied as a basic concept for defining the 
expected return rates 
Convergence - 
02.02  
Using the CAPM with a pure-play beta factor might become 
interesting in the future as soon as more RES-E portfolios 
(preferably differentiated by technology) are traded on stock 
exchanges 
Complementary 
Additional 
explanation 
02.03 
The WACC is still a principle technique to determine CoC 
requirements 
Divergence 
Additional 
explanation 
02.04 Unsystematic risk is relevant in setting required return rates Convergence - 
02.05 Hurdle rates are widely applied in CoC processes Convergence - 
02.06 Required return rates are compared to the market Convergence - 
02.07 
Return rate requirements / hurdle rates are often distinguished 
between countries, technologies/industries, and sometimes also 
project stages 
Convergence - 
02.08 
Sellers often set discount rates depending previous transactions 
and/or information from a market sounding to maximise profit 
Convergence - 
02.09 
Required discount rates are set in relation to exit strategies in 
case of investors with a defined investment period 
Complementary 
Additional 
explanation 
02.10 
Setting required return rates / hurdle rates is predefined by a 
central organisational department 
Complementary 
Additional 
explanation 
02.11 
Both equity return rates and project return rates are applied, but 
in different frequencies in Germany and Switzerland 
Convergence - 
02.12 Application of project-specific RADR Convergence 
Additional 
explanation 
 
 Inferences within Risk Assessment, Risk Mitigation, and Adjustments for Risk 
Convergent findings between the QUAN and QUAL phases were found for the relevant risk 
components in RES-E investment valuations (pt. 03.01 in Table 31). The QUAN results 
demonstrated that, for instance, the German participants regarded political/regulatory risk and the 
wide application of risk mitigation measures as more severe (pt. 03.03), while in the case of 
adjustments for risk (pt. 03.04), scenario and sensitivity analyses, and simulations (pt. 03.06), no 
contradictions to the QUAN outcomes were encountered during the QUAL phase. Moreover, the 
QUAL phase provided complementary, explanatory results (pt. 03.02) for the puzzling QUAN 
results regarding the risk assessment results for the different risk components in relation to project 
stages (section 5.3.6.6). While the QUAN phase demonstrated that risk attitudes and/or individual 
risk preferences are clearly influenced by having experienced materialisation of the same risk, the 
QUAL phase complemented this result and provided a possible explanation: the prevailing risk 
aversion of the investors with their main focus on securing downside risk (pt. 03.05). Both QUAN 
and QUAL phases suggested that scenario and sensitivity analyses are more often applied than 
simulations, since decision makers understand the former better than the latter (pt. 03.06).  
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Table 31: Reference findings of risk assessment, risk mitigation, and adjustments for risk in RES-
E investment valuations. 
No. Inference findings Applied INF rule 
Additional 
explanation by 
QUAL phase 
03.01  
Political/regulatory, market, and weather-related risks are the 
key risk components in RES-E investments 
Convergence - 
03.02  
Risk assessment of different risk components in relation to 
project stages 
Complementary 
Additional 
explanation 
03.03  
Risk mitigation measures are widely applied and have to be 
considered in valuation 
Convergence - 
03.04  
Adjustment for risk in valuation processes is widely applied, 
considering systematic and unsystematic risk components 
Convergence - 
03.05 
Risk attitudes and/or individual risk preferences are clearly 
influenced by having experienced materialisation of the same 
risk, being influenced by the prevailing risk aversion of the 
investors with their main focus on securing downside risk 
Complementary 
Additional 
explanation 
03.06  
Scenario and sensitivity analyses are mostly applied—
simulations less frequently, but more often by Germans 
Convergence - 
 
 Inferences about Influencing Factors in Valuation 
As complementary results to the QUAN findings, the QUAL results demonstrated that portfolio 
effects are not necessarily considered in RES-E investment valuations (pt. 04.01 in Table 32). 
Divergent findings were encountered for the application of opportunities and synergy effects (pt. 
04.02 and 04.03) in RES-E investment valuations. In the QUAL phase, it was identified that while 
those features are interesting to know, they are not directly considered within the RES-E investment 
valuations. The QUAN phase could not detect certain influence factors on RES-E investment 
valuations, such as the market forces, internal investment pressure, and certain incentives and 
biases (pts. 04.04 to 04.06). In contrast, the QUAL phase did not examine the statistically analysed 
influences of company characteristics and domicile with the QUAN phase (pt. 04.07), and no 
additional insights could subsequently be collected on this matter. Moreover, the QUAL findings 
particularly stressed the necessity to differentiate between calculating a value or value range and 
setting the price (pt. 04.08 in Table 32), which was not clearly stressed in the QUAN phase.  
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Table 32: Inference results about influencing factors in RES-E investment valuations. 
No. Inference findings Applied INF rule 
Additional 
explanation by 
QUAL phase 
04.01 Portfolio effects are not necessarily considered in valuation Complementary - 
04.02 
Possible opportunities of investment projects are interesting to 
know, but they are not directly considered in valuation within 
transactions 
Divergence 
Additional 
explanation 
04.03 
Possible synergies of investment projects are interesting to 
know, but they are not directly considered in valuation within 
transactions 
Divergence 
Additional 
explanation 
04.04 
Market forces are key influencing factors in the transactions and 
correspondingly in valuation 
Complementary - 
04.05 
Internal investment pressures are key influencing factors in the 
transactions and correspondingly in valuation 
Complementary - 
04.06 Incentives and biases influence valuation processes Complementary - 
04.07 Company characteristics, e.g. size, leverage, and domicile 
Not examined in 
QUAL 
- 
04.08 
Necessity to distinguish between value or value range and 
setting the price 
Complementary - 
 
 Inferences about Answer Behaviour 
While investigating how participants behaved in answering the questions with regard to the 
reported, applied professional practices and the flexible responses to the nature of investments and 
whether they act as agents of their employers, differences could be found between the QUAN and 
QUAL phases. 
The QUAN phase asks for professional practices applied at the respondents’ employers. As such, 
the behaviour in answering was deliberately restricted to professional practices without allowing 
enough room to provide thoughts other than only the answers to the questions. Likewise, it is not 
possible to verify whether the participants really act as agents of their companies (section 6.4), nor 
whether the participants’ backgrounds and in-depth details about the way in which they were 
professionalised influenced their behaviour in answering the questions. 
The QUAL phase, however, also seeks more flexible and critically reflected answers. In doing so, 
not only are the respondents’ professional practices in their current positions and the companies’ 
procedures sought, but answers are also adapted to the nature of investments and influenced by 
the participants’ educational backgrounds and professional development as elements of their 
behaviour. The former has been investigated with the discussion of the presented realistic 
investment scenarios (section 4.4.1.2), providing more flexible and in-depth responses. These are 
considered to be highly valuable due to their triangulation potential with the general answers of the 
first interview part, their potential to draw from the experience and knowledge of the participants, 
and their potential to also reveal some rather tacit knowledge. This means that they could report 
not only practices applied at work, but also interesting approaches that they have come across 
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during their academic education and/or careers as well as during their professional development. 
Flexibility in the interview process, including critical reflections about the proposed approach, was 
particularly searched for in the discussion of the investment scenarios. Due to the sought-after, 
flexible, and critically reflected responses with regard to the nature of the investment, the 
participants’ responses in the discussion of the investment scenarios did not strictly have to match 
the responses to the questions about the professional practices of the their respective companies 
(QUAN phase). This was specifically the case for those methods proposed in the investment 
scenarios that are not regularly applied. Moreover, the investment scenario discussion revealed 
whether not only thoughts and reflections are provided, but also views and opinions that are or at 
least can realistically be translated into action (section 6.4). In addition, it was possible to receive 
some indications about the ways in which the participants were professionalised influenced their 
behaviour in answering the questions. In general, it can be stated that the better the respondent’s 
education in the research topic has been, the more companies they have worked for, and the higher 
the degree of variations of those employers has been, the more profound and differentiated their 
answers were. 
Having access to the different types of answers due to varying elements of behaviour in answering 
the questions, as outlined above, resulted in the presented comprehensive findings of this research. 
 
5.5 Final Concepts 
Based on the conceptual framework (section 2.7.3), the research was performed. The results are 
three separate models that are particularly suited for RES-E investment valuation. The presented 
models in this section combine the best of both worlds—the theoretical and practical worlds, derived 
from the literature review, and the QUAN, QUAL, and INF results. First, even if the CAPM, as a 
sole concept, is not particularly suitable for RES-E investment projects due to its ignorance of 
unsystematic risk, it provides a powerful basic structure to build an equity value driver and 
influencing factor (EVDIF) model for RES-E investments. Second, an uncertainty consideration 
model for RES-E investment valuation is presented. Then, a feasibility measure is suggested with 
an updated coherent valuation model, which evaluates investment targets in two dimensions, 
namely in financial performance and in risk performance, and which is particularly suited for 
practitioners, while considering numerical and judgmental considerations. 
 Equity Value Driver and Influencing Factor Model 
Figure 51 presents a project-specific equity value driver and influencing factor (EVDIF) model, as 
an enhanced model based on the concepts of Arnold (2013) and Fernandez (2016), specifically for 
RES-E investments with key value drivers and factors influencing valuation. The EVDIF model 
focuses on factors that can be opportunities and risks alike as the basis for value creation (section 
2.2.1). It was deliberately chosen as one of the final concepts of this thesis, as opposed to a 
framework that solely considers risk factors and managing risk, such as the developed RAPV 
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concept (Appendix 3) for performing the survey (section 5.1.1). The EVDIF model allows for the 
understanding of the investment project, which is a typical first step to be able to reduce project 
risks (Liebreich, 2005) and to subsequently perform valuations. 
Figure 51: Project-specific EVDIF model for RES-E investments—an enhanced model based on 
the concepts of Arnold (2013) and Fernandez (2016). 
 
The equity value of an investment project primarily depends on the expectations in future cash 
flows on an equity level, the required return rate on equity, and the communication directly with the 
market. In turn, expectations of future cash flows can be subdivided into secondary equity drivers, 
such as expected return on investment and expected company growth. As the required rate on 
equity follows for its secondary equity drivers, the CAPM formula, with a risk-free rate and market 
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risk premium, is an optimal starting point to consider risk in valuation (Arnold, 2013), as outlined in 
section 2.5.1, while adding unsystematic risk components that are relevant for NTA valuations, 
such as operating risk and financial risk. Furthermore, the equity value is influenced by various 
factors, including the investor, the investment strategy, and certain characteristics of the involved 
parties as well as personal interests, incentives, and biases. Each of those components is again 
subdivided into different tertiary single key drivers, and each is influenced by several factors 
belonging to the groups of investors and investment strategy, involved parties, personal interests, 
incentives, and biases, as examined in this empirical research. The main component and a major 
influence factor in valuation is the market itself, consisting of potential counterparties and 
competitors—either sellers or acquirers. While communicating to the market, expected prices are 
exchanged during price negotiation, and they are typically within the previously calculated value 
range. 
The presented drivers and factors could still be general in some cases. As such, investors must 
analyse each targeted investment to identify its fundamental parameters that drive value and 
influence the valuation. However, the presented model provides an optimal foundation for 
performing valuation processes for RES-E investments in line with VBM, based on DCF-based 
methods for both value creation and value protection, as outlined further in section 5.5.3. 
 
 Uncertainty/Risk Consideration Model in Valuation 
Uncertainty and risk consideration is a fundamental process step within the valuation of all 
investments. Figure 52 illustrates an uncertainty/risk consideration model within the valuation of 
RES-E investments. This model is described with a matrix of relevant and prioritised risk 
components and possible uncertainty and risk considerations. The illustration is mainly derived from 
the QUAN results, complemented with QUAL results, representing the current uncertainty 
consideration situation in RES-E valuation. The key factor, namely weather-related volume risk, is 
treated by all three types of uncertainty/risk considerations, while exposure to the residual risk after 
risk mitigation and adjustment in valuation can be reduced within an appropriately diversified 
portfolio. 
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Figure 52: Uncertainty/risk consideration model within valuation for RES-E investments: Risk 
component and risk consideration matrix (TDD: Technical DD, LDD: Legal DD, author’s own 
illustration, (S): systematic risk, (U): unsystematic risk, (D): effect of duration on systematic risk). 
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 Integrated EVCaP Model 
Based on the INF results from the performed MMR and as a refinement of several research works, 
including those of Ryan and Gallagher (2006) regarding the relevance of the CE method; Espinoza 
(2014, 2015), who stressed a simultaneous valuation with both a traditional DCF-based and the CE 
approach; and Taylor (2014b) about combining risk control and risk-taking strategies, an integrated 
equity value creation and value protection (EVCaP) modeI was developed as a coherent feasibility 
measure (Figure 53). It also integrates the investment perspective, either from the investment 
project, the investing company, or the investor, as suggested by Ehrhardt and Brigham (2016). 
Figure 53: Integrated EVCaP model measures both financial and risk performance, from the 
perspective of the project’s stand-alone, within-firm and market risk (author’s own illustration). 
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both threats and opportunities to compute an NPV and IRR, and ii) a risk performance dimension 
(value protection), which is about ‘risk control’ (Taylor, 2014b:80), focusing only on threats (negative 
divergence from target value), to calculate an NPV based on the CE method and an implied return 
rate thereof.  
For the value creation dimension, the following set of valuation techniques can be applied that all 
supplement each other to serve different purposes: 
 a simplistic FTE approach (IRR/NPV approach) for market communication, while knowing 
its methodological restrictions; 
 the more consistent APV approach (the NPV approach), which is more suitable for the 
typical autonomous financial policies of RES-E investments, particularly for impairment 
tests; 
 an output IRR to also consider the distribution potential of the cash flows to equity holders, 
including a distribution profile or a cash waterfall to equity holders; and 
 a scenario analysis and a sensitivity analysis to compute a worst-case scenario or define 
the most influencing input factors and their influences respectively 
The aim of the project risk assessment and the corresponding project risk mitigation is to provide a 
good understanding of the project, while the latter is also involved in a trade-off between protecting 
the projects from threats and providing enough opportunity for value creation (for example, 
regarding the question as to whether or not to contract a natural resource insurance). 
The value protection dimension is the computation of a specific certainty case, performed with 
specific guidelines to ensure maximum objectivity (section 2.4.4.4).  
The application of each of the applied valuation techniques are standardised to enable the 
comparison of previous, missed, and future investments, including, for example, an equity-only 
approach for the value creation dimension to eliminate leverage effects. 
To compare different projects regarding return rates, the valuation results of both dimensions are 
then plotted in a graph illustrating the financial performance on one axis and the risk performance 
on the other axis (Figure 54).72 After performing a numerical analysis, following, for instance, the 
explanations and methods of Espinoza (2015) for a consistent application of the CE methods, 
senior management judgments can additionally be considered to include the investment’s effect on 
the investment company and/or investors (portfolio effects). Having said that, a wise investor would 
never invest in one project alone in order not to be excessively exposed to unsystematic risks. 
Therefore, he or she would be eager to build and invest in a diversified portfolio to reach a certain 
level of diversification, which could also be treated in valuation approaches. In line with the concept 
of Ehrhardt and Brigham (2016), the suggested model accounts for the investment project-level risk 
and CoC effects on the investing firm and/or the investor in both financial and risk performance 
dimensions. Such judgmental considerations can be included in the calculation of both dimensions 
and expressed with a corresponding arrow for the potential IRR transition. 
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This could build the basis for a valuation concept that also ensures enough competitiveness on the 
investment market. With a CE or DNPV approach alone, the investor would probably not be 
competitive enough, since the consideration of unsystematic risks in the cash flows and the applied 
current, historic, low, risk-free rates would dramatically decrease the investor’s offered investment 
prices. 
Figure 54: Plot of financial performance (the IRR) versus risk performance (the implied IRR) for 
several project examples. The arrow indicates the effects on IRR and implied IRR based on 
judgmental considerations regarding potential diversification effects from the single investment to 
firm and/or investor level (blue filled dots represent the valuation of single project X, and blue 
patterned dots represent the valuation of project X considering diversification effects from a firm 
and/or investor perspective). 
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 6 CONCLUSION AND OUTLOOK 
6.1 Discussion 
The research presents both reassuring as well as surprising INFs in answering the research 
questions (section 1.2), while still detecting a considerable gap between theory and practice in 
certain areas. 
 Risk Components and their Prioritisation, Processing, and Impact on Valuation 
This section discusses the results and findings regarding the stated first research question: ‘What 
are the risk components to be considered, and how are they prioritised, processed, and affected 
within the valuation of RES-E investments?’. 
In assessing the risk of RES-E investments, the QUAN results demonstrate that political/regulatory, 
market, and weather-related volume risk are regarded as most crucial in RES-E project 
assessment, while the former is more crucial than the others, probably due to the high exposure of 
the government-guaranteed, predominantly issued FiTs to RES-E-based generation units. The 
latter two risk categories are, however, key components that are risk-adjusted in RES-E investment 
valuations (see below). Therefore, the study demonstrates that professionals consider both 
systematic risk (for example, political/regulatory risk) and unsystematic risk (for example, weather-
related volume risk) in the valuation of such NTAs. This is notwithstanding the fact that natural 
resources are randomly distributed globally, and consequently an adequate portfolio of production 
sites with various energy transformation technologies could optimally diversify the unsystematic 
part of weather-related volume risk (see more about portfolio effects below). The QUAL results 
additionally demonstrate that weather-related volume risk is composed not only of unsystematic 
risk (i.e. the time-variant risk part, which is reduced through diversification over time) but also of 
systematic risk (i.e. the time-invariant risk part, for example potential systematic failures in historical 
resource references relevant to the extrapolated long-term resource prognoses). The relevance of 
duration in assessing risk components within valuation is presented in the QUAL phase, but only in 
relation to possible variations in future discount rates. Due to this fact, duration only seems to be 
considered with regard to political and regulatory risk (incl. the risk of FiT cuts), since this risk is 
mainly considered within the discount rate, in particular within the risk-free rate. In any case, it is a 
rare opportunity to investigate duration in risk assessment, since there seems to be little empirical 
evidence about its consideration in practice. In addition, duration is also relevant for market risk—
a major systematic risk, which generally causes return rate increases the longer the duration is. 
However, the research participants seem to ignore this, which might be due to the fact that the 
majority of considered RES-E projects in this research are based on FiT and PPA and are hence 
not or at least not significantly exposed merchant risksl. An additional issue, which is also seldom 
reported, is found with regard to duration: the resource assessment states the available expected 
amount of resource within a 20- to 30-year period, for example for wind and PV, but it does not 
state what the distribution of resources within this period looks like. This is, however, quite relevant 
in DCF-based valuations with typical annual cash flow streams while applying an equal amount of 
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resources each year. In reality, the annual amount of resources is randomly distributed within the 
whole project period, which can adversely affect DCF-based valuation. This is, for instance, 
experienced if there are lower resources in the first few years, which are then compensated for in 
the later years of the RES-E projects, assuming the resource assessment represents an 
approximately correct depiction of reality. 
Putting the valuation of stand-alone projects in context of the investing company and its investors, 
the QUAL results illustrate that the effects of a portfolio are relevant for the RES-E investors; 
however, no participants report specific measures for how to consider the contribution of a single 
project to the portfolio, as proposed by Drukarczyk and Schüler (2009), Brigham and Houston 
(2012), and Ehrhardt and Brigham (2016). The relevance of considering the existing portfolios is 
also supported based on empirical findings from financial investors for whom portfolio diversification 
is incorporated into their way of carrying out investments, also as a main driving force for making 
investments (Wüstenhagen and Menichetti, 2012). 
The survey results also indicate that a broad spectrum of risk mitigation measures are widely 
applied in RES-E investments. Clear evidence is found for materialised risk—experienced by the 
participants—influencing the subjective risk perception, which could then have an impact on the 
employed risk mitigation measures and on adjustments for risk in valuation. An especially significant 
finding is that participants who have experienced the materialisation of risk and have perceived 
more risk are more likely to implement more intense risk mitigation measurements. 
As anticipated, the planning/designing phase is clearly considered to be the riskiest stage in RES-
E investment projects. Even though all concerned participants and entities are objectively exposed 
to risk (Petrolia et al., 2013), risk assessment and risk mitigation processes remain subjectively 
affected due to the involved judgmental considerations. Having said that, it is demonstrated that 
risk assessment with the prioritisation of different risk components for a particular object and time 
or stage is always set in relation to the other available and known risk components. This is a 
complementary INF outcome from the QUAL phase, which solves the puzzling QUAN result about 
the assessment of each single risk component for every project stage; it provides valuable insights 
into how risk components are assessed. The research results also indicate that valuation and 
pricing mainly consider risk components with knowledge of the probability of occurrences and/or 
consequences. Valuating and pricing latent uncertainty with no knowledge of probability and 
consequences or with high improbability is hardly ever performed; i.e. the financial market does not 
seem to compensate for strictly latent uncertainty. In addition, the results illustrate that experiencing 
and perceiving risk are key within valuation processes in terms of the involved members in 
transaction teams and their experiences as well as in terms of making the optimal trade-off between 
implementing risk mitigation measures and accepting an appropriate level of risk taking and then 
defining the appropriate return expectation. However, the survey outcome does not reveal how they 
are explicitly considered in valuation. Although force majeure can have a profound effect on the 
value of assets, the participants do not explicitly mention it in the primary research phases with 
regard to the valuation of RES-E investments, as the qual phase findings indicate. This risk 
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component seems to be mitigated as much as possible with insurances, as a standard in this sector. 
Since this risk component would then not be remunerated by the market if the risk is taken, it does 
not flow directly into valuation processes in terms of cash flow and discount rates. 
The results also demonstrate that adjustments for risk are as common in RES-E valuation as they 
are in other sectors, but different in relation to the relevance of the various risk components. The 
main adjustment for risk in valuation is performed within the cash flows of RES-E projects, in 
contrast to the results of Block (2005), who surveyed a wider spectrum of industries. Adjustments 
in RES-E investment valuations are performed both for systematic and for many unsystematic risk 
components. An exception to the majority of risk adjustments within the project cash flows builds 
the political/regulatory risk that is mainly considered in valuation by adopting an appropriate 
discount rate. Valuation adjustments are even more frequently applied in the case of previously 
materialised risk for various risk components. Furthermore, a relevancy ranking is presented for 
key risk components for RES-E investments with regard to the applied type of valuation adjustment, 
headed by market risk, weather-related volume risk, operational risk, interest rate risk, and 
political/regulatory risk. While the result that political/regulatory risk is generally regarded as more 
severe than the other relevant market and weather-related volume risks is interesting, it is less 
relevant—however, only marginally— than the two latter risks within valuation adjustment for risk. 
In addition to considering mainly the downside dimension of risk, the survey also focuses on the 
upside dimension of risk by evaluating the usage of opportunities and synergy effects in valuation. 
The results suggest that RES-E investors do not consistently consider the value of opportunities 
and/or synergy effects within valuation processes. Possible reasons for this behaviour are to keep 
a certain buffer for improvement at a later stage and to be able to secure or improve the return rate. 
These topics, as well as risk mitigation measures, tend to be neglected in theoretical and empirical 
financial research in the context of valuation approaches, even though they are considered to be 
key components of a coherent valuation approach. 
 Applied Valuation Techniques and Encountered Influences and Deficiencies 
The results and findings with regard to the following second and third research questions are closely 
interrelated: ‘What valuation techniques are applied in RES-E investment transactions, and what 
organisational characteristics influence these application choices?’ and ‘Why are certain methods 
applied in practice, and what deficiencies and influencing factors are encountered in valuation 
processes within RES-E investment transactions?’. Therefore, they are discussed together in this 
section. 
With regard to capital budgeting approaches, the INF results about the usage of DCF-based 
methods in valuation of RES-E investments are reassuring. Discounted cash flow continues to be 
the dominant underlying investment evaluation technique; both sellers and acquirers accept it in 
RES-E project transactions. The QUAL phase demonstrates that the participants, both sellers and 
acquirers, apply the simplified FTE approach in RES-E investments. This approach reduces 
valuation complexity by applying one constant, single, discount rate instead of the more consistent 
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period-specific discount rate adjustment, which considers the changing capital structure that is 
typical of RES-E investments. Most participants are not aware of this limitation of the simplified FTE 
approach. Only a few participants possess the finance theory knowledge that there are other more 
consistent DCF methods that are practical enough to apply in valuation processes for the studied 
investment type, such as the APV and CE approaches. Although the transaction market remains 
reluctant or even ignores DCF methods other than the simplified FTE approach, the findings within 
the QUAL research phases demonstrate that the rarely applied APV approach and CE method can 
be applied as complementary methods. The QUAL analysis reveals the APV approach as a 
valuable method for impairment test processes due to its optimal separation of operating and tax 
deducting cash flow. The findings also demonstrate thatthe CE method is a powerful tool to evaluate 
the investment project’s value with regard to its ability to protect its value (value protection). It must, 
however, be ensured that the levels of CE are defined based on an objective methodology, as 
proposed by Espinoza and Morris (2013) and Espinoza and Rojo (2015). In doing so, the 
encountered difference between the equity and CE values must be as small as possible, since any 
difference found might be considered to be an upside potential, which is valued in transactions. In 
other words, it could be also regarded as an option price, for instance, for a future repowering, 
retrofitting, and prolonging of the project’s lifetime, which is not directly included in the valuation 
(section 6.5). In line with the work of Espinoza (2014, 2015), a valuation using the traditional DCF-
based approach with RADR (see below), complemented with a CE-based valuation, is an optimal 
and promising procedure for the analysis of potential RES-E investment opportunities, particularly 
for comparing mutually exclusive investments. In addition to CE method’s advantages of separating 
risk and time value of money, as outlined by Zeckhauser and Viscusi (2008), it could also 
potentially—when applied appropriately—decrease the encountered subjectivity in risk assessment 
and mitigation (Espinoza and Morris, 2013, Espinoza and Rojo, 2015).  
A strong preference for the IRR method is discovered in the QUAN phase, followed by the NPV 
approach, due to the former’sreported advantage of being able to compare various investments 
with different sizes. The QUAL phase supports this finding, demonstrating the optimal comparison 
possibility of the IRR results between mutually exclusive projects, which is however contradictory 
to finance theory that assigns the advantage of such an investment comparison to the NPV and 
that considers the NPV approach as the more consistent of the two approaches (Mauboussin, 
2002a, Baker et al., 2010, Arnold, 2013, Ehrhardt and Brigham, 2016). In addition, a considerable 
gap for a complete exploitation of the possibilities in computational valuation methods prevails, 
failing to receive a more holistic valuation picture. In doing so, conventional DCF methods (the IRR 
and the NPV) would be supplemented with more sophisticated methods. Apart from the above 
mentioned powerful APV approach and CE method, the found and rarely used ROV could allow 
managers to actively and continuously respond to market changes (Leslie and Michaels, 1997, 
Villiger and Bogdan, 2005). Similarly probabilistic instead of deterministic methods based on 
scenario and sensitivity analyses, or even sophisticated simulations to imitate the operation of 
complex real circumstances, could provide better bases for decision (e.g. Rentizelas et al., 2007, 
Carmichael, 2011, Kuppinger and Wüst, 2011). 
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Less agreement in the RES-E investment community exists regarding how to set discount rates; 
various concepts exist, ranging from quite sophisticated to more pragmatic approaches. The result 
about the usage of the WACC concept, which is still considered to be the principle basic approach 
for determining the cost of equity or discount rates, is puzzling at first glance, although the single, 
company-wide discount rate is not as frequently applied as it used to be in the past (Brigham, 1975, 
Gitman and Mercurio, 1982, Bruner et al., 1998, Block, 2003). However, a surprising number of 
organisations still use their firms’ risk instead of project risk within discount rates in RES-E 
valuations (section 6.3). On the other hand, the survey results indicate that the WACC is the basis 
from which to derive the prevailing country and technology/industry discount rates as well as the 
less popular divisional discount rates. Also rather surprising is the encountered low frequency for 
applying the CAPM—even though it has been developed for PTCs—which is considered to be the 
established, fundamental, theoretical principle for various applied concepts, including the WACC, 
the RADR, the hurdle rate, and the CE method approach. Therefore, a higher frequency for the 
CAPM would better correspond to these results. From the results in this research, however, it is 
unclear whether the participants understand the essence of the CAPM concept. Furthermore, the 
research does not reveal encountered disadvantages in applying the CAPM, such as its strictly 
historical perspective, in contrast to a more favourable, forward-looking approach by inferring from 
analysts’ forecasts, as McNulty et al. (2002) present it, for instance, in the MCPM (sections 6.4 and 
6.5). Moreover, the hurdle rate concept has gained considerable ground in the case of RES-E 
investments by German and Swiss investors, compared to previous surveys (e.g. Brigham, 1975, 
Bierman, 1993, Graham and Harvey, 2001), and the majority of the investigated population apply 
it today. Furthermore, while having both supporters (e.g. Weston, 1973, Titman and Martin, 2008, 
Ehrhardt and Brigham, 2016) and critics (e.g. Robichek and Myers, 1966, 1968, Espinoza, 2014) 
in academia, the RADR concept demonstrates increasing popularity in RES-E investments in the 
investigated population. Being investigated for the first time as a variable for estimating the CoC, it 
could be proven that past experience in setting discount rates is mainly applied supplementarily to 
the mentioned dominant methods. Although, generally speaking, the gap between theory and 
practice regarding CoC approaches is closing, the RADR concept is still applied only by a minority 
and therefore less frequently than the dominant WACC approach. Therefore, it is concluded that 
investing companies should implement coherent and rigid internal organisational processes to 
periodically define multiple hurdle rates specific to different business fields and types of 
investments, as well as project-specific return rates for their investment projects.  
 
Some cultural differences could be detected between the considered Swiss and German 
subgroups, although market professionals tend to assess risk components and to adopt and neglect 
the same theoretical models and theories when managing their finances. The Germans rate 
political/regulatory risk as more severe, and they apply simulations more frequently as part of their 
valuation process. On the other hand, the Swiss use the total CoC of a project more frequently than 
the cost of equity. They also use the WACC, the CAPM, and country-specific discount rates more 
often, and they are likely to employ external DD as a risk mitigation measure more often. 
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From the perspective of organisations’ characteristics, larger organisations are relatively likely to 
apply the WACC concept, country discount rates, external DD, the CAPM, and formal risk analyses 
within RES-E investment valuations, while small organisations rely on discount rates set by their 
investors and based on their past experiences. Moreover, higher leveraged companies are more 
likely to use the NPV and PB methods within their RES-E investment valuations. Only the results 
about larger organisations, country discount rates, and the CAPM, as well as the NPV and higher 
leveraged companies, are supported by the findings within other studies (e.g. Graham and Harvey, 
2001, Brounen et al., 2004). 
 Proposed Valuation Concepts 
With respect to the stated fourth research question—‘How can the key equity value drivers of RES-
E investments within a coherent valuation concept be described?’—a discussion of the findings is 
presented in the first part of this section. 
The presented EVDIF model regarding the key equity value drivers is a comprehensive model, 
demonstrating the relevant components to be considered in RES-E valuation, the relationship 
between risk components (threats and opportunities) and investment return, and additional 
potentially influencing factors on valuation. As an enhanced model based on the concepts of Arnold 
(2013) and Fernandez (2016), it provides practitioners with valuable guidelines for determining 
which factors are relevant and should be considered in valuation, and for understanding the general 
business models of RES-E projects in order to both protect the investment against downside risk 
and create value. A unique aspect of this model is that it also presents the reported, potential equity-
influencing factors, which are typically not shown in comparable models. After having delved into 
the topic and stepped out of the test tube into the social world, the EVDIF model tries to depict the 
valuation of RES-E projects in transactions and its dynamics in a social context and therefore in 
more realistic settings. 
 
The second part of this section answers the fifth and final research question, namely ‘How can the 
relationship between risk components and investment return be described, and how can the 
corresponding risk and financial performance be assessed as a basis for developing a revised 
valuation model for RES-E investments?’. 
Two separate models have been developed to answer this research question. First, the presented 
uncertainty/risk consideration model provides some common principles for considering uncertainty 
and risk in RES-E projects as an additional foundation for the project’s stand-alone valuation. Apart 
from considering how high the relevance of certain risk components and hence the evaluation 
thereof are for the overall risk of a project, the model presents a new form of graphic representation 
of how to prioritise, mitigate, and adjust valuation in terms of relevant risk categories in RES-E 
projects while finding the residual risk for risk-taking considerations and eventually value creation. 
The presented model is particularly suitable for long-duration projects and RES-E projects within 
low-risk environments (ready-to-build and operating projects with FiT or PPA); however, it could be 
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adjusted accordingly for RES-E projects in high-risk environments or other infrastructure projects 
(section 6.5). 
Second, going a step further, the developed, integrated EVCaP concept provides practitioners with 
a powerful tool that combines both worlds (theory and practice) by simultaneously calculating a 
practice-oriented valuation approach, which the market asks for, with a focus on creating value (for 
example, with the simplified FTE approach) and a value protection-oriented approach (for example, 
with the CE/DNPV approach). It is deliberately developed for usage by practitioners (section 6.3), 
and it is also applicable and understandable in decision-making processes; it concentrates on the 
most relevant input factors and follows a more heuristic approach (Gigerenzer and Brighton, 2009, 
Espinoza and Morris, 2013, Neth et al., 2014) in dealing with this topic. 
 
6.2 Contribution to the Body of Knowledge 
The thesis contributes to the body of knowledge in various ways. Based on a comprehensive 
evaluation of the relevant current literature on risk and uncertainty and their management, capital 
budgeting techniques, and the CoC, the current research gaps in asset pricing research for NTAs 
are derived, and a conceptual framework for valuation is presented as the basis for the performed 
research. The performed empirical study represents a unique form of research with regard to the 
applied research method—an explanatory, sequential, mixed-method research—in combination 
with RES-E projects as study objects. 
The most important research results are provided by the primary quantitative (QUAN) and 
subsequent primary qualitative (QUAL) research phases, both of which were prepared for through 
the initial exploratory qualitative (qual) phase. The QUAN results focus on how German and Swiss 
practitioners apply the different available valuation techniques and processes in RES-E project 
investments, while the QUAL findings provide specific explanations for the found quantitative 
results and present the current understanding of the implemented and additional, available 
techniques and processes in practice. Interpreting and discussing the results of both primary 
phases, the subsequent INF phase is assigned a key role in the analysis. By providing more than 
just the sum of each single primary phase, the INF phase provides valuable insights, mainly in the 
form of converging and complementary findings and some diverging research findings. 
As major contributions, these results and findings build the foundation for the three developed final 
concepts. All three concepts provide key contributions both to the theoretical body and in practice 
(section 6.3). First, the EVDIF model is an extension and adaption of Fernandez’s value driver 
model, specifically the characteristics of RES-E project investments. The subsequent 
uncertainty/risk consideration model constitutes an original contribution to knowledge from a 
practical point of view regarding how to deal with uncertainties and risk in RES-E projects. The final 
EVCaP model is again an extension and aggregation of various previous concepts based on 
profound theoretical concepts, again with a clear practical focus to be deliberately applied in 
practice.  
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The focus solely on the German and Swiss populations allows for the possibility to perform an in-
depth analysis of the applied valuation techniques of organisations and key players. This would 
have been potentially less possible if the population was larger and geographically more distant 
from the researcher’s location. However, by setting the system boundary with the two above-
mentioned groups of investors who can pursue an international investment strategy, the research 
does not dare to generalise the findings to a global scale of investors (section 6.5). 
Furthermore, the chosen research approach contributes to the body of knowledge for MMR designs 
in general and for performing empirical research in economics, behavioural finance, and valuation 
research. In doing so, the applied sequential QUAN-QUAL MMR design is deliberately 
supplemented with an initial exploratory qualitative phase as the basis for optimally developing the 
subsequent primary QUAN and QUAL phases. Since this approach, with an upstream exploratory 
qual phase, is regarded as particularly valuable for future applications in terms of preparation for 
the subsequent primary phases in MMR, it has been defined in Morses’ terminology as a qual-
QUAN-QUAL MMR design. Moreover, to the author’s knowledge, MMR has not been applied much 
in asset pricing research and behavioural finance research within valuation processes, compared 
to other areas in social sciences with manifold empirical studies based on MMR designs. This 
empirical research clearly demonstrates how valuable and powerful MMR is to evaluate the current 
gap between theory and practice and to find explanations for the encountered situation in practice 
based on benchmarking for ‘best practices’ within the research population. These results and 
findings build an optimal and wide foundation for the proposed conceptual frameworks. 
The applied approach and experiences within the QUAL phase provide additional inputs for the 
body of knowledge for future empirical surveys. First, the performed face-to-face interviews are 
clearly regarded as more valuable, compared to telephone interviews. This is because in the former 
interview type, the interviewees are more open, and they are willing to conduct a genuine dialogue, 
spend more time, and provide more details, while verbal communication provides hints regarding 
how questions are either understood or more convenient than others. However, as stated before, 
non-verbal communication is not overinterpreted within this research, since a genuine interpretation 
of non-verbal communication is only possible for trained researchers in psychological analyses. 
Second, in contrast to the performed survey, the interviews uncovered who has rather superficial 
knowledge about the topic and who has profound and deep knowledge about the topic. Finally, 
discussing real investment cases in the interview phase (QUAL phase) provides highly valuable 
insights, which allow one to both delve deeper into the subject—much deeper than by just 
answering interview questions—and complement and triangulate previous findings within the 
general interview section. 
 
6.3 Contribution to Practice 
The literature review provides practitioners with an interesting overview of the current literature in 
valuation, with the focus on NTAs. This is particularly valuable for practitioners, since a lack in the 
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theoretical background is detected, for instance in the basic assumptions about the NPV and the 
IRR, FTE approaches, and different CoC approaches. However, the performed research 
demonstrates that there is still a profound gap between theory and practice for RES-E investments. 
This also means that there is a substantial amount of room for improvement in practice in both 
studied populations. Most practitioners in valuation are not aware of the wide spectrum of capital 
budgeting techniques, each technique’s corresponding basic assumptions, and hence its strengths 
and weaknesses, nor are they aware that the most frequently applied capital budgeting technique 
in transaction (the simplified FTE approach) is a simplified method or that the APV approach would 
be the most consistent capital budgeting procedure for RES-E project valuations. With this in mind, 
this research contributes to an increased awareness in practice about the limitations of various 
applied valuation approaches. With regard to defining the CoC requirements, the applied approach 
is mostly oriented towards the company WACC. The majority of practitioners then concentrate 
solely on the valuation of the investment project, but they ignore the fact that the valuated 
investment might have a different risk profile than the investing company, which could then 
potentially affect the WACC of the investing firm or the risk profile of the investor’s portfolio, either 
negatively or positively. 
The experience of risk materialisation in previous investments has been reported in this study as a 
significantly influencing factor on performed risk assessments, applied risk materialisation, and the 
corresponding valuation of RES-E projects. This dependency and the applied risk materialisation 
in the context of valuation are among the unique topics being evaluated in this research, and they 
provide key findings to be applied in practice. The interdisciplinary composition of acquisition teams 
can correspondingly be extended with members who have gained both experience in the 
materialisation of specific risk (section 6.1.1) and knowledge of how to deal with such situations. 
As outlined in the literature review, unsystematic risk must be considered in valuation, since a 
complete diversification is seldom possible; this is specifically relevant in the case of volume-related 
weather risk. However, particularly in increasingly competitive environments with decreasing return 
rates, there is no way of avoiding the consideration of portfolio diversification instead of stand-alone 
valuation with total risk consideration. In doing so, the feasibility of an investment could be ensured 
by considering potential positive effects with portfolio diversification—a deeply embedded strategy 
by financial investors—particularly with regard to geographically, randomly distributed natural 
resources. 
Apart from providing the theoretical foundation for capital budgeting techniques, CoC approaches, 
and uncertainty/risk considerations, the research illustrates the current status of their application in 
practice, and it presents appropriate concepts to close the mentioned gaps in practice. Newcomers 
and experienced investors alike can apply it in RES-E project investments. It provides practitioners 
with valuable insights into how their peers apply the different techniques and approaches in tabular 
form in the QUAN results. After having performed INFs with the QUAL results to explain the QUAN 
results, and with regard to the theoretical concepts in the literature review, these QUAN results can 
also be considered as the current status of applied approaches in line with ‘best practices’. 
Furthermore, the presented equity value driver and influencing factor (EVDIF) model contributes 
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in practice to the understanding of the key value, which is shaped by interaction with the investment 
market and additional determinants, while shifting the focus from a sole risk (threat) perspective to 
a value creation way of thinking. The proposed model also strives to increase the awareness of 
potential, but less obvious, influencing factors in valuation. In addition, the presented 
uncertainty/risk consideration model in valuation allows practitioners to efficiently evaluate how to 
best manage risk in each specific RES-E project. Furthermore, the proposed integrated equity value 
protection and value creation valuation (EVCaP) model provides practitioners—both professionals 
experienced in valuation and decision makers—with a powerful approach to evaluate, compare, 
and choose the most attractive investment from a stand-alone, project-specific perspective as well 
as from the investing firm’s and its investors’ points of view.  
All three developed concepts were presented and discussed within workshops and teaching 
seminars composed of the acquisition, financing, and risk management teams of the researcher’s 
employer. Furthermore, some new theoretical insights from this research, which are regarded as 
valuable for practice, are currently integrated into a new software tool developed at the author’s 
employer. These insights include the APV method for impairment tests and the CE method for value 
protection tests, including the assessment of the effects of new acquisitions on the investment 
portfolio of the author’s employer.  
 
6.4 Limitation of the Research 
This work has been solely performed for RES-E projects (section 1.2), although some results could 
also be valuable for other infrastructure investment projects (section 6.5). The applied valuation 
approaches have been evaluated for various types of corporate investors, except the group of 
industrial, diversified companies that are also increasingly investing in RES-E projects (section 6.5) 
for which access is quite challenging. This thesis is also limited to RES-E projects in low-risk 
environments with regard to both operating risk (i.e. those projects with valid permits to build and 
operate generation units, and not projects in development) and financial risk (i.e. those investments 
with project financing [which is only possible in low-risk environments]) as well as low leveraged 
corporate financing structures. For the valuation of projects with higher uncertainties, option 
valuation pricing, as in ROV (Myers, 1977) and with the MCPM for defining equity return rates 
(McNulty et al., 2002), could become more relevant. The presented final concepts can be referred 
to and applied for all RES-E project stages. However, the EVDIF and EVCaP models are particular 
suitable for ready-to-build and operating RES-E projects with lower uncertainties and low financial 
risk (e.g. leverage), since they have been developed based on DCF- and CAPM-based approaches. 
Furthermore, the QUAN phase was limited to a relatively small sample of German RES-E investors. 
This could lead to the results not being representative and generalisable to the whole population. 
Additional representative research should be conducted with surveys, also for additional countries. 
However, when applying triangulations, the QUAL phase could confirm the found results. As with 
similar studies (Graham and Harvey, 2001, Brounen et al., 2004), there is an essential reservation 
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to be made. The research assumes that the participants act as agents of their companies, without 
being able to entirely verify whether their responses about views and opinions are translated into 
actions, although this research limitation was decreased by discussing investment decisions based 
on realistic investment scenarios. Since the QUAN phase focuses on scanning the whole spectrum 
of methodological applications, it is in turn not able to collect differentiated data for specific cases, 
such as specifically applied approaches in relation to technology, project stages, investment 
country, and project leverage. This simplification is somehow equalised with the in-depth 
discussions about applied approaches within the three specific investment scenarios provided in 
the QUAL phase. Even if the discussion of the investment scenario attempted to investigate not 
only orally explained knowledge but also knowledge expressed in behaviour, there would still be 
certain knowledge of the participants that could not be expressed and hence analysed. This 
understanding is in line with Michael Polanyi’s (1966) widely noted quote, ‘We can know more than 
we can tell’ (4). According to him, knowledge that can be expressed in words and numbers only 
represents the tip of the iceberg of the entire body of possible knowledge.  
 
6.5 Direction for Further Research 
Since this research had to be limited (section 1.2), additional new questions emerged during the 
research and were left unanswered (section 6.1), and specific research limitations were revealed 
(section 6.4), future research has much potential for more detailed investigations. 
As a missing piece in this research, the effectiveness of the proposed concepts could be assessed 
in real investment cases and/or directly in organisations in further research, for instance within an 
action research setup. While implementing the proposed concepts that could not be covered in this 
research, a before-and-after investigation could be performed, providing valuable insights directly 
from an organisational level. This could shed light on this topic from another perspective. It might 
also allow one to overcome the mentioned potential limitations within this research regarding 
whether the participants really act as agents of their companies and whether their provided 
responses are put into action. Such a research design might also provide more specific details 
about how research participants have become professionalised with regard to potential influences 
on their behaviour in answering the research questions. 
Assessing investors’ understanding of CAPM and how they apply CAPM in defining discount rates 
in more detail for RES-E projects could be the research objective of a separate future study by 
focusing particularly on qualitative research methods to gain in-depth knowledge about the applied 
processes. Furthermore, it could be investigated whether the challenges of McNulty and 
colleagues’ MCPM for NTAs—due to the absence of actively traded options and the lack of issued 
corporate bonds—could be solved, for instance by referring to the traded securities of comparable 
companies (analogy approach, section 2.5.2). In doing so, it might be possible to switch from an 
extrapolation from historical data to a more promising forward-looking approach in order to define 
appropriate equity return rates for NTAs. Some aspects of duration with regard to the variability of 
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systematic and unsystematic risk components have been investigated, such as the relevant risk 
component in this study. However, the way in which project duration is considered in RES-E project 
valuation could be investigated in even more detail in future empirical studies, in line with the 
research of Campbell and Mei (1993) and Cornell (2000). Moreover, the way in which this duration 
could be improved, particularly for market risks for the after-FiT/PPA-period, but also for 
political/regulatory risks, could also be studied. Although duration for natural resources is less 
relevant due to the diversification potential of this mostly unsystematic risk—particularly for 
diversified portfolios—the unanswered question of how to better handle the reported, potentially 
adverse effects of randomly time-distributed natural resources in DCF-based valuation remains, 
and it could be investigated in future research. This could be combined with an investigation into 
how to consider the reported time-variant (unsystematic risk, i.e. geographically, randomly 
distributed natural resources) and time-invariant (systematic risk, i.e. systematic failures in natural 
resource assessments) parts of risk in terms of natural resources (section 6.1.1) with respect to the 
valuation of stand-alone RES-E projects and RES-E projects with a diversified portfolio. It could 
also be analysed whether there are other systematic risk components, which consist of a certain 
portion of unsystematic risk, such as political/regulatory risk, tax risk, and market risk, and what 
their influence would be on the valuation of RES-E projects. An additional interesting topic for future 
research is given by the unanswered question about how to reach an optimal trade-off between 
implementing risk mitigation measures, accepting an appropriate level of risk taking, and defining 
the appropriate return expectation in order to better understand the performed processes. 
The decision-making processes and explicit behaviour of the different actors within valuations of 
RES-E investments as well as the optimal composition of investments teams, in addition to the 
reported advantage of professionals experienced in risk materialisation, could also be investigated 
in more detail, for instance by applying focus groups. In addition, unanswered questions or resulting 
new questions could be investigated in further research, such as how opportunities and/or synergy 
effects can be objectively considered within valuation processes and whether the differences 
between the encountered equity value (based on a traditional NPV method) and the CE value 
(based on a CE method) can be considered as valued opportunities or as an option price for the 
future repowering, retrofitting, and prolonging of the project’s lifetime, which is typically not directly 
included in traditional valuation. Further research projects could also investigate why practitioners 
apply hurdle rates more than the RADR, and how increasing merchant risks for projects with both 
a relevant amount of after-FiT/PPA-period or no FiT at all (and in relation to whether a PPA is 
contracted or not) and a simultaneous decrease in political risk (due to less state subsidies) 
changes risk assessment, valuation approaches, and decision making. 
Since this research was limited to RES-E projects within low-risk environments, future empirical 
research could specifically investigate valuation approaches applied for RES-E projects within high-
risk environments. This could, for instance, include either developing RES-E projects before 
receiving permits, high corporate loan leveraged entities investing in RES-E projects or RES-E 
projects exposed to the above-reported merchant risks (Aurora Energy Research, 2018, Energy 
Rev, 2018). Due to this study’s exclusion of industrial, diversified companies; farmers; associations; 
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and citizens, all of whom are also investing in RES-E projects, future research could close the gap 
in this respect. Due to positive experience of the applied research method and its solid 
methodological foundation, the developed sequential qual-QUAN-QUAL MMR approach could be 
applied in further empirical research studies to analyse valuation approaches for similar 
investments and additional groups of investors. An interesting future research topic could be a 
comparable empirical investigation into more culturally diverse investors, such as those from Asian 
and Anglo-Saxon countries, since a generalisation of the findings within this topic seems to be 
hardly possible on a global scale of investors. Likewise, empirical research about the same topic 
could be performed based on the same methodology for other infrastructure projects comparable 
to RES-E projects, for instance the operation of toll highways or toll tunnels. In doing so, their 
specifically relevant risk components, the applied valuation approaches, and the corresponding 
influence factors can be assessed while being able to verify the effectiveness of the proposed 
concepts herein as the basis for any further development for comparable investment projects. By 
comparing the results from other sectors to this sector, new and valuable insights could even be 
found for application in RES-E investment valuation. 
 
6.6 Personal Reflection about Research Journey 
Writing this Ph.D. thesis was a long road. It was characterised alternatively by academic activities 
and practical work, both of which contributed to the research and were influenced by each other, 
with the goal to reach a comprehensive piece of academic work—from which practitioners can 
learn. The idea to conduct research at a doctoral level began in 2014 at my current job, where I 
was interested in delving deeper into the theory within the involved topic—the valuation of RES-E 
projects—with the ambition to personally learn and make improvements to my practical work. 
At the beginning, my research goal was to find a revised theory based on an improved function, 
which would have been solely a numerical approach, for example based on the AHP or with an 
expanded CAPM function. However, I soon discovered, also at work, that there are additional 
processes and influencing factors that cannot be grasped quantitatively, but rather qualitatively, 
and which are mainly considered in managerial judgments, for instance with regard to assessing 
the diversification effects in valuation. This reflection led me to adapt my research approach, and I 
took the decision to evaluate valuation professionals’ knowledge and experience in the field, based 
on MMR, to demonstrate possible theory-practice gaps and learn from practitioners in order to 
ultimately be able to develop a comprehensive valuation model that includes both numerical and 
judgmental considerations. 
Participating in three academic conferences in 2015, 2016, and 2017, as proposed by first 
supervisor Prof. Dolores S. Bengoa, allowed me the great opportunity to present the current status 
of my research to an interested academic audience each time. The interactions with other 
researchers and master students in similar areas provided me with additional food for thought, 
inspiration, and the ability to constantly increase my academic network. With the support of my 
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supervisor, I took the opportunity to contact editors of journals—which turned out to be quite 
successful—to be able to publish the above-mentioned papers. Action learning circles with other 
researchers of my cohort, doctoral seminars, presentations at universities (ETH Zurich and 
Kalaidos University of Applied Sciences in Switzerland ), and interaction and collaboration with 
other master and doctoral candidates in the same research area at the University of St. Gallen 
(HSG) and the Delft University of Technology have provided me with additional possibilities for peer 
debriefing with other academics and for the collection of valuable academic inputs. 
In my professional life, there were also opportunities to present and exchange each progressive 
status of my research and to verify intermediate and final results. In one instance, I participated in 
a conference in Berlin, Germany, about investments in RES-E and financing matters in 2015, which 
was particularly aimed at practitioners and managers, to present my thoughts about risk 
assessment and return expectations of utilities. In an additional symposium in the same year, I 
attended a discussion forum organised by an investor group, addressing the questions of what 
future investments in RES-E projects will look like and what parameter are relevant. 
In the summer of 2017, the research results were condensed to meet the managerial standards 
and then presented and discussed in two workshops with peers internally at my employer, EKZ, 
and to the CFO of EKZ. In addition, several outcomes from the research either are or are being 
implemented at work, such as the EVCaP model and the APV approach within a value simulation 
software for acquisitions and for impairment tests respectively and a manual to guide the user to 
the correct valuation approach.  
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 APPENDICES 
 Value creation methods 
One of the most popular valuation methods is the EVA, developed by Stern et al. (1995). A 
simplified EVA approach is given by the discounted EVA technique73. It is computed from the net 
operating profit after tax (NOPAT) which corresponds to the income surplus, reduced by the cost 
of capital (WACC) on the capital invested (CI) in the previous year as shown in the equation 12: 
𝐸𝑉𝐴𝑡 = 𝑁𝑂𝑃𝐴𝑇𝑡 − 𝑊𝐴𝐶𝐶 𝑥 𝐶𝐼𝑡−1 
The EVA technique is applied for computing a NPV. The IRR method is not applicable when 
applying the EVA approach since the applied calculation of the surplus return over the cost of 
involved capital omits the initial expenditure when starting the valuation process (Mielcarz and 
Mlinarič, 2014). It is applied rather for project or company valuations with less data to plan with. 
 
 Alternative CoC models to CAPM 
A2.1 Multi-Beta Models 
In the late 1970ies, multi-beta models were introduced as alternatives and extensions to the simple 
one-factor CAPM using several risk premiums instead of only one. In general, multi-beta models 
try to explain returns of different assets by a set of common factors in a linear model (Ericsson 
and Karlsson, 2004). There are in principle two strands of multi-beta models in the empirical 
literature which can both be described by equation (13). 
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑟𝑒𝑡𝑢𝑟𝑛 = 𝑅𝑖𝑠𝑘𝑓𝑟𝑒𝑒 𝑅𝑎𝑡𝑒 + ∑ 𝛽𝑗(𝑅𝑖𝑠𝑘 𝑃𝑟𝑒𝑚𝑖𝑢𝑚𝑠𝑗)
𝑗=𝑘
𝑗=1  (13) 
 
A2.1.1 The Arbitrage Pricing Model 
In the Arbitrage Pricing Model (APM)74 advocated by Ross (1976), betas are estimated against 
several individual unspecified market risk factors or macro economic factors (Dash and Mahakud, 
2013). The focus is on unobservable or latent factors (Ericsson and Karlsson, 2004) which should 
not include more than five factors (Connor and Korajczyk, 1989). The expected return is a linear 
function of such variables based on the assumption that pricing of assets are about preventing 
arbitrage (Damodaran, 2011a, Dash and Mahakud, 2013). Within this theory, it is possible to 
produce exact statements of expected return as showed by Connor (1984) in his APM version. 
The first step in the APM starts with identifying several possible macro economic factors which 
could affect expected returns (Brealey et al., 2011). 
(12) 
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However, the APM comes also with certain drawbacks. It also assumes that the portfolio is 
completely diversified as we have already experienced for the CAPM (Fama, 1996). Moreover, 
there is a barrier in using it in practice since the model does not define which exact factors should 
be applied or to be looked for (Damodaran, 2011a). This lack is also probably one of the reasons 
why according to a survey performed by Gitman and Vandenberg (2000) the APM is seldom used, 
compared to the wide spread usage of the CAPM75. 
 
A2.1.2 Multifactor Models 
The Multifactor models apply the same principle, but betas are estimated against specific, 
observable macro-economic variables in empirical studies, such as interest rates, GDP growth 
rate, slope of the yield curve, using historical data, sometimes up to 15 factors (Ericsson and 
Karlsson, 2004, Damodaran, 2011a). There are several subversions of this multifactor model. 
The intertemporal CAPM (ICAPM) of Merton (1973) goes a step further than the standard CAPM 
in taking into account how investor participate in the market. Without having to assume a perfect 
portfolio diversification, the ICAPM predicts exact statement of expected return using a multifactor 
approach and utility maximization76. However, it comes with the cost of complexity since the used 
state variables cannot be easily identified which is key for doing empirical testing and for financial 
decision-making (Breeden, 1979). This model assumes that most investors participate in financial 
markets for multiple years and not only for one year. While over longer periods expectations of 
risk change, there might be a shift in investment opportunities. Hence investors might wish to react 
and hedge their portfolio against anticipated market changes (Brennan and Xia, 2003). 
Furthermore, the assumption that in the ICAPM, consumer expectations are assumed to be 
homogenous, meaning that it cannot take into account individual risk preferences have been 
criticised (Breeden, 1979, Cochrane, 2000). 
Breeden (1979) extends the intertemporal model of Merton (1973) into a “multi-good, continuous-
time model with uncertain consumption-goods prices and uncertain investment opportunities” 
(1979:265). This consumption-based CAPM (CCAPM) suggests that the expected return of stock 
is determined by the consumption beta or covariance of a securities return with the consumption 
growth risk instead of the market beta as argued by the CAPM (Breeden, 1979). The CCAPM 
includes the amount that an individual or firm wishes to consume in the future. In the simplest form 
of the CCAPM, the model differs from the CAPM only by the beta for consumption which measures 
the covariance between the return from a market index and an investor's ability to consume goods 
and services from investments (Duffie and Zame, 1989, Cochrane, 2000).77 
The APM and the Multifactor model have the advantage to do better than CAPM in explaining 
return differences across investment based on historical data (Womack et al., 2003, Damodaran, 
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2011a), but falls also short to bring along a forward-looking estimate of the expected return 
(Damodaran, 2011a). They are used less frequently by practitioners than the CAPM (Gitman and 
Vandenberg, 2000, Graham and Harvey, 2001, Damodaran, 2011a), probably due to its 
complexity. 
 
A2.2 Proxy Models 
In contrast to assumptions of the conventional risk-return models, such as CAPM and multi-beta 
models, that markets are perfect, there are no transaction costs and taxes, all investors have the 
same and costless information and behave rational (Fama, 1968), proxy models do not rely on 
those common theoretical concepts. They are essentially built up from scratch by trying to estimate 
returns on stock prices with observable variables (Damodaran, 2013). In general, proxy models 
applied to determine expected returns can be described with equation 14. 
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑅𝑒𝑡𝑢𝑟𝑛 = 𝑎 + 𝑏(𝑃𝑟𝑜𝑥𝑦 1) +  𝑐(𝑃𝑟𝑜𝑥𝑦 2) (14) 
 
Proxy 1 and 2 are firm characteristics, such as market capitalization, price to book ratios or return 
momentum (Damodaran, 2013). Fama and French (1992), (1995) concluded in their widely noted 
research that there are evidences that firm size and book-to-market ratio are two relevant proxies 
in estimating expected returns which the CAPM does not consider at all (Fama and French, 1992, 
1996). Newer research has been looking for alternative and better proxies, for example liquidity, 
in order to determine expected return of lower traded companies (Damodaran, 2005a). Comparing 
this model to CAPM, it seems to be rather complex. Moreover, it is solely applicable for PTC due 
to the necessary access to market data. 
 
A2.3 Principle Models adjusted with Additional Determinants 
While the use of pure proxy models by practitioners is seldom (Gitman and Vandenberg, 2000, 
Damodaran, 2011b), many analysts have however included the results or some of the 
characteristics in conventional models, for example, by adding a small cap premium to the CAPM 
equation (Damodaran, 2011b), as shown in equation 15.78  
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑅𝑒𝑡𝑢𝑟𝑛 = 𝑅𝑖𝑠𝑘𝑓𝑟𝑒𝑒 𝑅𝑎𝑡𝑒 + 𝛽𝑚𝑎𝑟𝑘𝑒𝑡(𝐸𝑞𝑢𝑖𝑡𝑦 𝑅𝑖𝑠𝑘 𝑃𝑟𝑒𝑚𝑖𝑢𝑚) +  (15) 
𝑆𝑚𝑎𝑙𝑙 𝐶𝑎𝑝 𝑃𝑟𝑒𝑚𝑖𝑢𝑚 
Similarly, in order to overcome the problem of looking for not known factors to be applied in the 
APM (Brealey et al., 2011), the model has been adjusted with proxy model characteristics with the 
findings of Fama and French (1992, 1995) to come up with a model commonly known as Fama-
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French (FF) Three-Factor Model (Fama and French, 1993, 1997, Brealey et al., 2011) using three 
key factors: market factor, size factor and book-to-market factor79, as illustrated in equation 16. 
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑅𝑒𝑡𝑢𝑟𝑛 = 𝑅𝑖𝑠𝑘𝑓𝑟𝑒𝑒 𝑅𝑎𝑡𝑒 + 𝛽𝑚𝑎𝑟𝑘𝑒𝑡(𝐸𝑞𝑢𝑖𝑡𝑦 𝑅𝑖𝑠𝑘 𝑃𝑟𝑒𝑚𝑖𝑢𝑚) +  (16) 
𝛽𝑆𝑖𝑧𝑒(𝑆𝑚𝑎𝑙𝑙 𝑐𝑎𝑝 𝑟𝑖𝑠𝑘) + 𝛽𝑏𝑜𝑜𝑘 𝑡𝑜 𝑚𝑎𝑟𝑘𝑒𝑡(𝐵𝑜𝑜𝑘 𝑡𝑜 𝑀𝑎𝑟𝑘𝑒𝑡 𝑃𝑟𝑒𝑚𝑖𝑢𝑚) 
This model has been supported by recent studies (Mohanty and Nandha, 2011). In addition, 
Carhart compared the FF-Three-Factor Model with the CAPM performance and found out that the 
first model is “more precise, but generally not economically different from the CAPM” (Carhart, 
1997:61). He receives better estimates by adding a fourth factor, the momentum, to the FF-Three-
Factor Model (Carhart, 1997). This momentum in a stock describes the inertia of the stock price, 
i.e. the stock price's tendency to continue rising, while increasing and to continue declining, while 
going down (Carhart, 1997).80 In the empirical financial literature, this FF-Carhard Model has 
become a popular and widely used asset pricing model (Mohanty and Nandha, 2011) while other 
authors critically discuss the relevance of its applied risk factors (Cochrane, 2000, Ericsson and 
Karlsson, 2004). 
Table 33 gives an overview of all above discussed principle models which have been developed 
on the basis of traded companies, while summarizing the assumptions and limitations, giving pros 
and cons and suggesting its applicability. 
A2.4 Market-derived Capital Asset Pricing Model (MCPM) 
Based on the MCPM approach, the cost of capital is calculated based on three components: 
national confiscation risk, corporate default risk and equity return risk. The first components 
governmental bonds and for the seconde component corporate bonds are used as proxies. The 
last component is computed by considering the implied volatility derived from the market prices of 
stock options (McNulty et al., 2002). 
 
 Table 33: Principle models for estimating expected returns as suggested by financial theory and according to empirical surveys among practitioners 
(PTC: publicly traded company, NTA: non-traded asset). 
Model name Model 
Assumptions/ 
Limitations 
Applicability 
for 
Pros (+)/Cons (-) 
Sources of basic 
research 
Empirical 
surveys among 
practitioners 
Capital Asset 
Pricing Model 
(CAPM) 
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑅𝑒𝑡𝑢𝑟𝑛 =  
𝑅𝑖𝑠𝑘𝑓𝑟𝑒𝑒 𝑅𝑎𝑡𝑒 +  𝛽𝑎𝑠𝑠𝑒𝑡  𝑥 𝐸𝑞𝑢𝑖𝑡𝑦 𝑅𝑖𝑠𝑘 𝑃𝑟𝑒𝑚𝑖𝑢𝑚 
- homogenous 
consumer 
expectations 
- perfect market 
- not transaction 
costs or transaction 
taxes 
- all investors with 
same, costless 
information and 
rational behaviours 
- no analysis of 
single investment in 
isolation 
- completely 
diversified portfolio 
of investor (not 
applicable for 
MCPM) 
 
PTC and NTA 
- strong assumptions 
- single period model 
+ applied for PTC and 
NTA 
Treynor (1961/62) 
Sharpe (1964) 
Lintner (1965a, b) 
Mossin (1966) 
Gitman and 
Mercurio (1982), 
Petry and Sprow 
(1994), Bruner et 
al. (1998), Kester 
et al. (1999), Al-Ali 
and Arkwright 
(2000), Graham 
and Harvey 
(2001), Brounen et 
al. (2004), da Silva 
Bastos and 
Martins (2007), 
Baker et al. (2009) 
CAPM plus 
Small Cap 
Premium 
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑅𝑒𝑡𝑢𝑟𝑛 = 
𝑅𝑖𝑠𝑘𝑓𝑟𝑒𝑒 𝑅𝑎𝑡𝑒 + 𝛽𝑚𝑎𝑟𝑘𝑒𝑡(𝐸𝑞𝑢𝑖𝑡𝑦 𝑅𝑖𝑠𝑘 𝑃𝑟𝑒𝑚𝑖𝑢𝑚)
+ 𝑆𝑚𝑎𝑙𝑙 𝐶𝑎𝑝 𝑃𝑟𝑒𝑚𝑖𝑢𝑚 
PTC and NTA 
+ does better than 
CAPM 
+ applied for PTC and 
NTA 
McMahon and 
Stanger (1995), 
Damodaran 
(2011b) 
- 
Arbitrage Pricing 
Model (APM) 
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑅𝑒𝑡𝑢𝑟𝑛 = 
= 𝑅𝑖𝑠𝑘𝑓𝑟𝑒𝑒 𝑅𝑎𝑡𝑒 +  ∑ 𝛽𝑗(𝑅𝑖𝑠𝑘 𝑃𝑟𝑒𝑚𝑖𝑢𝑚𝑠𝑗)
𝑗=𝑘
𝑗=1
    
PTC 
- complex 
- only applicable for 
PTC 
+ does better than 
CAPM 
Ross (1976) 
Graham and 
Harvey (2001), 
Brounen et al. 
(2004), Baker et 
al. (2009) 
Market-derived 
Capital Pricing 
Model (MCPM) 
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑅𝑒𝑡𝑢𝑟𝑛 =  
𝑐𝑜𝑛𝑓𝑖𝑠𝑐𝑎𝑡𝑖𝑜𝑛 𝑟𝑖𝑠𝑘 (𝑔𝑜𝑣𝑒𝑟𝑛𝑚𝑒𝑛𝑡𝑎𝑙 𝑏𝑜𝑛𝑑𝑠)
+ 𝑐𝑜𝑟𝑝𝑜𝑟𝑎𝑡𝑒 𝑑𝑒𝑓𝑎𝑢𝑙𝑡 𝑟𝑖𝑠𝑘 (𝑐𝑜𝑟𝑝𝑜𝑟𝑎𝑡𝑒 𝑏𝑜𝑛𝑑𝑠)
+  𝑒𝑞𝑢𝑖𝑡𝑦 𝑟𝑒𝑡𝑢𝑟𝑛 𝑟𝑖𝑠𝑘 (𝑏𝑎𝑠𝑒𝑑 𝑜𝑛 𝑜𝑝𝑡𝑖𝑜𝑛 𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 )   
PTC 
+ not based on 
historical data as in 
CAPM 
+ considers systematic 
and unsystematic risks 
- lack of theoretical 
support 
- empirical evidence is 
outstanding 
- particularly applicable 
for PTC 
McNulty et al. 
(2002) 
- 
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 Table 33: (continued). 
Model name Model 
Assumptions/ 
Limitations 
Applicability 
for 
Pros (+)/Cons (-) 
Sources of basic 
research 
Empirical 
surveys among 
practitioners 
Multifactor 
model 
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑅𝑒𝑡𝑢𝑟𝑛 = 
𝑅𝑖𝑠𝑘 − 𝑓𝑟𝑒𝑒 𝑅𝑎𝑡𝑒 +  ∑ 𝛽𝑗(𝑅𝑖𝑠𝑘 𝑃𝑟𝑒𝑚𝑖𝑢𝑚𝑠𝑗)
𝑗=𝑘
𝑗=1
    
- not completely 
diversified portfolio 
of investor 
- investment over 
multiple years 
- no analysis of 
single investment in 
isolation 
PTC 
- complex  
- rather applicable for 
PTC  
+ not completely 
diversified portfolios of 
investor necessary 
+ multiple period model 
+ does better than 
CAPM 
Merton (1973) 
Breeden (1973) 
Ross (1976) 
Cochrane (1991) 
Graham and 
Harvey (2001), 
Brounen et al. 
(2004), Baker et 
al. (2009) 
Proxy models 
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑅𝑒𝑡𝑢𝑟𝑛 
= 𝑎 + 𝑏(𝑃𝑟𝑜𝑥𝑦 1) +  𝑐(𝑃𝑟𝑜𝑥𝑦 2) 
 
(proxy 1 and 2 are firm characteristics, such as 
market capitalization, price to book ratios or return 
momentum) 
- not based on 
strong assumptions 
PTC 
+ not based on general 
theoretical concepts as 
other models 
- complex 
- only applicable for 
PTC 
Applied by Fama 
and French 
(1992, 1995) 
- 
Three-Factor 
Model (with 
features of 
CAPM and 
Proxy model) 
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑅𝑒𝑡𝑢𝑟𝑛
= 𝑅𝑖𝑠𝑘𝑓𝑟𝑒𝑒 𝑅𝑎𝑡𝑒 + 𝛽𝑚𝑎𝑟𝑘𝑒𝑡(𝐸𝑞𝑢𝑖𝑡𝑦 𝑅𝑖𝑠𝑘 𝑃𝑟𝑒𝑚𝑖𝑢𝑚)
+ 𝛽𝑆𝑖𝑧𝑒(𝑆𝑚𝑎𝑙𝑙 𝑐𝑎𝑝 𝑟𝑖𝑠𝑘)
+  𝛽𝑏𝑜𝑜𝑘 𝑡𝑜 𝑚𝑎𝑟𝑘𝑒𝑡 (𝐵𝑜𝑜𝑘 𝑡𝑜 𝑀𝑎𝑟𝑘𝑒𝑡 𝑃𝑟𝑒𝑚𝑖𝑢𝑚)  
- no analysis of 
single investment in 
isolation 
PTC 
+ good empirical results 
(more precise than 
CAPM) 
- but economically not 
different than CAPM 
Fama and French 
(1993, 1997) 
- 
Four-Factor 
Model by 
Carhart 
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑅𝑒𝑡𝑢𝑟𝑛
= 𝑅𝑖𝑠𝑘𝑓𝑟𝑒𝑒 𝑅𝑎𝑡𝑒 + 𝛽𝑚𝑎𝑟𝑘𝑒𝑡(𝐸𝑞𝑢𝑖𝑡𝑦 𝑅𝑖𝑠𝑘 𝑃𝑟𝑒𝑚𝑖𝑢𝑚)
+ 𝛽𝑆𝑖𝑧𝑒(𝑆𝑚𝑎𝑙𝑙 𝑐𝑎𝑝 𝑟𝑖𝑠𝑘)
+ 𝛽𝑏𝑜𝑜𝑘 𝑡𝑜 𝑚𝑎𝑟𝑘𝑒𝑡(𝐵𝑜𝑜𝑘 𝑡𝑜 𝑀𝑎𝑟𝑘𝑒𝑡 𝑃𝑟𝑒𝑚𝑖𝑢𝑚)
+ 𝛽𝑚𝑜𝑚𝑒𝑛𝑡𝑢𝑚(𝑚𝑜𝑚𝑒𝑛𝑡𝑢𝑚) 
- no analysis of 
single investment in 
isolation 
PTC 
+ good empirical results 
(better than CAPM and 
Three-Factor model) 
- only applicable for 
PTC 
Carhart (1997) - 
Modified CAPM 
including 
additional extra 
risk factors 
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑅𝑒𝑡𝑢𝑟𝑛 = 
𝑅𝑖𝑠𝑘𝑓𝑟𝑒𝑒 𝑅𝑎𝑡𝑒 +   ∑ 𝛽𝑗(𝑅𝑖𝑠𝑘 𝑃𝑟𝑒𝑚𝑖𝑢𝑚𝑠𝑗)
𝑗=𝑘
𝑗=1
    
- additional 
variables are 
relevant in 
estimating return 
rates 
PTC and NTA 
+ adjustment with 
additional relevant 
variables (e.g. 
illiquidity) 
- specific data mining 
necessary to validate 
this method and find 
relevant variables  
Damodaran 
(2011b) 
Graham and 
Harvey (2001), 
Brounen et al. 
(2004) 
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 Integrating Project Valuation and Risk/Uncertainty Management 
The understanding that valuation processes in transactions are a combination of and an interaction 
between project valuation steps with an appropriate risk/uncertainty management before the 
investment decision is taken is presented in the illustration in Figure 55. This builds the basis for 
surveying the risk adjustment processes within valuations (section 4.3.3.5). This project valuation 
adjustment and uncertainty/risk management framework integrates the risk analysis of the 
considered project and the effect of the project’s risk on firm and investor risk with RAPV processes, 
as presented in Hürlimann and Bengoa (2017a). After assessing the project’s stand-alone risk and 
its type of correlation with corporate and investors’ risk, while considering the firm’s and investor’s 
diversification grade and applying appropriate project risk mitigation measures, still relevant project 
risk components are to be considered in the subsequent RAPV processes, either with discount rate 
or cash flow adjustments (Sick, 1986, Arnold, 2008, Damodaran, 2011c) (section 2.4.4). 
Figure 55: Project valuation adjustment and uncertainty/risk management framework (author’s own 
illustration). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 Firm’s risk management functions might influence the firm’s WACC in general. 2 Either multiple hurdle rates—one 
for each division—or separate hurdle rates for each individual project. 3 Example based on the RADR concept (section 
3.3). 4 Example based on the CE method (section 3.3). 5 Correlation (positively/negatively) of project’s stand-alone risk 
with earnings of other firm’s assets or investor returns. 6 Systematic plus undiversifiable unsystematic risk is relevant. 7 
Only systematic risk is relevant (for well-diversified investors) (see figure 1). 
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Hurdle  
rate(s) 2 
Identification of risk components  
Firm’s  
WACC 1 
  Interview candidates (QUAL phase) 
Table 34: Full table of interview candidates in QUAL phase. 
No. Country 
Type of 
candidates 
Type of employer 
Current 
position 
Academic 
qualification 
Experience  
(no. of 
acquisitions) 
Experience 
(year) 
Mode of 
interview 
Duration of 
interview 
(hh:mm:ss) 
1 Germany Consultant 
Finance advisory (previously project developer 
+ specialized funds for retail customers) 
Managing 
director 
Master >50 >10 Face-to-face 01:30:00 
2 Switzerland Consultant Finance advisory (previously specialized funds) 
Managing 
director 
Master 50 10 Face-to-face 01:08:00 
3 Switzerland 
Industrial 
professional 
Project developer Director Doctorate 20 7 Face-to-face 01:01:00 
4 Switzerland 
Industrial 
professional 
Project developer Director Master 40 6 Face-to-face 01:11:00 
5 Germany 
Industrial 
professional 
Project developer / IPP 
Head of 
M&A 
Master 40 9 Face-to-face 01:05:00 
6 Germany 
Industrial 
professional 
Project developer 
Manager 
project 
financing 
Doctorate 20 7 Face-to-face 01:21:00 
7 Switzerland 
Industrial 
professional 
Utility 
Director / 
CFO 
Doctorate 12 13 Face-to-face 00:48:00 
8 Germany 
Industrial 
professional 
Specialized funds for institutional investors Director Master >50 >12 Face-to-face 00:40:00 
9 Switzerland 
Industrial 
professional 
Specialized funds for institutional investors 
Investment 
manager 
Master 12 5 Face-to-face 00:56:00 
10 Switzerland Consultant Finance advisory 
Managing 
director 
Master >10 5 Face-to-face 00:46:00 
11 Germany Consultant Finance advisory 
Managing 
director 
Doctorate 15 6 Telephone 01:12:00 
12 Germany Consultant Finance advisory (previously project developer) 
Managing 
director 
Master 25 11 Telephone 00:50:00 
13 Germany 
Industrial 
professional 
Utility 
Managing 
director 
Master 20 10 Telephone 00:37:00 
14 Germany 
Industrial 
professional 
Utility 
Head of 
Asset Mgt 
Master >50 24 Telephone 00:34:00 
15 Switzerland 
Industrial 
professional 
Utility / IPP 
Head of 
Asset Mgt 
Master 40 3.5 Face-to-face 00:56:00 
16 Switzerland 
Industrial 
professional 
Utility 
Head of 
Asset Mgt 
Master >20 5 Face-to-face 01:10:15 
IPP: Independent power producer 
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Questionnaire 
Welcome to the survey about risk and return in renewable energy investments 
Thank you very much for agreeing to take part in this important survey evaluating risk and return in 
renewable energy investments. 
This survey is done as part of a research project for a doctorate in business administration at the University 
of Gloucestershire, in Cheltenham, England in cooperation with Kalaidos University of Applied Sciences 
Switzerland, in Zurich. It is designed to gain your thoughts and opinions in order to better understand how 
organisations in the field of renewable energy investments manage risk and define return rates from a Swiss 
and German investor's perspective. This survey will take around 25 minutes to complete. 
Be assured that all answers you provide will be kept strictly confidential, will not be passed on to third 
parties and are used solely for the agreed purpose. The survey results are only used for academic research 
purposes. Moreover, it is ensured that identification of the participants and companies is not possible in 
publications.  
 Prize draw: You could win a case of six bottles of good wine 
 You can register at the last page of this survey to enter the prize draw, if interested. 
If you have any questions or uncertainties, please do not hesitate to contact Christian Hürlimann 
[contact details redacted]
The abbreviation RE is used for renewable energy. The terms RE project, RE assets and RE power plant 
are used interchangeably throughout this survey. Likewise, the terms company, firm and organisation are 
used interchangeably.  
Questions marked with asterisk * should be answered in order to enable deeper analysis. 
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 Post-hoc tests 
Table 35: Different post-hoc tests and its applicability for this study (adopted from Maynard, 2013, 
Grande, 2015b). 
Post-hoc tests Description Applicability for this study  
LSD Does not control for type one error (liberal test) Not ideal since liberal test 
Games-Howell No equal variances necessary Ideal for not equal variances 
Bonferroni 
Good test for controlling type one error 
(conservative test) 
Rather too conservative test 
Good statistical power (detect a difference which 
is really there) when the number of comparison is 
low 
Ideal 
REGWQ 
Equal n in different groups 
Equal variances necessary 
Not ideal for this study since n are 
not equal 
Tukey’s HSD 
Equal n in different groups 
Equal variances necessary 
Not ideal for this study since n are 
not equal 
Gabriel 
Slightly different n in different groups 
Equal variances necessary 
Ideal 
Hochberg’s GT2 
Very different n in different groups 
Equal variances necessary 
Ideal 
Dunnett’s 
Compare every condition to control variables, not 
comparing the conditions to each other 
Not ideal since control variables 
are not in focus 
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 Interview Protocol – 1. part of interview (semi-structured interview) 
 
Valuation, capital budgeting methods and cost of capital: 
 The performed survey about the applied capital budgeting techniques showed that the 
conventional methods, such IRR and NPV (both DCF methods), are the most popular 
ones in RES-E investments.  
o Do you also apply this methods, IRR and NPV? 
o Is this based on the flow to equity (FTE) approach? 
o Do you apply also other methods than IRR and NPV? Which ones (e.g. Multiples, 
payback period) and why? 
o Any methods in addition to those IRR and NPV?  
 
 How do you and your organisation estimate discount rates in valuation process? 
 
 Is this a constant discount rate over the whole valuation period? 
 
 What can be improved in setting discount rates and in valuation processes in general and 
specifically? 
 
 [Maybe: What are essential points to be considered in valuation RES-E investments?] 
 
Uncertainty/risk, risk components, risk assessment and mitigation: 
 How do you consider uncertainty/risk in RES-E investment valuations? 
 
 Is a detailed risk assessment of the RES-E investment target performed within the 
valuation process?  
If yes, what methods are used to perform the risk assessment? 
 
 The survey showed that in addition to systematic risk, several unsystematic risk 
components (=diversifiable risk components), such as weather-related volume risk, 
operational risk and interest rate risk, are relevant in RES-E investment valuation. How do 
you consider them in your valuation processes? 
 
 [Question to early stage investors (incl. project developers):  
 
o The survey shows that investors investing in early project stages (greenfield, 
brownfield) rate weather-related volume risk lower than the same risk in later 
stages. Do you have an explanation for this result? [Maybe show figure] 
o Or do you rate weather-related volume risk differently for greenfield or brownfield 
projects compared to investments at the later stage?] 
 
 Do you consider probabilities, i.e. distribution of input variables, in RES-E investment 
valuations? If yes, how? 
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 Do you consider the implemented or possible additional risk mitigation measures 
(mitigation = “Minderung/Entschärfung”, e.g. full maintenance contracts, insurances) in the 
valuation process?  
If yes, how? 
 
 Do you consider all risks and uncertainties in the project valuation? 
 
 How could latent uncertainties be found? 
 
Additional influencing factors (apart from organisation type, size, leverage, stock exchange 
listing, project stages): 
 Do you consider opportunities within the RES-E investments (e.g. possibility to renegotiate 
contracts to decrease costs) within valuations? 
 
 Do you consider your existing RES-E portfolio or other ventures of your company when 
you perform valuations (“within-firm risk”)? If yes, how? 
 
 Or do you consider other possible synergies in RES-E valuations? If yes, which ones and 
how? 
 
 Do you consider shareholder’s risk-return preference in valuation instead of 
management’s risk-return preference (“market risk”)? If yes, how? 
 
 Do past experiences of the involved investment team members influence the valuation 
and investment decision process? If yes, how? Does this improve the investment 
decision? How? 
 
 Maybe: Are there any other important influencing factors in valuation process and 
decision-making of RES-E investments? 
 
 Does a known production site has influence on valuation? Makes it the cash flows more 
secure? Does this influence the discount rate? 
 
 What is the influence of leverage on the valuation? 
 
Problems/Issues: 
 Have you ever encountered particular problems in valuation processes? If yes, which 
ones? 
 
 What would you improve in the valuation process? 
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 In case of using DCF methods, do you discount free cash flows generated in the project 
itself or do you discount cash flows repatriated to the investing company ,e.g. to compute 
an Output IRR? What would be more appropriate? 
 
 There are critics propagating to decoupling time value of money and risk in valuation 
methods, e.g. as in the Certainty Equivalent method. Have you ever come across this 
problem? And have you ever considered such methods which address this issue? 
 
Investment decisions: 
 What data and information have to be prepared and presented for the final investment 
decision? 
 
 Do you provide a final risk assessment as basis for the investment decision? 
 
 Are judgmental (“wertend/beurteilend/qualitative Beurteilung”) and/or non-mathematical 
components/determinants relevant in your decision-making process in case of RES-E 
investments? If yes, which ones and how? 
 
Questions for the end of the interview 
 Do you think that your organisation would consider additional methods in valuating RES-E 
investments if they are appropriate? 
 
 What is your personal opinion about this topic? 
 
 What do you think about this interview? 
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 Interview protocol – 2. part of interview with the investment scenarios 
 
Assessment of investment scenarios in wind onshore in Germany and France 
Approach: 
 Please assume that your company for which you work pursues the objective to build a 200 
MW portfolio of power plants based on renewable energies in the next 4 years (the 
“portfolio”). Your company starts from scratch, i.e. currently 0 MW. Your company plans to 
invest about 125 MEUR in equity. 
 You are an investment manager working for the Renewable Energy division of this 
company. You are heading a team of valuation and due diligence experts in renewable 
energy technologies (the “valuation analysis team”). You are responsible for building this 
portfolio. The investment decision is taken internally by a separate decision-making body, 
composed of members of the board of directors of your company (including CEO and 
CFO). 
 Your valuation analysis team presents to you following 3 investment opportunities in 
onshore wind. Your team provides you a summary of key figures and of the analysis 
results (Tables 1 and 2). 
 Based on these key figures and valuation results, you have to present to your decision-
making body the 3 investment opportunities and your proposal in which investment (only 
one of the 3), the company should try to invest. Your decision has to be justified based on 
the provided figures and used methods. 
 
Additional information: 
 All 3 investments are project financed by German banks. 
 Your company invests in the equity portion to acquire the project while taking over the 
project financing without changing it. 
 The Weighted Average of Cost of Capital (WACC) of the investing company (i.e. your 
company) is 3.0%. 
 The financial department defines annually a country-specific hurdle rate (minimal return 
rate) for its various divisions in order to consider the specific risk of the projects of the 
different divisions. For this year, the hurdle rate of the concerned Renewable Energy 
division for Germany is 3.5% and for France is 4.1%. 
 The applied risk free rate (governmental bond 10Y of concerned country) are 0.19% for 
Germany and 0.50% for France. 
 
Questions: 
 Are you able to present your investment proposal to your decision-making body based on 
the provided information (Tables 1 and 2)? 
 On what basis (figures and analysis results, Tables 1 and 2) do you justify your proposal? 
 Are certain key figures and analysis/used methods missing? 
 Which key figures, used methods and analysis results are not necessary to make the 
proposal and take a decision? 
 Do you consider additional circumstances which are not based on valuation and figures in 
your investment proposal? 
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Table 1: Details about the investment opportunities. 
Projects 1 2 3 
Technology Onshore Wind Onshore Wind Onshore Wind 
Location 
Saxony-Anhalt, 
Germany 
Mecklenburg-
Western 
Pomerania, 
Germany 
Picardie, France 
Commissioning date June 2016 Oct. 2014 Jan. 2016 
Installed capacity 27.6 MW 14.4 MW 11.5 MW 
Hub height 137 m 141 m 98 m 
Rotor diameter 126 m 117 m  82 m 
Annual production (@P50) 76.8 GWh/a  41.3 GWh/a 28.7 GWh/a 
Full load hours (@P50) 2763 h 2868 h 2489 h 
Wind assessment – average wind 
velocity 
6.7 m/s 6.9 m/s 7.2 m/s 
Wind assessment – standard 
deviation 
12 % 13.4 % 11.5 % 
Feed-in tariff (FiT) / FiT period 
8.69 ct/kWh for 20 
years (fixed) 
8.83 ct/kWh for 20 
years (fixed) 
8.56 ct/kWh for 15 
years (indexed) 
Direct marketing fee 
-0.65 ct/kWh for 10 
years 
-0.69 ct/kWh for 5 
years 
Not known yet 
Power prices after FiT end 
(assumption) 
4.0 ct/kWh, indexed 
with 1.5%/a (base 
year 2014) 
4.0 ct/kWh, indexed 
with 1.5%/a (base 
year 2014) 
4.0 ct/kWh, indexed 
with 1.5%/a (base 
year 2014) 
Lease agreements 25 + 5 years 25 + 5 years 25 + 5 years 
Project financing 
78% leverage 
Tenor: 10 years 
Interest rate (first 
10 years): 1.8% 
70% leverage 
Tenor: 10 years 
Interest rate (first 
10 years): 1.9% 
68% leverage 
Tenor: 10 years 
Interest rate (first 
10 years): 2.6% 
Management contracts (technical 
and commercial) 
Contract term: 20 
years 
Contract term: 10 
years 
Contract term: 5 
years 
O&M agreement 
15 full maintenance 
contract (all 
components 
included) 
10 full maintenance 
contract (all 
components 
included) 
5 full maintenance 
contract (all 
components 
included) 
Stake in target to be sold 100% 100% 100% 
 
  
Appendices  359 
 
Table 2: Valuation results. 
Projects 1 2 3 
DCF methods 
Valuation period 25 years 23 years 25 years 
Base case:    
Equity return rate (equity IRR) (incl. 
all tax) vs. P value  
6.52% @P50 
4.28% @P75 
3.04% @P90 
5.23% @P50 
2.87% @P75 
1.34% @P90 
5.48% @P50 
3.75% @P75 
2.16% @P90 
Project return rate (total/project 
IRR) (incl. all tax) vs. P value 
3.64% @P50 
2.85% @P75 
2.03% @P90 
3.37% @P50 
2.23% @P75 
1.03% @P90 
3.87% @P50 
3.01% @P75 
2.20% @P90 
Total enterprise value (@P50) 71.5 MEUR 37.2 MEUR 20.7 MEUR 
Equity value (@P50) 15.9 MEUR 11.2 MEUR 6.7 MEUR 
NPV @5.0% cost of equity 16.8 MEUR  11.5 MEUR 7.0 MEUR 
Certainty equivalent method* 
(based on risk free rate = 
governmental bond 10Y of 
concerned country) 
14.1 MEUR 
@0.19% 
7.9 MEUR @0.19 4.7 MEUR @0.50% 
Profitability index (PI)** (@4.0% 
cost of equity) 
1.142 1.119 1.143 
Discounted payback period 
17.5 years @3.0% 
18.6 years @4.0% 
21.9 years @5.0% 
17.9 years @3.0% 
19.4 years @4.0% 
23.0 years @5.0% 
17.2 years @3.0% 
19.2 years @4.0% 
22.0 years @5.0% 
    
Non-DCF methods 
Payback period 15.2 years 14.0 years 15.3 years 
Enterprise value / capacity 2.59 EUR/MW 2.58 EUR/MW 1.80 EUR/MW 
Enterprise value / annual 
production (P50) 
0.93 EUR/GWh 0.90 EUR/GWh 0.72 EUR/GWh 
    
Additional assessment 
Probability of investment success 
according to valuation team 
50% 60% 70% 
    
Risk and opportunity assessment 
Sensitivity analysis – Wind risk 
(see equity IRR and 
total IRR above for 
different P values) 
(see equity IRR and 
total IRR above for 
different P values) 
(see equity IRR and 
total IRR above for 
different P values) 
Sensitivity analysis – Market risk: -
10% market prices after FiT end:  
(all other variables constant) 
Equity IRR: 6.31% 
Total IRR: 3.55% 
Equity IRR: 5.04% 
Total IRR: 3.25% 
Equity IRR: 5.03% 
Total IRR: 3.62% 
Sensitivity analysis – O&M risk: 
+10% O&M costs at the end of 
contract (all other variables constant) 
Equity IRR: 6.43% 
Total IRR: 3.59% 
Equity IRR: 5.18% 
Total IRR: 3.36% 
Equity IRR: 5.21% 
Total IRR: 3.73% 
Sensitivity analysis – interest rates 
(project financing) risk: 
+1% higher interest rate after 10 
years (all other variables constant) 
Equity IRR: 6.44% 
Total IRR: 3.65% 
Equity IRR: 5.07% 
Total IRR: 3.40% 
Equity IRR: 5.39% 
Total IRR: 3.78% 
Scenario analysis*** - Worst Case: 
Equity IRR: 2.21% 
Total IRR: 0.51% 
Equity IRR: 0.10% 
Total IRR: -0.15% 
Equity IRR: 0.51% 
Total IRR: 0.12% 
Scenario analysis*** - Best Case: 
Equity IRR: 8.76% 
Total IRR: 4.95% 
Equity IRR: 9.57% 
Total IRR: 6.31% 
Equity IRR: 11.82% 
Total IRR:8.13% 
Opportunities 
Almost no 
opportunities 
New negotiation of 
O&M and 
management 
contract >11 years 
New negotiation of 
O&M and manage-
ment contract >5 
years; maybe 
additional revenues 
for direct marketing 
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Description: 
P value (P50, P75 etc.): It is a probability measure, e.g. P50 is defined as 50% of estimates exceed the P50 
estimate, in case of P90, 90% of the estimates exceed the P90 estimate.  
*  Within the certainty equivalent method, expected cash flows are adjusted to reflect project risk and 
discounted by the appropriate risk-free rate to obtain project’s NPV. 
** Profitability index (PI) is the present value of the project’s cash inflow per currency unit of its initial 
investment. 
*** Worst Case and best case: Adjustment of +/- 20% production, O&M costs: +/- 30% end of contract, interest 
rate: +4% / -0.5%, market prices after end of FiT: + 100%/- 50% 
Project 2 
Project 2 
Appendices  361 
 
 QUAN result tables 
 
Figure 56: Organisation characteristics. 
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Figure 57: Characteristics of participants. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 36: Demographic correlations of control variables in the survey1. 
 
Organisation 
type (energy 
vs. others) 
Country 
(DE vs. CH) 
Size  
(large vs. 
small firms) 
Leverage 
(high vs. 
low) 
Stock 
exchange 
listing 
(yes vs. no) 
Gender 
(male vs. 
female) 
Age (young 
vs. mature) 
Education 
(MBA vs. 
others) 
Country 0.036        
Size 0.308*** 0.184*       
Leverage -0.151 -0.448*** -0.169      
Stock ex-
change listing 
0.149 0.049 0.130 0.097     
Gender 0.0382 0.0062 0.112 -0.0762 0.241**2    
Age 0.082 -0.006 -0.215** 0.084 0.001 -0.0612   
Education 0.049 0.369*** 0.033 -0.183* 0.210* 0.0472 -0.061  
Experience in 
transactions 
(high vs. low) 
-0.068 -0.112 0.182* 0.087 0.010 -0.1692 0.125 0.140 
1 Index of mean square contingency (phi coefficient). This statistic measures the correlation of ordered groups of attributes. 81  
***, **, * denotes a significant difference at the 1%, 5%, and 10% level, respectively, based on Pearson χ2 or Fisher’s exact test; 
 2 Fisher’s exact test. 
 Table 37: Survey responses to the question ‘How would you rate the significance of each of the following types of risk to your company's RE 
projects?’ in relation to organisation type, country, company size, leverage of company and its stock exchange listing (arithmetic mean). 
 
% 
higher 
risk (4) 
and 
(5)1 
Arithmetic 
mean 
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e) Political/regulatory 
risk (excl. tax risk) S 
61.5 3.74  3.78 3.83 3.36 3.55 4.20 3.75  4.02 3.58 ** 3.71 3.73  3.90 3.61  3.86 3.71  
g) Market risk S 53.2 3.49  3.57 3.58 3.13 3.63 2.40 3.50  3.48 3.52  3.62 3.40  3.40 3.58  3.79 3.47  
h) Weather-related 
volume risk U 
52.3 3.58  3.61 3.17 3.57 3.95 4.00 2.75  3.51 3.60  3.67 3.52  3.93 3.41 **4 3.00 3.69 * 
a) Financial risk S 36.4 3.07  3.07 3.25 2.93 2.70 3.40 3.25  3.02 3.07  2.95 3.10  3.10 2.93  2.57 3.11  
f) Tax risk S 33.9 3.01  3.245 2.255 2.67 3.405 2.80 2.75 ** 2.79 3.15  3.10 2.97  3.10 3.02  3.14 3.00  
c) Building and testing 
risks U 
18.3 2.42  2.43 2.58 2.13 2.16 3.40 2.13  2.66 2.30  2.36 2.32  2.37 2.42  2.50 2.31  
d) Operational risk U 18.2 2.66  2.83 2.17 2.53 2.85 2.40 2.38  2.48 2.78  2.67 2.67  2.63 2.78  3.29 2.56 *** 
j) Risk of subsidiaries 
not being under 
corporate control U 
15.5 2.36  2.50 2.50 2.57 2.00 2.20 2.00  2.48 2.64  2.45 2.24  2.33 2.30  2.71 2.27  
i) Environmental risk U 10.9 2.312  2.26 2.50 2.33 2.40 2.20 2.00  2.33 2.28  2.36 2.21  2.37 2.13  2.43 2.23  
b) Business/strategic 
risk U 
6.4 2.25  2.43 2.33 2.13 1.85 2.00 1.88  2.33 2.42  2.29 2.15  2.00 2.28  2.00 2.23  
1 answer options: scale of 1 to 5 (risk rating: 1 meaning very low risk, 5 meaning very high risk); 
***, **, * denotes a significant difference at the 1%, 5%, and 10% level, respectively; 
 2 ANOVA; 3 t-test; 4 Welch’s t-test; 5 post-hoc tests (Bonferroni) for detecting significant differences between the various organisation types;  
S: systematic risk; U: unsystematic risk. 
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 Table 38: Survey responses to the question ‘How would you rate the significance of each of the following types of risk to your company's RE 
projects? (1 = low risk; 5= high risk)’ in relation to investment point of time concerning the various project stages (arithmetic mean). 
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e) Political/regulatory risk (excl. tax risk) S 61.5 3.74  3.89 3.71 3.74 3.65 3.72 3.72 3.70 3.71 3.66 3.54 
g) Market risk S 53.2 3.49  3.52 3.53 3.42 3.37 3.36 3.36 3.49 3.47 3.43 3.38 
h) Weather-related volume risk U 52.3 3.58  3.39* 3.36* 3.59 3.72* 3.91*** 3.91**3 3.86* 3.71 3.73 3.46 
a) Financial risk S 36.4 3.07  3.10 2.96 3.03 2.96 3.09 3.09 2.95 2.47** 2.57* 2.77 
f) Tax risk S 33.9 3.01  2.79** 2.78* 2.85 3.19** 3.30*** 3.30*** 3.51*** 3.24 3.14 2.23*** 
c) Building and testing risks U 18.3 2.42  2.53 2.53 2.61 2.38 2.30 2.30 2.53 2.75 2.54 2.54 
d) Operational risk U 18.2 2.66  2.56 2.54 2.67 2.72 2.82*2 2.82 2.97**2 2.88 2.71 2.46 
j) Risk of subsidiaries not being under corporate 
control U 
15.5 2.36  2.48 2.43 2.38 2.44 2.28 2.28 2.47 2.56 2.54 2.08 
i) Environmental risk U 10.9 2.31  2.37 2.28 2.33 2.26 2.25 2.25 2.32 2.71** 2.70** 2.62 
b) Business/strategic risk U 6.4 2.25  2.42**3 2.26 2.13 2.23 2.19 2.19* 2.05**3 2.12 2.00 2.15 
1 answer options: scale of 1 to 5 (risk rating: 1 meaning very low risk, 5 meaning very high risk);  
***, **, * denotes a significant difference at the 1%, 5%, and 10% level, respectively; 
 2 t-test; 3 Welch’s t-test; S: systematic risk; U: unsystematic risk. 
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 Table 39: Survey responses to the question ‘How would you rate the significance of each of the following types of risk to your company's RE 
projects? (1 = low risk; 5= high risk)’ in relation to materialised risk by asking “Which types of risk materialised in your company's RE business 
in the past five years?” (in %). 
 
% higher 
risk (4) 
and (5)1 
Arithmeti
c mean 
 
In case of materialised 
risk in general 
 In case of specific materialised risk (arithmetic mean)2 
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e) Political/regulatory risk 
(excl. tax risk) S 
61.5 3.74 
 
61.5 3.77  3.75 3.90 4.00 3.70 3.86 3.80 4.00* 3.77 4.50 3.75 
g) Market risk S 53.2 3.49 
 
54.5 3.57  3.63 3.30 3.50 3.53 3.66 3.50 3.82**3 3.45 3.50 3.50 
h) Weather-related volume 
risk U 
52.3 3.58 
 
55.8 3.73  3.97* 3.30 3.43 3.70 3.68 3.91 3.57 3.87*** 2.50*** 3.50 
a) Financial risk S 36.4 3.07 
 
34.6 3.05  3.63*** 2.50* 3.14 2.89 3.09 3.09 3.32 3.05 2.00 2.75 
f) Tax risk S 33.9 3.01 
 
40.3 3.14  3.47** 2.90 2.76 3.23 3.30** 3.60*** 3.21 3.23 3.50 2.88 
c) Building and testing risks 
U 
18.3 2.42 
 
16.9 2.36  2.23 2.50 2.55 2.49 2.32 2.17 2.59 2.38 3.00 2.38 
d) Operational risk U 18.2 2.66 
 
23.1 2.79  2.81 2.80 2.64 2.98* 2.70 3.03 2.97 2.84 3.00 2.75 
j) Risk of subsidiaries not 
being under corporate 
control U 
15.5 2.36 
 
17.8 2.40  2.45 2.40 2.57 2.46 2.43 2.22 2.34 2.40 1.50 2.75 
i) Environmental risk U 10.9 2.31 
 
9.0 2.24  2.16 2.50 2.36 2.18 2.25 2.14 2.29 2.31 2.00 2.50 
b) Business/strategic risk U 6.4 2.25 
 
3.8 2.22  2.19 2.50 2.27 2.27 2.14 2.09 2.26 2.19 2.50 2.38 
                 
% have chosen this risk 
category as having 
materialised 
      
 
 32.0 10.0 22.0 44.0 57.0 35.0 38.0 62.0 2.0 8.2 
1 answer options: scale of 1 to 5 (risk rating: 1 meaning very low risk, 5 meaning very high risk); only the data of those respondents which have experienced materialised risk have been selected 
for the statistical analysis. 
***, **, * denotes a significant difference at the 1%, 5%, and 10% level, respectively;  
2 t-test; 3 Welch’s t-test; Bold figures: same risk had already materialised in their RES-E investments in the past five years. 
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 Table 40: Survey responses to the question ‘In general, how would you assess the overall degree of risk associated with each of the following 
stages of planning, building and operating RE power plants? (1 = low risk; 5= high risk)’ in relation to organisation type, country, company size, 
leverage of company and its stock exchange listing (arithmetic mean). 
  
% higher 
risk (4) 
and (5)1 
Arithmeti
c mean 
 
Organisation type2 Country3 Organisation size3 
Leverage of 
company3 
Stock exchange 
listing3 
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a) Planning/designing the 
power plant 
70.8 3.93  3.95 3.08 4.00 4.47 4.00 3.86  3.79 4.02  3.83 4.14  4.21 3.81  3.86 4.03   
f) Retrofitting / repowering the 
power plant 
32.0 3.03  3.08 2.40 3.27 2.94 3.00 3.71  2.85 3.16  3.15 2.98  3.21 2.98  3.17 3.03  
c) Building the power plant 23.1 2.74  2.82 2.33 2.67 2.58 3.40 2.63  2.57 2.83  2.76 2.63  2.62 2.74  2.79 2.67  
b) Financing the power plant 15.6 2.62  2.71 3.00 2.60 2.25 2.80 2.38  2.67 2.62  2.44 2.75 * 2.57 2.64  2.79 2.64  
e) Operating the power plant 12.8 2.50  2.64 2.00 2.67 2.30 2.40 2.25  2.40 2.55  2.63 2.36  2.60 2.47  2.64 2.43  
g) Decommissioning the 
power plant 
10.0 2.20  2.28 2.00 2.43 2.00 1.25 2.57  2.03 2.34  2.13 2.23  2.29 2.13  2.36 2.15  
d) Commissioning the power 
plant 
5.6 2.344  2.44 2.00 2.27 2.00 2.40 2.38  2.21 2.42  2.37 2.22  2.14 2.34  2.57 2.23  
1 answer options: scale of 1 to 5 (risk rating: 1 meaning low risk, 5 meaning high risk);  
* denotes a significant difference at the 10% level, respectively;  
2 ANOVA; 3 t-test; 4 Commissioning has the lower rate in % higher risk (4) and (5) than decommissioning, but the higher arithmetic mean. This is due to the fact that decommissioning received no 
rating 5 in contrast to commissioning which decreases the arithmetic mean. 
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 Table 41: Survey responses to the question ‘In the past five years, which of the following risk mitigation measures has your company used for its RE 
investment business?’ in relation to organisation type, country, company size, leverage of company and its stock exchange listing (in %). 
  
% 
applicable 
 Organisation type1 Country1 Organisation size1 
Leverage of 
company1 
Stock exchange 
listing1 
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a) Internal DD of investment project 83.0  82.6 83.3 66.7 80.0 80.0 62.5  69.0 79.4  81.0 83.1  83.6 83.3  85.7 83.5  
g) Reduce operational risks (for 
example, full maintenance contracts 
with availability guarantee, preventive 
maintenance procedures, and periodical 
inspections) 
81.0  69.6 75.0 80.0 95.0 80.0 62.5  73.8 73.5  71.4 86.4  76.4 90.0  64.3 83.5  
b) External DD of investment project 
with external consultants 
75.0  78.3 41.7 73.3 75.0 60.0 62.5  52.4 77.9 *** 81.0 69.5 * 80.0 73.3  71.4 75.3  
i) Arrange for insurance (for example, 
machine failure insurance, insurance for 
downtime, liability insurance, directors, 
and officers insurance) 
69.0  65.2 58.3 60.0 85.0 60.0 37.5  54.8 67.6  66.7 69.5  70.9 73.3  64.3 70.6  
f) Reduce market risks with FiT and/or 
long-term PPA 
68.0  60.9 50.0 66.7 85.0 60.0 50.0  54.8 66.2  64.3 69.5  67.3 73.3  78.6 65.9  
d) Standardisation of procedures (for 
example, processes, contracts) 
62.0  63.0 58.3 60.0 70.0 40.0 12.5*3 *2 50.0 60.3  69.0 55.9  67.3 60.0  64.3 62.4  
c) Our company’s risk management 
function (for example, risk management 
process / policy, identification of 
exposures, loss control) 
50.0  47.8 33.3 60.0 55.0 60.0 12.5  40.5 48.5  52.4 47.5  54.5 56.7  50.0 50.6  
e) Check type of suppliers (credit rating) 
and/or contractual clauses within 
contracts with suppliers 
48.0  43.5 25.0 60.0 65.0 40.0 12.5 *2 35.7 48.5  50.0 45.8  58.2 46.7  35.7 50.6  
h) Making Co-investments with partners 48.0  63.0 41.7 46.7 35.0 0.0 0.0 ***2 38.1 47.1  54.8 42.4  52.7 40.0  35.7 50.6  
l) Arrange for financial products (for 
example, financial hedging of currency 
and/or interest rate changes) 
45.0  41.3 25.0 53.3 55.0 40.0 25.0  9.5 17.6  47.6 42.4  54.5 40.0  42.9 45.9  
k) Implement emergency services 16.0  13.0 16.7 20.0 25.0 0.0 0.0  9.5 17.6  14.3 16.9  20.0 13.3  7.1 17.6  
j) Arrange for weather protection 
insurance (for example, natural 
resource hedging instruments) 
9.0  2.2 0.0 13.3 20.0 0.0 25.0 **2 2.4 11.8  2.4 13.6 *2 3.6 6.7  0.0 10.6  
***, **, * denotes a significant difference at the 1%, 5%, and 10% level, respectively; 
1 based on Pearson χ2 test or Fisher’s exact test. 2 Fisher’s exact test; 3│standardized residual│> 1.96;  
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 Table 42: Survey responses to the question ‘In the past five years, which of the following risk mitigation measures has your company used for 
its RE investment business?’ in relation to materialised risk by asking ‘Which types of risk materialised in your company's RE business in the 
past five years?’ (in %). 
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a) Internal DD of investment project 83.0   96.9**
2 80.0 90.9 86.4 91.2*2 88.6 92.1 83.9 100.0 87.5 
g) Reduce operational risks (for example, full maintenance 
contracts with availability guarantee, preventive maintenance 
procedures, and periodical inspections) 
81.0   87.5 90.0 90.9 88.6 87.7 82.9 84.2 87.1 100.0 75.0 
b) External DD of investment project with external consultants 75.0   87.5 90.0 86.4 81.8 87.7***
2 80.0 78.9 83.9*2 100.0 75.0 
i) Arrange for insurance (for example, machine failure 
insurance, insurance for downtime, liability insurance, 
directors, and officers insurance) 
69.0   90.4*** 90.0 86.4* 75.0 80.7** 74.3 76.3 74.2 100.0 75.0 
f) Reduce market risks with FiT and/or long-term PPA 68.0   87.5** 80.0 77.3 75.0 86.0*** 74.3 76.3 74.2 100.0 87.5 
d) Standardisation of procedures (for example, processes, 
contracts) 
62.0   81.3** 80.0 72.7 70.5 75.4*** 68.6 65.8 71.0 100.0 87.5 
c) Our company’s risk management function (for example, 
risk management process / policy, identification of exposures, 
loss control) 
50.0   59.4 40.0 50.0 59.1 57.9* 51.4 55.3 54.8 100.0 62.5 
e) Check type of suppliers (credit rating) and/or contractual 
clauses within contracts with suppliers 
48.0   65.6** 70.0 40.9 52.3 56.1* 51.4 50 50.0 100.0 62.5 
h) Making Co-investments with partners 48.0   59.4 60.0* 68.2 54.5 56.1 54.3 44.7 56.5 50.0 50.0 
l) Arrange for financial products (for example, financial 
hedging of currency and/or interest rate changes) 
45.0   59.4* 50.0 50.0 50.0 56.1** 60.0** 42.1 48.4 100.0 62.5 
k) Implement emergency services 16.0   28.1** 50.0***
2 13.6 13.6 17.5 25.7* 13.2 16.1 100.0** 12.5 
j) Arrange for weather protection insurance (for example, 
natural resource hedging instruments) 
9.0   12.5 20.0 0.0 9.1 5.3* 11.4 7.9 11.3 0.0 25.0 
% have chosen this risk category as having materialised     32.0 10.0 22.0 44.0 57.0 35.0 38.0 62.0 2.0 8.2 
***, **, * denotes a significant difference at the 1%, 5%, and 10% level, respectively, 1 based on Pearson χ2 test or Fisher’s exact test. 2 Fisher’s exact test. Only the data of those respondents 
which have experienced materialised risk have been selected for the statistical analysis. 
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 Table 43: Survey responses to the question ‘How frequently does your company use the following techniques when deciding which RE projects / 
acquisitions to pursue?’ in relation to organisation type, country, company size, leverage of company and its stock exchange listing (arithmetic 
mean). 
 
% almost 
always (4) 
and always 
(5)1 
Arithmetic 
mean 
 
Organisation type2 Country3 
Organisation 
size3 
Leverage of 
company3 
Stock exchange 
listing3 
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d) Internal rate of return 92.4 4.70  4.89 4.40 4.33 4.80 4.00 4.88  4.48 4.83 *4 4.85 4.61  4.37 4.90 **4 4.86 4.68  
c) Net present value 79.8 4.35  4.64 4.67 4.00 4.11 3.40 4.00  4.21 4.42  4.45 4.25  3.80 4.53 **4 4.29 4.32  
n) Scenario analysis (for example, base case, 
worst case, and best case) 
79.4 4.26  4.30 4.11 4.07 4.50 5.00 3.75  4.32 4.22  4.23 4.28  4.17 4.46  4.77 4.21 **4 
m) Sensitivity analysis 75.7 4.04  4.12 3.60 3.60 4.42 4.80 3.63  3.92 4.10  4.13 3.97  3.83 4.20  4.43 3.95  
f) Estimate cost of equity capital of project 
(equity return rate) 
65.0 3,82  3.65 3.75 3.87 4.05 3.25 4.25  3.70 3.87  3.68 3.88  3.57 3.94  4.15 3.74  
e) Hurdle rate of return 63.9 3,79  4.22 3.13 3.86 3.63 2.75 3.00  3.54 3.93  4.03 3.62  3.64 4.02  4.27 3.72  
g) Estimate total cost of capital of project 
(project return rate) 
62.7 3,78  3.81 3.00 3.60 4.16 3.60 3.88  3.26 4.10 ***4 3.83 3.72  3.40 3.94  4.14 3.68  
j) Payback period 44.4 3,10  3.43 2.67 2.47 3.22 4.00 2.13 * 3.03 3.16  3.38 2.91  2.64 3.38 ** 3.15 3.10  
h) Multiple approach 39.4 3,00  2.93 2.44 2.71 2.94 4.67 3.75  2.79 3.13  3.00 2.93  2.74 2.96  3.46 2.83  
p) Valuing opportunities and synergy 
possibilities 
24.0 2,64  2.55 3.00 2.40 3.06 1.75 2.43  2.44 2.77  2.57 2.69  2.29 2.73  2.92 2.58  
o) Simulations (for example, Monte Carlo 
simulations) 
12.2 1,94  1.70*5 1.89 2.27 2.00 3.40*5 1.38 *(6) 2.37 1.64 ***4 1.84 1.95  2.07 1.86  1.92 1.87  
i) Profitability index 10.9 1,90  1.85 1.78 2.07 1.88 2.00 1.63  1.94 1.90  1.79 1.87  1.65 1.89  1.73 1.83  
l) Real options 10.8 1,76  1.60 1.88 2.00 2.00 1.50 1.25  1.91 1.69  1.51 1.83  1.68 1.74  1.75 1.67  
k) Value at risk 8.2 1,90  1.80 1.67 2.20 1.88 2.25 1.63  2.03 1.83  1.78 1.88  1.88 1.89  1.83 1.83  
1 answer options: 1 = never; 2=Almost never; 3= Sometimes; 4= Almost always; 5=Always; 
***, **, * denotes a significant difference at the 1%, 5%, and 10% level, respectively; 
 2 ANOVA; 3 t-test; 4 Welch’s t-tests,; 5 post-hoc tests (Bonferroni) to detect significant differences between the various organisation types; (6) Result with low reliability due to robustness check for non-size characteristics.  
The results regarding DCF (in survey question at position b) and cash flow projection / free cash flow to firm (FCFF) approach (in survey question at position a) are shown in Table 53 in Appendix 10. 
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 Table 44: Survey responses to the question ‘How frequently does your company use the following techniques when deciding which RE projects 
/ acquisitions to pursue?’ in relation to the investment focus concerning project stages (arithmetic mean). 
 
% almost 
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(5)1 
Arithmetic 
mean 
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d) Internal rate of return 92.4 4.70  4.63 4.70 4.68 4.70 4.82 4.91***
3 4.74 4.86 4.83 4.91*4 
c) Net present value 79.8 4.35  4.42 4.51 4.39 4.33 4.27 4.41 4.50 4.43 4.50 4.36 
n) Scenario analysis (for example, base case, and worst case, best case) 79.4 4.26  4.25 4.37 4.36 4.23 4.28 4.31 4.33 4.36 4.00 4.10 
m) Sensitivity analysis 75.7 4.04  3.98 4.26* 4.28 4.17 4.19 4.29** 4.38** 4.79***
3 4.42 4.27 
f) Estimate cost of equity capital of project (equity return rate) 65.0 3.82  3.76 4.03 3.86 3.90 3.96 4.07 4.12 4.31*
3 4.50**3 3.89 
e) Hurdle rate of return 63.9 3.79  3.67 3.79 3.71 4.05** 4.10** 4.05 4.36***
3 4.08 3.90 2.38*** 
g) Estimate total cost of capital of project (project return rate) 62.7 3.78  3.71 4.02 3.94 3.89 4.08**
3 4.18**4 4.15*3 4.29 3.83 3.18 
j) Payback period 44.4 3.10  2.94 2.95 3.03 3.26 3.33 3.28 3.39 3.23 2.60 3.22 
h) Multiple approach 39.4 3.00  2.75* 3.00 3.12 3.12 3.31** 3.37 3.60*** 3.73* 3.00 3.00 
p) Valuing opportunities and synergy possibilities 24.0 2.64  2.44* 2.79 2.62 2.58 2.64 2.77 2.84 3.42** 3.13 2.88 
o) Simulations (for example, Monte Carlo simulations) 12.2 1.94  1.87 2.12 1.94 1.94 1.88 1.98 2.15 2.62** 2.64** 2.10 
i) Profitability index 10.9 1.90  1.83 2.05 1.88 1.91 2.10*
3 2.10 2.03 2.55* 2.22 1.89 
l) Real options  10.8 1.76  1.75 1.83 1.69 1.70 1.81 1.83 2.03 2.55** 2.13 2.13 
k) Value at risk 8.2 1.90  1.78 2.00 1.77 1.85 1.90 2.05 2.25** 2.58** 2.40 1.78 
1 answer options: 1 = never; 2=Almost never; 3= Sometimes; 4= Almost always; 5=Always;  
***, **, * denotes a significant difference at the 1%, 5%, and 10% level, respectively.  
2 t-test; 3 Welch-test. The results regarding DCF (in survey question at position b) and cash flow projection / free cash flow to firm (FCFF) approach (in survey question at position a) are shown in Table 53 in Appendix 10. 
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 Table 45: Survey responses to the question ‘How frequently does your company use the following techniques and/or approaches in determining 
cost of equity or discount rates when valuing RE investments?’ in relation to organisation type, country, company size, leverage of company and 
its stock exchange listing (arithmetic mean). 
  
% almost 
always (4) 
and always 
(5)1 
Arith-
metic 
mean 
 
Organisation type2 Country3 Organisation size3 Leverage of company3 Stock exchange listing3 
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l) Weighted average cost of 
capital of our company 
67.0 3.74  4.60 2.33 3.69 3.24 1.00 3.25 
***5 
(7) 
2.90 4.15 *** 4.22 3.44 ***4 3.18 4.22 ***4 3.71 3.77  
k) Discount rates are at least as 
high as defined hurdle rates 
59.0 3.49  4.06 3.11 3.70 3.18 2.75 2.14  3.27 3.62  3.82 3.31  3.54 3.73  4.11 3.44  
a) Formal risk analysis 57.3 3.63  3.87 3.38 3.25 3.53 5.00 2.71  3.63 3.63  4.00 3.39 ** 3.67 3.90  4.75 3.47 
***4 
(7) 
m) Benchmarking approaches 
with comparable companies or 
comparable investments 
43.2 3.30  3.38 2.88 3.36 3.53 3.25 2.75  3.14 3.37  3.33 3.30  3.14 3.63  3.92 3.22 * 
b) Capital asset pricing model 35.3 2.85  3.08 2.13 2.92 3.13 1.00 2.88  2.29 3.12 ** 3.23 2.60 * 2.37 3.34 *** 3.75 2.72 **(7) 
f) Current market return adjusted 
for risk 
31.0 2.50  2.34 2.50 3.00 2.47 1.00 3.13  2.30 2.61  2.32 2.60  2.07 2.64  2.80 2.44  
g) Discount rates set by 
regulatory decisions 
29.4 2.51  2.39 2.50 2.92 2.63 1.50 2.63  2.43 2.55  2.24 2.69  2.19 2.71  2.64 2.49  
j) Cost of debt plus a risk premium 27.6 2.72  2.76 2.63 3.15 2.75 1.50 2.50  2.84 2.66  2.77 2.70  2.86 2.60  3.64 2.59 ** 
i) Earnings/price ratio 25.9 2.46  2.49 2.50 3.00 2.06 2.00 2.50  2.32 2.53  2.53 2.41  2.39 2.58  3.33 2.30 *4 
n) Whatever our investors tell us 
they require 
23.3 2.63  2.10 3.29 2.50 3.13 2.33 3.60 * 3.00 2.44  1.86 3.05 ***4 2.67 2.49  3.00 2.46  
c) Modified CAPM including 
additional extra risk factors 
20.3 2.20  2.38 1.50 2.00 2.67 1.00 2.25  1.79 2.43 **4 2.47 2.02  1.93 2.51 *4 3.22 2.07 ** 
e) Average historical returns on 
common stock (historical market 
return)  
17.3 2.15  2.31 2.00 2.36 1.71 1.00 2.38  1.79 2.34 *4 2.15 2.11  1.78 2.45 **4 2.80 2.03  
h) Dividend discount model (e.g. 
current/historical dividend yield 
plus an estimate of growth or 
dividend yield estimate only) 
8.6 1.88  1.82 2.13 2.00 1.63 1.50 2.29  1.79 1.92  1.75 1.94  1.59 2.02  2.30 1.80  
o) Certainty equivalent method 9.2 1.77  1.42 2.43 2.50 1.81 1.33 1.20 *6 2.00 1.64  1.37 2.05 **4 1.83 1.79  2.14 1.72  
d) Multifactor models (for 
example, ATP) 
0.0 1.48  1.47 1.38 1.55 1.56 1.00 1.50  1.50 1.46  1.53 1.42  1.52 1.51  1.67 1.44  
1answer options: 1 = never; 2=Almost never; 3= Sometimes; 4= Almost always; 5=Always;  
***, **, * denotes a significant difference at the 1%, 5%, and 10% level, respectively; 
 2 ANOVA; 3 t-test; 4 Welch’s t-test; 5 Welch- and Brown-Forsythe-Test (without variances of Zero); 6 Brown-Forsythe-Test;(7) Not reliable for non-size characteristics (i.e. mean difference is dependent on size). 
 
 
A
p
p
e
n
d
ic
e
s
 
3
7
1
 
 Table 46: Survey responses to the question ‘How frequently does your company use the following techniques and/or approaches in determining 
cost of equity or discount rates when valuing RE investments?’ in relation to the various project stages (arithmetic mean). 
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l) Weighted average cost of capital of our company 67.0 3.74  3.92 3.53 3.40 3.60 3.77 3.86 3.90 4.08 3.36 3.11 
k) Discount rates are at least as high as defined hurdle rates 59.0 3.49  3.57 3.35 3.47 3.57 3.62 3.69 3.84*3 3.33 3.73 2.89 
a) Formal risk analysis 57.3 3.63  3.66 3.58 3.83 3.88** 3.74 3.88 3.81 4.15 4.10 3.38 
m) Benchmarking approaches with comparable companies or 
comparable investments 
43.2 3.30  3.39 3.22 3.41 3.25 3.17 3.39 3.38 3.38 3.20 2.88 
b) Capital asset pricing model 35.3 2.85  2.76 2.64 2.83 2.83 2.93 3.00 2.90 3.08 2.70 1.88* 
f) Current market return adjusted for risk 31.0 2.50  2.28 2.62 2.56 2.45 2.35 2.54 2.42 2.50 2.11 1.75*3 
g) Discount rates set by regulatory decisions 29.4 2.51  2.49 2.35 2.37 2.29 2.38 2.58 2.73 3.17** 3.33* 2.50 
j) Cost of debt plus a risk premium 27.6 2.72  2.77 2.85 2.93 2.56 2.57 2.87 2.71 3.33 3.67** 2.63 
i) Earnings/price ratio 25.9 2.46  2.52 2.41 2.54 2.35 2.45 2.51 2.29 2.58 2.44 2.50 
n) Whatever our investors tell us they require 23.3 2.63  2.71 2.90 2.83 2.49 2.51 2.28 2.46 2.30 2.43 2.33 
c) Modified CAPM including additional extra risk factors 20.3 2.20  2.07 2.24 2.19 2.29 2.39 2.50 2.43 2.36 2.22 1.63*3 
e) Average historical returns on common stock (historical 
market return)  
17.3 2.15  2.00 1.88 1.78* 2.16 1.95 2.11 2.14 2.00 1.89 1.63 
h) Dividend discount model (for example, current/historical 
dividend yield plus an estimate of growth or dividend yield 
estimate only) 
8.6 1.88  2.05 1.97 1.81 1.78 1.76 1.92 2.00 2.36* 2.11 1.50 
o) Certainty equivalent method 9.2 1.77  1.88 1.77 1.82 1.65 1.65 1.71 1.67 2.11 2.56* 1.88 
d) Multifactor models (for example, ATP) 0.0 1.48  1.42 1.47 1.41 1.39 1.48 1.50 1.48 1.90* 1.50 1.63 
1answer options: 1 = never; 2=Almost never; 3= Sometimes; 4= Almost always; 5=Always;   
**, * denotes a significant difference at the 5% and 10% level, respectively;  
2 t-test; 3 Welch’s t-Test. 
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 Table 47: Survey responses to the question ‘How frequently does your company use the following discount rates when valuing a new RE investment 
project?’ in relation to organisation type, country, company size, leverage of company and its stock exchange listing (arithmetic mean). 
  
% almost 
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(4) and 
always 
(5)1 
Arithmetic 
mean 
 
Organisation type3 Country4 Organisation size4 
Leverage of 
company4 
Stock exchange 
listing4 
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b) A specific discount rate for 
the considered country (country 
discount rate) 
65.9 3.86  4.21 3.11 4.00 4.22 - 3.38  3.45 4.05 *5 4.26 3.60 **5 3.57 4.25 **5 4.69 3.73 ***5 
c) A specific discount rate for 
the applied technology/ 
concerned industry 
60.0 3.59  4.05 2.67 3.62 3.71 - 3.13 * (7) 3.20 3.76  3.89 3.40  3.21 3.88 * 4.57 3.41 ***5 
d) A specific discount rate for 
the concerned project stage 
(e.g. planning/designing, 
financing, building, operating) 
52.2 3.26  3.23 3.40 3.62 3.61 - 2.75  3.38 3.17  3.14 3.37  2.93 3.58 * 4.00 3.13 ** 
f) A RADR for this particular 
project 
44.4 3.01  2.89 2.89 3.08 3.29 - 2.63  3.28 2.82  2.81 3.14  2.83 3.25  3.17 2.95  
g) A discount rate based on our 
cost of financing 
34.1 2.73  2.90 2.67 2.92 2.18 - 2.38  2.87 2.61  2.87 2.63  2.45 2.80  2.92 2.68  
h) A discount rate based on our 
past experience 
31.5 2.75  2.49 3.33 3.15 2.94 - 2.50  2.94 2.61  2.28 3.10 **5 2.38 2.96 * 2.67 2.75  
a) The discount rate for our 
entire company 
23.5 2.44  2.82 1.78 2.08 2.47 - 2.63  2.09 2.64  2.73 2.25  2.07 2.62  2.25 2.49  
e) A divisional discount rate 15.6 1.95  2.42 1.63 1.64 1.79 - 1.43 
*6 
()7) 
1.65 2.10  2.30 1.67 *5 1.63 2.21 *5 2.20 1.91  
i) A different discount rate for 
each component cash flow that 
has a different risk 
characteristic (for example, 
depreciation vs. operating cash 
flow vs debt service reserve 
account) 
14.6 1.89  1.63 2.44 2.33 2.20 - 1.50  2.30 1.69 *5 1.76 1.98  1.84 1.84  2.30 1.83  
1 answer options: 1 = never; 2=Almost never; 3= Sometimes; 4= Almost always; 5=Always; 2 The results of the banks are not considered in this analysis; 
***, **, * denotes a significant difference at the 1%, 5%, and 10% level, respectively;  
3 ANOVA; 4 t-test; 5 Welch’s t-test; 6 Welch- and Brown-Forsythe-Test;(7) Not reliable for non-size characteristics (i.e. mean difference is dependent on size. 
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 Table 48: Survey responses to the question ‘When valuing RE projects, does your company adjust either the discount rate or cash flows for the 
following risk factors?’ in relation to organisation type, country, company size, leverage of company and its stock exchange listing. 
 
Overall1 
%
 D
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%
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%
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c) Market risk 25.5 44.7 23.4 6.4 
a) Weather-related volume risk 12.1 57.6 23.2 7.1 
f) Operational risk 13.3 59.2 19.4 8.2 
j) Interest rate risk 26.1 39.1 23.9 10.9 
d) Political/regulatory risk 4 45.8 25.0 16.7 12.5 
i) Debt/equity ratio of RE project 29.4 34.1 18.8 17.6 
e) Tax risk 31.5 29.2 14.6 24.7 
q) Foreign exchange risk  33.7 26.7 14.0 25.6 
k) Term structure risk 18.8 35.3 18.8 27.1 
p) Commodity price risk 10.5 40.7 16.3 32.6 
b) Other natural resource risk 10.0 43.3 11.7 35.0 
g) Project termination risk 14.3 31.0 15.5 39.3 
o) Risk of unexpected inflation 22.3 27.7 9.6 40.4 
l) Complexity of organisational structure of investment 22.8 22.8 8.7 45.7 
n) Credit standing of involved partners 26.1 16.3 10.9 46.7 
m) Risk of subsidiaries not being under corporate control 18.1 18.1 9.6 54.2 
h) Illiquidity of investment project 25.0 18.1 6.9 50.0 
s) Size 31.8 10.6 4.7 52.9 
r) Distress risk 27.9 10.5 8.1 53.5 
t) ‘Market-to-book’ ratio  9.5 8.1 5.4 77.0 
u) Momentum 5.6 4.2 8.5 81.7 
1 answer options: 1 = Discount rate / return rate; 2=Cash flow; 3= Both; 4= Neither;  
**, * denotes a significant difference at the 5%, and 10% level, respectively,  
2 based on Pearson χ2 test or Fisher’s exact test; 3 │standardized residual│> 1.96; 4excluding tax risk. 
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 Table 48: (continued).  
 
Organisation type1, 2  
% Discount / return rate % Cash flow % Both % Neither  
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c) Market risk 30.0 33.3 25.0 27.8 0.0 14.3 40.0 33.3 58.3 38.9 60.0 57.1 27.5 22.2 8.3 16.7 4.0 28.6 2.5 11.1 8.3 16.7 0.0 0.0  
a) Weather-related volume risk 14.6 0.0 15.4 5.3 0.0 37.5 48.8 55.6 69.2 63.2 100.0 37.5 26.8 33.3 15.4 26.3 0.0 12.5 9.8 11.1 0.0 5.3 0.0 12.5  
f) Operational risk 20.0 0.0 16.7 5.3 0.0 25.0 50.0 50.0 75.0 73.7 80.0 50.0 20.0 30.0 8.3 21.1 20.0 12.5 10.0 20.0 0.0 0.0 0.0 12.5  
j) Interest rate risk 30.8 0.0 36.4 17.6 0.0 37.5 28.2 62.5 45.5 52.9 100.03 12.5 20.5 37.5 18.2 29.4 0.0 25.0 20.5 0.0 0.0 0.0 0.0 25.0 ** 
d) Political/regulatory risk 4 51.2 40.0 27.3 57.9 25.0 37.5 22.0 20.0 54.5 15.8 50.0 25.0 14.6 20.0 18.2 15.8 0.0 25.0 12.2 20.0 0.0 10.5 25.0 12.5  
i) Debt/equity ratio of RE project 24.3 0.0 36.4 50.0 25.0 37.5 29.7 57.1 45.5 35.7 75.0 12.5 21.6 28.6 0.0 7.1 0.0 37.5 24.3 14.3 18.2 7.1 0.0 12.5  
e) Tax risk 38.9 0.0 27.3 31.6 25.0 37.5 25.0 42.9 54.5 26.3 50.0 12.5 11.1 14.3 0.0 21.1 0.0 25.0 25.0 42.9 18.2 21.1 25.0 25.0  
q) Foreign exchange risk  34.2 33.3 20.0 37.5 33.3 42.9 26.3 22.2 50.0 25.0 33.3 14.3 13.2 33.3 10.0 6.3 0.0 14.3 26.3 11.1 20.0 31.3 33.3 28.6  
k) Term structure risk 19.4 0.0 20.0 12.5 0.0 50.0 27.8 37.5 60.0 31.3 100.0 25.0 16.7 37.5 0.0 31.3 0.0 12.5 36.1 25.0 20.0 25.0 0.0 12.5  
p) Commodity price risk 11.1 20.0 0.0 7.1 20.0 14.3 41.7 10.0 58.3 42.9 80.0 28.6 13.9 40.0 8.3 7.1 0.0 28.6 33.3 30.0 33.3 42.9 0.0 28.6  
b) Other natural resource risk 14.3 0.0 0.0 11.1 0.0 20.0 35.7 50.0 71.4 33.3 100.0 40.0 17.9 0.0 0.0 11.1 0.0 0.0 32.1 50.0 28.6 44.4 0.0 40.0  
g) Project termination risk 18.9 0.0 30.0 5.6 33.3 0.0 29.7 25.0 20.0 38.9 33.3 60.0 16.2 25.0 10.0 11.1 0.0 20.0 35.1 50.0 40.0 44.4 33.3 20.0  
o) Risk of unexpected inflation 25.0 22.2 25.0 11.1 20.0 28.6 22.5 22.2 50.0 22.2 60.0 28.6 7.5 22.2 0.0 16.7 0.0 0.0 45.0 33.3 25.0 50.0 20.0 42.9  
l) Complexity of organisational 
structure of investment 
25.0 12.5 20.0 22.2 40.0 14.3 25.0 12.5 30.0 27.8 0.0 28.6 7.5 25.0 0.0 5.6 0.0 0.0 42.5 50.0 50.0 44.4 60.0 57.1  
n) Credit standing of involved 
partners 
25.6 20.0 20.0 22.2 40.0 42.9 12.8 10.0 30.0 22.2 20.0 14.3 7.7 20.0 10.0 16.7 0.0 0.0 53.8 50.0 40.0 38.9 40.0 42.9  
m) Risk of subsidiaries not being 
under corporate control 
13.9 10.0 10.0 28.6 20.0 40.0 19.4 10.0 40.0 7.1 20.0 20.0 13.9 10.0 0.0 7.1 0.0 0.0 52.8 70.0 50.0 57.1 60.0 40.0  
h) Illiquidity of investment project 19.4 0.0 37.5 40.0 33.3 40.0 16.1 37.5 37.5 0.0 33.3 20.0 6.5 12.5 0.0 6.7 0.0 0.0 58.1 50.0 25.0 53.3 33.3 40.0  
s) Size 40.0 0.0 22.2 20.0 50.0 42.9 7.5 14.3 33.3 13.3 0.0 0.0 5.0 0.0 0.0 6.7 0.0 0.0 47.5 85.7 44.4 60.0 50.0 57.1  
r) Distress risk 27.8 11.1 36.4 20.0 40.0 42.9 8.3 11.1 27.3 13.3 0.0 0.0 5.6 11.1 0.0 6.7 0.0 28.6 58.3 66.7 36.4 60.0 60.0 28.6  
t) ‘Market-to-book’ ratio 6.5 0.0 10.0 23.1 33.3 0.0 3.2 25.0 30.02 0.0 0.0 0.0 3.2 12.5 0.0 7.7 0.0 0.0 87.1 62.5 60.0 69.2 66.7 100.0 * 
u) Momentum 6.5 0.0 0.0 8.3 33.3 0.0 0.0 12.5 25.0 0.0 0.0 0.0 6.5 12.5 12.5 8.3 0.0 0.0 87.1 75.0 62.5 83.3 66.7 100.0  
1 answer options: 1 = Discount rate / return rate; 2=Cash flow; 3= Both; 4= Neither;  
**, * denotes a significant difference at the 5%, and 10% level, respectively,  
2 based on Pearson χ2 test or Fisher’s exact test; 3 │standardized residual│> 1.96; 4excluding tax risk. 
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c) Market risk 25.5 44.7 23.4 6.4 
 
29.3 20.0 41.4 48.6 22.4 25.7 6.9 5.7  31.6 23.5 47.4 41.2 18.4 25.5 2.6 9.8  
a) Weather-related volume risk 12.1 57.6 23.2 7.1 
 
16.7 5.3 51.7 65.8 23.3 23.7 8.3 5.3  17.9 9.1 56.4 56.4 17.9 27.3 7.7 7.3  
f) Operational risk 13.3 59.2 19.4 8.2  16.7 8.1 58.3 59.5 18.3 21.6 6.7 10.8  15.4 13.0 56.4 61.1 17.9 20.4 10.3 5.6  
j) Interest rate risk 26.1 39.1 23.9 10.9 
 
31.6 14.7 31.6 52.9 21.1 29.4 15.8 2.9 ** 25.0 27.5 38.9 37.3 22.2 25.5 13.9 9.8  
d) Political/regulatory risk 4 45.8 25.0 16.7 12.5  49.2 38.2 24.6 26.5 14.8 20.6 11.5 14.7  47.4 47.2 26.3 24.5 15.8 17.0 10.5 11.3  
i) Debt/equity ratio of RE project 29.4 34.1 18.8 17.6 
 
28.8 28.1 30.8 40.6 21.2 15.6 19.2 15.6  21.9 37.5 37.5 29.2 21.9 16.7 18.8 16.7  
e) Tax risk 31.5 29.2 14.6 24.7  34.5 23.3 25.9 36.7 13.8 16.7 25.9 23.3  29.0 34.0 32.3 28.3 16.1 13.2 22.6 24.5  
q) Foreign exchange risk  33.7 26.7 14.0 25.6 
 
37.5 24.1 21.4 37.9 10.7 20.7 30.4 17.2  35.3 34.0 32.4 23.4 8.8 17.0 23.5 25.5  
k) Term structure risk 18.8 35.3 18.8 27.1 
 
20.0 13.8 30.9 44.8 16.4 24.1 32.7 17.2  14.7 23.9 41.2 28.3 17.6 19.6 26.5 28.3  
p) Commodity price risk 10.5 40.7 16.3 32.6  9.4 12.1 39.6 42.4 15.1 18.2 35.8 27.3  8.8 10.6 50.0 36.2 11.8 19.1 29.4 34.0  
b) Other natural resource risk 10.0 43.3 11.7 35.0 
 
11.4 8.0 40.0 48.0 8.6 16.0 40.0 28.0  4.3 15.2 52.2 36.4 17.4 6.1 26.1 42.4  
g) Project termination risk 14.3 31.0 15.5 39.3 
 
13.5 15.6 30.8 31.3 17.3 12.5 38.5 40.6  13.8 14.0 34.5 30.0 17.2 14.0 34.5 42.0  
o) Risk of unexpected inflation 22.3 27.7 9.6 40.4  23.7 17.6 23.7 35.3 8.5 11.8 44.1 35.3  22.2 22.6 33.3 24.5 5.6 11.3 38.9 41.5  
l) Complexity of organisational 
structure of investment 
22.8 22.8 8.7 45.7 
 
25.9 15.2 24.1 21.2 5.2 15.2 44.8 48.5  22.2 23.5 22.2 23.5 5.6 9.8 50.0 43.1  
n) Credit standing of involved 
partners 
26.1 16.3 10.9 46.7 
 
26.8 22.9 14.3 20.0 5.4 20.0 53.6 37.1  27.8 25.5 11.1 19.6 5.6 13.7 55.6 41.2  
m) Risk of subsidiaries not being 
under corporate control 
18.1 18.1 9.6 54.2 
 
20.4 12.1 18.4 18.2 8.2 12.1 53.1 57.6  17.6 18.2 20.6 15.9 11.8 6.8 50.0 59.1  
h) Illiquidity of investment project 25.0 18.1 6.9 50.0  24.4 25.9 15.6 22.2 4.4 11.1 55.6 40.7  16.7 30.2 16.7 18.6 8.3 4.7 58.3 46.5  
s) Size 31.8 10.6 4.7 52.9 
 
33.9 25.0 8.9 14.3 3.6 7.1 53.6 53.6  41.7 25.0 8.3 11.4 5.6 2.3 44.4 61.4  
r) Distress risk 27.9 10.5 8.1 53.5  30.2 21.9 5.7 18.8 7.5 9.4 56.6 50.0  22.9 32.6 8.6 10.9 2.9 10.9 65.7 45.7  
t) ‘Market-to-book’ ratio 9.5 8.1 5.4 77.0  8.5 11.1 6.4 11.1 2.1 11.1 83.0 66.7  6.7 10.3 6.7 7.7 3.3 5.1 83.3 76.9  
u) Momentum 5.6 4.2 8.5 81.7  4.3 8.3 0.0 12.53 6.4 12.5 89.4 66.7 ** 6.9 2.7 0.0 5.4 6.9 8.1 86.2 83.8  
1 answer options: 1 = Discount rate / return rate; 2=Cash flow; 3= Both; 4= Neither;  
** denotes a significant difference at the 5%, level,  
2 based on Pearson χ2 test or Fisher’s exact test; 3 │standardized residual│> 1.96; 4excluding tax risk. 
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 Table 48: (continued).  
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c) Market risk 25.5 44.7 23.4 6.4 
 
31.0 29.8 34.5 44.7 20.7 23.4 13.8 2.1  46.2 24.7 30.8 45.2 23.1 21.9 0.0 8.2 
 
a) Weather-related volume risk 12.1 57.6 23.2 7.1 
 
13.8 14.6 55.2 56.3 20.7 25.0 10.3 4.2  23.1 11.7 61.5 54.5 7.7 26.0 7.7 7.8  
f) Operational risk 13.3 59.2 19.4 8.2 
 
10.7 18.8 67.9 56.3 14.3 20.8 7.1 4.2  30.8 11.8 46.2 60.5 15.4 19.7 7.7 7.9 
 
j) Interest rate risk 26.1 39.1 23.9 10.9 
 
29.6 25.5 40.7 34.0 18.5 25.5 11.1 14.9  41.7 23.6 25.0 40.3 16.7 25.0 16.7 11.1 
 
d) Political/regulatory risk 4 45.8 25.0 16.7 12.5  44.4 57.1 25.9 18.4 14.8 18.4 14.8 6.1  61.5 44.0 23.1 25.3 15.4 17.3 0.0 13.3  
i) Debt/equity ratio of RE project 29.4 34.1 18.8 17.6 
 
29.2 33.3 50.0 16.7 8.3 23.8 12.5 26.2 ** 36.4 30.3 27.3 33.3 18.2 18.2 18.2 18.2 
 
e) Tax risk 31.5 29.2 14.6 24.7  32.0 35.6 36.0 26.7 4.0 17.8 28.0 20.0  50.0 27.9 33.3 30.9 8.3 13.2 8.3 27.9  
q) Foreign exchange risk  33.7 26.7 14.0 25.6 
 
22.7 43.5 31.8 23.9 9.1 15.2 36.4 17.4  36.4 33.8 45.5 23.5 9.1 14.7 9.1 27.9  
k) Term structure risk 18.8 35.3 18.8 27.1 
 
12.5 25.0 33.3 36.4 16.7 18.2 37.5 20.5  27.3 17.9 18.2 35.8 18.2 19.4 36.4 26.9 
 
p) Commodity price risk 10.5 40.7 16.3 32.6  7.1 14.6 50.0 36.6 10.7 17.1 32.1 31.7  7.7 10.4 30.8 43.3 15.4 16.4 46.2 29.9  
b) Other natural resource risk 10.0 43.3 11.7 35.0  5.3 17.2 36.8 48.3 21.1 6.9 36.8 27.6  25.0 8.7 62.5 39.1 0.0 13.0 12.5 39.1  
g) Project termination risk 14.3 31.0 15.5 39.3 
 
25.0 12.2 25.0 29.3 4.2 24.4 45.8 34.1  25.0 12.5 25.0 31.3 16.7 15.6 33.3 40.6 
 
o) Risk of unexpected inflation 22.3 27.7 9.6 40.4 
 
11.1 31.3 33.3 20.8 11.1 8.3 44.4 39.6  33.3 20.0 25.0 28.0 0.0 10.7 41.7 41.3 
 
l) Complexity of organisational 
structure of investment 
22.8 22.8 8.7 45.7 
 
16.0 27.7 20.0 25.5 8.0 6.4 56.0 40.4  25.0 22.5 16.7 22.5 8.3 7.0 50.0 47.9  
n) Credit standing of involved 
partners 
26.1 16.3 10.9 46.7 
 
22.2 29.5 14.8 13.6 11.1 11.4 51.9 45.5  33.3 25.0 16.7 13.9 8.3 11.1 41.7 50.0 
 
m) Risk of subsidiaries not being 
under corporate control 
18.1 18.1 9.6 54.2 
 
8.0 23.7 16.0 18.4 12.0 10.5 64.0 47.4  23.1 16.1 15.4 17.7 7.7 9.7 53.8 56.5 
 
h) Illiquidity of investment project 25.0 18.1 6.9 50.0  33.3 28.6 19.0 14.3 4.8 8.6 42.9 48.6  33.3 24.1 16.7 16.7 16.7 3.7 33.3 55.6  
s) Size 31.8 10.6 4.7 52.9 
 
26.1 40.0 4.3 8.9 4.3 4.4 65.2 46.7  50.0 28.8 8.3 9.1 8.3 3.0 33.3 59.1 
 
r) Distress risk 27.9 10.5 8.1 53.5  28.0 34.9 12.0 4.7 4.0 9.3 56.0 51.2  38.5 26.2 7.7 7.7 7.7 7.7 46.2 58.5  
t) ‘Market-to-book’ ratio 9.5 8.1 5.4 77.0 
 
5.0 13.2 0.0 7.9 5.0 5.3 90.0 73.7  20.0 6.9 10.0 5.2 0.0 5.2 70.0 82.8  
u) Momentum 5.6 4.2 8.5 81.7  0.0 8.1 0.0 0.0 11.1 8.1 88.9 83.8  9.1 3.7 0.0 1.9 9.1 7.4 81.8 87.0  
1 answer options: 1 = Discount rate / return rate; 2=Cash flow; 3= Both; 4= Neither;  
** denotes a significant difference at the 5% level, 
2 based on Pearson χ2 test or Fisher’s exact test. 3 │standardized residual│> 1.96; 4excluding tax risk. 
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Table 49: Survey responses to the question ‘When valuing RE projects, does your company adjust 
either the discount rate or cash flows for the following risk factors?’ in relation to materialised risk. 
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c) Market risk 25.5 44.7 23.4 6.4  25.7 33.3 45.7 33.3 21.4 27.8 7.1 5.6  
a) Weather-related volume risk 12.1 57.6 23.2 7.1  9.6 26.3 60.3 42.1 21.9 26.3 8.2 5.3  
f) Operational risk 13.3 59.2 19.4 8.2  11.0 27.8 61.6 44.4 19.2 22.2 8.2 5.6  
j) Interest rate risk 26.1 39.1 23.9 10.9  22.1 47.1 41.2 23.5 26.5 11.8 10.3 17.6 * 
d) Political/regulatory risk 4 45.8 25.0 16.7 12.5  46.5 52.6 25.4 21.1 15.5 21.1 12.7 5.3  
i) Debt/equity ratio of RE project 29.4 34.1 18.8 17.6  26.2 52.9 34.4 23.5 21.3 5.9 18.0 17.6  
e) Tax risk 31.5 29.2 14.6 24.7  28.1 44.4 35.9 11.1 12.5 16.7 23.4 27.8  
q) Foreign exchange risk  33.7 26.7 14.0 25.6  30.6 50.0 32.3 5.6 12.9 16.7 24.2 27.8  
k) Term structure risk 18.8 35.3 18.8 27.1  14.5 41.2 37.1 17.6 21.0 11.8 27.4 29.4 * 
p) Commodity price risk 10.5 40.7 16.3 32.6  8.1 16.7 45.2 27.8 14.5 22.2 32.3 33.3  
b) Other natural resource risk 10.0 43.3 11.7 35.0  2.3 41.73 46.5 25.0 11.6 8.3 39.5 25.0 *** 
g) Project termination risk 14.3 31.0 15.5 39.3  13.1 18.8 32.8 25.0 14.8 18.8 39.3 37.5  
o) Risk of unexpected inflation 22.3 27.7 9.6 40.4  20.3 31.6 30.4 15.8 8.7 10.5 40.6 42.1  
l) Complexity of organisational 
structure of investment 
22.8 22.8 8.7 45.7  19.7 36.8 25.8 10.5 6.1 10.5 48.5 42.1  
n) Credit standing of involved 
partners 
26.1 16.3 10.9 46.7  24.6 35.3 14.5 17.6 10.1 11.8 50.7 35.3  
m) Risk of subsidiaries not 
being under corporate control 
18.1 18.1 9.6 54.2  13.3 35.3 18.3 11.8 10.0 5.9 58.3 47.1  
h) Illiquidity of investment 
project 
25.0 18.1 6.9 50.0  21.2 42.9 19.2 7.1 7.7 0.0 51.9 50.0  
s) Size 31.8 10.6 4.7 52.9  28.8 45.0 8.5 10.0 3.4 5.0 59.3 40.0  
r) Distress risk 27.9 10.5 8.1 53.5  23.8 47.1 11.1 0.0 7.9 5.9 57.1 47.1  
t) ‘Market-to-book’ ratio  9.5 8.1 5.4 77.0  7.3 15.4 7.3 0.0 5.5 0.0 80.0 84.6  
u) Momentum 5.6 4.2 8.5 81.7  3.8 7.7 1.9 0.0 9.6 0.0 84.6 92.3  
1 answer options: 1 = Discount rate / return rate; 2=Cash flow; 3= Both; 4= Neither;  
***, * denotes a significant difference at the 1%,  and 10% level, respectively,  
2 based on Pearson χ2 test or Fisher’s exact test; 3 │standardized residual│> 1.96; 4excluding tax risk. 
 
 
  
Appendices  379 
 
 Details of Validity Check in QUAN Phase 
 
A10.1 Non-Response Bias 
The results of the test suggested by Wallace and Mellor (1988) show that mean answers between 
on time and late respondents are statistically only different for 4 (12 or 18) of those 118 questions 
at a 1.0% (5% or 10%) level. In addition, non-response bias is tested by comparing the results of 
respondents who finalised the survey or who failed to complete the survey, according to 
Whitehead et al. (1993), but still providing relevant data for analysis. This analysis includes 96 
questions to be compared of which only 4 (7 or 21) differ at 1.0% (5% or 10%) significant level. 
Since there are only a few significant differences, we conclude that our sample is representative 
of the researched population. 
Based on χ2 goodness-of-fit analysis in line with the recommendation of Moore and Reichert 
(1983), it has been found that the sample is in total representative for the overall universe of firms 
German and Swiss population involved in RES-E investments. However, there are some 
restrictions, comparing the subsample Germany with the population, due to the fact that the group 
of utility companies has not been adequately represented in the survey. This can be explained by 
the low response rate (12.5%) from German utility companies in this study, showing either less 
interest in the topic, no interest in benchmarking their methods with others or withholding their 
experiences from being shared for academic purposes. 
A10.2 Non-Size Characteristics 
A one-way ANOVA is applied to check the reliability for non-size characteristics, including 
organisation types, leverage, stock exchange listing and country. Size of organisations can be 
correlated with those factors, by splitting the sample into large versus small firms and checking 
each of those factors separately. If the reliability of the factors is not confirmed, i.e. organisation 
size has a strong influence on the considered factors and accordingly, the mean differences of 
non-size IV are significantly influenced by the size, it is correspondingly marked in the tables for 
those data with mean differences at 10% significance level and lower and not reported in writing 
within the paper.  
A10.3 Robustness in Relation to Education and Experience 
The robustness of the answers are checked in relation to the participants’ understanding of the 
topic and professional experience. This robustness check is passed if the methods suggested by 
finance theory are applied significantly more often by MBA-educated and/or high M&A-
experienced participants.  
In general, the results in Table 50 confirm the reliability of the capital budgeting technique results 
based on this performed robustness check. All, except a few methods (e.g. PB, PI and VaR), show 
a higher rate for participants with MBA degree and higher experience. However, only a few of 
them are significant. Scenario analysis shows a low significant dependency with a medium 
strength for the subgroups MBA based educations while the application of equity and project return 
380  Appendices 
 
rate present a low to medium significant strength in relation to experienced participants. These 
results confirm the robustness of the performed survey in respect to the participant’s 
understanding of the topic, i.e. the respondents understand the surveyed topic. Less experienced 
participants show a tendency to apply PB more frequently than more experienced participants, but 
not significantly. However, the method PI seems not be understood by low experienced 
participants since it is significantly more applied by this group within the sample. Similarly peculiar, 
VaR shows a significantly higher application rate by low experienced participants. These results 
cannot be explained and is regarded as less reliable, although their low application rate is probably 
valid. 
The robustness check for general CoC methods (Table 51) shows only one significant results for 
CAPM, confirming that participants’ with a profound business administration education apply more 
frequently this method, propagated by financial theory. The extensive us of CAPM by respondents 
who went through an MBA is also supported by the finds of Jagannathan and Meier (2002) who 
suspects that MBA graduates might be biased in favour of taught methods, such as CAPM, used 
in investment decisions. In contrast to this results, the method “whatever our investor tell us they 
require” as cost of capital is more often applied by non-MBA-educated and low experienced 
participants, although not significantly, still indicating the tendency of those two subgroups to rely 
on predefined return rates. 
The robustness check for the application of discount rates (Table 52) can also be regarded as 
passed since the more appropriated methods according to theory, such as RADR concept, and 
country and technology specific discount, are applied more often by MBA-educated and more 
experienced participants, but not always significantly. On the other hand, the less appropriate 
methods according to theory, such as discount rate based on cost of finance or based on past 
experience are applied significantly more frequently by non-MBA-educated and less experienced 
participants. The latter results is quite particular since less experienced participants apply discount 
rates only on few past experiences. Although not significant, the results for the application of “The 
discount rate for our entire company” in RES-E investment valuation show higher frequency for 
MBA-educated and M&A-experienced respondents are rather surprising. 
In Table 53, the robustness for dependency between the DCF techniques in terms of 
understanding the topic is checked. Investing the results in section 5.2.2.3 in relation to the set 
educational criteria, the MBA-educated participants show a tendency to use DCF more often as 
underlying techniques (Table 2.1) while only DCF in relation to IRR and NPV shows higher 
application rates, significant however only for IRR (Table 2.4). This shows again the better 
understanding of MBA-educated participants for the surveyed topic, as anticipated and confirming 
the liability of the survey. 
 Table 50: Robustness check of capital budgeting techniques in terms of education and experience.1 
 
% almost 
always (4) 
and always 
(5)2 
Arithmetic 
mean 
Education 
(% almost always (4) and always (5)2) 
Experience in M&A 
 (% almost always (4) and always (5)2) 
MBA-educated 
participants 
Non-MBA-educated 
participants 
1, 3 High 5 Low 5 1, 3 
d) Internal rate of return 92.4 4.70 95.2 91.9  94.6 89.7  
b) Discounted cash flow 88.3 4.56 95.0 86.3  89.3 86.5  
c) Net present value 79.8 4.35 81.0 78.1  80.4 76.3  
n) Scenario analysis (for example, base case, worst case, 
and best case) 
79.4 4.26 90.5 77.5 0.316* 83.9 75.0  
m) Sensitivity analysis 75.7 4.04 81.0 75.0  83.6 65.8  
a) Cash flow projection/FCFF approach 73.3 4.17 71.4 75.3  76.8 71.1  
f) Estimate cost of equity capital of project (equity return 
rate) 
65.0 3.82 71.4 65.2  74.5 54.3 0.210** 
e) Hurdle rate of return 63.9 3.79 70.0 62.7  66.7 60.6  
g) Estimate total cost of capital of project (project return 
rate) 
62.7 3.78 76.2 60.6  75.0 47.2 0.283*** 
j) Payback period 44.4 3.10 33.3 47.1  37.7 52.8  
h) Multiple approach 39.4 3.00 52.5 33.3  38.8 37.1 0.206** 
p) Valuing opportunities and synergy possibilities 24.0 2.64 20.0 24.2  25.5 20.0  
o) Simulations (for example, Monte Carlo simulations) 12.2 1.94 9.5 11.9  10.7 12.5  
i) Profitability index 10.9 1.90 9.5 8.2  4.1 15.2 -0.194* 
l) Real options 10.8 1.76 14.3 8.1  12.0 6.1  
k) Value at risk 8.2 1.90 9.5 4.5  1.9 11.8 -0.207* 
1 Index of mean square contingency (phi coefficient). 2 answer options: 1 = never; 2=Almost never; 3= Sometimes; 4= Almost always; 5=Always; ***, **, * denotes a significant difference at the 1%, 
5%, and 10% level, respectively; 3 Pearson χ2 test 4 Fisher’s exact test. 5 High: participants performed ≥ 10 transactions, low: participants performed < 10 transactions.  
 
  
A
p
p
e
n
d
ic
e
s
 
3
8
1
 
 Table 51: Robustness checks in relation to CoC methods in terms of education and experience.1 
  
% almost 
always (4) 
and always 
(5)2 
Arithmetic 
mean 
Education 
(% almost always (4) and always (5)2) 
Experience in M&A 
 (% almost always (4) and always (5)2) 
MBA-educated 
participants 
Non-MBA-educated 
participants 
1, 3 High 5 Low 5 1, 3 
l) Weighted average cost of capital of our company 67.0 3.74 70.0 69.1  67.9 71.4  
k) Discount rates are at least as high as defined 
hurdle rates 
59.0 3.49 62.5 60.9  64.0 56.7  
a) Formal risk analysis 57.3 3.63 68.4 53.7  63.5 47.1  
m) Benchmarking approaches with comparable 
companies or comparable investments 
43.2 3.30 52.6 42.4  46.2 42.4  
b) Capital asset pricing model 35.3 2.85 52.6 31.7 0.183* 40.0 31.2  
f) Current market return adjusted for risk 31.0 2.50 35.3 28.1  26.5 34.4  
g) Discount rates set by regulatory decisions 29.4 2.51 29.4 30.8  32.0 28.1  
j) Cost of debt plus a risk premium 27.6 2.72 23.5 29.9  33.3 21.2  
i) Earnings/price ratio 25.9 2.46 31.6 25.4  26.5 27.3  
n) Whatever our investors tell us they require 23.3 2.63 14.3 23.2  16.7 28.6  
c) Modified CAPM including additional extra risk 
factors 
20.3 2.20 35.3 16.9  25.0 14.3  
e) Average historical returns on common stock 
(historical market return)  
17.3 2.15 17.6 16.4  14.6 20.0  
h) Dividend discount model (for example, 
current/historical dividend yield plus an estimate of 
growth or dividend yield estimate only) 
8.6 1.88 11.1 8,3  8.3 10.0  
o) Certainty equivalent method 9.2 1.77 9.1 9,4  9.5 9.1  
d) Multifactor models (for example, ATP) 0.0 1.48 0.0 0.0  0.0 0.0  
1 Index of mean square contingency (phi coefficient). 2 answer options: 1 = never; 2=Almost never; 3= Sometimes; 4= Almost always; 5=Always; ***, **, * denotes a significant difference at the 1%, 
5%, and 10% level, respectively; 3 Pearson χ2 test 4 Fisher’s exact test. 5 High: participants performed ≥ 10 transactions, low: participants performed < 10 transactions. 
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 Table 52: Robustness checks in relation to CoC methods, in particular about the application of discount rates, in terms of education and 
experience.1 
  
% almost 
always (4) 
and always 
(5)2 
Arithmetic 
mean 
Education 
(% almost always (4) and always (5)2) 
Experience in M&A 
(% almost always (4) and always (5)2) 
MBA-educated 
participants 
Non-MBA-educated 
participants 
1, 3 High 5 Low 5 1, 3 
b) A specific discount rate for the considered country 
(country discount rate) 
65.9 3.86 78.9 64.3  77.4 52.8 0.257** 
c) A specific discount rate for the applied technology 
/ concerned industry 
60.0 3.59 61.9 59.1  62.3 55.9  
d) A specific discount rate for the concerned project 
stage (for example, planning/designing, financing, 
building, and operating) 
52.2 3.26 50.0 54.3  57.4 47.2  
f) A RADR for this particular project 44.4 3.01 52.6 42.6  49.1 38.2  
g) A discount rate based on our cost of financing 34.1 2.73 15.8 40.0 -0.208** 33.3 37.1  
h) A discount rate based on our past experience 31.5 2.75 26.3 33.8  23.1 45.7 -0.237** 
a) The discount rate for our entire company 23.5 2.44 38.9 22.9  32.0 18.4  
e) A divisional discount rate 15.6 1.95 18.8 15.3  15.2 17.2  
i) A different discount rate for each component cash 
flow that has a different risk characteristic (for 
example, depreciation vs. operating cash flow vs 
debt service reserve account) 
14.6 1.89 16.7 12.9  16.3 9.7  
1 Index of mean square contingency (phi coefficient). 2 answer options: 1 = never; 2=Almost never; 3= Sometimes; 4= Almost always; 5=Always; ***, **, * denotes a significant difference at the 1%, 
5%, and 10% level, respectively; 3 Pearson χ2 test 4 Fisher’s exact test. 5 High: participants performed ≥ 10 transactions, low: participants performed < 10 transactions. 
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 Table 53: Robustness check for dependency between the DCF techniques in terms of understanding the topic.  
 
% almost 
always (4) and 
always (5)1 
Arithmetic 
mean 
In case of % almost always (4) and always (5) for following methods2 
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b) Discounted cash flow 88.3 4.56  89.5 93.8***3 88.9 85.4 90.3 92.1 88.9 100.0 86.1 90.3 
      Subgroup ‘MBA-educated’    95.0*** 100.0 100.0 100.0 93.3 92.9 100.0 100.0 100.0 92.9 
      Subgroup ‘non-MBA-educated’    87.9 92.7***3 80.0 88.3 88.1 90.9 80.0 100.0 76.2 90.5 
1 answer options: 1 = never; 2=Almost never; 3= Sometimes; 4= Almost always; 5=Always; ***, **, * denotes a significant difference at the 1%, 5%, and 10% level, respectively; 2 Pearson χ2 test 3 
Fisher’s exact test. 
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A10.4 Robustness for Discount Rate Definition 
In respect how to apply WACC according to finance theory (Ehrhardt and Brigham, 2016), the 
robustness of the results in relation to applying WACC and a single discount rate for the entire 
company are confirmed, showing a quite strong and significant correlation (r= 0.449, p=0.000, n= 
84) between the two outcomes (Table 54), while applying WACC and divisional discount rates has 
a medium to strong and significant correlation (r= 0.404, p=0.000, n= 74), applying WACC and a 
discount rate based on the company’s cost of financing has a medium correlation strength (r=0.285, 
p=0.007, n=87) and applying WACC to the other provided discount rate definitions in the table show 
only weak correlation strengths. Based on the fact that a WACC is applied in connection with setting 
a discount rate for the entire company or less strong also for separated divisional discount rates, 
the robustness of the survey in relation to discount rate definition is confirmed. Interestingly are the 
medium correlation strength results between applying WACC and country-specific and technology-
/industry-specific discount rates. This indicates that certain firms might apply WACC specifically for 
certain countries and technologies/industries. 
Table 54: Robustness check of discount rates answers in relation to application of WACC. 
  
Results of 
analysis 
Results of correlation analysis1 
% almost 
always (4) 
and always 
(5)2 
r p n Effect 
Weighted average cost of capital of our company 3 67.0 - - - - 
A specific discount rate for the considered country (country 
discount rate) 4 
65.9 0.281 0.009 86 medium 
A specific discount rate for the applied technology / concerned 
industry 4 
60.0 0.358 0.001 86 medium 
A specific discount rate for the concerned project stage (for 
example, planning/designing, financing, building, and operating) 4 
52.2 0.076 0.485 86 weak 
A RADR for this particular project 4 44.4 0.137 0.208 86 weak 
A discount rate based on our cost of financing 4 34.1 0.285 0.007 87 medium 
A discount rate based on our past experience 4 31.5 0.125 0.258 84 weak 
The discount rate for our entire company 4 23.5 0.449 0.000 84 quite strong 
A divisional discount rate 4 15.6 0.404 0.000 74 
medium to 
strong 
A different discount rate for each component cash flow that has a 
different risk characteristic (for example, depreciation vs. 
operating cash flow vs debt service reserve account) 4 
14.6 0.111 0.328 80 weak 
1 Correlation according to Pearson’s product-momentum correlation and Spearman’s rank order correlation (r: correlation 
coefficient, p: significance level, n: sample size), lower of both coefficients is shown; 2 answer options: 1 = never; 2=Almost 
never; 3= Sometimes; 4= Almost always; 5=Always; 3 Survey response to the question “How frequently does your company 
use the following techniques and/or approaches in determining cost of equity or discount rates when valuing RE 
investments?”; 4 Survey response to the question “How frequently does your company use the following discount rates when 
valuing a new RE investment project?” 
 
A10.5 Reliability Analysis with Cronbach’s Alpha 
Reliability analysis are carried out to check the internal consistency of items, i.e. to check whether 
a group of questions in the survey reliably measure the same latent variable. In order to use the 
measurement scales it is important that the reliability as well as the validity needs to be 
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demonstrated (Cronbach, 1951, how2stats, 2011a, Tavakol and Dennick, 2011, Copur, 2015). 
Cronbach’s alpha is a popular test if Likert-type scales are applied (Grande, 2014a). It is about 
understanding whether the questions in a group of questions in the survey all reliably measure the 
same latent variable, i.e. risk awareness or application frequency of methods in practice (Laerd 
Statistics, 2013). Nunnally (1978) recommends the value of Cronbach’s alpha to be at least 0.7 to 
show internal consistency. Cronbach’s alpha is higher if the data normally distributed. (Grande, 
2014a). Table 55 summaries the results showing that only those questions in the group of questions 
about assessing the general risk cannot be regarded as internally reliable. 
Table 55: Internal reliability test with Cronbach’s Alpha. 
Items to be tested for following question group 
Cronbach’s 
Alpha 
Number 
of items 
Internal reliability 
How frequently does your company use the following techniques when 
deciding which RE projects / acquisitions to pursue? 
0.850 16 good 
How would you rate the significance of each of the following types of 
risk to your company's RE projects? 
0.696 10 acceptable 
In general, how would you assess the overall degree of risk associated 
with each of the following stages of planning, building and operating 
RE power plants? 
0.535 7 poor 
How frequently does your company use the following techniques 
and/or approaches in determining cost of equity or discount rates when 
valuing RE investments? 
0.830 15 good 
How frequently does your company use the following discount rates 
when valuing a new RE investment project? 
0.744 9 acceptable 
 
A10.6 Other Issues Related to Survey Data 
As control variables for capital budgeting techniques, the usage of cash flow projection/FCFF and 
DCF—both underlying techniques for various other methods, including IRR and NPV—are 
evaluated, finding several dependencies between the underlying technique of certain methods (e.g. 
DCF in case of NPV, Table 56). Table 57 and Table 58 illustrate the same results in relation to the 
firm’s characteristics, domicile and project stages. Only for cash flow projection/FCFF in relation to 
project stages could significant mean differences be found. 
In addition, Table 59 puts applying past experience for defining discount rates in relation to the 
alternative approaches, applying the above introduced Pearson’s correlation. 
 Table 56: Dependency between various capital budgeting techniques.  
 
% almost 
always (4) and 
always (5)1 
Arithmetic 
mean 
In case of % almost always (4) and always (5) for following methods2 
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b) Discounted cash flow 88.3 4.56  89.5 93.8***3 88.9 85.4 90.3 92.1 88.9 100.0 86.1 90.3 
a) Cash flow projection / FCFF approach 73.3 4.17  75.0 74.1 80.0 74.4 85.9***2 84.6***2 80.0 87.5 83.8 79.0*2 
f) Estimate cost of equity capital of project 
(equity return rate) 
65.0 3.82  69.6***3 69.2 100.0**3 64.3 93.7***2 - 90.0*3 100.0**3 78.4**2 75.4***2 
1 answer options: 1 = never; 2=Almost never; 3= Sometimes; 4= Almost always; 5=Always; ***, **, * denotes a significant difference at the 1%, 5%, and 10% level, respectively; 2 Pearson χ2 test 3 
Fisher’s exact test. 
 
Table 57: Survey responses to the question “How frequently does your company use the following techniques when deciding which RE projects 
/ acquisitions to pursue?” in relation to organisation type, country, company size, leverage of company and its stock exchange listing (arithmetic 
mean). 
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b) Discounted cash flow 88.3 4.56  4.68 4.60 4.36 4.58 3.80 4.50  4.53 
4.5
8 
 
4.7
0 
4.45  
4.4
7 
4.6
7 
 4.67 4.52 
 
a) Cash flow projection / FCFF approach 73.3 4.17  3.98 4.18 4.13 4.63 5.00 3.75  4.15 
4.1
7 
 
4.1
2 
4.24  
4.2
3 
4.2
1 
 4.14 4.21 
 
1 answer options: 1 = never; 2=Almost never; 3= Sometimes; 4= Almost always; 5=Always; ***, **, * denotes a significant difference at the 1%, 5%, and 10% level, respectively; 2 ANOVA; 3 t-test. 
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Table 58: Survey responses to the question “How frequently does your company use the following techniques when deciding which RE projects 
/ acquisitions to pursue?” in relation to the investment focus concerning project stages (arithmetic mean). 
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b) Discounted cash flow 88.3 4.56  4.49 4.61 4.46 4.64 4.65 4.64 4.71 4.69 4.75 4.45 
 
a) Cash flow projection / FCFF approach 73.3 4.17  3.97*3 4.18 4.16 4.27 4.37 4.49***3 4.41 4.80***3 4.69**3 4.50 
 
1 answer options: 1 = never; 2=Almost never; 3= Sometimes; 4= Almost always; 5=Always; ***, **, * denotes a significant difference at the 1%, 5%, and 10% level, respectively. 2 t-test; 3 
Welch-test 
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Table 59: Application of discount rates in relation to applying past experiences in discount rate 
definition. 
  
Results of 
analysis 
Results of correlation analysis1 
% almost 
always (4) 
and always 
(5)2 
r p n Effect 
A discount rate based on our past experience 4 31.5 - - - - 
Weighted average cost of capital of our company 3 67.0 0.125 0.258 84 weak 
A specific discount rate for the considered country (country 
discount rate) 4 
65.9 0.007 0.953 86 weak 
A specific discount rate for the applied technology / 
concerned industry 4 
60.0 0.163 0.133 86 weak 
A specific discount rate for the concerned project stage (for 
example, planning/designing, financing, building, and 
operating) 4 
52.2 0.322 0.002 87 medium 
A RADR for this particular project 4 44.4 0.386 0.000 88 medium 
A discount rate based on our cost of financing 4 34.1 0.424 0.000 88 medium to strong 
The discount rate for our entire company 4 23.5 0.158 0.147 86 weak 
A divisional discount rate 4 15.6 0.187 0.107 75 weak 
A different discount rate for each component cash flow that 
has a different risk characteristic (for example, depreciation 
vs. operating cash flow vs debt service reserve account) 4 
14.6 0.328 0.003 80 medium 
1 Correlation according to Bravais-Pearson (r: correlation coefficient, p: significance level, n: sample size); 2 answer options: 1 = 
never; 2=Almost never; 3= Sometimes; 4= Almost always; 5=Always; 3 Survey response to the question “How frequently does 
your company use the following techniques and/or approaches in determining cost of equity or discount rates when valuing RE 
investments?”; 4 Survey response to the question “How frequently does your company use the following discount rates when 
valuing a new RE investment project?” 
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 QUAL result tables 
Table 60: Categorised code matrix indicating the findings about missing or inadequate as well as 
key information for valuing RES-E investment projects, based on the discussion of the provided 
investment scenario (FiT: Feed-in tariff, OPEX: operational expenditures). 
No. Themes/categories 
Participant no. 
# 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
01 Missing or inadequate information                  
01.1 Resource assessments and data                 4 
01.2 
Market value of electricity 
production 
                1 
01.3 
Supplier/manufacturer of 
technology and type of engine 
                12 
01.4 
OPEX details, influences, and 
compensation measurements 
                11 
01.5 
Details about service agreement, 
service suppliers, and credit rating 
                7 
01.6 Stakeholder information                 3 
01.7 Grid situation                 3 
01.8 
Financing details, including name of 
bank 
                3 
01.9 
Project structuring details (including 
company form) 
                1 
01.10 Cash flow model                 4 
01.11 Scenario description details                 2 
01.12 
Purchase price (vs. value), price 
negotiation scope, and SPA details 
                3 
01.13 
Details about existing portfolio and 
investment strategy 
                2 
01.14 
Developer’s/seller’s name and 
counterpart risk 
                6 
01.15 
Due diligence process, including 
involved parties 
                1 
02 Key information for valuing projects                  
02.1 
Resource: volatility, distribution, 
and power 
                9 
02.2 Annual production                 15 
02.3 Hub height                 2 
02.4 Full load hours                 1 
02.5 Stake in project/SPV vs. its size                 3 
02.6 
FiT / PPA price in relation to credit 
rating (country/counterpart) and 
FiT/ PPA period 
                8 
02.7 
Power price assumption after FiT/ 
PPA period 
                3 
02.8 
Length of project and valuation 
period 
                4 
02.9 
Maintenance and management 
service concepts (including contract 
length) 
                8 
02.10 
Market value of produced electricity 
(site attractiveness) 
                4 
02.11 
Financial information (leverage/ 
gearing, DSCR, and DSRA) 
                6 
02.12 
Summary of performed DD 
outcomes 
                2 
02.13 
Installed capacity in relation to set 
objectives 
                4 
02.14 
Transaction probability (deal 
certainty) 
                6 
03 Less relevant information                  
03.1 Full load hours                 3 
03.2 Average wind speed                 2 
03.3 Hub height and rotor diameter                 1 
03.4 
Transaction probability (deal 
certainty) 
                2 
03.5 The WACC of investing company                 1 
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Table 61: Categorised code matrix regarding general findings about valuation. 
No. Themes/categories 
Participant no. 
# 
1  3 4 5 6 7 8 9 10 11 12 13 14 15 16 
01 
Suitability of method with regard to 
the investor’s objectives and 
perspectives 
                3 
02 
Suitability of method for market 
communication while still appro-
priately considering the main risks 
                2 
03 
Comprehensibility of applied 
methods for both transaction parties 
(sellers and buyers) 
                2 
04 
Existence of project-specific 
characteristics and different 
interests/perspectives between 
seller and acquirers 
                2 
05 
Comprehensibility of applied 
method for decision makers 
                2 
06 
Deduce a price from the valuation 
procedure 
                2 
07 
Consistency in method application 
to ensure comparison with historical 
projects 
                1 
08 
Sophisticated methods are mostly 
too complicated in practice  
                2 
09 
Risk of applying spurious accuracy 
within valuations 
                2 
19 
Different perspectives about optimal 
methods in theory and practice 
                1 
11 
Most appropriate and correct 
method is defined by the market 
                3 
12 
Risk of concentrating on valuation 
techniques while neglecting focus 
on essential negotiation process 
                1 
13 
Standardisation of valuation input 
data necessary to compare projects 
and compared to set hurdle rate 
                1 
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Table 62: Categorised code matrix regarding the application of numerical capital budgeting 
techniques for the valuation of RES-E investments (*encountered while discussing the investment 
scenarios; grey cells: applied / agreed with). 
No. Themes/categories 
Participant no. 
# 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
01 The DCF-based approaches                  
01.1 
The DCF as a state-of-the-art 
approach for RES-E project 
investment valuation 
                16 
01.2 
The DCF as an established method 
based on agreement between 
valuation and accounting domain 
                1 
01.3 
The DCF applied for project-specific 
valuation and known project details 
                2 
01.4 
Different DCF-based approaches 
available and  applied 
                9 
01.5 Ex-ante vs. ex-post valuation                 3 
02 Suitability of the IRR                  
02.1 The IRR as main valuation method                 16 
02.2 
Awareness of restrictions of the IRR 
method 
                1 
02.3 
The IRR not appropriate for project 
developers 
                1 
02.4 
The IRR optimal for market 
communication 
                4 
02.5 
The IRR suitable to compare with 
the hurdle rate 
                7 
02.6 
The IRR as optimal tool to compare 
investments 
                2 
02.7 
Transparency of assumption within 
valuation 
                1 
03 Suitability of the NPV                  
03.1 
The NPV applied by project 
developers 
                2 
03.2 
The NPV suitable for value 
contribution to investing firm and 
impairment tests 
                1 
04 Relevant cash flow levels                 1 
04.1 Focus on the FTE approach                  11 
04.2 
Entity approach, such as the WACC 
approach, not optimal 
                2 
04.3 
Combination of equity and entity 
approaches 
                4 
04.4 
Valuating an entity approach with 
an artificial all-equity project 
                1 
04.5 
Focus on entity approach before 
equity approach 
                1 
05 
Distribution potential to equity 
investors 
                1 
05.1 
Distribution potential considered as 
relevant 
                12 
05.2 Output IRR already applied                 1 
05.3 
Output IRR calculation is not 
relevant 
                1 
05.4 
Output IRR implementation is 
planned 
                3 
06 Certainty equivalent method                  
06.1 Known concept                 5 
06.2 Critical view                 4 
06.3 Regarded as interesting concept                 6 
07 Profitability index                  
07.1 Known concept                 2 
07.2 Regarded as interesting concept                 2 
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Table 62: (continued). 
08 The RES-E-specific multiples                  
08.1 Known concept                 16 
08.2 
Not applied as a single method, 
only as a complementary method 
                9 
08.3 
Applied for benchmarking/screening 
purposes 
            * * *  9 
09 The PB                  
09.1 Known concept                 16 
09.2 Applied as risk measurement       *          7 
 
Table 63: Categorised code matrix regarding the application of judgmental assessments (i.e., 
applied methods and factors considered) in the valuation of RES-E project investments; 
*encountered while discussing the investment scenarios, grey cells: applied / agreed with). 
No. Themes/categories 
Participant no. 
# 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
01 
Evidence for qualitative 
assessments in RE valuation 
                 
01.1 Judgement assessment applied     * *     *   *   15 
01.2 
No explicit application of qualitative 
assessment methodology reported 
                2 
01.3 
Assessment method for risk and 
qualitative factors developed 
     *           3 
02 
Due diligence and transaction 
process 
                 
02.1 
Due diligence results must be 
available to grasp the investment 
challenges qualitatively 
          *      1 
02.2 
What-if method applied for 
assessing DD results qualitatively 
                1 
02.3 
Probability of investment success is 
valuable qualitative information in 
transactions 
  * * * *  * *  * *     8 
02.4 
Past experience of sellers and 
acquirers 
        *        4 
03 
Key characteristics of RES-E 
projects 
                 
03.1 Quality of resource assessment                 2 
03.2 
Attractiveness of production site 
and applied technology 
                3 
03.3 
Experience at production site and 
with type of technology 
                2 
03.4 
Quality of contracts and quality and 
reliability of partners 
    *            6 
03.5 
Assessment approach of country 
and regulatory risks 
                3 
03.6 
Assessment of return rates in 
relation to leverage 
                1 
04 
Synergies, upside potential, existing 
portfolio, and diversification 
                 
04.1 
Assessment of synergies mainly in 
the investment screening process 
                2 
04.2 
Assessment of synergies is 
possible in the detailed valuation 
process  
                5 
04.3 
Assessment of upside potentials 
(opportunities) 
              *  7 
04.4 
Experience/influence of existing 
portfolio 
                3 
04.5 Influence of diversification                 1 
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Table 64: Categorised code matrix regarding the application of CoC approaches for the valuation 
of RES-E project investments (*encountered while discussing the investment scenarios; **reports 
observation, i.e., not applied by participant; grey cells: applied / agreed with). 
No. Themes/categories 
Participant no. 
# 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
01 Discount rate                  
01.1 
Discount rates indicate what can be 
earned in the market for 
comparable projects 
                1 
01.2 
Discount rates as indicators of 
compensation for taking risks 
                2 
01.3 
Discount rates are market price 
indicators 
                1 
01.4 
Necessity of matching discount rate 
with certainty level of cash flow 
streams 
                2 
02 Equity and/or total CoC                  
02.1 Leveraged equity return rate                 15 
02.2 
Equity-only return rate or 
unleveraged equity return rate 
           **     2 
02.3 Project return rate / total CoC * * * *       *    *  6 
02.4 
The WACC of the investing 
company is not relevant for the 
discount rate setting of RES-E 
investments 
                4 
03 Setting discount rates                  
03.1 
Setting discount rates based on 
theoretical concepts (CAPM, beta 
factors, and pure-plays) 
                1 
03.2 
Setting discount rates based on 
theoretical concepts (CAPM, beta 
factors, and indirect approach) 
                1 
03.3 
The CAPM is not regarded as 
applicable for RES-E investments, 
since it ignores relevant 
unsystematic risks 
                2 
03.4 
Setting discount rates with market 
sounding 
                7 
04 Hurdle rate                  
04.1 Hurdle rate as hard cut-off line                 6 
04.2 Hurdle rate as reference value         **  **      5 
04.3 
Hurdle rates by country, technology 
and/or project stages, and/or 
business units 
                3 
04.4 Only one single hurdle rate                 3 
04.5 
Hurdle rate application: equity IRR 
must be greater than hurdle rate 
        **        5 
04.6 
Hurdle rate application: hurdle rate 
plus buffer 
                1 
04.7 Hurdle rate set by corporate bond                  
5 Risk-adjusted discount rates                   
05.1 
The RADR as a supplementary 
approach to hurdle rates 
                2 
05.2 
Application of RADRs instead of 
hurdle rates 
                2 
05.3 
Necessity to define appropriate 
RADRs for relevant unsystematic 
risks 
                1 
05.4 
Base with market sounding plus 
certain risk premiums 
                1 
06 Static to dynamic discount rates                  
06.1 
Static discount rate as 
predominantly applied approach 
                2 
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Table 65: Categorised code matrix about risk considerations in valuation (grey cells: applied / 
agreed with). 
No. Themes/categories 
Participant no. 
# 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
01 Risk mitigation in valuation                  
01.1 
Risk mitigation according to project 
structure standardisation  
                5 
01.2 
Risk mitigation measures 
implemented 
                16 
01.3 
Risk mitigation is regarded as 
beneficial for valuation processes 
                2 
01.4 
Specific issues with risk mitigation 
measures within valuations 
                2 
02 Valuation adjustments for risk                  
02.1 Focus on quality of cash flows                 2 
02.2 
Risk is predominantly considered in 
cash flow streams 
                4 
03 Risk components                  
03.1 
Natural resources considered as 
some of the main value drivers 
* * *  *  * * *   * * * * * 15 
03.2 Time component of risk                 3 
03.3 
Differentiation between systematic 
and unsystematic risks 
                8 
03.4 
Diversification potential of 
unsystematic risk 
                3 
03.5 Portfolio diversification applied                 5 
04 Risk assessment                  
04.1 
Scenario and sensitivity analyses 
and simulations 
                16 
04.2 
Repayment potential (for example, 
distribution profile, PB) 
                9 
04.3 Benchmarking                 1 
04.4 Formal risk analysis                 6 
05 
Understanding risk and risk 
preferences  
                 
05.1 
Risk-averse investor and focus 
mainly on downside risk 
                2 
05.2 
Defining risk appetite in executive 
committees 
                2 
05.2 
Different risk considerations 
between seller and acquirer 
                1 
05.3 
Discount rates compensated for 
taking risk, but only the ones still 
available 
                1 
06 
Explanation for puzzling QUAN 
results 
                 
06.1 
Explanation regarding difference in 
component risks in relation to 
project stages 
                4 
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Table 66: Categorised code matrix about influence factors in valuation processes (grey cells: 
applied / agreed with). 
No. Themes/categories 
Participant no. 
# 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
01 Risk and  return                  
01.1 Risk attitude                 3 
01.2 Risk appetite                 2 
01.3 Favourability of risk-return profile                 2 
01.4 Risk diversification                 10 
02 Investment pressure                  
02.1 High liquidity                 2 
02.2 
Entrance of young investment 
vehicle 
                4 
02.3 Search for higher/high return rates                 1 
03 Market forces                  
03.1 Balance of supply and demand                 3 
03.2 Attractiveness of investment area                 2 
03.3 Valuating too optimistically                 2 
03.4 
Checking market with periodic 
binding offers 
                2 
03.5 
Rethinking return rates and certain 
cash flow streams 
                1 
03.6 
Regulation affecting supply 
area/chain and supply/demand 
balance 
                1 
04 Involved parties                  
04.1 Experiences of transaction parties                 7 
04.2 Transaction security                  2 
04.3 Acting persons behind contracts                 2 
04.4 
Communication process in 
transaction (information asymmetry 
between sellers and acquirers) 
                1 
04.5 Investment team composition                 1 
05 
Personal interests, incentives, and  
bias 
                 
05.1 
Incentives and  benefits (personal 
interest) 
                1 
05.2 Conflict of interest                 1 
05.3 Mandate bias                 2 
06 Investor and  investment strategy                  
06.1 Investor’s motive for investment                 5 
06.2 Target characteristics                  16 
06.3 Diversification grade of firm/investor                 12 
06.4 
Diversification 
requirements/strategy 
                1 
06.5 
Investor’s risk management 
processes 
                3 
 
 
  Details about inference results 
Figure 58: Results from the inferences process (screenshot from nVivo10TM). 
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 Figure 58: (continued). 
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ENDNOTES: 
1 During the course of the thesis, the abbreviation for renewable energy projects has been adjusted and made more precise 
to be RES-E, instead of just RE for renewable energy or RES for renewable energy sources, emphasising the focus of the 
investigated objects on power plants producing electricity (E) from renewable energy sources. The abbreviation RE has 
been used in the questions of the questionnaire. Therefore, the QUAN results still refer to RE instead of RES-E in the titles 
of the corresponding table of results. 
 
2 Subsidies can either be feed-in tariffs (FiTs, section 2.1.1) (Lipp, 2007, Bürer and Wüstenhagen, 2009, Couture, 2010), 
a fixed or semi-fixed revenue in currency per amount of production for a certain period of time, or production tax credits 
(mainly in the US) used by equity investors for their benefits in taxes (Liebreich, 2005). 
 
3 The group of non-traded assets (or: non-marketable assets or perfectly non-liquid assets) consists of assets that are 
not traded on the (public) market, such as human capital and private businesses (Bodie et al. 2014). 
 
4 Private equity refers to an asset class that consists of equity securities and debt in an operating company that is privately 
owned and hence not publicly traded on a stock exchange (Jegadeesh et al. 2009). These investments are considered to 
be illiquid and long term (Zimmermann et al. 2005, Sorensen, 2013, 2014). Market data for private equity are not directly 
accessible (Nielsen, 2011, Driessen et al., 2012), only if securities that are investing in private equity companies are publicly 
traded (Ljungqvist and Richardson, M, 2003). Such securities could be funds (Ljungqvist & Richardson, 2003) or specific 
companies (Zimmermann et al., 2005; Jegadeesh et al., 2009). Private equity can, for example, be categorised in private 
equity investment trusts, venture capital trusts, public to private, management buy-outs or management buy-ins, venture 
capital or business angels (Arnold 2010), or SPVs for operating specific projects. 
 
5 i.e. the ‘conference best and highly commended student paper award’ for the best student paper at the EuroMed 
Academy of Business (EMAB) conference 2017. 
 
6 Valuation must always be considered in the context of its purpose. There is no one right value for a company, a project, 
or an asset. There are different values that can each serve a different purpose (Moxter, 1983:4). In the past, various 
valuation concepts based on different methods have been in focus in practice. For example, in Germany, the substantial 
value method was used in the majority of cases until the 1960s, followed by the German income approach, which valued 
an asset based on the future streams of earnings or profits, before the discounted cash flow method became the main 
approach in practice in the mid 1980s (Drukarczyk and Schüler, 2009:9). 
 
7 Renewable energy sources (RES) projects are enterprises that transform a replenishable primary natural resource, such 
as biomass, hydro power, wind power, solar radiation, gravitation, isotope decay and residual heat in the earth's interior 
into secondary energy forms, such as electricity, heat or fuel (BMU 2006, cited in Peter and Fischedick, 2007). The 
abbreviation RES-E stands power plants producing electricity from renewable energy sources (Unteutsch, 2016); these 
could be hydro power plants, wind farms, photovoltaic plants or geothermal power plants. Newer RES-E technologies 
include wind farms, photovoltaic, concentrated solar, biomass or geothermal power plants. They are all characterized by 
long-term investments from 20 to 30 years for wind and photovoltaic (Kost et al. 2018) and up to 80 years and more for 
hydro power plants (IRENA, 2012). They are typically private equity investments, either structured as completely private 
investments of a company on their own balance sheets or as special purpose vehicles (SPVs) with project financing 
(Steffen, 2018). An SPV is a business entity that is initialised by a firm for the purpose of conducting a clearly-specified 
activity (Gorton and Souleles, 2007; Böttcher, 2009, Chang, Wang, and Liao, 2009), such as developing, building and 
operating RES-E projects. 
 
8 Possible improve options of RES-E are for instance: i) revenue improvements with the implementation of technological 
retrofit measurements and software upgrades in production control system and with the access to new markets, such as 
the ancillary market to stabilized the grid; and/or ii) decrease of costs be renegociating improved operating contracts, such 
as the operation and maintence contract, commercial and technological management contracts, merging of SPV to 
eliminate corporate specific cost components, such as accouting, performing financial statements, and auditor’s reports.  
 
9 This limited scope for action in the operating phase has implication on the chosen valuation method, as discussed in 
section for 2.4.2.4 about active decision making in projects with higher uncertainties. 
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10 Hanson summarised alternative risk definitions from a technical point of view: i) “the unwanted event which may or may 
not occur [, ii)] the probability of an unwanted event which may or may not occur [, or iii)] the statistical expectation value 
of an unwanted event which may or may not occur” (2011:1). According to Hanson (2011), these definitions fall short of 
describing risk appropriately. 
 
11 In addition to distinguishing risk from uncertainty, risk must be differentiated from the terms peril and hazard. Peril is a 
probable cause, such as an earthquake, fire, or theft, that exposes a person or property to the risk of damage, injury, or 
loss. Perils can be covered with appropriate insurance policies. In contrast, hazard exists within a particular situation that 
poses a threat to human health and life, a threat to animals, and damage to property and the environment. In other words, 
a hazard is something that makes the occurrence of a peril more likely or more severe. It can be dormant/potential or 
active. In contrast to peril and hazard, the term risk only describes the chance of an adverse effect occurring (Sutton, 2014, 
Bitaraf and Shahriari, 2015). 
 
12 The state of uncertainty describes situations that are also described in the literature as so-called black swans or extreme 
tail events, which are highly improbable, unpredictable, or unforeseen events that, at an earlier stage, are not identified as 
potentially hazardous, but later emerge, often with extreme consequences (Taleb, 2010, Weitmayr, H. (2017). 
13 t is common to use for the standard deviation, the square root of the variance, as a measurement of the risk (Loderer 
et al., 2010). 
 
14 This view on risk is defined as risk in the narrow sense. In the wide sense of the term, risk is understood as peril that 
an actual, realised incident diverges from the expected incident in either a positive direction (also known as opportunity) 
or a negative direction (also known as risk in the narrow sense), based on the work of Hupe (1995, cited in Böttcher, 
2009). 
 
15 Or as Brealey et al. (2011) explain in their words, “Wise investors don’t take risks just for fun. They are playing with real 
money. Therefore, they require a higher return from the market portfolio than from Treasury bills” (297). 
 
16 Based on the given explanations, the terms expected return and risk premium as well as cost of equity are used 
interchangeably within this thesis. 
 
17 Kahneman and Tversky’s prospect theory (1979) describes a reference-depending nature of individuals’ risk 
preferences, and it points out a risk aversion for decisions in a stage of gains and risk seeking for decisions in a stage of 
losses. 
 
18 Unsystematic risk may also be called specific risk, firm-specific risk, residual risk, unique risk, idiosyncratic risk, or 
diversified risk (Brealey et al., 2011, Damodaran, 2013, Espinoza, 2014). 
 
19 Systematic risk may also be called market risk or undiversified risk (Brealey et al., 2011). 
 
20 Here is the wider sense of financial risk meant. It includes credit risk, liquidity risk,currency risk, foreign investment risk 
and equity risk. The narrower sense only includes risk of leverage (credit risk), see Table 4 (Investopedia, n.d.-a). 
 
21 In further explanations, the term risk mitigation is used, although it means both risk and uncertainty mitigation. 
 
22 The risk premium approach can also be applied for a time-invariant risk premium for a multi-period case based on 
equation 3. 
 
23 The going concern principle is translated from the German expression ‘Fortführungsprinzip’, adopted from §252 Abs. 1 
Nr. 2 HGB (German ‘Handelsgesetzbuch’, English ‘commercial law’). 
 
24 Project financing is defined as the financing of a project in which a lender first places the focus of the credit check on 
the project's cash flows as the sole source of funds used to service the loans (Nevitt and Fabozzi, 2000, Yescombe, 
2013, Morrison, 2016). 
 
25 Compared to the EVA, DCF-based methods are more appropriate for handling projected cash flows over the whole 
project period without applying a determination value (section 2.4.1.2) and for significant distributions to equity holders in 
later project years. 
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26 It is common praxis define net cash inflow (i.e. the difference between the present value of cash inflows and the 
present value of cash outflows) as relevant cash flow for the NPV and IRR calculations (section 2.4.2.2) while the 
relevant cash flow for DCF-based methods (section 2.4.2.1) is usually expressed as free cash flow to equity or firm (i.e. 
the cash flow available to only equity or to all investors, respectively) (Investopedia, n.d. –b, -c, -d). 
 
27 Those circulation issues in DCF-based valuation are also described as roll-back approach in literature (Casey, 2004). 
 
28 Expected net present value models are also called “risk-adjusted NPV models” (Villiger & Bogdan, 2005:113) or rNPV 
(Stewart et al., 2001). 
 
29 Moxter (1983) proposed the term ‘valuing means comparing’ (in German: “bewerten heisst vergleichen” [Moxter, 
1983:123]) as basic concept for applying multiple approaches. 
 
30 In case of leverage firms with corporate loans, Myers (1977) and Barnea et al. (1980) argue that shareholders have a 
call option claim on assets and are incentivized to undertake riskier projects due to the increase of the call option value 
the riskier the project is (greater variance). As such, the call option is particularly attractive for high leveraged firms. Since 
in typically RES-E investments however, the structure of the applied project financing does not provide incentives that a 
potential call option value on the equity is greater in case of greater variances of the assets.  
 
31 The difference between real option and financial option is not discussed in this thesis. Brach (2003), for instance, gives 
valuable details about real option valuation in practice, including an outline of the differences between the two option 
approaches. 
 
32 The volatility as an input variable in ROV describes the uncertainty of the underlying asset over time (Brealey et al., 
2011). Derived from the discussion in chapter 2.2.1, the volatility and the corresponding probability distribution are its 
measurements of risk. 
 
33 The use of the CoC and the WACC leads to confusion in some circumstances. For example, the WACC described in 
this section should not be mistaken for the WACC of the targeted investment; the project-based WACC (see section 
2.4.2.1), which is the total CoC of the investment project (Mielcarz & Mlinarič, 2014); and the DCF-based WACC approach 
(section 2.4.2.1). 
 
34 There is a third WACC concept, called vanilla WACC. It takes into account the average of both post- and pre-tax 
WACC Arnold, G. (2013) Corporate Financial Management, 5th ed. Pearson Education, Harlow, UK.. 
 
35 According to Ehrhardt and Birgham (2016), the divisional WACC is typically calculated using the pure-play technique 
or the accounting beta method. 
 
36 Empirical surveys among practitioners demonstrate that the WACC and a single company-wide discount are 
predominantly applied in DCF analyses, although many practitioners also apply the hurdle rate and RADR concepts (e.g. 
Gitman and Mercurio, 1982, Bruner et al., 1998, Graham and Harvey, 2001). 
 
37 The principle of the RADR concept illustration for an all-equity financed company can also be applied and 
correspondingly adjusted for companies with different capital structures Arnold, G. (2013) Corporate Financial 
Management, 5th ed. Pearson Education, Harlow, UK. 
 
38 Since the risk-free rate does not consider the tax advantage of debt, as within the WACC calculation, it must be 
examined whether the potential advantages of a tax shield are appropriately considered in the CE cash flows or in the 
discount rates (Ehrhardt and Brigham, 2016). However, the cash flow projections for RES-E investments do typically 
correctly consider this benefit; therefore, cash flow adjustments on the CE level do correctly incorporate these 
circumstances. 
 
39 In this study: CFO, asset managers, and other financial experts. 
 
40 Similarly to private equity companies, estimating expected returns for investment projects is challenging, since the cost 
of assets can normally not directly be monitored. Loderer et al. (2010) provide an approach to estimate the RADR for 
investment projects, using again the CAPM. This approach is based on the assumption that the operative risk of the project 
has the same risk as the whole company that is investing in this project, although each project has a different risk profile. 
 
41 Professor Aswath Damodoran periodically publishes his industry beta calculations on the following web page: 
http://pages.stern.nyu.edu/~adamodar/New_Home_Page/datafile/Betas.html 
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42 They are described elsewhere, for example, in Aharoni (1966) and Arnold (2013), p. 141ff. 
 
43 These three fictive examples are realistic cases, applied in the qualitative interviews in section 4.4.1.2. Detailed figures 
are found in Appendix 8 (2. part of interview with the investment scenarios). 
 
44 In the following course, the expressions research philosophy, philosophical stance, and paradigms are used 
interchangeably. 
 
45 The role of the researcher’s values is studied by axiology, which is a separate philosophical branch about the theory of 
values (Hart, 1971). 
 
46 These frictions are known as the paradigm war between quantitative and qualitative approaches (Datta, 1994). 
 
47 It is, however, not necessarily that the chosen paradigm within this research is always applied by the author, for 
example, for other studies, since the selected paradigm must always match the performed research. 
 
48 Social conditioning is explained and discussed in detail by Maki (1992): it is a sociological process of training 
individuals in a society to respond in a manner generally approved by society and peer groups within society. 
 
49 During an unstructured or in-depth interview, the interviewer does not have a list of themes and questions to choose 
from, although he or she does have a clear focus on the area to be explored. It is a completely informal conversation in 
which the interviewee can talk freely to explore a certain area in depth (Saunders et al. 2009). 
 
50 A selection of seminal MMR books: SAGA Handbook of Mixed Methods in Social & Behavioural Research by 
Tashakkori and Teddlie (2010), The SAGE Handbook of Qualitative Research by Denzin and Lincoln (2011), Mixed 
Methods Research: A Guide to the Field by Plano Clark and Ivankova (2016), and Designing and Conducting Mixed 
Methods Research by Creswell and Plano Clark (2018). 
 
51 This term ‘multiple approach’ with research methodologies should not confused with the same term in valuation. Only 
the latter is abbreviated in this thesis with MA. 
 
52 Independent power producers are defined as those companies with electricity generating units that are not public 
utilities, do not have an own grid, and are therefore dependent on the grids of others (mainly utilities) (STROM.info, n.d., 
EnergyVortex.com, n.d.).They have often arisen from project developers of RES-E units. 
 
53 The access to the group of industrial companies which also invest in RES-E projects is time-consuming, difficult and 
therefore costly. It could be covered in a separate research project (section 6.5). 
 
54 The questionnaire was composed of additional sections about the attractiveness of RES-E investment opportunities, 
general questions about risk and return, and several additional detailed questions that were not evaluated within this 
research and in the subsequent QUAL phase due to resource and time restrictions. 
 
55 The open source software survey tool, run on the server of the Kalaidos University of Applied Sciences (see 
http://www.kalaidos-fh.ch/Forschung/Kalaidos-Befragungsserver), could be used. 
 
56 Conferences on RES-E, such as the ‘New Energy Investor Summit’ in Switzerland, 2016, and the ‘Handelsblatt 
Tagung in Erneuerbare Energien’ in Berlin 2015. 
 
57 Test re-tests to check the reliability of the questionnaire are planned within the additional interview phases with the 
same and similar questions. 
 
58 In the greenfield stage, power plant projects are only composed of a few rights (for example, land rights), and almost 
no opportunities and synergies can be used due to the typically unique nature of the project. In this paper, the term 
brownfield relates to sites for potential development that have had previous development on them. 
 
59 In general, having experienced weather-related volume risk to materialise does not increase the need for more risk 
mitigation measures, except the need for more external DD (83.9% vs. 75.0%), probably in relation to wind assessment. 
Endnotes  403 
 
                                                                                                                                                            
This might be due to the fact that weather-related volume is considered anyhow as one of the most important risks (see 
section3.2) without having to materialise it in the first place. Likewise, materialised weather-related volume risk does not 
increase the demand for appropriate risk mitigation measures with weather protection insurances. This is probably 
because other risk mitigation is conducted, including portfolio diversification for sites in relation to the available natural 
resource conditions and for different energy transformation technologies, and because appropriate insurances are costly 
in relation to their benefits. 
 
60 This indicates that, in the project stage of a power plant with six to 10 years in operation, the possibility to adjust and 
improve certain essential contracts is considered, including renegotiating long-term operating and maintenance 
agreements, as well as refinancing loan agreements with interest rates, which are often fixed for up to 10 years in project 
financing agreements. 
 
61 Measured as a percentage of the respondents who answered ‘cash flow adjustment’, ‘discount rate adjustment’, and 
‘both’. 
 
62 Measured as a percentage of the respondents who answered ‘cash flow adjustment’ and ‘both’. 
 
63 Measured as a percentage of the respondents who answered ‘discount rate’ and ‘both’. 
 
64 Other natural resources means all natural resources, except weather-related volume risk. 
 
65 Direct marketing in the power sector is a scheme to transform the rigid FiT system into a market-oriented subsidy 
system in which an energy off-taker trades the power generation at the power exchange. 
 
66 Market integration of RES-E, for instance, within a so-called direct market scheme. 
 
67 The discussed topics during the interviews regarding the challenges and issues included the following: 
 The appropriateness and suitability of the IRR and NPV approaches (see section 5.3.3.2) 
 The discount rate, typically incorporating both the time value of money and risk (see section 5.3.3.1) 
 Methods to consider risk, either in the discount rate or the cash flows (see section 5.3.6.2) 
 The selection of the appropriate cash flow streams for DCF-based valuation (see section 5.3.3.3) and matching 
them with the appropriate CoC approach (see section 5.3.5.1) 
 The application of a constant or dynamic discount rate in relation to the involved financing policy of the valuated 
project (see section 5.3.5.1) 
 The volatility of considered cash flow streams from period to period within the considered valuation period (see 
section 5.3.3.1) 
 Debate about ex-ante vs. ex-post valuations (see section 5.3.5.1) 
 
68 Ex-post valuation means a retrospective valuation that considers certain later-known circumstances, in contrast to ex-
ante valuation, which performs valuation without considering later circumstances that are not known at that point in time. 
 
69 Definition of P value: it is a probability measure; for example, P50 is defined as 50% of estimates exceeding the P50 
estimate, and in the case of P90, it is 90% of the estimates exceeding the P90 estimate. 
 
70 The DNPV method of Espinoza and Morris (2013) and Espinoza and Rojo (2015) provides possible answers to the 
question of how to decrease the subjective assumptions for defining the certainty levels of the relevant input parameters 
(see section 2.4.4.4). 
 
71 Earn-out is a provision written in the financial transaction document (for example, share purchase agreement) whereby 
the seller of the business will receive additional payments after a defined earn-out period based on the future 
performance (for example, the actual production data, compared to forecasted production data) of the business sold. In a 
reverse earn-out provision, a certain amount is paid back to the acquirer. 
 
72 Likewise, values (NPV versus DNPV) can be plotted (section 2.6.3) to reduce the inherit weakness of IRR calculations, 
outlined in section 2.4.2.2. Despite the known weakness of the IRR, this measure has been chosen herein, since projects 
of different sizes (which is often the case in investment processes) can be better compared. 
 
404  Endnotes 
 
                                                                                                                                                            
73 For clarity reasons, the simplified EVA calculation is presented here to omit the issue of corrections to EBIT and CI 
calculations, proposed by Stern Stewart & Co. The majority of the corrections affect the EBIT calculation and CI 
symmetrically. Therefore, they should not have a significant impact on the final conclusions concerning the discussed 
issue as far as the same corrections would be applied in the process of FCF calculation (Mielcarz and Mlinarič, 2014 
 
74 The APM is also known as the arbitrage pricing theory (APT) (Ross, 1976). 
 
75 According to the study of Gitman and Vandenberg (2001), nearly 93% of the all survey participants using the DCF 
apply the CAPM, compared to approximately 1% who apply the APM. 
 
76 Utility maximisation is an economic concept that describes a consumer attempting to obtain the greatest value possible 
from the expenditure of the least amount of money when making a purchase decision. The objective is to maximise the 
total value derived from the available money (Kahneman & Thaler, 2006). 
 
77 Moreover, with the production-based CAPM, Cochrane (1991) developed an additional version of this model. 
 
78 There is a recent working paper (Chong, Jin, & Philipps, 2013) that discusses alternative CAPM adjustments based on 
a build-up methodology. 
 
79 The market factor is measured by the return on market index minus the risk-free interest rate; the size factor is 
measured by the return on small-firm stocks less the return on large-firm stocks; and the book-to-market factor is 
measured by the return on high book-to-market-ratio stock less the return on low book-to-market-ratio stocks (Brealey et 
al., 2011). 
 
80 The momentum can be calculated by subtracting the equal weighted average of the highest performing firms from the 
equal weighted average of the lowest performing firms, lagging by one month (Carhart, 1997).  
 
81 Cross tabulations are conducted by organisation type (energy-related companies, i.e., firms with energy as a core 
competence: utility, IPP, and project developers, versus others), country (DE: Germany, CH: Switzerland), size (large 
firms have more than 500 employees), leverage (firms with high leverage are defined as having a debt ratio of 40%, the 
ratio of total—short-term and long-term—debt to total assets), whether a firm is stock exchange listed (yes vs. no), 
gender (male vs. female), age (older than 40 vs. younger than 41), education (participants having an MBA vs. other 
qualifications), and experience (having performed more than 10 transactions is defined as having high experience). 
According to Cohen (1988), the phi coefficient (effect size) strength is small for a value of 0.1, moderate for 0.3, and 
large for 0.5. 
