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Abstract
Video data claims a significant portion of global mobile data communications, currently
standing at 55%. This demand outburst has been due to exceptional display technolo-
gies, on-demand video, gaming and live video streaming, to name a few. Despite the
massive data rates supported by modern mobile communication technologies, video
data is starting to overload mobile networks. This is particularly true in links with low
connectivity, where repeat requests flood the system.
As solutions for this inevitable demand growth, in addition to efficient video compres-
sion methods, more video data error resilience must be sought. One reason video traffic
is vulnerable to channel errors is the method it is treated at transmission; treatment
as any other generic data type. Video is a unique data type because its ultimate user
is not a machine, but a human, and because the contents within the data are inter-
dependent on each other. Based on its properties, video compression, transmission
methodology, and the decoding function must be adapted. By considering video com-
munication as a collaborative effort of these three functions, error resilience can be
effectively implemented.
Analysis of radio resources available for data transmission in a multipath fading channel
reveals that some resources are more robust than others. In the first contribution of
this thesis, this characteristic is utilised to impose more resilience to more sensitive
data within the video. Reliable means of forecasting the relative robustness of each
radio resource are designed. Criteria for identifying the sensitivity of different video
data segments are formulated. Finally, a technology is presented to map data to radio
resources such that maximum received video quality is achieved.
While the focus on the first contribution was on harmonising the transmission methods
with the features of the compressed video payload, the second contribution takes an
alternative route to error resilience by focusing on the decoder. The compressed video
payload entails some identifiable syntax elements, some of which follow a predictable
pattern. This feature is exploited to improve error recovery at an iterative turbo de-
coder. An algorithm to identify the video frame boundaries in corrupted compressed
sequences is formulated, along with algorithms to deduce the correct values for selected
fields in the compressed stream. Modifying the turbo extrinsic information using these
corrections act as reinforcements in the turbo decoding iterative process.
Most communication protocols transmit data as blocks in an ordered sequence and
await the acknowledgement of the receiver to determine the next block to be transmit-
ted. This gives rise to latency issues and the overloading of the network when the link
connectivity is poor. A solution is presented for video data in the final contribution,
where the concept of a digital fountain is hired. A two-dimensional forward error cor-
rection strategy is introduced for a digital fountain, where first, the video payload is
LDPC encoded and then turbo encoded. A joint decoding strategy is designed between
the turbo decoder and the LDPC decoder to recover the video data in an iterative
manner.
Taken together, these contributions are solutions for the video data burden on mobile
networks; solutions which reduce the necessity for re-transmissions. The presented error
iv
resilience techniques are updates to the transmission methodology and the decoding
function. They explore a new paradigm of improving coverage and channel throughput.
Key words: Adaptive filter, adaptive modulation and coding, channel coding, channel
prediction, error resilience, EXIT charts, fountain codes, joint source channel decoding,
LDPC coding, mobile video communication, turbo coding, unequal error protection,
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Introduction
1
2 Chapter 1. Introduction
1.1 Motivation
Mobile devices have revolutionised the way people communicate, bringing humans ever
closer together. In spite of physically being continents apart, one can interact with
another anywhere in the world effortlessly. To put it differently, for many, the mobile
device is becoming the window to life. Although the first mobile devices did not deliver
the visual experience, it is one of the most sought after features among today’s users.
In a survey conducted by Qualcomm [5], 4 of the 7 most desired features driving a
consumer’s next phone purchase decision were linked to the visual experience; namely:
display quality, resolution, size and touch screen capability. Since video communication
was made feasible at a commercial scale in 2000 with the advent of General Packet
Radio Service (GPRS), mobile devices have drastically evolved to improve the visual
experience. An obvious example is the increase in the number of pixels within a device
screen; a 25 fold increase between 2006 and 2012 [6].
Alongside the demand for a better visual experience, there is a rise in demand for
high-quality video content for mobile devices. Video content takes multiple disguises:
from on-demand videos, movies, video games, mobile television, to video calls. The
visual quality of today’s videos is surreal and many devices support videos with ex-
treme densities of data such as 4K video. These two spiralling traits (the demand
for high-performance mobile devices and the demand for better content) generate an
unprecedented burden on mobile networks. Video traffic accounted for 55% of global
mobile data traffic in 2015. By 2020 this figure is expected to stand at 75%. Further-
more, it is expected to be an 11 fold increase in today’s mobile video data traffic [7].
Therefore, there is a growing need for more efficient transmission technologies that are
tailored to video content.
In catering to this unprecedented demand for mobile video, on the one hand, the mobile
communication technologies are continually being upgraded. The latest standards such
as Long Term Evolution-Advanced (LTE-A), increase data rates in the downlink to
as high as 1.5Gbps [8]. The next generation, 5G, is expected to further enhance on
coverage and response time on top of data rate improvements [9]. On the other hand,
the video compression technologies strive to represent videos in as little data as possible.
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The latest in this family, the High Efficiency Video Coding (HEVC) codec, achieves the
same video quality at half the video bit rate in comparison to its predecessor, H.264.
This is a 1000 fold reduction in the transmitted bit rate as opposed to transmitting the
raw video content [10].
This thesis focuses on bridging the gap between the two very different approaches (at
the compression stage and channel coding stage) to solving the same problem, which is
the efficient transmission of video data over mobile networks. The solutions suggested
have the common feature of being cross-layer techniques between the application layer
(APP) video compression and physical layer (PHY) data exchange over the wireless
channel. The present video transmission approach treats video compression and data
exchange as two independent functions. However, as proven in this thesis, the transfer
of knowledge between APP and PHY reaps greater benefits as opposed to the original
recommendation for Open Systems Interconnection (OSI) model of maintaining the
layer operations independent of each other.
The theme problem addressed in this thesis is to find novel ways of altering the trans-
mission and reception methodologies such that video communication becomes more
robust against inferior channel conditions. The research is built for a downlink be-
tween a transmission base station and a user equipment (UE) as depicted in Figure 1.1
Multimedia 
(HEVC) 
encoder
Downlink
Reflectors
Base station User equipment
Transmitter Receiver
Figure 1.1: User equipment being served compressed video data over the mobile down-
link.
The apparent solution for incorporating error resilience is to impose forward error
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correction (FEC) on the transmitted data. This, in itself, is a rigorously researched area.
Although more FEC redundancy helps to impose more error resilience, it also imposes a
burden on the limited communication resources. The other solution, applicable only for
certain data types such as audio and video, is imposing unequal error protection (UEP).
The special characteristic of video data that qualifies it for UEP is that they do not
have uniform importance throughout the payload. Some segments of the transmitted
video are more important than others for acceptable decoding of the playback.
The concept of UEP fits conveniently with the characteristics of the radio resources.
The radio resources available for a payload transmission exhibit varied robustness levels
against external interference factors. This is a characteristic of any wireless channel due
to the mobility of the receiver coupled with free space loss, shadowing and multipath
loss [11]. The problem of error-resilient video transmission, therefore, translates to
intelligent manipulation of radio resources and discriminated application of FEC to
video data.
In addition to transmission side alterations, the receiver can also be modified to better
recover from channel errors inflicted on video data. For any form of error correction,
the available redundancy must be leveraged. The present systems leverage on channel
redundancy at the channel decoder and source redundancy at the error concealment
stage. Diverting from this conventional divide of confining redundancies to relevant
decoders, a collaborative approach for error recovery is also feasible.
1.2 Objectives
The research in this thesis is centred around finding solutions to impose error resilience
on video before transmission, and efficient error recovery after reception.
In order to address the theme problem, the solutions in this thesis are formulated under
three objectives. Chapter 4 provides solutions for the first objective, which is to adapt
the resource allocation function according to the importance levels within the payload.
In this regard the aims that needed to be achieved were to find a metric to quantify the
robustness of REs, to mitigate for the delays in this metric calculation and transmission,
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to quantify the importance of Network Abstraction Layer (NAL) units of a video frame,
and to develop an algorithm for UEP through intelligent resource allocation.
The next objective was to develop an iterative algorithm between the source decoder
and the channel decoder for video recovery. The aims addressed in formulating the
solutions were to understand the compressed bit stream, to identify the information
that can be shared between source and channel decoders, and to devise a system model
which accommodates iterative decoding between the source and channel decoders.
Chapter 6 strives to achieve error resilience for a different form of transmission, a mul-
ticast environment. The base station endlessly broadcasts the video data in a fountain-
like transmission until all receivers of different channel conditions have recovered the
video. The objective was to reduce the transmission time until all receivers have recov-
ered the video with acceptable quality. The addressed aims were to determine an FEC
method which facilitates iterative decoding in a fountain coding scheme, to incorporate
UEP into the fountain code, and to implement an algorithm to decode the data parallel
to receiving them.
1.3 Contributions
Chapter 2 discusses the evolution of mobile technology up to LTE-A and beyond. It
illustrates the PHY layer downlink function of LTE-A, whose knowledge is required for
understanding the remainder of the thesis.
Chapter 3 reviews past related works. It presents methods developed in the APP, the
PHY, and cross-layer approaches. It presents the general system for any cross-layer
error resilience approach at the transmitter, and elaborates on its functions. Addition-
ally, joint source and channel decoding methods at the receiver are presented. Finally,
state-of-the-art fountain coding techniques are presented.
The major contribution of Chapter 4 is the introduction of a resource quality indicator
for a transmit diversity communication system. Its complementing contributions are:
1. Low complexity approach to extrapolate the constituent arguments in the re-
source quality indicator;
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2. Determining the relationship between resource quality and its channel error tol-
erance;
3. Quantification of error sensitivity for the slices of a video frame, given an error
sensitivity value for the video frame;
4. Exploitation of minute resource quality variations for efficient resource allocation
for prioritised video data.
The performance measurements used in this chapter include the Normalised Mean
Square Error (NMSE) [12] to compare a predicted value and an actual value, and Peak
Signal to Noise Ratio (PSNR), an objective measurement, to evaluate the quality of
the video after undergoing the proposed communication strategy. This chapter’s main
contributions were published in the following articles.
• R. Perera, A. Fernando, T. Mallikarachchi, H. K. Arachchi, and M. Pourazad,
“QoE aware resource allocation for video communications over LTE based mobile
networks,” in 10
th
International Conference on Heterogeneous Networking for
Quality, Reliability, Security and Robustness, IEEE, 2014, pp. 63-69 [3].
• R. Perera, A. Fernando, H. K. Arachchi, and M. A. Imran, “Adaptive Modula-
tion and Coding based error resilience for transmission of compressed video,”
in International Wireless Communications and Mobile Computing Conference
(IWCMC) IEEE, 2015, pp. 1127-1132 [2].
While the contributions of Chapter 4 are at the transmitter side, the contributions
of Chapter 5 are implemented confining to the receiver. The contributions from this
chapter include:
1. An algorithm to identify the video frame boundaries in corrupted compressed
sequences;
2. Algorithms to deduce the correct values for selected HEVC header fields in the
compressed stream;
1.3. Contributions 7
3. An iterative turbo decoder which exchanges (between its convolutional decoders)
soft information that is reinforced both by channel coded parity and video com-
pression syntactical information.;
4. An analysis of the optimal number of turbo iterations for the proposed iterative
decoding system, using EXIT charts.
As the performance metric for the processed video, this chapter uses SSIM, another
full reference, objective metric as the PSNR. The main contributions of Chapter 5 were
published in the following article.
• R. Perera, H. Kodikara Arachchi, M. A. Imran, and P. Xiao, “Extrinsic Infor-
mation Modification in the Turbo Decoder by Exploiting Source Redundancies
for HEVC Video Transmitted over a Mobile Channel,” IEEE Access, vol. 4, pp.
7186-7198, 2016 [1].
The contributions from Chapter 6 include:
1. A two-dimensional FEC approach applicable in digital fountains;
2. An iterative decoding scheme between turbo decoder and LDPC decoder;
3. An EXIT chart analysis for the proposed decoding strategy.
The complexity of the proposed algorithms are quantified using the number of micro
operations in a Pentium 4 processor. The performance of the fountain code on error
correction is measured using Bit Error Rate (BER).
Chapter 7 concludes the work. It summarises the overall motivation for the solutions
presented in this thesis along with overviews of the main contributions. It further
presents potential future research directions, which spawn from the content of this
thesis.
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In this chapter, the technical details of the mobile technologies used in this thesis are
discussed. A brief overview of past mobile technologies is presented, followed by a
summary of the LTE-A PHY downlink functions used in the thesis.
2.1 The Evolution of Mobile Technologies
Mobile communication came into existence with the advent of a technology, known as
Advanced Mobile Phone Systems (AMPS) protocol [13]. This is an analogue network
similar to regular radio transmission. It allows voice communication only, and today
is popularly known as 1G. The shortcomings of 1G, such as a bulky receiver and the
ability for a third party to eavesdrop on a call, raised a necessity for a better alternative.
Digital mobile networks came into being with the introduction of Group Speciale Mobile
(GSM). Later coined as 2G, this brings in features such as text, multimedia messaging,
caller identification and Wireless Application Protocol (WAP) internet access. The
General Packet Radio Service (GPRS) and Enhanced Data rates for GSM Evolution
(EDGE) technologies fall inside this generation, and they further enhance the mobile
experience. The demand for mobile data has started to rise exponentially at this point.
To keep up with the data needs, Universal Mobile Telecommunication System (UMTS)
was introduced as 3G. These systems cater to demanding services like video streaming
and video conferencing, in addition to the previously delivered services. A new tech-
nology known as Wideband-Code Division Multiple Access (W-CDMA) is used as the
medium access scheme. This scheme allows the simultaneous transmission of differ-
ent user data on the same frequency with variable data rates. The data streams are
distinguished using unique codes allocated by the system.
With the further rise in demand for data, the concept of 4G emerged. Up to this
generation, voice signals communicated via the existing 2G infrastructure (although in
3G, the radio access network, i.e., the first and last hops, are shared with 3G data). 4G
networks are Internet Protocol (IP) packet switched networks and incorporate Voice
over IP (VoIP), eliminating the need for dedicated 2G infrastructure. The key features
of LTE-A that propel it towards achieving its exemplary performance are as follows:
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Carrier aggregation: Allows the combination of up to 5 component carriers to form
a maximum cumulative bandwidth of 100MHz. This increases the peak data rate to
1.5Gbps when used in combination with spatial multiplexing.
Higher order Multiple Input Multiple Output (MIMO): By using multiple
transmit and receive antennas, the bit rate can be improved. LTE-A introduces the
2 × 2, 4 × 4 and 8 × 8 antenna configurations, thus improving the spectral efficiency.
Relay nodes and heterogeneous networks: At cell edges, low power relay nodes
are deployed as repeaters to improve coverage. They are connected to the main base
station via a wireless link. They offer a substantial cost saving as opposed to installing
a new base station.
Coordinated Multipoint (CoMP) Transmission: Multiple base stations coordi-
nate with each other when transmitting to avoid interference as seen by the receiver.
The next generation, 5G, is currently being tailored to cater to a different set of ob-
jectives, different from mere enhancements in data rate. It is expected to service an
outburst in the number of connected devices, mainly fuelled by the concept of ‘Internet
of Things’. The standards are envisaged to be formally introduced in 2020. Technolo-
gies such as connected cars, wearable devices with artificial intelligence, high definition
mobile video streaming, and intelligent fridges, building heating systems etc. are almost
a reality today. In response, 5G will introduce technologies such as enabling the mobile
terminal to access different wireless technologies at the same time, cognitive radio (i.e.,
finding unused spectrum and adapting the transmission scheme to the requirements of
the technologies currently sharing the system), power saving strategies and the open
wireless architecture.
In this thesis, the communication systems deployed closely follow the state-of-the-art
LTE-A technologies. An overview of the LTE-A PHY downlink is illustrated next.
2.2 LTE-A PHY Downlink
At the transmitter, the physical layer (PHY) processes data as segments known as
transport blocks [8]. Therefore, the first function of the PHY is to determine the size of
the transport block it can process. At this point, the available bit stream at the input
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to the PHY is a collection of IP packets that has descended through the Open Systems
Interconnection (OSI) layers.
The transport block size depends on the interval between two PHY processing cycles.
Each PHY processing cycle ends with a transmission onto the radio interface, and the
time interval between two transmissions is known as the Transmission Time Interval
(TTI), which is 1ms. In the general form of transmission (i.e., spatial multiplexing is
not used), only one transport block is transmitted within one TTI.
2.2.1 Radio Frame
A TTI of 1ms corresponds to one subframe, and 10 subframes make a radio frame
of 10ms. The resource grid corresponding to one radio frame when the transmission
channel bandwidth is 1.4MHz is depicted in Figure 2.1. The transport block size
varies depending on the subframe number the TTI corresponds to. Therefore, prior to
explaining the methodology for calculating the transport block size, the structure of an
LTE-A radio frame is described.
A subframe is divided into two slots of 0.5ms each. Each slot accommodates 6 or 7
symbols depending on whether the extended cyclic prefix (16.7 µs) or normal cyclic
prefix (4.7 µs) is used. A representation of the transmitted signal pertaining to one
slot, when the normal cyclic prefix (CP) is used, is depicted in Figure 2.2. The number
of samples shown is based on a sampling frequency of 15.36MHz.
A time span of one OFDM symbol and frequency span of one subcarrier (15kHz) amount
to one resource element (RE). This is the smallest rectangle in the resource grid (Figure
2.1). An RE carries one symbol spot in the in-phase, quadrature (I,Q) constellation
diagram. One slot and 12 subcarriers amount to a physical resource block (PRB). Here
and in the remainder of the thesis, it is assumed that normal cyclic prefix is deployed.
Figure 2.1 is for a scenario with two transmit antennas. When transmitting CRS
symbols, the other antenna turns off in order not to create interference. The REs in
black ink are those when another antenna is transmitting CRS symbols. In a single
transmission antenna scenario, these REs in black ink can also be used as PDSCH. The
2.2. LTE-A PHY Downlink 13
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First CP: 5.2 µs, 80 samples Subsequent CPs: 4.7 µs, 72 samples
Useful symbol length: 66.7 µs, 1024 samples
One OFDM symbol: 71.3 µs, 1096 samples
One slot
Figure 2.2: Timing and samples of the transmitted signal pertaining to one slot.
PDSCH REs, boxes in white, carry the payload. These are the useful REs that must be
shared among the users being serviced by the base station. The coloured boxes in Figure
2.1 carry overhead symbols responsible for functions such as channel estimation (CRS),
time synchronisation between transmitter and receiver and cell identity information
(PSCH and SSCH), cell-wide broadcast information (PBCH) and information for the
receiver on how to decode the payload (PDCCH).Based on the channel bandwidth, the
number of PRBs vary as per Table 2.1.
Figure 2.1 is for 6 PRBs. For other channel bandwidths, the grid configuration is as
follows. PDCCH spans through all the PRBs. This implies that the first two OFDM
symbols of each subframe are completely dedicated for control signalling, with the
occasional appearance of CRS REs. The PSCH, SSCH and PBCH REs are located
symmetrically about the centre subcarrier of the channel bandwidth. They occupy 72
Table 2.1: Number of PRBs that can be accommodated at each channel bandwidth
Channel bandwidth (MHz) Number of PRBs
1.4 6
3 15
5 25
10 50
15 75
20 100
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subcarriers. For example at a channel bandwidth of 15MHz, with subcarriers indexed
0 to 179, the PSCH occupies subcarriers 54 through 125 in the 6
th
OFDM symbol of
the 0
th
slot. The transport block size is calculated such that the processed block can
be allocated onto the resource grid.
2.2.2 Transport Block Size Calculation
Initially the amount of REs available to house the transport block is calculated. For
the j
th
subframe (j ∈ [0, 9]), let this value be denoted by rj .
rj = (ni,PRB × a × nk,SF) − CRS − PSCH − SSCH − PBCH − PDCCH (2.1)
where a denotes the number of PRBs in the considered subframe, n
i,PRB = 12 denotes
the number of subcarriers within one PRB, and n
k,SF = 14 denotes the number of
OFDM symbols in one subframe. CRS, PSCH, SSCH, PBCH and PDCCH are the
number of REs occupied by the relevant channels. PSCH = 0 and SSCH = 0 for all
subframes other than 0 and 5, and PBCH = 0 for all subframes except subframe 0.
As an example, for a channel bandwidth of 10MHz, a single transmission antenna
scheme, and when PDCCH occupies two OFDM symbols,
r0 = (12 × 50 × 14) − 400 − 72 − 72 − 264 − 1000 = 6592
r1 = r2 = r3 = r4 = r6 = r7 = r8 = r9 = 8400 − 400 − 1000 = 6856
r5 = 8400 − 400 − 72 − 72 − 1000 = 7000
For the j
th
subframe, transport block size, nj , depends on the coding rate, ζj , the
modulation choice, ψj , (where ψj = 2 for QPSK, ψj = 4 for 16QAM, etc.), and rj . nj ,
is chosen from the set of values, ▽, in Table 7.1.7.2.1-1 of [4] as:
nj = arg min
n∈▽
»»»»»»»»n + 24rjψj − ζj»»»»»»»» (2.2)
In the above-illustrated example for a channel bandwidth of 10MHz, and a single trans-
mission antenna scheme, if the modulation scheme used is QPSK,
▽ ∈ {1384, 1800, 2216, 2856, 3624, 4392, 5160, 6200, 6968, 7992}.
Once nj is determined, blocks of nj bits are processed sequentially in the PHY.
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2.2.3 PHY Operations
CRC insertion
Initially, a cyclic redundancy check (CRC) is performed on the transport block of length
nj . A 24-bit CRC is appended to the transport block using the generator polynomial
given by 1100001100100110011111011
Code block segmentation
The LTE-A turbo encoder consists of an inner interleaver, of which the length can take
a maximum of 6144 bit positions [15]. This implies that the maximum payload it can
handle is 6120 bits (CRC occupies 24 bits). However, nj can exceed this value, and
in such cases the turbo inner interleaver becomes a bottleneck. The transport block
must, therefore, be further segmented into ‘code blocks’ that can be processed by the
turbo inner interleaver. Afterwards, a new CRC of 24 bits is appended to each code
block for error detection.
Assume a transport block size, nj > 6120. This transport block is segmented into
the possible minimum number of code blocks, κ = ⌈ nj
6120
⌉, and the number of bits in
each code block must not vary significantly. These criteria improve the error correcting
performance by enabling the use of the largest possible interleaver size.
The chosen code block size should be a permissible value for the turbo inner interleaver
as per Table 5.1.3-3 of [15]. It must also be larger than the total number of bits divided
by the number of code blocks.
Consider K
+ = arg minn∈∆ {n ≥ nj + 24 + 24κκ } with ∆ being the set of permissible
turbo inner interleaver lengths. Denote K
−(< K+) the closest value to K+ in ∆. The
objective is to choose code block sizes for the κ code blocks, from the two values K
−
and
K
+
, such that the chosen sizes tightly accommodate the payload (i.e., the requirement
for filler bits in minimized).
number of code blocks of size K
− ∶ κ− = ⌊K+κ − (nj + 24 + 24κ)
K+ −K−
⌋
number of code blocks of size K
+ ∶ κ+ = κ − κ−
Therefore, the number of filler bits = κ+K+ + κ−K− − (nj + 24 + 24κ).
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Figure 2.3: Rate
1
3
turbo encoder used in LTE-A.
Per-code block CRC insertion
A CRC is performed on each code block using the generator polynomial,
1100000000000000001100011.
Turbo coding
For each code block, turbo encoding is performed using the encoder given in Figure
2.3. The inner interleaver, P, is a deterministic function [15] which is replicated at the
receiver. For each code block, 4 trailing zero bit are appended to finish convolutional
encoders at the same state as the initial state. The turbo encoder outputs the same
number of d = K− + 4 (or K+ + 4) bits as systematic bits, parity-1 bits, and parity-2
bits.
These bits are further interleaved before rate matching is performed. This operation is
known as sub-block interleaving and illustrated in Algorithm 1.
Rate matching
Rate matching is performed by first placing the sub-block interleaved bit sequences, s¯, p¯
and q¯, in a circular buffer. The circular buffer is formed as{s¯0, s¯1,⋯, s¯d−1, p¯0, q¯0, p¯1, q¯1,⋯, p¯d−1, q¯d−1}. Thereafter, rjψjζj consecutive bits are se-
lected from the circular buffer to match the number of PDSCH REs, and modulation
scheme is assigned for the transmission. Since p¯ and q¯ are interleaved, this technique
automatically performs puncturing.
At this point, the multiple code blocks are concatenated together for the remainder of
18 Chapter 2. Mobile Technology
Algorithm 1 Sub-block interleaving for systematic bits and parity bits
Require: systematic bits, s = {s0, s1,⋯, sd−1}; parity-1 bits, p = {p0, p1,⋯, pd−1};
parity-2 bits, q = {q0, q1,⋯, qd−1}
Ensure: interleaved systematic bits s¯, parity-1 bits p¯, and parity-2 bits q¯
M ← arg minn∈Z {32n ≥ d}; ▷ Z is the set of integers
A← NaNM,32; ▷ Initiate matrix with NaN elements
j ← 32M − d;
k ← 0;
for x← s,x← p, and x← q do ▷ x = {x0, x1,⋯, xd−1}
for i ∈ [0,M − 1] do ▷ First element of A is A(0, 0)
while j < 32 do
A(i, j)← xk;
j + +, k + +;
end while
j ← 0;
end for
for all (i, j) ∣ i ∈ [0,M − 1], j ∈ [0, 31] do ▷ Permuting the columns
B(i, j)← A (i,P(j)); ▷ The function P(⋅) is the permutation pattern and is
similar for s and p. A different permuting technique is deployed for q
end for
k ← 0;
for j ← [0, 31] do ▷ Bit sequence is read column by column
for i← [0,M − 1] do
if B(i, j) ≠ NaN then
xk ← B(i, j);
k + +;
end if
end for
end for
s¯← x, p¯← x or q¯← x;
end for
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the PHY processing.
Scrambling
The concatenated bit sequence undergoes an exclusive-OR (XOR) operation with a
bit-level scrambling sequence. This is a 31-bit Gold sequence (sections 6.3.1 and 7.2 of
[16]) which depends on the PHY cell identity, thus ensuring interference randomisation
between cells.
Data modulation and Layer mapping
QPSK, 16QAM, and 64QAM are the supported modulation schemes.
The following layer mapping stage multiplexes the stream of complex symbols for multi-
antenna transmission. The output of the layer mapping stage (i.e., the number of layers)
depends on the channel quality indicated by user feedback known as Rank Indicator.
Codebook based precoding
Layers are mapped to antenna ports by means of the precoder functionality. Precoding
introduces phase adjustments such that the signals from different antennas add con-
structively at the receiver side. The output of the precoding stage has multiple parallel
streams equal to the number of transmission antennas.
Resource element mapping
The complex symbols of different channels are placed in the OFDM resource grid in-
dicated in Figure 2.1 at the relevant REs. PDSCH symbols are placed from top to
bottom within an OFDM symbols (column), starting from the first OFDM symbols in
slot 0.
An inverse fast Fourier transform (IFFT) is performed on each OFDM symbol (this is
a sequence of n
i,PRB
a complex symbols). The resulting time domain signal is appended
with the cyclic prefix. This is performed for all 14 OFDM symbols within a subframe,
and concatenated to form the transmitted signal. A summary of the PHY functions is
indicated in Figure 2.4.
This chapter helps the reader to obtain an understanding of the context and technolo-
gies on which the research in this thesis is built. Mainly, the LTE-Advanced PHY
technologies were discussed in this chapter.
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Figure 2.4: Downlink PHY functions at the transmitter.
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This chapter discusses the previous works related to the objectives of the thesis. The
publications that inspired the proposed technologies, as well as the state-of-the-art
methodologies, which are used as benchmarks for the work in this thesis, are discussed.
This chapter is organised into several sections, each addressing a particular topic of
interest. In Section 3.1, error resilience techniques implemented especially for video
data are discussed. Section 3.2 addresses a function important when communicating
video over a mobile channel: channel estimation and prediction. A popular form of
error resilience incorporation: adaptive modulation and coding, is discussed in Section
3.3. Section 3.4 discusses methods of incorporating unequal error protection for video,
while Section 3.5 discusses collaborative decoding techniques between the application
layer and the physical layer. Finally, Section 3.6 discusses a relatively recent technology
to cope with mobile network video data traffic: fountain coding.
3.1 Error Resilience Techniques for Video
3.1.1 Application Layer Error Resilience
Some of the most influential works of counteracting video artefacts caused by lossy
channels fall into the category of error resilience and concealment in the APP, i.e., video
compression and decompression functions. The APP error resilience techniques involve
the deliberate placement of redundancy to be used by the decompression function to
mitigate for the lost areas in the picture. Therefore, such compression algorithms
are less efficient compared to ideal compression. The design goal in error resilient
compression algorithms is to achieve maximum error resilience with the smallest amount
of redundancy. An analysis of some of the existing error control mechanisms has been
presented in [17].
The key to achieving maximum error resilience with least redundancy is in finding the
most suitable segments within the stream for redundancy insertion. As proven by ex-
perimentation, certain information of the compressed video stream are more significant
than the remainder [18]. For example, a NAL unit containing information of a slice
that is popularly referenced by the subsequent frames is more important for the overall
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perceptual quality [19]. Furthermore, the NAL unit type is also an indicator of impor-
tance. NAL unit types containing the parameter sets are of greatest importance as they
are referenced by all subsequent video data. Moreover, it is possible to discriminate
data within the NAL unit; motion vectors have higher priority as opposed to error
signal information [20].
Data partitioning is a tool implemented in H.264 to categorise data based on their
importance [21]. It supports three different partition types: for header information,
intra-residual data coefficients, and inter-residual data coefficients. It has been proven
that a significant improvement is achieved using data partitioning [22]. Layered coding
is another form of differentiating data for error resilience introduced in H.264, and tech-
nically termed scalable video coding (SVC) [23]. The base layer contains the essential
data required to reconstruct an output of acceptable quality, while the enhancement
layers are used in conjunction with the base layer to obtain a video sequence of better
quality. The benefits of discriminated treatment to these different layers during channel
resource allocation have been established in [24]. Flexible macroblock ordering (FMO)
is another feature introduced in H.264 to combat channel artefacts. It interleaves ad-
jacent macroblocks into different slices. In [25], FMO is used in the region of interest
to ease error concealment.
Redundant picture insertion is a well-established error resilience technique [26]. Re-
dundant data are inserted in the form of parameter sets, motion vectors, macroblocks,
slices, or frames. If any of the primary data were corrupted during transmission, the
decoder utilises the correctly decoded redundant data, which covers the same region,
and conceals the void due to the absence of the lost slice. It is possible to adapt this
technology to adjust source redundancy according to changing channel conditions such
as available bandwidth and data loss rate [27].
While purely compression-based error resilience techniques are a mature research area,
approaches that involve interaction between compression and decompression functions
have been proposed recently [28, 29, 30]. When a backwards channel from the source
decoder to the encoder is available as indicated in Figure 3.1, the decoder is equipped to
inform the encoder about the parts of the transmission information that has been cor-
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Figure 3.1: Encoder decoder interactive error control.
rupted by errors. Thus, the encoder has the required knowledge to adjust its operation
correspondingly, to suppress or even eliminate the effect of such errors.
One method of interactive error control in the event of the encoder learning that a cer-
tain slice has not been properly decoded at the receiver, is tracking the affected blocks
until the next reception at the decoder and intra-refreshing the affected image regions
[28]. A summary of different compression-decompression interactive error resilience
techniques is indicated in Figure 3.1. The improvements achieved by altering the refer-
ence picture selection for P-frames based on decoder feedback is pointed out in [29]. It
was established that ACK is more effective compared to the NACK feedback because
the forward channel is often correlated to the backwards channel. A more sophisticated
method is to duplicate the error concealment at the encoder and consequently perform
motion estimation and compensation [30].
3.1.2 Error Concealment
Error concealment is a reactive measure adopted at the receiving end to recover the
lost data of the video stream. The concealment algorithms hardly achieve complete re-
covery of data. Nevertheless, effective concealment algorithms produce a more pleasant
experience for the viewer by substituting lost content with synthetic content, which is
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often generated by interpolating surrounding content.
A most common approach for error concealment is to spatially interpolate pixels in a
damaged block from pixels of adjacent correctly received blocks [31]. Authors in [32]
demonstrated an innovative algorithm to identify the edge direction of a lost macroblock
with the assistance of prediction modes of correctly decoded neighbouring intra-blocks.
However, their findings are confined to I-frames, where each block has an associated
prediction intra-mode.
Alternatively, some decoders use temporal prediction, where damaged blocks are re-
covered by copying the co-located block in the previously decoded frame. In [33], the
authors showed the importance of finding the correct motion vector before concealing
the lost macroblock. They have demonstrated an algorithm to alter the method of
choosing the motion vector based on the variance of the motion vectors surrounding
the macroblock.
When the motion vector is corrupted, incorrect estimates of motion vectors can lead to
large errors in reconstructed images. Therefore, accurate estimation of coding modes
and motion vectors is also critically important in error concealment. The strong sta-
tistical correlation among neighbouring blocks is exploited in [34, 35] for deducing the
most likely coding mode and motion vectors.
3.1.3 Physical and MAC Layer Error Resilience Techniques
This section focuses on implementations in lower layers that use information from
upper layers. An example of this approach is a priority based scheduling algorithm
based on the importance of video frame type [36]. Packets encompassing I-frame data
were regarded as high-priority, while P-frame data were considered less important.
Although the technology in [36] improved system throughput and quality of service
(QoS), it was based on frame level rather than micro features of the video sequence.
A more granular adaptation method capable of working in slice/slice-segments is more
suitable for optimising network resources.
Another approach is to switch between spatial multiplexing and transmit diversity
in a multiple-input-multiple-output (MIMO) channel based on video characteristics.
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Authors in [37] performed this switch based on a frame-by-frame motion intensity
metric and receiver SNR. They established that the threshold for switching should
adapt with motion characteristics. Using the motion intensity and receiver’s channel
SNR value, a predictive choice was made to switch for each Group of Pictures (GoP)
of the sequence. Although the authors argued that the proposed techniques give better
video quality at nominal processing requirements at the receiver, they ignored the finer
variations of channel conditions. Within the duration of a GoP, a wireless channel can
degrade drastically; therefore, switching is necessary within the GoP.
While video specific PHY implementations are immensely beneficial for this research,
techniques for generic data also provide a vibrant insight into error resilience meth-
ods. In order to impose error resilience in generic data transmissions, the transmission
parameters must be fine-tuned to channel conditions. Authors in [38] introduced an
algorithm to select the space-time coding, power allocation, and antenna selection pa-
rameters to be used in transmission, depending on the channel state information.
In LTE-A networks, it is possible to connect several base stations to a central controller
to form a Coordinated Multi-Point (CoMP) system. This enables multiple access points
to work collaboratively as a distributed antenna array so that spatial multiplexing can
be used for joint data transmission to multiple receivers. In [39], resource allocation
algorithms which exploit downlink coordination of such systems are evaluated. Authors
in [40] successfully demonstrated that CoMP systems bring in significant gains in the
average sector throughput and the cell-edge throughput.
Adaptive Modulation and Coding (AMC) is another tool that can be manoeuvred
in order to provide error resilience for video data. Andrea Goldsmith observed the
suitability of various AMC techniques for different situations in [41]. Further literature
review on AMC in presented in Section 3.3.
3.1.4 Cross Layer Techniques in Video Communication
This section includes hybrid approaches, whose implementation is both at APP and
PHY/MAC. The research contained in this section aim to bridge the advances in latest
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video compression technologies with latest telecommunication transmission technolo-
gies, an approach seen by many experts as the solution for easing the bottleneck to
meet the consumer demand.
In [42], the video Quantisation Parameter (QP), LTE resource block selection, and the
modulation and coding scheme were jointly determined to optimise end-to-end QoS.
With the advent of fog computing [43], cloud-based transcoding technologies have been
proposed to ease network traffic [44]. A transcoding stage before the most vulnerable
last mile enables the incorporation of channel adaptive error resilience. A drawback of
transcoding is that it requires a tremendous amount of processing power. The proposed
5G architectures provide a timely solution by enabling distributed computing between
base stations [43]. An inevitable demerit of transcoding is the progressive loss of quality
with each successive generation because compression is generally lossy. Therefore, the
transcoding algorithm must be chosen such that the benefits of error resilience inclusion
outweigh the cost of transcoding.
The slice structure plays an important role in video transmission over IP networks [21].
For transmission over IP networks, single NAL unit packetisation mode (one NAL unit
per IP packet) is generally advisable for conversational, real-time applications. This
mode chooses the largest NAL unit size that can be accommodated within an IP packet.
Thereby, it optimises the payload/header overhead relationship while also minimising
the loss probability of a coded slice due to dire channel conditions, e.g., a deep fade.
Although a larger slice size would benefit transmission with compression gain, in the
event of a bit error, the entire packet will be discarded and hence a larger area in the
video frame will be affected [45]. Therefore, slice size must be adapted in line with
the channel’s quality. Further research has shown that linking the slice structure to
the content of the video frame assists error concealment. Flexible macroblock ordering
introduced in H.264 assists the implementation of such proposals [30].
Figure 3.2 summarises the reviewed error resilience techniques for video. The controller
indicated therein actuates on the video compression and transmission functions based
on the knowledge obtained from the video source, channel feedback and receiver. This
is the overall model for any error resilience technique. The references are placed in
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Figure 3.2: An overview of cross layer techniques for error resilience.
Figure 3.2 based on the area the modification in each reference belongs to.
The next section narrows down the focus to cross layer techniques which leverage on
Feedback from receiver as indicated in Figure 3.2.
3.2 Channel Estimation and Prediction
3.2.1 Channel Estimation
Channel estimation is a mature research area in the field of wireless communications.
The most popular approach to channel estimation is pilot based [46, 47]. A comparison
of several pilot based channel estimation techniques in LTE-A MIMO downlink was
presented in [47]. It admitted that the underlying principle in any channel estimation
resorts to interpolation. It observed that cubic spline interpolation (a piecewise poly-
nomial interpolation) gives superior results over 2D linear interpolation. Furthermore,
it evaluated the Least Squares (LS) algorithm for channel estimation, presented in [48]
and the lattice interpolation approach, presented in [49].
Authors in [48] built upon the LS criterion [46] to develop a simplified approach to
LS channel estimation. They pointed out that a serious problem encountered is the
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fact that the inversion of a crucial matrix in the LS calculation turns out to be ill-
conditioned. As a solution, they proposed a down-sampled approach to LS estimation.
It gives the same estimation for the excited subcarriers but fails to estimate the guard
band, in which no useful data resides. They established that their approach achieves
performance improvements with reduced computational complexity.
In addition to the use of channel estimates in equalisation, they are fed back to the
transmitter to equip the transmitter with channel knowledge. This feedback is in the
form of the Channel Quality Indicator (CQI) [50], which indicates the modulation and
coding scheme (MCS), the transmitter must use to maintain a block error rate below
10%. Although the calculation of CQI is non-normative, the commonly used approach
is a mapping function [51] against the signal to interference plus noise ratio (SINR). A
simple approach such as this was essential for receivers with restricted computational
power. However, CQI must be derived as the optimum trade-off between precision,
the size of the information, processing power and validity [52, 53]. A more granular
approach for instantaneous SINR estimation for each channel resource was presented
in [52] and the derivations therein are adapted in Chapter 4.
In time-division duplex systems the transmitter acquires channel knowledge by probing
the channel state information (CSI) of the uplink payload. However, its validity is
questionable for channels with dynamic small scale fading. The CSI reliability is further
jeopardised in frequency-division duplex (FDD) systems, which is today’s commonly
deployed system. This is because the CSI is obtained from the previous downlink
payload, which is further corrupted by processing delay and quantisation error. To
benefit from the potential of adaptive transmission methods, the relevant future channel
conditions must be reliably predicted.
3.2.2 Channel Prediction
Equally important as UEs channel estimation is its timely delivery back to the transmit-
ter. The usage of CQI in LTE systems is outdated by as much as 10ms [54] due to mea-
suring, feedback reporting and the transmitters scheduling delays. In response, most
modern systems adopt remedial averaging techniques [55, 56], which do not achieve
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optimum results, as they fail to exploit the trends and correlations of past data.
A review of correlation-based prediction strategies was reported in [57]. Past correlations-
based prediction strategies were broadly categorised as auto-regressive (AR) model-
based, sum of sinusoids (SOS) model-based, and basis expansion algorithms. AR mod-
els [58, 59, 60, 61, 62, 63, 64] operated under the premise that the predicted channel
coefficient was a linear combination of past observed coefficients. They were realised
using adaptive filters. To derive the adaptive filter coefficients required for prediction,
Burg method was employed in [59, 62, 63] while [62] also investigated the use of modi-
fied covariance method. It is most common to use minimisation of Mean Square Error
(MSE) as the optimality criterion in adaptive filters [65]. A common example is the
Wiener Filter [66] which gives the famous Wiener solution (refer Appendix A).
SOS model-based prediction took a different approach to the small-scale fading pre-
diction by considering individual multipath components, the amplitudes, phases and
Doppler shifts. It identified the complex sinusoids of each parameter, extrapolated and
superimposed them to identify the future fading coefficient. To determine the param-
eters associated with individual sinusoids, SOS approaches used spectral estimation
methods, e.g., Estimation of Signal Parameters via Rotational Invariance Techniques
(ESPRIT) and Multiple Signal Classification (MUSIC) algorithms [59, 62, 67, 68, 69,
70].
In basis expansion algorithms [71, 72], the basis functions, derived using the autocorre-
lation function of the channel impulse response, were employed. These basis functions
were extrapolated and combined to predict the fading coefficients. The comparison of
AR and SOS model-based methods, as presented in [62], revealed that although SOS
techniques, such as root-MUSIC and ESPRIT, outperformed the prediction range by
several wavelengths for synthetic radio channels these theoretical benefits did not ma-
terialise in realistic fading environments. Among the three categories, AR model-based
linear prediction method proved to be the most robust and superior, based on the
prediction results for measured channels in [70].
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3.3 Adaptive Modulation and Coding
When the transmitter is equipped with precise knowledge of the channel, adaptive
modulation and coding (AMC) techniques can be deployed to obtain the full potential
of the limited radio resources. AMC, first introduced in the late 1970s [73], is one of
the most promising techniques to overcome dynamic fading of wireless communication
channels. It is proven that AMC achieves savings in power consumption by up to 40%
in the transmitter [74].
Authors in [75] evaluated a scenario where AMC was deployed in a carrier aggregation-
enabled LTE-A network. They mathematically proved that the effective throughput
reaches 75% of the Shannon limit for all SINR when an AMC scheme is adopted. The
following part of their research observed that the best average spectral efficiency is
achieved when multiple component carriers using different AMC schemes are aggre-
gated.
AMC depends on a particular channel’s characteristics and therefore, is ideally suitable
for unicast communications. Nevertheless, authors in [76] presented an innovative AMC
approach, which can be deployed in broadcast systems. In this algorithm, it is the
receiver that has control over the adaptation of the MCS, and the users experiencing
better channel conditions can power-off the reception circuitry and thereby save battery
life. The system was implemented for a Digital Video Broadcasting-Handheld (DVB-H)
compliant system. It is briefly illustrated below.
In the DVB-H standard convolutional code, the puncturing patterns are set, such that
not all bits of high code rate codewords are used by lower code rate codewords, as
explained in Table 3.1.
1
X and Y are the two convolutional encoder [77] outputs. 0 denotes puncturing of respective bit.
Table 3.1: Puncturing patterns for different DVB-H convolutional code rates [77]
Code rate 7/8 5/6 3/4 2/3 1/2
Puncturing X: 1 0 0 0 1 0 1 X: 1 0 1 0 1 X: 1 0 1 X: 1 0 X: 1
pattern
1
Y: 1 1 1 1 0 1 0 Y: 1 1 0 1 0 Y: 1 1 0 Y: 1 1 Y: 1
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Table 3.2: Incremental puncturing patterns used in [76]
Code rate 8/9 4/5 2/3 4/7 1/2
Hagenauer [78] X: 11110111 11111111 11111111 11111111 11111111
puncturing pattern Y: 10001000 10001000 10101010 11101110 11111111
Incremental X: 11110111 00001000 00000000 00000000 00000000
puncturing pattern Y: 10001000 00000000 00100010 01000100 00010001
Puncturing vector
designation
Q1 Q2 Q3 Q4 Q5
Incremental number
of bits
9 1 2 2 2
Therefore, an alternative rate compatible punctured convolutional (RCPC) code is used
in [76], so that all code bits of a high code rate string are used by its low code rate
string, as illustrated in Table 3.2.
Figure 3.3 presents the proposed scheme in [76] for two modulation schemes (QPSK and
16-QAM) and five code rates. It depicts the transmission during 272 OFDM symbol
periods. The duration values after each puncturing pattern (Q1, Q2 etc.) is based on
the ratio of the incremental number of bits in Table 3.2. Constellation diagrams for
16-QAM and QPSK are indicated in Figure 3.4. In Figure 3.3, S = {3, 4, 7, 8, 11, 12,⋯}
is a selection pattern. In the transmitted frame, first the higher modulation symbols
are sent and then followed by the lower modulation symbols, which contain bits that a
(weak) QPSK receiver failed to receive.
The authors concluded that at favourable channel conditions, users can achieve a power
saving of up to 71.875%. However, the authors did not demonstrate the effect of their
algorithm in practical wireless channels, and confined their study to theoretical results.
In a different research, Toni and Conti [79] compared the effects of slow adaptive mod-
ulations versus fast adaptive modulation in the presence of energy constraints and
non-ideal channel estimations. Contrary to the common understanding, they argued
that in spite of lower complexity and feedback rate, slow adaptation is desired in prac-
tical systems. A common limitation in all above discussed research is that data are
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1/2 coded bits
QPSK, 1/2 (no power saving)
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Figure 3.3: Algorithm for AMC presented in [76].
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Figure 3.4: Constellation diagrams used in [76].
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treated as generic bits. The focus was on power saving at the receiver, ignoring error
resilience for video.
When developing algorithms for video communication, all data should not be consid-
ered equally important [19, 36]; a discriminated approach must be adopted. For this, a
deviation from conventional AMC, which aims to achieve the optimum MCS for each
user during each transmission time interval (TTI), is necessary. Quality variation exists
inside the TTI as well. Thus, methods are researched to provide unequal error protec-
tion at the resource allocation stage [2, 36, 80, 81], i.e., the adaptation is not on a per
TTI basis but on a per channel resource basis. An algorithm, matching the quality of
radio resources to the prioritised data (base layer and enhancement layers in scalable
video compression), was presented in [80]. In [36], a scheduling algorithm was proposed
based on the importance of the picture type. Authors in [81] quantified the distortion
introduced to the decoded video stream, if a particular slice was corrupted, and using
this metric and CSI, proposed a scheduling algorithm to maximise video quality.
The work indicated [80] is comparable to the technology presented in Chapter 4, and
therefore, it is selected as the benchmark against which the concatenated results in
Chapter 4 are compared. Reference [80] is developed for the transmission of scalable
images, while complying to an end to end Quality of Service (QoS) constraint, which is
indicated using a bit error rate (BER). This BER varies depending on the scalability
layer. During the channel coding stage, the transmitter assigns a code rate for each
scalability layer. Thereafter, an appropriate MCS is assigned to each downlink carrier
to comply with the BER. The latter assignment is based on the exhibited SNR.
However, a questionable aspect of [80] is the validity of the transmitters knowledge
on downlink carrier SNR. Furthermore, for an OFDM system this algorithm can be
improved if the transmitter is equipped with the channel knowledge of each RE, rather
than only the SNR knowledge of carriers. Instead of assigning a common code rate for
the entire layer and assigning a common modulation scheme for the entire carrier, the
MCS decision can be collectively taken for each RE to improve performance. Unlike
[36, 80], the research presented in Chapter 4 considers finer portions of the video and
matches them onto individual channel resources.
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3.4 Unequal Error Protection for Video
A popular method of imposing unequal error protection (UEP) is in conjunction with
scalable video coding (SVC). H.264 introduced three modes of scalability: temporal,
spatial, and quality scalability. Temporal scalability is achieved using motion compen-
sated prediction by restricting the reference pictures to those with a temporal layer
identifier less than or equal to that of the predicted picture. Spatial scalability is
achieved by encoding each allowed spatial resolution into a different layer. Each spa-
tial layer is compressed individually using intra-prediction and inter-prediction. Quality
scalability is achieved by altering the quantisation parameter used for the residual signal
after prediction, where finer quantisation parameters are used for higher enhancement
layers. Temporal scalability and spatial scalability allow subsets of the bit stream to
represent the content with a lowered frame rate or picture size, respectively. Quality
scalability maintains the same spatio-temporal resolution (frame rate and picture size)
while allowing for reduced fidelity. A detailed description of SVC is presented in [82].
A methodology to incorporate UEP by means of joint bit extraction (the process of
choosing which packets to allow transmission when the channel degrades) and channel
rate allocation (the process of choosing the best channel code rate for each transmitted
packet) was presented in [83] for the transmission of an SVC stream in a lossy channel.
It first quantified the expected distortion of a frame after decoding, in reference to the
original frame. In this calculation, the distortions introduced from the exclusion of every
combination of quality layers are considered alongside the probability of that exclusion
event occurring. The formula also accounted for the drift propagation occurring from
a lost packet. The expected distortion is calculated for a given available bandwidth,
packet loss probability and error concealment method. Using this expected distortion
formula, the algorithm used to optimally impose unequal error protection is presented
in Algorithm 2.
Another form of imposing UEP is hierarchical QAM symbol bits allocation. Hierarchi-
cal modulation refers to mapping highly sensitive data bits to the most significant bits
(MSBs) of the modulation constellation points, hence obtaining a low bit error rate. A
UEP approach for H.264 compressed video was presented in [84], which employs this
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Algorithm 2 Joint bit extractions and channel rate allocation presented in [83]
Require: packets of all quality layers
Ensure: transmission queue and channel protection levels
transmission queue ← base layer (of quality scalability) of key pictures;
for all transmission queue packets do
channel coding rate ← 1;
end for
while length(transmission queue)<bit rate budget do
for all packets (i) in transmission queue do
δ
ED
i ← expected distortion gradient with increase in channel protection;
end for
δ
ED* ← max {δEDi };
a← i such that δEDi = δ
ED*
;
for all candidate packets (k) for inclusion do
δ
ED
k ← expected distortion gradient with inclusion to the queue;
end for
δ
ED† ← max {δEDk };
b← k such that δEDk = δ
ED†
;
if δ
ED* < δED† then
channel protection rate of a is incremented to the next level by padding ad-
ditional parity bits;
else
b is included in the transmission queue;
end if
end while
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Figure 3.5: Hierarchical 64-QAM constellation diagram.
concept. The constellation diagram used is depicted in Figure 3.5. Due to the use of
Gray bit distribution of the constellation points, the two MSBs are common within each
quadrant. These are the most robust against channel errors. The two least significant
bits are the most vulnerable to channel errors as they vary between adjacent points.
By altering the modulation indices,
a
b
and
c
b
, the bit error rates of high/medium/low
priority bits can be controlled. Based on the robustness in bit positions H.264 coded
data are allocated, matching error sensitivity.
A cross-layer UEP approach was presented in [85] leveraging on hierarchical QAM and
forward error correction. The proposed methodology is depicted in Figure 3.6. The
authors used SPIHT-compressed video, which is a form of wavelet transformation, to
obtain two levels of prioritisation segments. At the APP these two priority segments are
individually appended parity for FEC. The choice of the coding rates used is controlled
by the cross-layer allocator in Figure 3.6. These two bit streams are then forwarded
to PHY for hierarchical modulation as performed in [84]. The modulation indices are
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Figure 3.6: Cross-layer UEP approach presented in [85].
controlled by the cross-layer allocator. The APP FEC and PHY hierarchical QAM
collaboratively imposes UEP on the compressed video.
3.5 Joint Source and Channel Decoding
The function of video compression is to eliminate redundancy. On the other hand, the
function of the channel encoder is to incorporate controlled redundancy. The objective
is to rely on this familiar redundancy at the receiver for error recovery, as opposed
to the chaotic redundancy that existed in the video. Complete riddance of source
redundancy is impossible. However, by exploiting this source redundancy, as discussed
in Section 3.1.2, video error concealment is performed. Similarly, channel redundancy is
reserved for channel error recovery in conventional systems. Disrupting the conventional
thinking, joint source-channel decoding of compressed video is gaining interest among
researchers. This section emphasises on such receiver operations in the pursuit of
incorporating error resilience in video communications.
For any form of error recovery, the redundancy available in the received bit stream
must be exploited, be it in the form of controlled redundancy introduced by the chan-
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nel encoder, or the residual redundancy that is not completely removed by the source
encoder. Reference [86] gives an insight into ways of quantifying source code redun-
dancy and channel code redundancy of transmission-ready H.263-compressed video
data. It pointed out the fact that not all binary patterns are legitimate codeword
sequences, and not all codeword sequences refer to a legitimate picture block, infer-
ring the existence of a significant amount of residual source redundancy. For instance,
the number of redundancy bits in an H.263 compressed image block, whose length is
typically around 60 bits, is 11 bits [86]. However, the source redundancy exploitation
methodology presented in [86] is computationally very expensive and obsolete for to-
day’s video transmission schemes, where more efficient entropy coding schemes such as
Context Adaptive Binary Arithmetic Coding (CABAC) [87] are deployed in place of
run-length variable length code (VLC).
Exploiting the source semantics of variable length codes in H.263 [88] compressed video,
such as the number of Discrete Cosine Transform (DCT) coefficients and the number
of bits in the sequence, authors in [89] proposed a Joint Source and Channel Decoding
(JSCD) algorithm. Abiding by the fundamentals of Viterbi algorithm [90], it selected a
survivor sequence while reading the VLC sequence. The survivor selection was based on
the conventional Viterbi metric, the VLC structure, and source semantics constraints
on the sequence. This algorithm demonstrated an unprecedented gain of up to 30dB
of Peak Signal to Noise Ratio (PSNR) after three turbo decoding iterations in com-
parison to a conventional H.263 decoder, which did not utilise the VLC syntax (the
run-length-last triplet syntax) or source semantics; and a 16dB gain in comparison to
a decoder, which used only VLC syntax constraints. However, with the introduction
of HEVC, we have seen the exploitation of these run-length-last VLC redundancies by
the video compressor. Consequently, they are no longer at the receiver’s disposal for
error recovery.
The works presented in [91, 92, 93, 94, 95, 96] attempted to correct the corrupted
channel decoded packets by flipping one or more bits to nominate several candidate
patterns and passing it on to a syntax checker until a valid sequence was identified.
W. E. Lynch, in [95], used the syntactic/semantic rules of compressed video to detect
errors. The algorithm therein chose a predefined number (nF ) of the smallest absolute
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post turbo decoder log likelihood ratio (LLR) values (which the authors referred to as
flip bits) and generated a set of video packet candidates by allocating all possible bit
combinations for the flip bits. The video decompression routine verified each candidate
for its conformance to the syntax, modified the LLR values and fed them back to
the turbo decoder. Although this was feasible for small nF , it becomes increasingly
complex (in the order of 2
nF ) as the channel degrades and nF increases, a view also
shared in [97]. While [95] was demonstrated for MPEG-4 compressed video, a similar
approach was demonstrated for H.264 in [96]. In both references, the header stream
and video packet lengths were assumed to be delivered error free, which is a highly
unlikely scenario.
Another approach to reinforcing extrinsic information at the turbo decoder was pre-
sented by Z. Peng et al. [98]. Here, reinforcements came after an APP image processing
stage and were in the form of scaling or de-scaling certain soft values of the last ex-
trinsic information sequence that was fed into a constituent Maximum A Posteriori
(MAP) decoder. The authors’ focus was mainly on recovering vector quantisation
coded images [99], where their most significant gains were demonstrated. When com-
pressed using vector quantisation, a block error in the receiver reconstructed image can
be directly attributed to a specific segment in the bit stream that was the output of
the turbo decoder. After detecting the erroneous blocks using a boundary matching
based block error detection algorithm, they modified the a priori probabilities of the
bit positions (the extrinsic information) that were fed back into the turbo decoder.
The latest compression standard HEVC however, does not portray such an identifiable
mapping between the image blocks and the compressed bit stream as in the case of
vector quantisation coded images.
In the case of HEVC, recovery of the slice header is much more important than the
recovery of slice data. Most literature, [89, 95, 96, 98], deemed the use of very strong
coding schemes to protect the header stream such that error-free transmission was as-
sumed. Employing such a strong coding scheme would overshadow any gain achieved.
In Chapter 5, a technique to recover the header information is proposed using the syn-
tactical conformance verification and soft information turbo decoding. The methodol-
ogy is demonstrated for the state of the art video compression scheme HEVC. Since
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HEVC has only recently been introduced commercially, literature attempting a JSCD
approach for HEVC compressed video recovery is very scarce. However, for compari-
son purposes in Chapter 5, Z. Peng et al.’s implementation on MPEG coded video [98],
which like HEVC portrays a well-organised bit structure, is adopted.
3.6 Fountain Coding
3.6.1 Encoding Strategies
LT Code
The concept of fountain codes has its roots in as early as 1998 [100]. However, its
first viable implementation was presented by Luby [101]. The code selects a random
number of symbols from the pool of information symbols that need to be transmitted
and performs an XOR operation on the selected symbols. This creates the symbol to
be transmitted. The choice of the random number depends on a probability distribu-
tion (degree distribution). After choosing the number, the selection of which symbols
from the pool to be XOR-ed is a uniform random selection. The receiver determines
the symbols used in forming the encoded symbol, either by using the transmitter’s
additional information indicating the symbols used for each encoded symbol or using a
replication of the random processes performed at the transmitter.
Since creating encoded symbols using the above-mentioned random selection process
allows the creation of an infinite number of symbols, Luby Transform (LT) code is a
rateless code. The performance of the LT code depends on the effectiveness of the
degree distribution [102]. Although LT codes exhibit superior performance in terms
of efficiency, their encoding and decoding cost is considerably high to be considered in
practical implementations.
Tornado Code
Tornado codes are not rateless, but a form of block code. Nevertheless, the ideas therein
paved the way for the fountain model of LT codes and the later more efficient rateless
code, the raptor code. The concept of tornado codes was first published in [103]. The
encoding algorithm consists of a cascade of sparse bipartite graphs whose number of
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inputs are more than the outputs, and a final conventional code, typically an LDPC
code. The choice of edges in the cascade of bipartite graphs is random using a degree
distribution. The transmission includes the information symbols, all outputs of the
bipartite graphs and the outputs of the conventional code.
The decoding is performed step-wise. First, the conventional code is decoded. Then
each bipartite graph is decoded using the derivations from the previous code and the
additionally available values of bipartite graph outputs.
Raptor Code
Raptor codes were developed [104] as an improvement in decoding cost above LT codes.
They exhibit linear encoding and decoding performance while still maintaining the
overhead at a low level as with LT codes. The characteristic that gives raptor codes an
advantage over LT codes is its preprocessing stage using a block code. Subsequently,
an LT code is applied on all symbols from the precode. The inclusion of precode parity
symbols increases the chances of every information symbol being represented in a raptor
coded symbol. This reduces the time for the receiver to recover all information symbols.
The Third Generation Partnership Project (3GPP) adopted raptor codes in their Mul-
timedia Broadcast Multicast Services (MBMS) standard. It is also used in the DVB-H
standard for IPTV applications.
3.6.2 Decoding Strategies
Hard Decoding
The hard decoding algorithm [105, 106] for the LT code [102] can only commence if
at least one encoded symbol with degree one exists. This enables the recovery of the
linked, neighbouring input symbol. Then the edges connected to this input symbol can
be removed by modifying the neighbouring symbols (an XOR operation). This may
again give rise to an encoded symbol with degree one and the process can continue.
The decoding algorithm seizes when no degree-one encoded symbols remain.
Conventionally, the LT code of the raptor code is also decoded in this manner. The
decoding of the precode follows a different algorithm as per the norm for the relevant
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precode used. However, there also exists an alternative approach to this decoding
method; a soft information decoding algorithm for the entire raptor code.
Soft Decoding
The belief propagation algorithm, conventionally used for LDPC decoding [107], is
used in this regard. First, for the LT code, the parity check matrix of the generator
matrix is derived (the generator matrix includes the randomly generated connections
between the encoded symbols and information symbols). This allows the formation of
a tanner graph between parity check nodes and variable nodes. Accordingly, the belief
propagation algorithm can be initiated.
This concept was extended for a systematic raptor code which used LDPC as the
precode [108, 109]. The decoding of the LDPC precode conventionally involves belief
propagation within a tanner graph. This tanner graph was extended to include edges
and nodes pertaining to the LT code. This allowed the simultaneous soft decoding of
the precode and the LT code.
3.6.3 Unequal Error Protection
The types of fountain codes described above introduce redundancy to the transmission
in a rateless manner. The redundancy is incorporated uniformly across the transmitted
payload. However, it is desirable to impose error resilience in a discriminated manner
across the payload, giving more priority to the more critical data. As discussed in the
previous chapters, for certain data types, video, in particular, such a UEP approach
results in better delivery of the content.
One approach to imposing UEP in fountain coding is to manipulate the selection of
information symbols used for forming the encoded symbols. At the LT coding stage,
after determining the number of symbols to be used for the encoded symbol, [110] used
a non-uniform approach to select the unique symbols used for encoding. As a result, a
given received symbol had more probability of it being a neighbour of a more important
information symbol rather than a less important symbol. Therefore, at the decoder,
there was a higher chance of the important information symbols being recovered.
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A similar concept was used in [111]. It first segmented the information symbol stream
based on importance. For each segment, a partition was defined such that each partition
contained the considered segment and all segments of more importance. For each
partition, a degree distribution was defined. Using a new probability distribution, a
partition was selected at random and LT code was performed on this partition to form
the encoded symbol. This new probability distribution had to be defined carefully
based on the importance variation of the segments.
When fountain coding a lengthy video, it is typically segmented into smaller blocks,
and these blocks are fountain coded independently. An alternative approach is to
deploy a sliding window to determine the symbols used for fountain coding. At each
position of the sliding window within the video symbol stream, the symbols that fall
within the window are considered as an independent block on which fountain coding
is performed. Altering the distance, the sliding window moves from one instance to
the other, alters the redundancy imposed on various symbols. This concept was used
in providing UEP in [112]. It further demonstrated the performance of their UEP
algorithm on a compressed video stream which is prioritised using SVC.
This chapter presented the state-of-the-art research which inspired the novel research
elements in this thesis. It introduced the broad categorisations for video error resilience
techniques before explaining related works in each category in more detail.
Chapter 4
Content Error Sensitivity aware
Resource Allocation and AMC
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In this chapter, a novel adaptive transmission strategy based on variations in the wire-
less channel of a cellular downlink is presented. To capture the variations in individual
channel resources, a resource quality indicator is defined, which relies on user terminal
feedback. To obtain a more relevant quality indicator, the user terminal feedback is
adjusted for the delays it endures in its path, using an adaptive filtering approach. The
validity of the quality indicator is demonstrated using simulation results, which indi-
cate a monotonic relationship between the forecast quality indicator and the actually
realised channel quality. Subsequently, for various modulation and coding schemes, its
boundary values to achieve a specified bit error rate are derived. The proposed adap-
tive transmission techniques are tailored for the specific case of video data transmission.
Based on the importance of video data segments, different error sensitivity values are
assigned, and the pre-calculated quality indicator boundary values are used to obtain
the desired performance. Simulation results reveal that a significant improvement is
viable in terms of average transmission power reduction when the combined approach
of the adaptive filter based prediction and proposed adaptive transmission is used. Sim-
ilar user viewing experience can be observed even when the channel quality is lowered
by 11dB.
4.1 Introduction
Due to the variety of user types, next generation mobile data communication methods
must be robust in the presence of significant multipath delay spread due to densely
constructed areas, shadowing effects due to objects obstructing the propagation path,
and free space path loss due to the distance between the transmitter and the receiver.
Most communication methods are designed to deliver the guaranteed data rate at the
worst channel scenario, resulting in a heavy under-utilisation of channel resources.
Furthermore, in guaranteeing the user’s quality of experience, the transmitter imposes
a flat level of error sensitivity to the entire transmitted video, and this results in further
inefficiencies. Adaptive transmission is the spectrally efficient way to managing the
quality of service delivered to the end user. These adaptive methods rely completely on
the knowledge about the channel acquired by the transmitter [113] and the transmitter’s
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Figure 4.1: End-to-end overview of the proposed system.
awareness of the content of the transmitted video.
Figure 4.1 illustrates the context discussed. The user equipment (UE) obtains pilot
estimates and transmits them back to the base station. The computational resources
at the base station are deployed for noise removal, prediction, and resource element
(RE) ranking. In parallel, the prioritised data is received by the transmitter. The work
in this chapter uses HEVC compressed video data in its simulations. Using the channel
knowledge and content prioritisation information, the transmitter then performs AMC.
The work proposed in this chapter builds upon the work in [2, 3]. These works derive a
criterion for prioritising different segments of a video stream. The basis for the layout
of the transmitter-receiver system used in this chapter is introduced (including the
purpose of the two symbol buffers, discussed later in Section 4.2). The AMC method
used in [2] relies on pre-calculated boundaries for the number of REs, for each SNR-
MCS-BER triplet combination; i.e., for each SNR level, a boundary RE, in the ranked
RE order, is specified to indicate the point, above which the REs show an acceptable
BER for a given MCS. These boundaries are looked up in making the AMC decision
at each subframe.
The rest of the chapter is organised as follows. Section 4.2 introduces the system model,
which transmits data using AMC. Section 4.3 introduces the RE quality indicator, while
Section 4.4 discusses the channel estimation and prediction strategies. Subsequent to
obtaining reliable resource quality indicators, the attention of the chapter is focused
on a novel AMC scheme, which deploys video as the transmitted payload. Section 4.5
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derives the criteria and boundaries of the quality indicator to assist the AMC process
described in the system model. Section 4.6 evaluates the results and demonstrates
the effectiveness of the technologies proposed. Finally, Section 4.7 presents concluding
remarks.
4.2 Fading Channel Characterisation and System Model
4.2.1 Mobile Environment
A wireless OFDM downlink with multipath interference is considered. Subcarriers of
the transmission system are spaced apart such that each subcarrier can be regarded as a
narrowband channel. Derivation of the signal statistics for a narrowband fading channel
is illustrated in [114, 115]. At the receiver the complex envelope of an unmodulated
carrier of frequency f
c
, when transmitted through a noiseless channel and experiences
flat fading, is given by
c(t) = N∑
n=1
Ane
j(2pifnt+φn) (4.1)
where N is the number of scatterers which give rise to multipath propagation. For the
n
th
scatterer, the amplitude, Doppler frequency shift and phase are given by An, fn
and φn respectively. Doppler frequency shift is given by
fn = f
c v
ς cos(θn) = fmax cos(θn) (4.2)
where v is the speed of the UE, ς is the speed of light, θn is the incident signal angle
against receiver’s direction, and f
max
gives the maximum Doppler frequency shift. In
(4.1), the individual scatterer parameters An, fn and ψn remain constant for small
time intervals (approximately 100ms [58, 116]). Therefore, for time scales considered
in adaptive modulation they can be regarded as time invariant. Therefore, c(t) is a
superposition of complex sinusoids, and it is time variant depending on the UE speed.
In a multicarrier system, in which each carrier experiences flat fading, from (4.1), the
channel gain of the i
th
carrier at the k
th
time instance (of an RE) can be denoted as
c[k, i]. Then if the symbol x[k, i] is transmitted on the kth time index of the ith carrier,
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the received symbol is given by
y [k, i] = c[k, i]x[k, i] + z[k, i] (4.3)
where z[k, i] is the additive white Gaussian noise (AWGN) with variance σ2n.
To equalise and obtain x[k, i] using y[k, i], the UE estimates the channel gains with
the aid of pilot symbols. Since the proposed algorithms in this chapter run on a per
radio frame basis, the set of (k, i) tuples of one radio frame is denoted as F. The
estimated pilot channel gains are denoted as c´[k´, i´], where the tuples (k´, i´) ∈ F´ and
F´ ⊂ F. However, these estimates are outdated for use in AMC technologies at the
transmitter and therefore, future channel gains must be predicted. Ideally, for this
prediction, all measured and interpolated c´[k, i] should be fed back to the transmitter.
Given the very low feedback link capacity, this is not pragmatic. In the methodology
proposed in this chapter, feedback is confined to c´[k´, i´]. Thereby, it benefits from the
low feedback overhead rate, as well as oﬄoading of proposed computationally intensive
tasks to the transmitter.
Once all c´[k´, i´] values of a radio frame are received at the transmitter, noise removal
is performed by averaging c´[k´, i´] over an averaging window. Hence, the noise-removed
gain is computed as:
c[k´, i´] = ∑(k´,´i)∈W c´[k´, i´]∣W∣ (4.4)
where W = {(k´, i´), (k´ − 3, i´ + 3), (k´ − 3, i´ − 3), (k´ + 4, i´ + 3), (k´ + 4, i´ − 3)} is the set
of CSI RE indices for the considered antenna that fall within the window, and ∣W∣
gives its cardinality. An example of an averaging window within an extract of the
resource grid is shown in Figure 4.6. The window is centred at the pilot RE under
consideration. This simple tool gives promising results in terms of noise removal. A
moderate window size of 9 × 9 (i.e., horizontally 9 OFDM symbols and vertically 9
subcarriers) is deployed, as an unnecessarily large window may affect not only noise,
but also channel characteristics in a fast fading channel, indicating a flat channel and
affecting the quality of equalisation.
The well-known Rayleigh fading model is used to characterise the multipath fading
environment without a line of sight component. Here the channel gains are regarded as
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Figure 4.2: End-to-end overview of the proposed system.
complex Gaussian random variables [115, 117]. For an infinite N , the autocorrelation
function of a received signal in a Rayleigh fading environment is given by:
R(τ) = J0(2pifmaxτ) (4.5)
where J0 is a Bessel function of the zero
th
order and τ is the time separation [114].
This autocorrelation function is used in the prediction algorithms used in the later part
of this chapter.
4.2.2 System Model
As indicated in Figure 4.1, this chapter concerns a downlink, where the type of data
being transmitted is HEVC compressed video. The algorithms presented assume the
entire bandwidth is allocated to one user at a given radio frame, thus rendering the
mathematical analysis tractable. This assumption does not elude the generality of the
algorithm, as UE management is an independent function. The reference transmitter-
receiver system, inclusive of the proposed add-ons, is presented in Figure 4.2 and is
illustrated in the following subsections. At the transmitter the HEVC coded sequence
of video is prioritised to obtain the sequence Vˆ. Based on channel estimations of the
previous radio frame the Transport Block Size (TBS) Selection function determines the
MCS to be used for each subframe in the subsequent radio frame, and thus determines
TBS. Channel Coding and Modulation stage iterates for the 10 subframes, and Symbol
Buffer A accumulates all symbols for the following allocation radio frame. The Symbol
Mapper matches the important symbols to the robust resources of the channel. The
data are then transmitted through the channel one subframe at a time and the reverse
operations are performed at the UE to recover the decoded video.
A video stream of length M number of frames compressed using an HEVC encoder
is considered. Each video frame is encoded into Q number of slices. This results
in a sequence of Network Abstraction Layer (NAL) units containing the parameter
sets, intra coded NAL units and inter coded NAL units. A NAL unit is a string of
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compressed video that represents an independently decodable area of a frame known
as a slice. Assume that the set of NAL units of a given m
th
video frame is denoted as
Nm. If Nm,q ∈ Nm is the qth NAL unit of the mth video frame, Nm can be denoted as
a totally ordered set:
Nm = {Nm,1,Nm,2,⋯,Nm,q,Nm,q+1,⋯,Nm,Q} (4.6)
where T(Nm,q) < T(Nm,q+1) and T(⋅) denotes the arrival time. Subsequently, the
input video sequence in Figure 4.2 can be denoted by a similar totally ordered set:
V = {N1,N2,⋯,Nm,Nm+1,⋯,NM} (4.7)
where T(Nm) < T(Nm+1).
In our proposed algorithm, the NAL units in each frame are sorted in the order of
their importance for the prevention of the decoded stream’s error propagation, before
the video sequence is output from the application layer (APP). If P(⋅) denotes the
importance, the sorted set of NAL units of the m
th
frame can be denoted as the
following totally ordered set:
Nˆm = {Nˆm,1, Nˆm,2,⋯, Nˆm,q, Nˆm,q+1,⋯, Nˆm,Q} (4.8)
where Nˆm,q ∈ Nm and P(Nˆm,q) > P(Nˆm,q+1). As a result, the sorted video sequence
becomes:
Vˆ = {Nˆ1, Nˆ2,⋯, Nˆm, Nˆm+1,⋯, NˆM} (4.9)
where T(Nˆm) < T(Nˆm+1). Note that both Nm and Nˆm are the same set of NAL units
of the m
th
frame, but elements ordered differently. The derivation of P(⋅) and the
sorting procedure are presented in [3]. Mapping of NAL unit order from Nm to Nˆm is
conveyed to the UE as a set of metadata via the Physical Downlink Control Channel
(PDCCH).
This sorted sequence passes through the remaining OSI stack layers, accumulating
header information along the way, and is input to the radio link control layer (RLC)
of the transmitter for TBS selection. In this study, the NAL units containing param-
eter sets are considered to be transmitted error free. These are the NAL units for
52 Chapter 4. Content Error Sensitivity aware Resource Allocation and AMC
sequence, picture and video parameter sets. An LTE-A standard compliant communi-
cation framework [8] is used in this study. The physical layer (PHY) receives data as
transport blocks.
In the proposed technology, a single set Nˆm is allocated for each radio frame, and data
allocation is performed once every radio frame. Therefore, at the TBS Selection stage
of Figure 4.2, the transmitter has complete knowledge of the quality of all ∑ rj radio
resources of the subsequent radio frame; rj is the number of PDSCH REs of the j
th
subframe. This knowledge is obtained from the channel prediction and RE ranking
function shown in Figure 4.2. This function also sorts the REs in the descending order
of their robustness. Based on the quality of each portion of rj REs in the sorted RE
set, an MCS is determined as later described in Section V, and nj selected accordingly.
Note that nj is the number of transport block bits for the j
th
subframe. The proposed
TBS selection function is iterated for all 10 subframes.
In Figure 4.2, the PHY functions are presented in three phases. The purpose of Phase 1
is to fill Symbol Buffer A with complex data symbols for the subsequent allocation radio
frame of 10 subframes. Once filled, Phase 2 transmits data over the wireless channel.
This is subsequently received by the UE, and channel estimation is performed. Symbol
Buffer B of Phase 3 accumulates the transmitted symbols of each subframe. Once filled
with data of a full radio frame, the remaining UE functions are executed.
Phase 1: After obtaining values for nj , ψj and ζj (j ∈ [1, 10]) from the channel
prediction and RE ranking function, transport blocks are taken from the bit stream and
passed through Phase 1. A cyclic redundancy check is appended to the transport block,
turbo coding is performed and punctured to obtain a ζj-rate stream, and modulated
using ψj . Due to the limited turbo code inner interleaver length, the transport block
must be segmented into code blocks (CBs). The totally ordered set of symbols for the
j
th
subframe is denoted as
Λj = {Λ(∑j−1i=0 ri)+1,Λ(∑j−1i=0 ri)+2,⋯,Λ∑ji=0 ri} (4.10)
Note that r0 = 0. Symbol Buffer A accumulates the ordered set Λ = {Λ1,⋯,Λ10}.
Due to the NAL prioritisation function, P(Λi) ≥ P(Λi+1), ∀i ∈ [1,∑ rj). Note that
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the resulting first set of r1 symbols, Λ1, is of a higher order MCS, gradually decreasing
towards lower orders for Λ10, because Λ1 is to be allocated to the most robust REs.
This phenomenon is further discussed in Section V.
Phase 2: Elements in Λ are allocated to the subframe’s REs in their decreasing order
of robustness. The transmission is thereafter performed one subframe at a time. At the
receiver’s end, channel estimation is performed by reading c´[k´, i´]. At the transmitter,
UE’s feedback is used to predict channel gains for the next transmission period, thus
providing a solution for the delays endured. Succeeding this, PDSCH channel gains are
obtained for the next transmission period using interpolation methods [47].
Phase 3: Symbol Buffer B accumulates the equalised symbols and performs demapping
to account for the mapping process at in Phase 1. Thereafter, the same 10 MCS values
are used to obtain the transport blocks of 10 subframes. The proposed algorithm runs
once every radio frame. Phase 1 runs 10 iterations (i.e., once for each subframe),
followed by the actual transmission of each subframe, which are accumulated at the
receiver, and Phase 3 runs for 10 iterations to obtain the transmitted payload. Resource
grid filling is performed on a per radio frame basis.
4.3 Resource Element Quality Indicator
At the core of achieving the overall objective, which is to exploit the RE quality varia-
tion of a given user, is identifying the individual RE quality as perceived by the user.
More precisely, the probability that the data it carries is successfully delivered. In this
section, the CQI calculation methodologies are extensively adapted to obtain a realistic
quality indicator for each RE, and based on it the REs are ranked.
The received symbol y[k, i] at a given RE, has the form in (4.3). c[k, i] can also be
viewed as the amplitude of the useful signal x[k, i]. Therefore, the instantaneous SINR
pertaining to the considered (k, i)th RE is
Sk,i =
∣c[k, i]∣2
σ2n
(4.11)
Note that c[k, i] is the RE channel gain, expected to materialise at the future trans-
mission time. Noise has the same Gaussian distribution for all the REs in the vicin-
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Figure 4.3: Alamouti scheme for symbol allocation in a 2×1 transmit diversity antenna
system.
ity of the considered RE. Therefore, for each PRB, σ
2
n is obtained from (4.3) as
1∣B∣ ∑(k,i)∈B ∣y[k, i] − c[k, i]x[k, i]∣2, where B denotes the set of all RE positions in
the current PRB. The common form of CQI calculation is to obtain a common indicator
as a function of all Sk,i pertaining to a PRB [118].
To demonstrate the applicability of the proposed quality indicator and the resource
ranking process in the presence of multiple antennas, the quality indicator is derived
for a transmit diversity MIMO configuration where two transmitters cater to one UE.
Alamouti scheme [119] dictates the symbols to be transmitted as pairs to benefit from
transmit diversity gain. As indicated in Figure 4.3, the complex conjugate of the (k, i)th
symbol of transmitter antenna 1, x
∗
1 [k, i], is transmitted at the (k, i + 1)th position
of transmitter antenna 2. This is denoted as x2[k, i + 1] = x∗1 [k, i]. Using similar
notation, x1[k, i + 1] = −x∗2 [k, i]. The notation ⋅∗ indicates the complex conjugate
value.
Upon extracting the baseband signal of one TTI, the UE removes the cyclic prefix,
performs the DFT transform and obtains y[k, i]. It is assumed that the cyclic prefix
is greater than the maximum delay spread of the channel, and the time-frequency
synchronisation is perfect. In order to initialise channel estimation, it then obtains
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the estimated pilot channel gains, c´1[k´, i´] and c´2[k´, i´], for each CSI location of the two
wireless paths, separately. In practice, the interference between the pilots from different
antennas is avoided by switching off one antenna while the other transmits the pilot.
While the cj[k´, i´] (j = 1, 2) values are used for equalisation at the UE, in our method-
ology they are also fed back to the transmitter for channel prediction and RE quality
indicator calculation. This differs from the conventional approach of feeding back only
the calculated CQI values. cj[k´, i´] values are interpolated to obtain the complex chan-
nel gains cj[k, i] of each RE within the two transmitted grids.
Alamouti scheme principles [119] assume a static channel while the pair of symbols
is transmitted. Therefore, cj = (cj[k, i] + cj[k, i + 1])/2 (here j = 1, 2) is assumed.
Then, the received pair of symbols are:
y[k, i] = c1x1[k, i] + c2x2[k, i] + z[k, i] (4.12)
y[k, i + 1] = −c1x∗2 [k, i] + c2x∗1 [k, i] + z[k, i + 1] (4.13)
where z[k, i] is the complex random variable representing noise and interference at
the (k, i)th RE. The MIMO receiver indicated in Figure 4.2 then combines the pairs of
received symbols [119] to form x˜1[k, i] and x˜2[k, i] estimates of the original transmitted
symbols as:
x˜1[k, i] = c∗1y[k, i] + c2y∗[k, i + 1] (4.14)
x˜2[k, i] = c∗2y[k, i] − c1y∗[k, i + 1] (4.15)
Substituting (4.12) and (4.13),
x˜1[k, i] = (∣c1∣2 + ∣c2∣2)x1[k, i] + c∗1 z[k, i] + c2z∗[k, i + 1] (4.16)
x˜2[k, i] = (∣c1∣2 + ∣c2∣2)x2[k, i] − c1z∗[k, i + 1] + c∗2 z[k, i] (4.17)
The second and third terms on the right hand side of (4.16) and (4.17) are the noise
elements. The maximum likelihood detector then estimates the transmitted symbols
as
xˆj[k, i] = arg min
x∈A
»»»»»x˜j[k, i] − (∣c1∣2 + ∣c2∣2)x»»»»» (4.18)
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where j = 1, 2 and A is the alphabet associated with the modulation scheme used by
the transmitter. Equation (4.18) is compared with the maximum likelihood detector
for a 1 × 1 antenna system, given as xˆ[k, i] = arg minx∈A ∣y [k, i] − c[k, i]x∣, and it is
deduced that (4.11) must be altered for a 2 × 1 transmit diversity antenna system as
Sk,i = Sk,i+1 =
(∣c1∣2 + ∣c2∣2)2
σ2z´
(4.19)
where σz´ is the variance of combined noise elements in (4.16) and (4.17). Equation
(4.19) gives the SINR of an RE as perceived by the UE. Note that despite two resource
grids being transmitted, the UE receives only a combined resource grid. The sum of
effective noise elements (defined as z´[k, i] + z´[k, i + 1]) of the two adjoining REs as
seen by the UE is obtained using equations (4.14), (4.15), (4.16) and (4.17) as
z´[k, i] + z´[k, i + 1] = (c∗1 + c∗2 ) z[k, i] + (c2 − c1) z∗[k, i + 1]
= c∗1y[k, i] + c2y∗[k, i + 1] − (∣c1∣2 + ∣c2∣2)x1[k, i] +
c
∗
2y[k, i] − c1y∗[k, i + 1] − (∣c1∣2 + ∣c2∣2)x2[k, i] (4.20)
These values are collated for each PRB and its variance is obtained for each PRB as
σ
2
z´ =
1∣B∣ ∑(k,i)∈B ∣z´[k, i]∣2, where B denotes the set of all RE positions in the current
PRB of the received resource grid.
Accordingly, the SINR values, Sk,i, are obtained for all PDSCH REs for the following
radio frame. This set is denoted as:
S = ⋃(k,i)∈ESk,i (4.21)
where E is the set of (k, i) tuples for PDSCH RE indices of a radio frame. Note that∣E∣ = ∑10j=1 rj and E ⊂ F. Elements in S are then sorted to obtain the totally ordered
set:
Sˆ = {⋯, Sˆk¯,¯i, Sˆk¯,¯i+1,⋯, Sˆk¯+1,¯i,⋯} (4.22)
where (k¯, i¯) ∈ E, and Sˆk¯,¯i ≥ Sˆk´,´i, when k¯ > k´ or i¯ > i´. Given the relationship between
S and Sˆ as Sˆk¯,¯i = Spi(k¯,¯i), the mapping function pi(k¯, i¯) is conveyed to the UE.
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4.4 Channel Estimation and Prediction
Despite the random nature of wireless channel characteristics, they bear a certain degree
of correlation within the coherence time, T
coh
, approximately given by T
coh = 0.4/fmax
[114], where f
max
gives the maximum Doppler frequency shift. Therefore, a given
c[k´, i´] is related to several previous pilot estimates pertaining to the same subcarrier
falling within the coherence time. Note that the tuples (k´, i´) ∈ F´, the set of pilot RE
positions. Exploiting this correlation, an auto-regressive (AR) model is deployed for
fading prediction.
The predicted value for a future pilot RE for the j
th
propagation path is denoted by
cˆj[k` + δ, i´] with δ > 0. Here, the k`th time instance is the time index of the latest pilot
RE received for the current radio frame, and δ is an indication of the prediction horizon.
The predicted value is derived by observing ρ number of previous noise-removed pilot
estimates which are collected at a sampling rate of 1/T samp. This set of previous pilot
estimates is denoted as {cj[k` − y, i´] ∣ y ∈ [0, ρ − 1]}. ρ is also known as the AR model
order.
The predicted value is presented as a linear combiner of previous samples as:
cˆj[k` + δ, i´] = ρ−1∑
y=0
wy(δ)cj[k` − y, i´] ; j = 1, 2 (4.23)
where δ follows T
pred = δT samp and T pred is the prediction range, ideally less than
coherence time T
coh
. The vector w(δ) = [w0(δ), w1(δ),⋯, wρ−1(δ)]T, [⋅]T indicates
the transpose of the matrix, denotes the optimal AR model coefficients. Note that it
is tone (´i) and path (j) invariant. Justifications for this assumption are illustrated in
[120, 121, 122]. w(δ) is determined from the Weiner solution [66]:
w(δ) = R−1r (4.24)
where R is the autocorrelation matrix (ρ × ρ), the (x, y)th element being
Rxy = E [cj[k` − x, i´]c∗j [k` − y, i´]] (where E[⋅] denotes the expected value), and r is the
autocorrelation vector (ρ × 1), the yth element being ry = E [cj[k` + δ, i´]c∗j [k` − y, i´]].
Given the error, e(δ), between the predicted value and the materialised value at T pred,
the resulting minimum mean square error (MMSE) (when the optimal w(δ) is used) is
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given by [58]:
MMSE = E [∣e(δ)∣2] = 1 − ρ−1∑
y=0
wy(δ)R(τ = T pred + yT samp) (4.25)
where R(τ) is the autocorrelation function in (4.5) and the behaviour of R(τ) when
f
max = 100Hz is shown in Figure 4.4. As pointed out in [58], by using a larger sampling
time, T
samp
, to obtain the set {cj[k` − y, i´] ∣ y ∈ [0, ρ − 1]}, the MMSE in (4.25) can
be maintained at a small value due to {R(τ = T pred + yT samp) ∣ y ∈ [0, ρ − 1]} samples
spanning wide across the side lobes in Figure 4.4.
As an example, when f
max = 100Hz, ρ = 50, then 1/T samp = 25kHz results in a
memory span of only 1.96ms (indicated in Figure 4.4), whereas 1/T samp = 2kHz results
in a memory span of 24.5ms, hence capturing the side lobes of R(τ). Therefore, at
1/T samp = 2kHz, R(τ) samples span a significant range of values, enough to maintain a
low MMSE (4.25), even when T
pred > T coh. However, note that T samp must be selected
such that 1/T samp ≥ 2fmax, the Nyquist rate.
Characteristics of R(τ) = J0(2pifmaxτ) are such that the peaks and troughs appear
approximately between constant f
max
τ intervals, which we denote as b (≈ 0.5). There-
fore, in order to capture at least one peak and one trough, the following condition must
be satisfied:
f
max
T
samp(ρ − 1) ≥ 2b (4.26)
As indicated in Figure 4.6, for an LTE-A OFDM grid, a subcarrier transmits a pilot
symbol once every 7 symbols. This implies T
samp = 0.5ms, giving a sampling frequency
of 2kHz. Therefore, when ρ = 50, according to (4.26), all consecutive elements in{cj[k` − y, i´] ∣ y ∈ [0, ρ − 1]} should be used when fmax ≥ 40.8Hz for an LTE-A sys-
tem. When 40.8Hz > fmax ≥ 20.4Hz, {cj[k` − 2y, i´] ∣ y ∈ [0, ρ − 1]} should be used to
maintain T
samp = 1ms, thereby satisfying (4.26). Similarly, for fmax < 20.4Hz, the
sample values must be appropriately skipped in order to maintain (4.26).
Calculation of w(δ) must ideally be done using the autocorrelation valuations and
matrix inversion as given in (4.24). This is a heavy computational load even for a
moderate ρ ∼ (40 − 50). Therefore, avoiding (4.24), an adaptive filter based technique
is deployed in this chapter for the adaptive tracking of w(δ) as indicated in Figure 4.5.
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Figure 4.4: Theoretical autocorrelation function for a Rayleigh fading channel with
infinite scatterers, at f
max = 100Hz. The two memory spans for 1/T samp = 2kHz and
1/T samp = 25kHz are for ρ = 50 (range of the set of samples, {R(τ = T pred + yT samp)}.
NLMS adaptation equation [66] to track w(δ + 1) from w(δ) is given as:
w(δ + 1) = w(δ) + µcj(k` + δ + 1, i´)ej(k` + δ, i´)∑ρ−1y=0 »»»»»cj(k` + δ − y, i´)»»»»» (4.27)
where cj(k` + δ + 1, i´) = [cj[k` + δ, i´], cj[k` + δ − 1, i´],⋯]T is the input vector (ρ × 1),
which is used to predict cˆj(k`+δ+1, i´). Furthermore, ej(k`+δ, i´) = cj[k`+δ, i´]−cˆj[k`+δ, i´],
and µ (0 < µ < 2) is a scalar used for convergence. However, cj[k` + δ, i´] is the desired
value and is not available at the time of prediction.
Therefore, prior to predicting cˆj[k` + δ, i´], the AR model in Figure 4.5 goes through a
learning phase using previously known {cj[k` − y, i´] ∣ y ∈ [0, ρ˜]} values, where ρ˜ ≫ ρ.
During this phase, initially cj[k` − ρ˜, i´] is fed as input to the filter’s delay line and
cj[k` − ρ˜ + δ, i´] as the desired value. Note that initially the input vector is an all-zero
vector and w(−ρ˜ + δ) is an all-one vector. Subsequently, w(−ρ˜ + 1 + δ) is calculated
using (4.27). Similarly, for y = [ρ˜−1,⋯, δ], iteratively the inputs cj[k`−y, i´] are fed into
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Figure 4.5: AR model used to predict future channel coefficients.
the filter’s delay line with cj[k`− y+ δ, i´] as the desired values, to obtain w(−y+1+ δ).
Note that finally the input vector is cj(k`, i´) = [cj[k` − δ, i´],⋯, cj[k` − δ − ρ + 1, i´]]T .
The filter coefficients at this point pertain to w(0). The vector w(0) obtained in this
learning phase is considered as w(δ) for the actual cˆj[k`+δ, i´] prediction. Thereby, using
cj(k` + δ, i´) as the input vector to the AR model and w(0) as the filter coefficients, the
predicted value is obtained as per (4.23). Since the allocation is made on a radio frame
basis δ ∈ [1, 20] in (4.23) and i must span the selected bandwidth.
Subsequent to obtaining cˆj[k` + δ, i´] of the entire radio frame, they are interpolated
to obtain the predicted channel gains of non-pilot REs. However, in situations where
pilots are not located nearer to the edge of the OFDM grid as indicated in Figure 4.6,
virtual pilot values must be created beyond the OFDM grid to allow the interpolation
process. The positions of virtual pilot symbols are deemed to follow the original pilot
RE pattern as indicated in Figure 4.6.
The position tuples, of REs A, B, C and P, which are marked in Figure 4.6, are denoted
as (kA, iA), (kB, iB), (kC, iC), (kP, iP) respectively. The virtual value at P is calculated
as:
cj[kP, iP] = (vxkA + vyiA + vzc[kA, iA]) − vxkP − vyiPvz (4.28)
where the terms are explained using Figure 4.6. A, B and C are the closest three pilot
REs to P in terms of Euclidean distance (denoted using the operator ∣∣ ⋅ ∣∣). The REs
are subject to the constraint kA ≠ kB and iB ≠ iC (i.e., these three symbols must occupy
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Figure 4.6: Placement of the averaging window used in (4.4), within a 2 × 1 antenna
OFDM resource grid (refer Figure 2.1). The figure is also referenced in the virtual pilot
value calculation process.
at least two unique subcarriers and two unique OFDM symbols). Using the notation
J⃗ = ⟨kJ, iJ, c[kJ, iJ]⟩ ; J ∈ A,B,C, where ⟨⋅, ⋅, ⋅⟩ is vector notation; if A,B,C are chosen
such that ∣∣PA∣∣ ≥ ∣∣PB∣∣ ≥ ∣∣PC∣∣, the plane on which the three pilot values reside is⟨vx, vy, vz⟩ = (C⃗ − A⃗) × (B⃗ − A⃗). Here ‘×’ indicates the cross product. This plane is
extended onto the virtual location to obtain the virtual pilot value cj[kP, iP].
After sufficient virtual pilot values are obtained, triangulation based cubic interpolation
is performed. This gives the cj[k, i] values (j = 1, 2), to be used for the subsequent
allocation radio frame. This allows the derivation of the RE quality indicator given in
(4.19).
4.5 Determination of Quality Indicator Boundaries
To deliver video data at the guaranteed QoS the transmitter must alter the link adap-
tation parameters depending on the error sensitivity allowed. The error sensitivity is
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featured by bit error probability, denoted by ξ. This value is defined in accordance
with PSNR so that PSNR between the original and decoded video sequences is not (or
rarely) affected when the BER affecting the transmission is lower than ξ (BER ≤ ξ).
For each RE, the BER depends on the type of MCS used, i.e., when the quality indicator
is the same, the RE that uses the stronger MCS performs better. Inspired by [80], the
equivalent quality indicator is defined below. When transmitting a symbol, which is
coded using MCS Ψ, via the RE of quality indicator Sk,i, if the BER is BER
Ψ(Sk,i), the
equivalent quality indicator, which generates the same BER but related to a different
MCS, Ψ´, is defined as:
Sk,i
Ψ→Ψ´ = BERΨ´
−1 (BERΨ(Sk,i)) (4.29)
where BER
Ψ−1(⋅) is the inverse function of BERΨ(⋅). This indicates that the Ψ coded
symbol transmission via the RE, characterised by Sk,i, generates the same BER as
when transmitting a Ψ´ coded symbol via any channel, characterised by Sk,i
Ψ→Ψ´
.
If the lowest RE quality indicator to satisfy BER ≤ ξ when that data symbol is coded
using the strongest MCS (denoted by Ψ
min
) is S
min,ξ
, i.e.,
S
min,ξ = arg max
S∈S
(BERΨmin(S)) such that BERΨmin(Smin,ξ) ≤ ξ (4.30)
where S is the set of quality indicators in (4.21), then only the REs that satisfy the
constraint Sk,i ≥ Smin,ξ are assigned to the considered UE. This is because all other
REs are certain to generate a very low BER such that BER > ξ, at every MCS. For
every Sk,i ≥ Smin,ξ, an MCS, Ψk,i, is chosen such that the equivalent quality indicator
approximates S
min,ξ
. Accordingly, the selection criterion is formalised as:
Ψk,i = arg min
Ψ∈Ψ
{Sk,iΨ→Ψmin} such that Sk,iΨk,i→Ψmin ≥ Smin,ξ (4.31)
Ψ is the set of MCSs allowed in the LTE-A standard and Ψ
min
is the strongest MCS
in Ψ. However, as Ψ is a discrete variable, there is a range of Sk,i values associated to
each Ψ. Therefore, the selection criteria in (4.31) is not required to be performed on
each Sk,i. Accordingly, the selection of Ψk,i can be further simplified as follows.
Similar to the definition of S
min,ξ
, which is the lowest quality indicator capable of
transporting a Ψ
min
coded symbol while guaranteeing BER ≤ ξ, other boundaries are
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defined for the MCS Ψ
g
as:
S
g,ξ = (Smin,ξ)Ψmin→Ψg (4.32)
where Ψ
g ∈ Ψ. When Ψg is a stronger MCS than Ψg+1, the following relationship
holds:
if S
g,ξ ≤ Sk,i < S
g+1,ξ
, then Ψk,i = Ψ
g
(4.33)
This is the criteria followed when assigning the MCS for every RE.
Prior to describing the unequal error protection approach in video transmission, the
special case of providing equal error protection is described for the ease of understand-
ing. Note that the boundary values, S
g,ξ
, are constants. Although the ideal Ψk,i
selection is as per (4.33), MCS assignment on a per-RE basis is not supported in the
LTE-A standard, which deploys a batch-assignment method. A batch of REs, of the
size of a subframe, are assigned a common MCS to perform the PHY functions indi-
cated in Figure 4.2. This chapter proposes a modified version of the resource allocation
algorithm, as described below, to exploit RE quality variation while adhering to the
LTE-A compliant batch-assignment method.
For the j
th
subframe, the (∑ji=1 ri)th element of Sˆ in (4.22) is obtained to identify the
appropriate MCS according to the criteria in (4.33). Note that this is the weakest RE
in the j
th
subframe. Based on the chosen MCS (ψj and cj) for each subframe, the RLC
determines nj in (2.2) and passes to the PHY nj bits of data in each iteration. The
sets of complex symbols from each iteration are accumulated at Buffer A (refer Figure
4.2). The symbols are in the sorted order based on their importance since they were
input after prioritisation to Phase 1 in Figure 4.2. These buffered symbols are then
mapped onto the REs in the order of (k, i) tuples of Sˆ in (4.22).
However, since it is specified in the LTE-A standard that data allocation to REs must
happen sequentially and the physical position of REs cannot be altered, the positions
of the symbols in Buffer A are changed before they are sequentially allocated to the
REs. To assist in this mapping process the mapping function pi(k¯, i¯) from S in (4.21)
to Sˆ in (4.22) is used.
After this mapping process, Phase 2 commences, where sets of Λj , as defined in (4.10),
are transmitted in the j
th
subframe. Λj contains symbols of different MCSs due to the
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mapping process. Therefore, this allows complex symbols of different MCSs to be trans-
mitted within a TTI. Buffer B accumulates the symbols of 10 TTIs (the radio frame)
and performs the demapping using pi(k¯, i¯) information. Phase 3 then performs the
decoding using similar parameters as at the channel encoder and obtains the sequence
of original transport blocks.
Below, the method to achieve unequal error protection in the transmission of a com-
pressed video sequence is described. Initially, the sorted video sequence, Vˆ, is obtained
as described in (4.9). In general communication systems, the segmentation based on
NAL units is maintained along the IP stack, i.e., an IP packet contains one NAL unit.
Therefore, the NAL unit importance weights derived for the sorting procedure at (4.8)
are valid at the input to the RLC.
Given the allowed bit error probability, ξm, for the transmission of the m
th
video frame,
the following condition;
ξm ≥
∑Qi=1(ξm,iCm,i)
∑Qi=1Cm,i
(4.34)
where Cm,i and ξm,i are the size in bits and the allowed bit error probability of the i
th
NAL unit of the m
th
video frame in Nˆm (4.8), respectively, should be satisfied. In order
to satisfy (4.34), ξm,q is derived as below. Using the importance weights, P(Nˆm,q) [3],
a set of unique ξm,q values must be determined such that:
ξm,1P(Nˆm,1) = ξm,2P(Nˆm,2) =⋯ = ξm,qP(Nˆm,q) =⋯ = ξm,QP(Nˆm,Q) (4.35)
Note that ξm,q ≤ ξm,q+1 because P(Nˆm,q) ≥ P(Nˆm,q+1). Therefore, (4.34) can be
written as:
ξm
Q
∑
i=1
Cm,i ≥ ξm,1Cm,1 +⋯+ ξm,QCm,Q
=
ξm,qP(Nˆm,q)
P(Nˆm,1) Cm,1 +⋯+ ξm,qP(Nˆm,q)P(Nˆm,Q) Cm,Q
= ξm,qP(Nˆm,q) Q∑
i=1
Cm,i
P(Nˆm,i) (4.36)
The allowed bit error probability, ξm,q, for each NAL unit is:
ξm,q =
ξm∑Qi=1Cm,i
P(Nˆm,q)∑Qi=1(Cm,i/P(Nˆm,i)) (4.37)
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Recall that Nˆm,1 is the most important NAL unit in Nˆm, and r1
th
element in Sˆ pertains
to the least robust RE index of the first subframe. Due to the inner interleaver in the
turbo coding function and the outer interleaver in the rate matching function indicated
in Figure 4.2, Nˆm,1 data could exist anywhere within Λ1 (4.10). Therefore, the r1
th
element in Sˆ, denoted as Sˆr1 , must be able to accommodate ξm,1. If the appropriate
MCS for the j
th
subframe is denoted as Ψj , then from (4.33), Ψ1 is assigned Ψ
g
only if
S
g,ξm,1 ≤ Sˆr1 < S
g+1,ξm,1 . Based on Ψ1 (i.e., ψ1 and c1), the relevant n1 is determined
from (2.2).
If the NAL unit, which occupies the first RE of the j
th
subframe, is denoted by Nˆm,q¯j ,
then q¯j is given by
q¯j = arg min
q¯∈[1,Q] { q¯∑q=1Cm,q} such that
q¯j
∑
q=1
Cm,q >
j−1
∑
i=0
ni (4.38)
where n0 = 0. Based on ξm,q¯2 for the 2
nd
subframe the appropriate MCS, Ψ2 = Ψg¨, is
chosen such that S
g¨,ξm,q¯2 ≤ Sˆr1+r2 < S
g¨+1,ξm,q¯2 (note that one video frame is allocated
to one radio frame). This is iterated for a radio frame until all data in Nˆm are allocated.
Figure 4.7 depicts the algorithm. If Nˆm is completely allocated much before all PDSCH
REs are exhausted, ξm in (4.34) is reduced and the algorithm is performed again until
a maximum amount of resources in the radio frame are utilised.
4.6 Evaluation and Discussion
This section aims to demonstrate the effectiveness of the proposed concepts and quan-
tify the improvements achieved in the context of real-world cellular networks. An exem-
plar LTE-A downlink transmitting HEVC based compressed video data is considered.
While the Rayleigh fading channel is deployed in theoretical analysis, the deterministic
Jakes model [115] is deployed for computer simulation results in this chapter. The
fading processing of both links of the 2 × 1 transmit diversity MIMO system assume
the same parameters, as summarised in Table 4.1.
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Start
Data prioritisation
j = 1, q¯j = 1
Calculate ξm,q¯j (4.37)
r = ∑ji=1 ri
Find Ψ
g
such that
S
g,ξm,q¯j ≤ Sˆr < Sg+1,ξm,q¯j
(4.33)
Determine nj
based on Ψ
g
(2.2)
j = j + 1
Find q¯j = arg minq¯∈[1,Q] (∑q¯q=1Cm,q)
subject to ∑q¯jq=1Cm,q > ∑j−1i=0 ni
(4.38)
q¯j exists?
Channel coding and modulation and
remaining processes of Figure 4.2
End
Nˆm and P(Nˆm,q)∀q
no
yes
Figure 4.7: Proposed AMC algorithm.
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Table 4.1: Channel parameters
Input signal sample rate 1.92MHz
Discrete path delay vector (in sample periods) [0 5 8]
Average path gain vector (dB) [0, -3, -6]
Maximum doppler shift 40.8Hz
Doppler spectrum type Jakes
Transmit correlation matrix
⎛⎜⎜⎝ 1 0.30.3 1 ⎞⎟⎟⎠
Receive correlation matrix (1)
Fading distribution Rayleigh
Fading technique used to model the channel Filtered Gaussian noise
4.6.1 Noise removal and prediction of pilot channel gains
First, the effects of noise removal from pilot channel gains, as indicated in (4.4), are
investigated. Figure 4.8 depicts the error in unprocessed pilot channel gains, c´[k´, i´],
and the error in noise-removed pilot channel gains, c[k´, i´]. The error is calculated as
the Euclidean distance with respect to pilot channel gains that would be realised in a
noiseless environment. This approach is a trade-off between noise removal and retaining
the channel characteristics. The results indicate that as SNR increases, the averaging
window size must be reduced to maintain the optimum balance between noise removal
and channel characteristics retention. Furthermore, this approach is suitable only for
SNR values below 10dB; e.g., at 11dB the unprocessed signal is more accurate than
any noise removed signal.
Next, the effects of increasing the prediction horizon on the accuracy of the predicted
value is investigated in Figure 4.9. Normalised mean square error (NMSE) is used to
measure the prediction accuracy, which is defined as [12];
NMSE = 10 log
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
E [»»»»»cj[k´ + δ, i´] − cˆj[k´ + δ, i´]»»»»»2]
E [»»»»»cj[k´ + δ, i´]»»»»»2]
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (4.39)
where cˆj[k´ + δ, i´] is the predicted value as in (4.23) and cj[k´ + δ, i´] is the actually
realised pilot channel gain. E [⋅] is the expected value operator.
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Figure 4.8: Performance of the noise removal technique.
In Figure 4.9, ρ = 100 (of (4.23)) is used for prediction using adaptive filters, and
the curve fitting prediction technique uses polynomial extrapolation of 100 previous
values. The commercially deployed technique, which ignores feedback delay [123], is
also considered here. As feedback delay increases from 1ms to 4ms, the usefulness of
prediction becomes more tangible. After the peak in improvement at 4ms (δ = 8), the
improvement diminishes gradually but faintly, implying the fading off of channel gain
correlation. The curve fitting method displays better performance throughout, except
at the 1ms horizon when the proposed approach matches its performance. However,
beyond the 11ms horizon (δ = 22) the two gains gradually merge. Given the sophis-
tication of the curve-fitting algorithm, this comparative degradation of the proposed
algorithm is negligible, and thus justifies its use.
As preparation for the calculation of RE quality indicators, the pilot channel gains are
extrapolated to remedy for the feedback delays endured. This feedback delay, or in
other words the prediction horizon, is selected as 9.8ms, which is justified using the fol-
lowing facts. Since the subframe length (TTI) is 1ms, on average each packet needs to
wait 0.5ms for the start of the subsequent transmission. For the uplink and downlink,
this amounts to 1ms. Since channel coding in commercial applications is performed
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Figure 4.9: Prediction performance.
such that the transport block error rate remains approximately at 10%, retransmission
requests can be expected for 10% of the transmissions. The retransmission delay in
LTE is 8ms [124]. Therefore, the expected value of the delay introduced due to retrans-
missions is 0.8ms. Furthermore, in the absence of retransmissions and waiting times,
the CQI delay is 8ms as per Table 9.3.1.1.1-1 of [125]. The same value is applicable to
pilot channel gain feedback. Therefore, the prediction horizon is selected as 9.8ms, the
accumulation of these three values.
4.6.2 Validity of the RE quality indicator
The quality indicator (Sk,i in (4.19)) quantifies the effectiveness of delivering data for
a given RE. These values are obtained for the REs of the subsequent radio frame, and
therefore, are derived using the predicted channel gains. Figure 4.10 is the plot of
Euclidean errors (between the transmitted and received symbols) against the quality
indicator value used for RE ranking. Therefore, if the proposed quality indicator cor-
rectly identifies the unreliable REs, when the quality indicator is small the actual error
in the y-axis must be large. This definition of error is appropriate as it directly affects
the hard demodulation function. As indicated in Figure 4.10, the function is mono-
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Figure 4.10: Accuracy of the Quality Indicator.
tonically decreasing until a quality indicator value of 65. This trend results from the
concatenated effectiveness of quality indicator calculation, the prediction and interpo-
lation procedure, and the noise removal function. The quality indicator values above 65
show error values that do not comply with this trend. This abnormality is attributed
to errors in the prediction values. Therefore, for the AMC function, quality indicator
values above 60 are considered as equally suitable REs to carry the most important
data.
4.6.3 Boundaries in the quality indicator for each MCS
The tolerance of error between the transmitted and received symbols changes depending
on the MCS used. For example, a QPSK modulated symbol can tolerate more error
than a 64QAM modulated symbol. Similarly, data coded using a code rate of 0.3
can recover better than when 0.7 is used. Therefore, for each MCS, it is possible to
obtain a maximum error the symbol can tolerate. Considering the relationship between
the symbol error and the quality indicator in Figure 4.10, this is similar to obtaining
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Table 4.2: RE quality indicator boundary values, S
g,ξ
Q
Q
Q
QΨ
g ξ 1% 1.5% 2% 2.5% 3% 3.5% 4% 5%
(64,0.7) 160 130 120 88 81 74 59.6 25.4
(64,0.5) 150 122 116.7 94 71 67 60 52.1
(16,0.7) 90 87 75 73 77 70 49 52
(16,0.5) 83 80 56 71.2 47 40 38 51.9
(64,0.3) 60 47.9 37.4 34.3 32 30.5 28 25
(4,0.7) 5.7 5 4.2 1.7 3 1.8 1.9 1.3
(16,0.3) 64 46 16.7 9.8 12 10 8 12
(4,0.5) 4.5 4.35 4.1 5.3 3.2 3.1 2.4 2
(4,0.3) 4.4 4.2 3.5 2.5 2.3 1.7 3.9 1.1
the minimum quality indicator the symbol-transporting RE must possess. This is the
phenomena explained in (4.32). Table 4.2 presents these boundary values, S
g,ξ
, in order
to achieve a BER above the content’s error sensitivity, ξ, when transporting an MCS
Ψ
g
coded symbol. As an example, when MCS = (16, 0.5), in order to achieve a BER
of 2% the quality indicator of the transporting REs must be above 56.
In Table 4.2, Ψ
g
values are ordered in the descending order of the MCS’s capacity to
transport user data, from top to bottom. In effect, the MCSs are placed based on
their sensitivity to errors. As per the definitions used for (4.32) and (4.33), Ψ
min =(4, 0.3),Ψ1 = (4, 0.5),⋯,Ψ9 = (64, 0.7). The amount of user data each symbol carries
is calculated as modulation order×code rate. As an example a symbol coded using Ψ5
contains user data amounting to (4 × 0.5) = 2.
Figure 4.11 depicts the variation in S
g,ξ
for four different MCS values. It depicts
the manner in which the boundary values, S
g,ξ
, reduce as error sensitivity, ξ, of the
transported data is reduced. For a given ξ, S
g,ξ
tends to relax (reduce) as the strength
of Ψ
g
is increased (top to bottom). However, an abnormality is evident at MCS (4, 0.7)
as indicated in Table 4.2. This can be attributed to the fact that the effect of reducing
the code rate is non-linear and that the effect of lowering the modulation order has a
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Figure 4.11: Viable minimum quality indicator values, S
g,ξ
, for a guaranteed maximum
bit error rate, ξ for various MCS values. The scatter points are the measured values
from the simulation.
far greater effect on error sensitivity than reducing the code rate.
4.6.4 AMC for compressed video transmission
In this section, the proposed technologies are demonstrated for the transmission of an
HEVC coded video sequence. Simulations are performed using the MATLAB LTE-
System Toolbox, which has been tested and validated [126]. CIF-resolution videos are
utilised so that one video frame can be transmitted within one radio frame, at a channel
bandwidth of 1.4MHz. In order to maintain the bit rate at a constant level, different
quantisation parameters (QPs) are used to encode the video sequences. Accordingly,
in Figure 4.12 for the proposed methodology and Perera et al., QP values of 25, 32
and 34 are chosen for News, Mobile and Stefan sequences, respectively. These test
video sequences [127] represent different motion characteristics (low, medium, high),
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and are commonly used in video compression related researches. During simulations,
slice copying is used as the error concealment strategy at the HEVC decoder. Finally,
PSNR of the distorted video sequence is calculated with reference to the original video
sequence under different channel SNR.
In Figure 4.12, Houas et al. is an adaptation of [80] to comply with the HEVC standard
and LTE-A transceivers. Since [80] has not specified a set of carrier SNR boundary
values, the transmitter is equipped with the knowledge of RE quality indicators and
their boundaries. For an ideal comparison between the proposed technology and [80],
in the adaptation, a modulation scheme must be selected for each subcarrier spanning a
radio frame. However, since LTE-A forbids this, [80] is adapted to select one modulation
scheme per subframe, while maintaining the BER of the video frame. In this reference
method, radio frame-wide RE ranking is not performed, and the MCS selection is based
on the weakest RE in each subframe. The proposed approach and Perera et al. make
the maximum use of the radio frame when transmitting one video frame. Therefore, to
make Houas et al. comparable to the other two techniques, the QP values are selected
such that the whole radio frame is utilised. Accordingly, for Houas et al., QPs of 24,
32 and 33 are selected for News, Mobile and Stefan sequences, respectively.
Both the reference plots, Houas et al. and Perera et al., ignore the delays endured
in the feedback channel. Perera et al., is an adaptation of [2], and uses the same
end to end transmitter-receiver system architecture depicted in Figure 4.2. A major
difference between this plot and the plot of the proposed method is the use of the
RE quality indicator. This is a significant step towards the practical implementation
of the proposed technology. Although the pre-calculated boundaries in [2] are valid
for synthetic channels, in practice, this boundary calculation must be done regularly
for each combination of SNR-MCS-BER triplet. This is an impractical computational
burden on the transmitter.
Despite the various characteristics of video sequences, the proposed technology has
consistently outperformed Houas et al. As the channel SNR is reduced from a higher
value, it is observed that the Houas et al. plot starts its degradation at approximately
14dB. The degradation is gradual until 8-9dB and the PSNR falls abruptly afterwards.
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Figure 4.12: Performance of unequal error protection approach for HEVC data.
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On the contrary, the proposed technology maintains a superior PSNR level until 4-5dB,
degrades marginally, and falls abruptly after 3dB. This implies that similar user viewing
can be experienced even when the channel quality is lowered by 11dB. This exhibits
the proposed technology’s ability to exhaust all available REs intelligently until the
maximum efficiency is harvested. The gain is the collective result of:
• The availability of up-to-date RE quality indicators;
• Assignment of error sensitivities for each NAL unit;
• RE ranking and MCS assignment based on RE quality indicator boundary crite-
ria;
• The resulting transmission technique, in which different MCS coded symbols share
a subframe.
The stepwise drop in Houas et al. is due to the deployed error concealment strategy.
The absence of this stage in the proposed methodology is due to the error sensitivity
assignment for each NAL unit. Due to this function, the lost regions are easily recov-
erable from error concealment. In the absence of the prediction stage, the proposed
methodology must perform as well as Perera et al. in order to prove: the suitability
of the RE quality indicator; the validity of the boundary values indicated in Table 2;
and the effectiveness of the proposed AMC technique, which uses RE quality indicator
boundary values. The results indicate that this is, in fact, true, and therefore, the above
statements are proven. It can, therefore, be deduced that the prediction approach gives
a 2dB gain on the transmission power.
The proposed technology can be viewed as a significant step towards improving the
end user viewing experience while minimising the resource usage. Moreover, it is seen
as an energy efficient technology where the transmitter may significantly reduce its
transmission signal power.
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4.7 Summary
In this work, a novel adaptive video transmission strategy for the downlink of a cellular
channel is introduced. The aim was to exploit the finer quality variations among channel
resources, which carry individual data symbols, such that at the resource allocation
stage, error sensitive video data can be imposed more error resilience. To this effect, a
resource quality indicator is defined and, using simulations, it has been demonstrated
that this definition results in a monotonic relationship between the forecast indicator
and the materialised channel condition. Since the proposed AMC scheme is highly
dependent on the validity of channel knowledge at the transmitter, an adaptive filter
based temporal prediction approach is used to remedy the feedback delays. Then,
the equivalent quality indicator concept is introduced, and quality indicator boundary
values are derived in order to achieve a BER above the content’s error sensitivity when
transporting a given MCS coded symbol. Finally, this AMC scheme is adapted for a
compressed video transmission system. The error sensitivity, stipulated in transmitting
each NAL unit in the video stream, is dependent on the importance of the area in the
frame in preventing error propagation in the decoded video. The proposed scheme
allows the transmitter to provide unequal error protection to different parts of the
video. In addition, it is worth noting that this scheme enables the transmission of
different MCS coded symbols within one LTE-A subframe.
Based on the investigations it was established that window averaging is a simple yet
effective method to recover pilot channel gains corrupted with channel noise. In addi-
tion, it was noted that the proposed prediction algorithm effectively remedies the delays
in the channel feedback. This algorithm attains an NMSE improvement of 8.5dB on
average in the prediction accuracy over the commercially deployed approach and is
comparable to the computationally exhaustive curve fitting approach. Demonstrating
the accuracy of the defined quality indicator, its relationship curve with the actual
error is obtained. For each error sensitivity value, the range of quality indicator values
that can accommodate a given MCS is tabulated. It is observed that the indicator
boundary value decreases as the error sensitivity of the transported data is reduced.
Furthermore, for a given error sensitivity, the boundary value tends to relax (decrease)
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as the strength of the MCS is increased. This adaptive transmission scheme is then
tailored for compressed video data, where different NAL units exhibit different levels
of error sensitivity based on their importance in preventing video quality degradation.
Finally, it is shown that the concatenated use of the proposed technologies outperforms
the state-of-the-art AMC approaches for compressed video transmission by 11dB.
The proposed technology in this chapter can be extended to the transmission of any
type of data, in which the error sensitivity varies within the data stream. Compressed
video is an ideal subject for such a stream of data. Although in this chapter the re-
search is confined to basic HEVC compressed video, this technology will also exhibit
high gains for scalable video streaming. This will give more flexibility in terms of video
data prioritisation; based on the layer importance and based on the NAL unit impor-
tance within the layer. Additionally, consideration of higher resolution video sequences
and multi-user scenarios give rise to further complications and call for optimisation
algorithms. This is an interesting direction for future research.
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An iterative turbo decoder based cross-layer error recovery scheme for compressed video
is presented in this chapter. The soft information exchanged between two convolutional
decoders are reinforced both by channel coded parity and video compression syntac-
tical information. An algorithm to identify the video frame boundaries in corrupted
compressed sequences is formulated. The chapter continues to propose algorithms to
deduce the correct values for selected fields in the compressed stream. Modifying the
turbo extrinsic information using these corrections act as reinforcements in the turbo
decoding iterative process. The optimal number of turbo iterations suitable for the
proposed system model is derived using EXIT charts. Simulation results reveal that a
transmission power saving of 2.28% can be achieved using the proposed methodology.
Contrary to typical joint cross-layer decoding schemes, the additional resource require-
ment is minimal since the proposed decoding cycle does not involve the decompression
function.
This chapter is organised as follows. Section 5.1 introduces the system model and
assumptions. Focus is narrowed in Section 5.2 on the receiver operations, along with
notations defined. Section 5.3 presents a mandatory prerequisite identification for the
success of the proposed algorithm. Details on header field correction are included in
Section 5.4. Section 5.5 demonstrates the performance of the technology in realistic
contexts. Section 5.6 concludes the chapter.
5.1 Joint Source Channel Decoding
In the receiver’s attempt to recover the compressed video data, the receiver must make
use of the redundancy available within the bit stream. This redundancy can be the
residual, unintentional redundancy that survives the video compression stage or the in-
tentionally added redundancy at the channel coding stage. The traditional approach to
video recovery is error correction using channel redundancy, followed by video decom-
pression, and then error concealment using source redundancy. Nevertheless, research
[128] has found that these two types of redundancy can be used collaboratively to
improve the overall performance in video recovery. This section introduces a system
model that can be used for such a collaborative approach and introduces the assump-
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Figure 5.1: End-to-end overview of the proposed system.
tions applicable for the proposed algorithm.
In order to improve the turbo code performance, one can either alter its constituent
convolutional decoders or reinforce the extrinsic information exchanged between the
decoders. The approach proposed in this chapter considers the latter approach. A
mobile receiver which attempts to recover compressed video data after being received
over a noisy wireless channel is considered. An overview of the system model is depicted
in Figure 5.1. For reinforcing the extrinsic information of the turbo decoder, the Slice-
header-field Parsing and Correction (SPC) module plays a pivotal role. The historic
slice headers, which store past decoded information of the video, and the syntax rules,
which impart knowledge on how an HEVC compliant bit stream is structured, assist in
the correction function.
The output from the turbo decoder can be any pattern of bits if the transmission
experiences noisy channel conditions. Many of these patterns result in invalid HEVC
semantics and are illegitimate compressed bit sequences. Similar behaviour has been
observed in [86] for previous video coding standards such as H.263. The problem at
hand is to identify the bits which make the sequence illegitimate. Since the CABAC
coded section of the HEVC NAL unit can occupy any of a vast number of possible bit
patterns, detecting, let alone correcting a faulty bit is hardly viable. On the contrary,
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the more important slice headers follow a rigid set of rules and exhibit a higher degree
of source redundancy in the form of;
• patterns recognisable between the neighbouring headers,
• the clearly defined field structure within the headers, and
• the repetitions among header fields within a picture frame.
Due to their organised structure and the severe consequences of their deformation on
the decompression function, our focus is only on rectifying the bit positions of the slice
segment headers and NAL unit headers. The slice header syntax follows the criteria
given in Section 7.3.6.1 of [129].
With the inclusion of an interleaver before the turbo encoder, the header bits are
placed among the CABAC coded bits. Therefore, at the turbo decoding stage after the
LLR modification process, the CABAC coded bits will also benefit from the alterations
made. Note that this inclusion is in addition to the interleaving function between
the turbo encoder and the transmitter, already specified in the LTE-A standard. In
the event of error bursts, the standard-compliant interleaver ensures that errors are
distributed between slices, so the turbo decoder and the source decoder are better
equipped to recover the NAL units. However, it does not solve the problem that the
LLR modification operation only improves the header regions. Therefore, an interleaver
preceding the turbo encoder is necessary for the proper functioning of the proposed
JSCD approach.
The SPC module checks the HEVC syntax of the headers, and if an error is identified,
it attempts to deduce the correct header. Based on this alteration the LLR stream
is modified. These soft values are then fed back to the turbo decoder as extrinsic
information. This is the basic premise behind the innovation presented in this chapter.
As an overview, the proposed JSCD approach turbo-decodes the data initially, modifies
the a posteriori LLR values based on the source semantics and other factors, and
recommences turbo decoding. This is an iterative operation between turbo iterations
and LLR modification until the errors are corrected.
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5.2 Receiver Operations
After performing the reverse PHY operations at the receiver, the bit stream is passed
on to the turbo decoder. Initially, the sequence of a priori LLR values, which are used in
the BCJR
1
algorithm, is set to an all-zero vector. The turbo decoder iterates until either
the transport block cyclic redundancy check (CRC) is successful or until the maximum
number of turbo iterations is reached. The choice for the maximum number of turbo
iterations is based on EXIT charts [130], which will be further discussed in Section
VI. Faulty transport blocks are compared against the video compression syntax and
modifications are performed within the SPC module and LLR modification module.
Subsequently, this modified LLR stream is input back to the turbo decoder, as the
a priori LLR sequence, to perform the recursive BCJR algorithm. Transport blocks
characterising a successful CRC are forwarded to the video decompression stage and to
the historic slice headers.
The soft decision on a received bit, sˆ, at the output of an MAP decoder is given by
I(sˆ) = IA(sˆ) + sˆ + IE(sˆ) (5.1)
where I
A(sˆ) is the a priori LLR of the relevant bit, sˆ is the received value LLR,and
I
E(sˆ) is the extrinsic information conveyed to the other decoder.
All terms in (5.1) are log likelihood ratios. I
E(sˆ) is derived using the BCJR algorithm,
and for the subsequent MAP decoder, I
A(sˆ) = IE(sˆ). As the turbo iterations progress,
the magnitude of I
E(sˆ) values increase, indicating the rise in reliability. By altering
I
E(sˆ) based on external source syntax information, the decoding process is effectively
reinforced.
5.2.1 Definitions and Notations
The a posteriori log likelihood ratio of the k
th
bit, after the turbo decoder, is denoted
as L[k]. This relates to the kth bit in the transport block of size n bits. After the hard
decision, a sequence of n bits is forwarded to the SPC module. The hard decision of the
1
Named after the four founders of the algorithm; Bahl, Cocke, Jelinek and Raviv
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k
th
bit is denoted as uˆ[k]. Let’s consider the tth transport block since the beginning
of the considered video sequence transmission. The LLR values of this t
th
transport
block are:
Ct = {L[k] ∣ k ∈ [(t − 1)n + 1, tn]} (5.2)
The hard decision values on the t
th
transport block are:
Cˆt = {uˆ [k] ∣ k ∈ [(t − 1)n + 1, tn]} (5.3)
The task is to modify (5.2) in a manner to comply with the HEVC syntax and follows
the trends set by the preceding bits {uˆ[k] ∣ k ∈ [1, (t − 1)n]}.
It is considered that each NAL unit occupies one IP packet. This is the preferred
and most efficient choice for packetised transmission [21]. Since the IP packet size is
restricted, the NAL unit size is restricted, and the area of the slice often varies to
fully occupy the permitted NAL unit size. The overhead burden, as the APP payload
reaches the PHY transport block generator, is in the form of headers only (e.g., IP
and MAC addresses, timestamps, checksums, payload type). The input to the PHY is
in the form of transport blocks entailing one or more IP packets. The PHY functions
closely follow the 3GPP standard for LTE-A [8, 4].
Next, the notation for the complete transmitted video sequence is defined. Denoting
Ri as the bit sequence of the i
th
IP packet, the sequence of cumulative IP packet
lengths can be denoted by L = {li = ∑im=1 length(Rm) ∣ i ∈ [1, R]}, where R is the
total number of IP packets in the transmission, and length(Rm) indicates the number
of bits in Rm. The set of LLR values pertaining to the complete stream of IP packet
bits is {L[k] ∣ k ∈ [1, lR]} .
The LLR values of the i
th
IP packet are:
{L[k] ∣ k ∈ [li−1 + 1, li]} with l0 = 0 (5.4)
For simplicity, define ji = li + h, ∀i ∈ [1, R], where h is the number of bits in the IP
packet header overhead. Then, (ji−1 + 1) is the starting index of the ith NAL unit.
Denote the first starting bit of a NAL unit in Cˆt as uˆ[ji−1 + 1]. Note that the initial
part of Cˆt may contain a partial NAL unit, and uˆ[ji−1 + 1] is the starting bit of the
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NAL unit that follows the partial NAL unit. uˆ[ji−1 + 1] belongs to the ith NAL unit
in the video transmission. In the rest of the chapter, it is also assumed that the last
portion of Cˆt belongs to the (i + n)th NAL unit.
5.3 Access Unit Boundaries
Before correcting the header fields of a NAL unit, it is necessary to cluster the NAL
units into their respective access units. There is a dedicated flag in the slice segment
header indicating the access unit boundary: first slice segment in pic flag. However,
in the event of erroneous transmissions, the accuracy of this flag is not guaranteed.
This section proposes a more reliable mechanism to identify the first NAL unit in each
access unit. This identification is performed in the SPC module depicted in Figure 5.1.
Initially, a heuristic approach is adopted to rectify the sparse bit errors using neigh-
bouring bits. The fact that certain fields (of NAL units within an access unit) remain
unaltered is used in this regard. Note that the modifications performed in this section
are an interim stage, the results of which are discarded after access unit boundaries are
identified.
Denote B and Bˆ, bit sequences, whose i
th
elements are bi and bˆi respectively. A function
f ∶ B→ Bˆ is defined for B, whose elements are from the alphabet {−1,+1}, as:
bˆi = f(bi) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
bi, if m = 0
sgn(m), otherwise (5.5)
Here m = 2bi + bi−1 + bi−2 + bi+1 + bi+2 and sgn(⋅) is the signum function.
The value of m is calculated such that if all the 4 neighbouring bits suggest that the bit
value should be altered, the change is executed. Else, if at least one of the 4 neighbours
suggests the bit under consideration is correct, it is left intact. The function f is used
to heuristically rectify the sparse bit errors of the fields indicated in Table 5.1. These
fields are chosen because they have a definite position within the NAL unit. Refer to
[129] for the order and methodology of interpreting the headers.
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Table 5.1: Fields on which function f is applied
Field Corresponding bits of the i
th
NAL unit
nal unit type {uˆ[ji−1 + 2], ..., uˆ[ji−1 + 7]}
nuh temporal id plus1 {uˆ[ji−1 + 14], ..., uˆ[ji−1 + 16]}
First bit of slice pic parameter set id uˆ[ji−1 + 18]
Denote Bk = {uˆ[ji−1 + k], uˆ[ji + k], ..., uˆ[ji+n−1 + k]}, where k ∈ {[2, 7] ∪ [14, 16] ∪ 18}.
These collocated bit sequences are modified by performing the function f on Bk. The
modified sequences are denoted as Bˆk.
Next the set of candidates, A, for the first NAL unit of each access unit are iden-
tified. This algorithm is explained below and summarised in Algorithm 3. In Bˆk ={uˆ[ji−1 + k], uˆ[ji + k], ..., uˆ[ji+n−1 + k]}, if,
uˆ[jm−2 + k] ≠ uˆ[jm−1 + k], where m ∈ [i, i + n] (5.6)
then the m
th
NAL unit is regarded as a candidate. Note that the inequality is between
the (m − 1)th and mth NAL units. The score of this candidate, Sm, is defined as the
number of instances among k ∈ {[2, 7] ∪ [14, 16] ∪ 18}, (5.6) is satisfied.
Next the implications of first slice segment in pic flag are incorporated into Sm. The
bit pertaining to first slice segment in pic flag of the i
th
NAL unit is uˆ[ji−1 + 17]. If
uˆ[jm−1 + 17] = 1, then Sm is incremented by 1.
The candidates are shortlisted as A = {m∣Sm ≥ 3}. The value 3 has been empirically
chosen such that all actual first NAL units are included in the candidate set A. Figure
5.2 depicts experimental results on successful detection and false detection of first NAL
units, for various Sm thresholds. The experiment is carried out on the Soccer sequence,
using the simulation parameters indicated in Table 5.3, at a channel SNR of 11.5dB.
This is the lowest SNR value, at which the actual first NAL units can be identified
using the notion of an Sm threshold.
In Figure 5.2, the bars in black ink indicate the actual first NAL units residing in A, as
a percentage of all actual first NAL units in the transport block. The highest threshold
value such that all actual first NAL units are included in A is 3. The grey bars indicate
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Figure 5.2: Validity of A for various Sm thresholds at 11.5dB.
the false first NAL units residing in A, as a percentage of all NAL units, included in
A. Note that at the threshold of ‘3’ there exists some false positives residing in A.
Nevertheless, by proceeding on the hypothesis that the elements in A are legitimate,
and the corresponding first slice segment in pic flag fields are modified. This is because
the value of this flag changes the course of how the subsequent fields are parsed.
The following assignment is performed to modify the first slice segment in pic flag :
uˆ[jm−1 + 17] = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1, if m ∈ A
0, otherwise
(5.7)
A final screening criteria for A is introduced to eliminate the inaccurate candidates in
A. The relevant algorithm is illustrated below and summarised in Algorithm 4. The
concept is that certain fields must hold common values for all NAL units within an
access unit. The considered fields are those indicated in Table 5.1 and the following
fields (includes all bits of slice pic parameter set id).
• slice type
• slice pic order cnt lsb
• short term ref pic set sps flag
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Algorithm 3 Obtaining candidates for access unit boundaries
Require: the availability of sequences Bˆk where k ∈ {[2, 7] ∪ [14, 16] ∪ 18}
Ensure: all actual first NAL units are included in A
for m ∈ [i, i + n] do ▷ NAL units in Cˆt
Sm ← 0;
for k ∈ {[2, 7] ∪ [14, 16] ∪ 18} do
if uˆ[jm−2 + k] ≠ uˆ[jm−1 + k] then
Sm ← Sm + 1;
end if
end for
if uˆ[jm−1 + 17] = 1 then
Sm ← Sm + 1;
end if
end for
A← {m∣Sm ≥ 3};
For each of the selected 6 fields, the collocated bit positions of the same field in dif-
ferent NAL units that fall within an access unit are considered. For example, when
considering the first bit position of slice pic order cnt lsb, the considered
2
bit sequence
is, E = {uˆ[jm−1 + 22], uˆ[jm + 27], uˆ[jm+1 + 27], ..., uˆ[jm´−2 + 27]}, where m and m´ are
two adjacent members in A.
The bit positions of E are indicated in Figure 5.3 as black. grey indicates other bit
positions that are considered. Note that sequence E is one of the twenty-two different
bit sequences that need to be analysed (the summation of the lengths of the six fields
is 22). The twenty-two different bit sequences are denoted as {Ek} in Algorithm 4.
It should be noted that the first slice segment in pic flag changes the course of how
the subsequent fields are read [129]. If an invalid candidate resides in A, the fields of
this invalid candidate NAL unit must be different from the corresponding fields of the
2
Here it is assumed that b ≤ 16 or 23 ≤ b; f is 1-bit long; g is 5-bit long; and h is 3-bit long.
In Picture Parameter Set (PPS), dependent slice segment flag = 0, num extra slice header bits = 0,
output flag present flag = 0, and in Sequence Parameter Set (SPS), separate colour plane flag = 0,
long term ref pics present flag = 0. b, f, g and h are fields in Table 5.2
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Algorithm 4 Final screening criteria for A
Require: Cˆt, A
Ensure: false first NAL units are eliminated from A
repeat
flag← 0;
for m ∈ [i, i + n] do
if m ∈ A then
uˆ[jm−1 + 17]← 1; ▷ first slice segment in pic flag
else
uˆ[jm−1 + 17]← 0;
end if
end for
for m ∈ A do ▷ every access unit
Rm ← 0;
obtain {Ek}; ▷ includes 22 sequences
for each sequence, Ek, do
if mode≠first member then
Rm ← Rm + 1;
end if
end for
if Rm ≥ 8 then
A← A − {m};
flag← 1;
end if
end for
until flag∧ (A ≠ ∅)
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Figure 5.3: Bit positions considered in the final screening process of A.
other NAL units within the access unit. Therefore, the number of instances the bits
of the first NAL unit (uˆ[jm−1 + 22] in the example) differs from each bit’s respective
mode (mode of E in the example) is counted and denoted as Rm.
If Rm ≥ 8, m is removed from A. The value ‘8’ is empirically chosen such that the
actual first NAL units are not eliminated from A, yet a majority of false positives are
eliminated. The results in Figure 5.4 are derived with similar simulation parameters
as those used in the Sm threshold identification experiment. In Figure 5.4, the bars
in black ink indicate the actual first NAL units eliminated from A, as a percentage of
all actual first NAL units residing in A. The lowest threshold value such that none of
the actual first NAL units are eliminated is 8. The bars in grey ink indicate the false
positives eliminated from A, as a percentage of all false positives included in A. Note
that at the threshold of ‘8’, Algorithm 4 does not succeed in eliminating all false first
NAL units.
Based on this new A, (5.7) is re-performed until, for all candidates in A, the thresh-
old Rm is not surpassed. Subsequently, field modification is initiated. The very rare
occasion when a false positive survives Algorithm 4 is tackled in Algorithm 6.
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Figure 5.4: Validity of A for various Rm thresholds.
5.4 Header Field Correction
The field modifications described below occur after the access unit boundary identifica-
tion, and occur at the SPC module in Figure 5.1. The validation rules are categorised
to 4 types as illustrated in the Table 5.2. The character tag (a,b,c) given to each field
is based on the order the fields are read at the decoder, as per Section 7.3.6.1 of [129].
Reading and correcting the header fields are performed in the same order, one access
unit at a time. The algorithm used to correct the field is based on the category to
which the field belongs in Table 5.2.
5.4.1 Category (a)
The fields in Category (a) have a definite value and therefore, the relevant bits are
modified as per the rules in Table 5.2 to either 0 or 1. Thereafter, the corresponding
LLR values are modified. Since the alterations in Category (a) are highly reliable
decisions, the following modification is performed on the relevant bit:
L
′ (u[k]) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−r, if uˆ[k] = 0
+r, if uˆ[k] = 1 (5.8)
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Table 5.2: Header fields
Field and Syntax Rules
Category (a)
a forbidden zero bit f(1)
c nuh layer id u(6)
e first slice segment in pic flag u(1)
a is always zero.
It is assumed in this chapter that
scalable video coding is not used,
hence c is always zero.
e is ‘1’ only at the first NAL unit of
an access unit, else it is zero.
Category (b)
b nal unit type u(6)
d nuh temporal id plus1 u(3)
f slice pic parameter set id ue(v)
h slice type ue(v)
i slice pic order cnt lsb u(v)
j short term ref pic set sps flag u(1)
k slice temporal mvp enabled flag u(1)
o slice qp delta se(v)
These fields hold common values
within an access unit.
Category (c)
g slice segment address u(v)
l num ref idx l0 active minus1 ue(v)
m collocated ref idx ue(v)
n five minus max num merge cand ue(v)
g is ascending within the access
unit.
l is in the range of 0 to 14, inclusive.
m is in the range of 0 to l, inclusive.
n is in the range of 0 to 4, inclusive.
Category (d)
p byte alignment Must be a power of two.
Category (e)
b, d, h, i, o; b, d and h are related to its neighbouring access units and the
GoP size, in that they repeat between GoPs. d=1 for intra pictures (i.e., 16 ≤ b
≤ 21). i takes different values between access units. o is always positive and is
in the neighbourhood of the previous access unit.
In syntax notations; f: fixed, u: unsigned, ue: Exp-Golomb, se: signed Exp-
Golomb. The value inside the braces indicate the bit length. The bit lengths of
i and g are derived from other fields in the Sequence Parameter Set.
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The value r > 0 is determined through empirical data, and L′ (u[k]) is the modified
value of the member, L[k], in Ct. For example, if e (refer Table 5.2) in the ith NAL
unit is modified to 0, the following assignment is done: L
′ (u[ji−1 + 17]) = −r.
5.4.2 Category (b)
For each field in Category (b), the collocated bit positions of the same field in different
NAL units that fall within an access unit are considered. Denote these bit sequences
as {Ek}, the function f is performed on each Ek to obtain {Eˆk}. Identification of {Ek}
is performed in a similar manner as explained in Figure 5.3.
Some fields in Category (b) are variable length coded (Exp-Golomb or signed Exp-
Golomb), e.g., f, h and o. Exp-Golomb and signed Exp-Golomb syntaxes have a well-
defined structure (please refer Section 9 of [129]). Their representation is pivotable
about a centre ‘1’ bit. The number of zero bits to precede the ‘1’ bit, is the same
number of bits that follow the ‘1’ bit. This characteristic is used when correcting f, h
and o. The algorithm to obtain the collocated bit sequences for these fields is explained
in Algorithm 5.
Since most fields in Category (b) relate to other access units (fields which exhibit
such relationships are categorised into Category (e)), the values extrapolated from the
previous access units are deployed to verify the authenticity of Category (b) fields. This
procedure is explained in Algorithm 6.
The condition, ‘if 3nδ¯ > m´−m and 2nδ¯ > 3nδ¯’, ensures that δ¯ occupies at least a third
of the fields within the access unit, and that it is at least 3/2 times as popular as the
next popular candidate. If the condition is not satisfied, it implies that our choice of
first NAL unit positions (A) is inaccurate. Consequently, none of the headers in this
access unit are modified, and are reset to their original LLR values.
In Algorithm 6, the operations ‘obtain field value, δi’ and ‘modify LLR stream’ require
further explanation. For fixed length fields, these operations are, respectively, a binary
to decimal conversion, and performing the modification (5.8) on defined LLR positions.
However, for Exp-Golomb and signed Exp-Golomb syntax the methodology is different.
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Algorithm 5 Obtaining collocated bit sequences and eliminating sparse bit errors for
Category (b) fields
Require: access units are segmented as per the first NAL units in A
Ensure: collocated bit sequences to be used in Algorithm 6
for all fields in Category (b) do
if fixed length field then
obtain collocated bit sequences of the corresponding bit positions and perform
f on each sequence;
else ▷ Exp-Golomb or signed Exp-Golomb
obtain collocated bit sequences of the first bit position and perform f ;
b← 0;
while mode of last obtained sequence = 0 do
obtain collocated bit sequences of the next bit position and perform f ;
b← b + 1;
end while
while b > 0 do
obtain collocated bit sequences of the next bit position and perform f ;
b← b − 1;
end while
end if
end for
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Algorithm 6 Category (b)
Require: availability of historic slice headers, bit values of an access unit
Ensure: corrected header fields or relinquishment of the correction attempt
for each field in Category (b) do
obtain collocated bit sequences; ▷ Algorithm 5
obtain set of possible extrapolated values Ω;
for each NAL unit do ▷ i ∈ [m, m´ − 1]
obtain field value, δi;
if δi ∉ Ω then
δi ← 0;
end if
end for
δ¯ ← most popular non-zero δi value;
nδ¯ ← its frequency;
δ¯ ← next most popular non-zero δi value;
nδ¯ ← its frequency;
if 3nδ¯ > m´ −m and 2nδ¯ > 3nδ¯ then
corrected header field value← δ¯;
modify LLR stream;
else
reset all LLR values of this access unit;
return
end if
end for
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Denote the collocated bit sequence for the first bit of such a field as {uˆ[ji−1 + ki] ∣ i ∈ [m, m´ − 1]}.
Note that these values relate to the m
th
NAL unit through to the (m− 1)th NAL unit.
ki are the indices on which the field starts, with respect to the beginning of each NAL
unit. For the Exp-Golomb syntax, the field value is read as:
δi =
b
∑
x=1
(2x−1 + 2b−x(uˆ[ji−1 + ki + b + x])) (5.9)
where b is constrained by uˆ[ji−1 + ki + b] = 1 and
∀x ∈ [0, b − 1], uˆ[ji−1 + ki + x] = 0. For the signed Exp-Golomb syntax, the field value
is read as:
δi = (−1)a+1⌈a/2⌉ (5.10)
where a is the value when read as an Exp-Golomb syntax field (5.9), and ⌈⋅⌉ denotes
the closest integer larger than its argument. Equations (5.9) and (5.10) describe the
‘obtain field value, δi’ operation.
When the corrected header field value for the Exp Golomb syntax is selected as δ¯, the
‘modify LLR stream’ operation is performed as follows:
L
′(u[ni + x]) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
−r, if x ∈ [0, β − 1]
+r, if x = β
r(2λx − 1) if x ∈ [β + 1, 2β]
(5.11)
where ni is the index on which the field starts for the i
th
NAL unit (i.e., ni = ji−1 + ki)
β = arg maxb {∑bx=1 2x−1 ≤ δ¯}, and(λβ+1 ... λ2β) is the binary representation of (δ¯ −∑βx=1 2x−1).
For o, which is the only signed Exp-Golomb syntax field in the slice header (note that
this field is always positive), when the corrected header field value is selected as δ¯s, it
is first converted to obtain δ¯ = 2δ¯s − 1, which is used to perform the modification in
(5.11).
5.4.3 Category (c)
Errors in Category (c) are only detected and cannot be corrected. When a non com-
pliance is identified, the reliability of the relevant error detected bits is reduced. This
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modification is confined to one NAL unit. In such instances where an error is detected
in a header field, yet no reliable conclusion on its bit values can be decided, the following
modification is performed:
L
′ (u[k]) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ln {exp (L[k]) ⋅ s} , if uˆ[k] = 0
ln {exp (L[k]) /s} , if uˆ[k] = 1 (5.12)
Here, uˆ[k] is a bit in the erroneous field, and the weighting factor s > 1 is selected such
that the magnitude of L[k] is reduced, but the hard decision remains unaltered.
5.4.4 Category (d)
The only field in Category (d), p, is corrected as follows. The slice header has an
integer number of bytes. In order to achieve this, the compression function pads the
header with a ‘1’ bit followed by ‘0’ bits until the header length is an integer number
of bytes. Therefore, after all the fields in the header have been read, the LLR sequence
is altered to indicate a ‘1’ followed by ‘0’ bits until the byte is complete. The LLR
modification is as per (5.8).
5.4.5 Category (e)
Category (e) fields exhibit relationships with other fields, and therefore, the value of
these fields can be predicted. Extrapolated values for these fields are used as Ω in
Algorithm 6. Obtaining candidates for the extrapolated values is done by identifying a
pattern among the field values of the past access units. A few examples are described
in Table 5.2 under Category (e). For the remaining fields in Category (b) (i.e., the
Category (b) fields absent from Category (e)), the set of possible extrapolated values
(Ω in Algorithm 6) is the set of all integers.
5.5 Application to Realistic Video Sequences
It is known that given a k-bit compressed video sequence, not all 2
k
bit patterns result
of valid source sequences. This indicates unexploited bit stream redundancy. The algo-
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rithms proposed, in effect, utilise this non-compliance for correcting some transmission
errors. By doing so, JSCD is implemented. This section aims to demonstrate how to
apply the information theoretic algorithms to a practical system scenario and evalu-
ate the performance gain achieved at the turbo decoder in terms of error correction
capability.
To this end, an exemplary LTE-A system model, which transmits over an Extended
Pedestrian A channel suggested by International Telecommunication Union, is used in
simulations. The raw video data are compressed using the HEVC reference codec [129],
with the reference implementation publicly available at [131]. The configuration file is
provided in the same repository, encoder lowdelay P main.cfg with modifications to
restrict the maximum allowed NAL unit size, and to address the video resolution and
frame rate. After video compression, 40 bytes are allocated to precede each NAL unit
to account for the combined overhead of IP/UDP/RTP headers [21]. A maximum IP
packet size of 100 bytes is adopted as assumed by JVT’s wireless common conditions
[21]. Simulations are performed using the MATLAB LTE-System Toolbox, which has
been tested and validated [126].
5.5.1 Error Performance of the Joint Source Channel Decoding Al-
gorithm
Experiments have been carried out to verify the benefits of the SPC module. The
simulation parameters for video compression, channel encoding and transmission are
as summarised in Table 5.3. Two instances of turbo decoding are considered with
two different LLR sequences being input to the turbo decoder: one sequence is the
unmodified, received LLR sequence (indicated by y in Figure 5.1), and for the other
instance, a modified version of y. In this modification, the systematic bit LLRs of y,{ysk ∣ k ∈ [(t − 1)n + 1, tn]} are regarded as Ct, and passed through the SPC module
and LLR modification module, before being input to the turbo decoder. The perfor-
mance of the two turbo decoding instances is evaluated by verifying the integrity of the
transport blocks after each turbo iteration, using the CRC.
In this experiment, the HEVC compressed sequence of Foreman has been used. A total
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Table 5.3: Simulation setup
Channel Parameters
Input signal sample rate 15.36MHz
EPA path delay vector (ns) [0 30 70 90 110 190 410]
EPA path gain vector (dB) [0 -1 -2 -3 -8 -17.2 -20.8]
Number of transmit/receive antennas 2×2
There is no spatial correlation between the transmit and receive antennas
Fading Distribution Rayleigh
Fading technique used to model the channel Filtered Gaussian noise
Channel bandwidth 10MHz
Video Coding Parameters
Frame rates for the three videos; 30, 60, 60
Foreman, Soccer and Beergarden
Number of frames 288
Video resolutions 352×288, 704×576,
1920×1080
Coding tree unit size 64×64
Group of Picture (GoP) size 4 frames
Intra period 32 frames
Quantisation parameter 32
Maximum number of bytes per slice 100
Channel Coding Parameters
Code rate 0.5
Modulation type 16QAM
Maximum number of turbo iterations 8
CRC length 24 bits
of 60 transport blocks from this video sequence are considered, and for each transport
block transmission, the number of iterations executed until the CRC is successful is
recorded. Figure 5.5 depicts excerpts from these results. Note that the y-axis indicates
the cumulative number of successful transport blocks after each iteration number. No
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Figure 5.5: Contribution from the SPC module.
transport block recoveries were observed beyond 15 turbo iterations.
The recorded results and Figure 5.5 indicate that the SPC module contributes towards
the turbo decoding performance at all channel SNR levels above 11.3dB, below which
the LLR stream becomes irreparable. As per the recorded results, 11.7dB is the mini-
mum channel SNR required to recover all transport blocks when turbo decoding is used
in isolation (This is not indicated in Figure 5.5). The inclusion of the SPC module has
reduced this threshold to 11.6dB.
Furthermore, the achieved gain increases as the channel deteriorates. For example, at
11.5dB in the absence of the SPC module, 20% of the transport blocks cannot be recov-
ered. The inclusion of SPC module reduces this value to 3% indicating better chances
of successfully concealing the video artefacts due to lost NAL units. In comparison, at
11.4dB, these values stand at 53% and 22%, respectively. In other words, at 11.5dB
the recovery increased by 17% and at 11.4dB recovery increased by 31%.
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Figure 5.5 also indicates the effectiveness of the introduced interleaver, pi, in recovering
the entire video stream, not only the header regions. If the recovery was only in the
header regions, and the majority of the transport block remained unaltered, hardly any
improvement can be observed. Due to the interleaving procedure, the modified header
LLR values reside among the CABAC coded slice data and assist in their recovery.
5.5.2 Choice of Maximum Turbo Decoder Iterations
Another feature evident in Figure 5.5 is that no transport blocks are recovered between
turbo iterations 8 and 12. This feature can be explained from EXIT charts, and it
can assist in the decision to choose the maximum number of turbo iterations in the
proposed algorithm. The EXIT charts for the turbo code used in the simulations are
depicted in Figure 5.6. The curves between SNR values of 11.0dB and 11.8dB are in
steps of 0.1dB. Note that the curves are presented only up to their first intersection.
The two axes indicate the mutual information between the transmitted bits and the
extrinsic LLR values conveyed to the counterpart convolutional decoder, and the mu-
tual information between the transmitted bits and a priori LLR values input to the
convolutional decoder.
Each transport block transmission in the above experiment gives rise to a unique man-
ifestation of an EXIT chart. The EXIT charts depicted in Figure 5.6 are averaged
graphs of these manifestations. For example, if when considering the ‘11.6dB, Turbo
coding only’ graph in Figure 5.5, 95% of the transport block transmissions have resulted
in EXIT charts which allow the trajectory to ‘exit’. The remaining 5% of the man-
ifestations have resulted in blocked bottlenecks and therefore, the trajectory cannot
exit.
The number of executed iterations increases as the bottleneck becomes narrower. If the
bottleneck becomes too narrow, the required number of executed iterations to sneak
through the bottleneck drastically increases. This is the reason for the absence of
recovered transport blocks in Figure 5.5 between turbo iterations 8 and 12. A transport
block that succeeded in exiting within 8 iterations, implies EXIT chart manifestations
with loose bottlenecks. If the transport block encountered a tight bottleneck, it cannot
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Figure 5.6: EXIT chart for the LTE-A turbo decoder, when used in the simulation
setup in this chapter.
exit until after 12 or 13 iterations.
Thus, a maximum of 8 turbo iterations is chosen for the proposed algorithm. After 8
iterations, the majority of recoverable transport blocks can be recovered. The remaining
transport blocks (if any can be recovered) can only be recovered after many more turbo
iterations. There is also a very high probability that these cannot be recovered at all in
this turbo decoding stage. Therefore, the intelligent choice is to temporarily seize turbo
decoding after the 8
th
iteration and recommence turbo decoding after LLR modification.
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5.5.3 Improvement in End User Viewing Experience
Figure 5.7 compares the end-to-end performance of the proposed algorithm in terms
of objective video quality of the decoded video sequences. Results for three video
resolution have been demonstrated. The simulation setup is as per Table 5.3. The
objective quality of the videos is measured using the metric Structural Similarity (SSIM)
index [132], which is a full reference metric.
In this experiment, the maximum number of LLR modifications per transport block is
limited to three. If the recovery is incomplete after three cycles, the relevant NAL units
within the transport block are considered to be lost. At the video decompression stage,
when a slice is lost, the affected regions are recovered from error concealment. Results
are presented for two forms of error concealment algorithms; slice copy concealment
where the previous frame’s relevant region is copied in lieu of the lost slice, and motion
copy concealment [133] where the motion vector of the previous frame’s relevant pixel
block is regarded as the lost block’s motion vector to synthesise the lost regions.
As the benchmark for this experiment, the JSCD algorithm in [98] for MPEG video
sequences has been adapted. Reference [98] modified the turbo decoder’s extrinsic
information pertinent to MPEG picture start codes and MPEG slice start codes. It
was developed under the assumption that the positions of these start codes have been
previously recovered by some robust scheme. Since the HEVC equivalent for these start
codes is the NAL unit delimiter, this experiment includes the delimiters in its packetised
transmission. The benchmark modifies the LLRs of these delimiter bit positions using
the ‘EFSIF ’ algorithm [98], while the JSCD method modifies both delimiter positions
and slice header positions using the algorithms described in this chapter.
The results indicate that the proposed method outperforms the benchmark method.
Figure 5.7 depicts SSIM measurements only above 11.375dB, below which hardly any
NAL unit is recoverable, and therefore measurement of SSIM is irrelevant. An interest-
ing feature to note is that the LLR modification of header fields causes a gain of 0.1dB
in channel SNR over the delimiter modification approach presented in [98]. The reason
for this gain is because the method proposed in this chapter aims to modify more LLR
positions than being confined to delimiters.
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△ : JSCD with motion copy concealment
□ : JSCD with slice copy concealment
△ : Z. Peng et al. with motion copy concealment
□ : Z. Peng et al. with slice copy concealment
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Figure 5.7: Effects on user viewing experience.
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(a) Beergarden frame: 1920 × 1080 (b) Soccer frame: 704 × 576
Figure 5.8: Lost slices at different video resolutions.
The results show that Beergarden video has better resilience to channel degradation
over lower resolution videos. Keeping in mind that NAL unit size is restricted to 100
bytes, a high definition (HD) frame entails more slices than a lower resolution frame
does, as indicated in Figure 5.8. In the event of a slice loss in a low resolution video, a
vast area is lost. At a given channel SNR level, although the slice loss rate is equal for
both videos shown in Figure 5.8, the areas lost in the HD frame are scattered across
the frame, thus making the error concealment more effective.
The performance of the proposed methodology is further demonstrated in a generic
context. Figure 5.9 depicts the percentage of successfully decoded transport blocks in
the previous experiment after a maximum of three iterations of LLR modification. The
percentage value is the weighted average of the three video sequence outcomes.
It is evident that below 11.35dB, the recovered amount of transport blocks from the
turbo decoding iteration is not sufficient for the proposed methodology to operate.
The proposed methodology exhibits a maximum additional transport block saving gain
of 33.5% at 11.425dB, as opposed to the turbo decoding only method. Against the
benchmark method, this value records as 18.5%
The innovation proposed is in line with the carbon footprint reducing initiative em-
braced by many service providers and next-generation telecommunication standardis-
ation committees. The gain of 0.1dB represented in Figure 5.7 transforms to a power
saving of 2.28% at the transmitting base station.
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Figure 5.9: Overall payload recovery performance of the proposed methodology.
5.6 Summary
This chapter presents a cross-layer algorithm to exploit HEVC source redundancy in
collaboration with channel code redundancy for error recovery in mobile video trans-
mission. The exploited source redundancy exist in the form of slice header semantics
and field patterns. As a prerequisite to identifying the selected HEVC fields, the chap-
ter presents a boundary identification algorithm for access units in a corrupted bit
sequence. Subsequently, algorithms are developed to deduce the possible values of the
selected fields. The deduced values are used to modified LLR values, that are subse-
quently used as extrinsic information in the turbo decoder.
Experimental results demonstrate that the proposed methodology has a favourable
effect on the visual experience. The minimum channel SNR required to recover all
transport blocks is reduced from 11.7dB to 11.6dB. This represents a power saving of
2.28% at the transmitter base station. Experiments also revealed that the proposed
algorithms can achieve improvements at all SNR values above 11.3dB.
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Despite being a JSCD approach, the proposed technology does not require the ap-
plication layer decompression function. It relies only on computationally inexpensive
semantic conformance and trend identification functions, which utilise redundancies
present in slice headers. However, potential redundancies in slice data can further
enhance the error correction capabilities. Although the CABAC attribute makes this
extremely complex, its ultimate achievement will pay off with huge benefits. Therefore,
analysing slice data for improving the accuracy of LLR values is proposed as a future
work.
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6.1 Introduction
Most communication protocols transmit data as blocks in an ordered sequence and
await the acknowledgement of the receiver to determine the next block to be trans-
mitted. Transport Control Protocol (TCP) is a popular example for this paradigm.
It advocates unicast communication. In applications where errors are intolerable, the
TCP transmitter repeatedly transmits the same packet until the reception is acknowl-
edged. This framework is too restrictive in certain scenarios such as when the receiver is
not equipped to provide acknowledgements due to limited power or limited computing
resources. Furthermore, when same data need to be delivered to multiple users (with
heterogeneous links) the TCP paradigm results in a waste of radio resources.
An alternative to the acknowledgement based unicast paradigm was introduced in [134].
The transmitter acts as a digital fountain, continually pumping information. Analogous
to a cup collecting water from a fountain, the receiver captures the transmitted packets,
which arrive out of order and may be dropped during transmission. When the receiver
accumulates sufficient packets, it can decode the information. This paradigm is suited
for applications where the transmission latency is tolerable.
Digital fountain brings in the advantage of catering to a single receiver with multiple
transmitters if the receiver is in the vicinity of multiple viable transmitters. Further-
more, when channel conditions are unknown and a code rate cannot be decided with
precision, the digital fountain enables the receiver to determine the code rate of trans-
mission. Digital fountain is a rateless code, implying theoretically, infinite code words
can be created from a message. The longer the receiver listens to the transmission, the
lower the code rate it achieves.
The methodology presented in this chapter is a form of fountain codes with improved
error performance. Figure 6.1 describes the applicable context for the solutions in this
chapter. Multiple users request a video from the base station with their access times
overlapping with each other. They have heterogeneous links. The video is compressed
and the priority of its different segments are identified. The transmitter performs the
fountain coding and continually transmits until all receivers have acknowledged the
receipt of the entire video. This is a one-off acknowledgement.
6.2. Two-Dimensional Forward Error Correction for Digital Fountains 111
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payload
2D FEC
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Figure 6.1: Multiple users being served by the fountain transmission.
The rest of the chapter is organised as follows. Section 6.2 introduces the proposed
encoding and decoding strategies. Section 6.3 analyses the complexity of the decoding
strategy and Section 6.4 explains the behaviour of the decoding strategy using EXIT
charts. Simulation results are presented in Section 6.5 and Section 6.6 gives concluding
remarks.
6.2 Two-Dimensional Forward Error Correction for Digi-
tal Fountains
Consider the transmission of a bit sequence of length ` bits. This sequence is input
to the physical layer (PHY) to create transport blocks (an LTE-A system is assumed).
The size n of the transport block is based on the deployed transmission parameters
such as bandwidth, modulation scheme and code rate. It is assumed that the transport
block size is constant for each transmission time interval (for transmission parameters
where transport block size is dependent on the subframe number, the smallest size is
considered for all transmission time intervals and at the resource allocation stage the
symbol set is padded with null symbols where necessary). The PHY input bit sequence
is segmented into Î= `/n blocks. It is assumed that ` is divisible by n. Denote each of
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these segments as a vector, Vi = {a1,i, a2,i,⋯, as,i} where i ∈ [1, Î]. LDPC coding is
performed between these vectors.
Denote the input information bit matrix,
M = {VT1 ,VT2 ,⋯,VTÎ } (6.1)
where (⋅)T denotes the transpose operation. Denote the sparse generator matrix as G.
The encoded vectors are obtained from
W =MG (6.2)
The matrix multiplication above is an operation in Galois field of 2: GF(2). Generator
matrix is of dimensions Î×ñ, where ñ is the number of parity vectors in W (columns
in W). The methodology to obtain G in a systematic form, given the parameters
for the LDPC matrix, is discussed later in Section 6.2.1. Each parity vector in W is
considered as individual transport blocks and they undergo the PHY functions of an
LTE-A system.
The decoding procedure is as indicated in Figure 6.2. The iterative decoding function
described below is a modification of the iterative turbo decoder after packet parity
coding presented in [135]. Note that in addition to the decoder, the digital fountain
for transport blocks A, B and C is also indicated in the Figure 6.2. The UE’s receiver
functionality and segmentation into transport blocks are not indicated. Instead, the
indicated ‘receiver’ block accepts LLR values pertaining to a particular transport block
and sorts them into systematic (sˆ) and parity (pˆ and qˆ) LLRs. This information is
passed on to the turbo decoder (in our example, seven turbo decoders in parallel for A,
B, C, A+B, A+C, B+C and A+B+C). The turbo decoder is indicated in Figure 6.3.
After n
T,max
turbo iterations, the a priori LLR values (P
−1(IE,2 + IA,2) + sˆ in Figure
6.3) are transferred to the message passing algorithm (MPA), which runs for n
M,max
iterations. Thereafter, the seven LLR sequences are fed back into the seven turbo
decoders as a priori extrinsic values, I
A,1
, into MAP decoder 1 (I
A,2
is set to zero).
The ‘D’ decision device is explained in Figure 6.4
At the beginning, I
A,1
is set to zero. The turbo cycles are performed in parallel for the
seven transport blocks. Before every turbo decoding process I
A,1
CRC is verified and
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Figure 6.4: D decision device in Figure 6.3.
if successful, turbo decoding is not performed for that transport block. When the CRC
is successful, I
A,1
array is regarded as the transport block LLR value stream output
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from the turbo decoder.
After each full iteration (MAP decoder 1 and MAP decoder 2), the a priori LLR values,
P
−1(IE,2 + IA,2)+ sˆ, are CRC verified (decision device ‘D’ in Figure 6.3). If successful,
the values are modified to ±∞ (very large value) (process M in Figure 6.3) and the
turbo decoding for the transport block terminates.
The ‘S’ decision device in Figure 6.2 is the overall termination criteria. The algorithm
is seized if either one of the following two conditions is satisfied;
1. Four parity packets are decoded;
2. Three parity packets are decoded and the three are none of the following combi-
nations;
A, B, A+B A, B+C, A+B+C
B, C, B+C B, A+C, A+B+C
A, C, A+C C, A+B, A+B+C
A+B, B+C, A+C
6.2.1 Obtaining the Generator Matrix, G, in systematic form
The illustration in this subsection is already established theories [136], and explained
in this chapter for clarity in explaining the simulation setup.
Prior to formulating the generator matrix for the LDPC code, G (of dimensions Î×ñ),
its parity check matrix, H, is formulated. The number of parity checks are defined as
M=ñ−Î, and thus H is of dimensions M×ñ. Among the available techniques for forming
a parity check matrix for a regular LDPC code, the originally presented Gallager’s
method [137] is adopted. Note that a regular LDPC code has the same number of
symbols in each parity check equation, and each symbol contributes to a same number
of equations.
First the density, â, of H is chosen, i.e., the percentage of 1’s in H. Then the variable
node degree, â var =Mâ, and the check node degree, â chk =ñâ. This means that the
number of 1’s in a row of H is â chk and the number of 1’s in a column of H is â var.
The top M/â var rows of H are formed as below (In this example â var = 6).
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1 1 1 1 1 1 0 0 0 ⋯ 0 0 0 0 0 0 0
0 0 0 0 0 0 1 1 1 1 1 1 ⋯ 0 0 0 0
⋮
0 0 0 0 0 0 0 0 0 0 ⋯ 1 1 1 1 1 1
I.e., when i ≤ M/â var, the ith row in H contains non-zero entries in column positions(i − 1)â chk + 1 to iâ chk. The remaining â var − 1 sets of rows in H (each set contains
M/â var rows) encompass randomly chosen column permutations of this top set.
Subsequently, the columns and the rows of this entire matrix are randomly permuted
(columns and rows separately). The algorithm for obtaining the parity check matrix
of a regular LDPC code is presented in Algorithm 7. Let this permuted matrix be
denoted as H˜.
Then, Gaussian elimination and reordering of columns are used to obtain an equivalent
parity check matrix in systematic form Hˆ = [P∣IM], where IM is the identity matrix.
In the rare event when the rows of H˜ are not independent, the systematic form cannot
be obtained (i.e., some rows in the reduced row echelon form of H˜ do not contribute in
forming the identity matrix). In such instances, H˜ is a parity check matrix for a code
with the same ñ, but with a less number of parity checks than M.
If all the rows in H˜ were in fact independent and the columns of H˜ are reordered as in
Gaussian elimination, the following holds true. When H˜ is represented as H˜ = [H1∣H2]
with H2 being a square M×M matrix, the following relationship holds:
P = H−12 H1 (6.3)
Then,
G
T =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣IÎP
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣ IÎH−12 H1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (6.4)
Therefore, it is convenient to choose an H˜ which has all independent rows. A summary
of how G is created is presented in Algorithm 8.
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Algorithm 7 Parity check matrix for a regular LDPC code
Require: â, âchk and â var
Ensure: H˜
H← 0M,ñ; ▷ Initiate matrix H of dimensions M × ñ = âvar/â × âchk/â.
for i ∈ [1,M/â var] do ▷ Initiate first set as consecutive 1’s in each row.
for j ∈ [(i − 1)â chk + 1, iâ chk] do
H(i, j)← 1; ▷ Element at ith row, jth column.
end for
end for
x← M/â var;
while x <M do
a← randomPermute(ñ); ▷ a contains integers from 1 to ñ, randomly ordered.
for i ∈ [x + 1, x+M/â var] do ▷ Remaining sets are permutations of the first
set.
for j ∈ [1 ∶ ñ] do
H(i, j)← H(i − x, a(j));
end for
end for
x← x+M/â var;
end while
Separately permute rows and columns of H to obtain H˜;
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Algorithm 8 Generator matrix for an irregular LDPC code
Require: H˜
Ensure: G
H¯← (H˜ after removing dependent rows);
Î← ñ −M; ▷ Dimension of H¯ have been redefined as M×ñ.
for i ∈ [1,M], j ∈ [1, Î] do
H1(i, j)← H¯(i, j);
end for
for i ∈ [1,M], j ∈ [Î + 1,ñ] do
H2(i, j − Î)← H¯(i, j);
end for
G
T ←
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣ IÎH−12 H1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦; ▷ from [136].
6.3 Complexity of the Decoding Algorithm
The complexity of two algorithms, for the turbo decoder and for the LDPC decoder,
must be considered. These algorithms are the log-MAP algorithm and the message
passing algorithm, respectively.
6.3.1 Log-MAP Algorithm
Before describing the complexity of the algorithm, first, the routines of the algorithm
are explained. Consider the following example, which uses the turbo encoder shown in
Figure 6.5 for channel coding.
Trellis diagram of a single constituent encoder for the k
th
time instance is indicated in
Figure 6.6. S1, S2, S3, S4 are the four states of the tuple bc (indicated in Figure 6.5).
The solid edge indicates the input sk = 0, and the dashed edge indicates the input
sk = 1. The output tuple skpk is stipulated on the edge. Table 6.1 depicts example
received values at the turbo decoder.
The trellis tree used for log-MAP decoding (for one MAP decoder) is given in Figure
6.7. The horizontal direction indicates the time index of the received symbol and the
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Figure 6.5: Turbo encoder and inner interleaver, P(⋅), used in the example.
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Figure 6.6: Trellis diagram of a constituent recursive convolutional encoder.
vertical direction indicates the state of the tuple bc. Each node has a forward metric,
αk(Si), and a backwards metric, βk(Si), attached to it (i ∈ [1, 4], k ∈ [0, 7]), some
of which are indicated in Figure 6.7. Each branch has an associated branch metric,
γk(S´, S).
The following procedures are executed in the decoding process.
A. Calculate branch metrics
γk(S´,S) is the branch metric, where S´ and S are the state nodes for time k − 1 and k
respectively (refer Figure 6.7). Initially, all the branch metrics are calculated.
γk(S´,S) = 12 {sˆksk + pˆkpk + IAk sk} (6.5)
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Table 6.1: Normalised demodulator output LLR values in the example
k 1 2 3 4 5 6 7
Transmitted bits
sk 1 0 1 0 1 0 0
pk 1 1 0 1 1 0 0
qk 1 0 1 0 0 0 0
Received LLRs
sˆk 2 1 4 -2 1 -4 -5
pˆk 5 3 -2 -1 1 -2 -1
qˆk 6 -2 2 -1 -5 4 -6
Parity bit 2 after deinterleaving 2 -1 6 -5 -2 4 -6
S1
S2
S3
S4
γ2(S1,S1)γ1(S1,S1)
γ1(S2,S1)
γ1(S1,S3)
α2(S2)
α1(S4)
β7(S2)
β6(S1)
Figure 6.7: Trellis tree used for the log-MAP algorithm.
where all variables are for the state transition from S´ to S. sˆk is the normalised demod-
ulator output for the systematic bit sk, and pˆk is the normalised demodulator output
for the parity bit pk. In (6.5), for sk and pk, 0 bit is regarded as (-1) and 1 bit is
regarded as (+1). I
A
k is the a priori value, which, in the case of the turbo decoder, is
the extrinsic value from the complementing MAP decoder. As an example,
γ1(S1, S1) = 12 {2 × (−1) + 5 × (−1) + 0 × (−1)} = −3.5
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B. Update forward metrics
αk(S) is calculated from the previous forward metric and branch metrics as follows.
αk(S) = ∗max
S´
{αk−1(S´) + γk(S´, S)} (6.6)
where
∗
max(x, y) = ln (ex + ey) = max (x, y) + ln (1 + e−∣x−y∣).
Here ln (1+ e−∣x−y∣) can be obtained from a one dimensional look-up table [138]. Since
encoding always starts with S1, at time k = 0, the signal can only be in state S1. The
forward metric for S1 at k = 0 is 1, and since the other three are not possible states
they are given the value 0. In this illustration, the metrics are presented as natural log
values. Therefore, α0(S1) = 0, α0(S2) = α0(S3) = α0(S4) = −∞.
As an example,
α1(S1) = ∗max {0 − 3.5,−∞+ 3.5}
= max(−3.5,−∞) = −3.5
C. Update the backwards metrics
βk(S) is calculated from the current node’s backwards metric and the branch metrics
as follows.
βk−1(S´) = ∗max
S
{βk(S) + γk(S´, S)} (6.7)
Since the signal also ends in state S1 (tail bits are added to force it to end in S1),
β7(S1) = 0, β7(S2) = β7(S3) = β7(S4) = −∞. As an example,
β6(S1) = ∗max {0 + 3,−∞− 3} = 3
After the forward wave of forward metric calculation and the backwards wave of back-
wards metric calculation, the extrinsic values, which are to be passed to the comple-
menting MAP decoder, are obtained.
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D. Generate soft extrinsic information for systematic bits
I
A
k =
∗
max
S´→S∶sk=+1
{αk−1(S´) + γk(S´, S) + βk(S)} −
∗
max
S´→S∶sk=−1
{αk−1(S´) + γk(S´, S) + βk(S)} (6.8)
The first term corresponds to the edges from states S´ to S with the input sk = +1, and
the second term corresponds to the edges with the input sk = −1. The same process is
repeated for MAP decoder 2.
E. Interleaving function
When extrinsic information is transferred between the two MAP decoders, they must
be interleaved or deinterleaved to account for the interleaving function performed at
the turbo encoder at the input to the second convolutional encoder. If P(k) denotes
the new position of the bit sk in the interleaved stream,
P(k) = (f1k + f2k2) mod n (6.9)
Here, n indicates the transport block size and the values of the parameters f1 and
f2 depend on n. For each bit, this position calculation involves a finite amount of
computations and once computed the values are stored in a look-up table for use in
future iterations. Note that the interleaving relationship (6.9) depicts the one used
in the LTE-A turbo encoder, and does not reflect the interleaving function in the
illustrated example.
6.3.2 Complexity of the log-MAP Algorithm
Below, the complexity of one turbo decoding iteration for one code block of size n is
quantified. In the following, η is the convolutional encoder memory order (or constraint
length-1) and there is a total of 2
η
states and 2
η⋅ branches in a trellis from one time
instance to the next time instance. n
MAP
is the number of MAP decoders. ζ is the
code rate of a convolutional encoder. In the example above ζ
−1 = 2. The quantities
below are for each information bit and for each MAP decoder.
122 Chapter 6. Fountain Codes for Unequal Error Protection
Note that (6.5) is for a scenario with one parity bit, i.e., ζ
−1 = 2. Therefore, Procedure
1 entails 2
η ⋅ 2 ⋅ ζ−1 addition operations (FIADDs), 2η ⋅ 2 ⋅ (1 + ζ−1) multiplication by
±1 operations (±1MULs)1, and 2η⋅ division by 2 operations (SHLs).
Procedures 2 and 3 each entail 2
η ⋅ 2 FIADDs and 2η max∗2 operations with two
arguments.
Procedure 4 entails summing up the metrics, αk−1(S´)+ γk(S´,S)+ βk(S), to obtain the
full branch metric for all 2
η ⋅ 2 branches. This implies 2η ⋅ 2 ⋅ 2 FIADDs. The max∗
operation here operates on 2
η
arguments, which is equivalent to (2η−1) max∗ functions
with two arguments (eq.(12) in [140]). Therefore, Procedure D further entails 2(2η−1)
max
∗
operations and 1 FISUB.
Procedure 5 entails one XLAT. Note that the interleaver mapping function operates for
each bit only in the first turbo decoder iteration and therefore, this is not considered
in computing the complexity of a typical turbo iteration.
To quantify the complexity and latency
3
of a turbo decoding cycle, in Table 6.2 the
reader is referred to the number of micro operations for each operation, as required by
an Intel Pentium 4 processor [141].
6.3.3 Message Passing Algorithm
In order to explain the complexity of this algorithm, a system, where the LLR values
of three symbols (A, B and C) and their parity check symbols (A+B, B+C, A+C
and A+B+C) are transmitted and received, is considered. The example tanner graph
implementation is shown in Figure 6.8. The following procedures are executed in the
decoding process.
1
As per [139] the complexity of the operation ‘multiplication by ±1’ is equal to the complexity of
the addition operation.
2
max
∗(x, y) = max (x, y) + ln (1 + e−∣x−y∣) includes 1 compare operation (FCOM) for the first term
and, 1 ADD, 1 subtraction (FISUB), 1 absolute value operation (FABS) and 1 look-up operation
(XLAT) for the second term.
3
Refer to [141] for details of how latency is calculated.
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Table 6.2: Quantification of the turbo iteration complexity
Operation
Number of micro
operations
Latency
FIADD/FISUB 3 5
±1MUL 3 5
SHL 1 4
FCOM 2 2
XLAT 4 3
FABS 1 2
max
∗
13 17
2
η+1 ⋅ ζ−1 ⋅ 3+ 2η+1 ⋅ ζ−1 ⋅ 5+
Procedure 1 2
η+1 ⋅ (1 + ζ−1) ⋅ 3+ 2η+1 ⋅ (1 + ζ−1) ⋅ 5+
2
η+1 ⋅ 1 2η+1 ⋅ 4
Procedure 2 2
η+1 ⋅ 3 + 2η ⋅ 13 2η+1 ⋅ 5 + 2η ⋅ 17
Procedure 3 2
η+1 ⋅ 3 + 2η ⋅ 13 2η+1 ⋅ 5 + 2η ⋅ 17
Procedure 4 2
η+2 ⋅ 3+ 2η+2 ⋅ 3+
2(2η − 1) ⋅ 13 + 3 2(2η − 1) ⋅ 13 + 3
Procedure 5 4 3
Total procedures for
one information bit
and one MAP decoder
2
η(12ζ−1 + 84) − 19 2η(20c + 126) − 26
n
MAP
n(2η(12ζ−1+84)−19) nMAPn(2η(20ζ−1 + 126) −
26)
One turbo decoding
cycle
for LTE-A systems, η = 3, ζ−1 = 2, nMAP = 2
1690n 2604n
A. Check node processing
Each variable node passes to its check node, the a priori LLR bit received from the
turbo decoder as indicated in Figure 6.2. Subsequently, the check nodes calculate their
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A+B+C A+B A+CB+CA B C
Figure 6.8: Tanner graph for the example.
response message based on the parity check equations.
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 0 1 0 0 0
1 0 1 0 1 0 0
0 1 1 0 0 1 0
1 1 1 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A
B
C
A +B
A + C
B + C
A +B + C
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(6.10)
Equation (6.10) indicates that each parity check equation must have an even number
of 1’s. The probability that a variable node had received ‘0’ is equal to the probability
that all other variable nodes connected to the same check node received an even number
of ‘1’s. This is further explained below.
In the example Figure 6.9, the negated update of Ó, Ó(0), that the check node sends to
variable node A is the probability that two of the nodes from A+B+C, B and C, received
a ‘1’, plus the probability that none of them received a ‘1’. Gallager proved for a given
sequence of ` independent binary digits, {ui ∣ i ∈ [1, `]}, for which P(ui = 1) = Òi, the
probability that the given sequence contains an even number of 1’s is
1
2
+
1
2
∏`i=1(1−2Òi)
[137].
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A B C
A+B+C
A
Ò1 Ó Ò2 Ò3
Figure 6.9: Message passing from the variable nodes to a check node.
A B C
A+B+C
A
Ò Ó1 Ó2
Òch
Figure 6.10: Message passing from the check nodes to a variable node.
Ó(0) = 1
2
+
1
2
∏
i∈{1,2,3}(1 − 2Òi)
Ó(1) = 1 − Ó(0) = 1
2
−
1
2
∏
i∈{1,2,3}(1 − 2Òi) (6.11)
B. Variable node processing
After receiving the Ó values from check nodes, each variable node calculates the corre-
sponding Òi value to be broadcast back to the check nodes. For the example in Figure
6.10,
Ò = Ò
chÓ1Ó2
ÒchÓ1Ó2 + (1 − Òch)(1 − Ó1)(1 − Ó2) (6.12)
Òch is the probability value indicated from the received value, and Ói is the update from
the i
th
check node. Ò is the average of the inputs the variable node receives, excluding
the input from the check node it intends to transmit to.
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C. Final LLR calculation
This is the final step of the MPA after executing the specified number of message
passing iterations. The output value from the MPA is
Ò = Ò
chÓ1Ó2Ó3
ÒchÓ1Ó2Ó3 + (1 − Òch)(1 − Ó1)(1 − Ó2)(1 − Ó3) (6.13)
6.3.4 Complexity of the Message Passing Algorithm
Below, the complexity of one message passing iteration for one transport block of size n
is quantified. In the following, ñ is the number of variable nodes and M is the number
of check nodes. The number of edges connected to the i
th
variable node is â vari and
the number of edges connected to the i
th
check node is â chki . n
M,max
is the executed
number of message passing iterations.
In Procedure 1, for the j
th
check node, when calculating the update to be passed to a
given variable node, â chkj −1 multiplication by 2 operations (SHRs), 1 SHL, â
chk
j SUBs
and â chkj − 2 multiplication operations (FIMULs) are required.
In Procedure 2, for the i
th
variable node, when calculating the LLR to be passed to a
given check node, 2(âvari − 1) FIMULs4, 1 store operation (FST), â vari SUBs, 1 ADD
and 1 division operation (FIDIV) are required. Procedure 3 is similar to Procedure 2,
but additionally includes 2 FIMULs and 1 SUB.
To quantify the complexity and latency of a message passing cycle, in Table 6.3 the
reader is referred to the number of micro operations for each operation as required by
an Intel Pentium 4 processor [141].
6.3.5 Optimum combination for the maximum numbers of turbo it-
erations and MPA iterations
Simulations were performed for the two-dimensional forward error correction algorithm
mentioned in Section 6.2. As indicated in Tables 6.2 and 6.3, for the example considered,
4
In (6.12) the common terms in the numerator and denominator do not need repeat calculations.
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Table 6.3: Quantification of the MPA iteration complexity
Operation
Number of micro
operations
Latency
FIADD/ FISUB 3 5
FIMUL 3 7
FIDIV 3 43
SHR 1 4
SHL 1 4
FST 1 6
Procedure 1
M
∑
j=1
â
chk
j
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1(âchkj − 1)+
1 + 3âchkj +
3(âchkj − 2)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
M
∑
j=1
â
chk
j
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
4(âchkj − 1)+
4 + 5âchkj +
7(âchkj − 2)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Procedure 2
ñ
∑
i=1
â
var
i
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
3 ⋅ 2(âvari − 1)
+1 + 3âvari
+3 + 3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ñ
∑
i=1
â
var
i
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
7 ⋅ 2(âvari − 1)
+6 + 5âvari
+5 + 43
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Procedure 3 2 × 3 + 3 2 × 7 + 5
Total procedures for
one set of information
bits for one message
passing cycle
M
∑
j=1
gj {7gj − 6} +
ñ
∑
i=1
â
var
i {9âvari + 1}
M
∑
j=1
2gj {8gj − 7} +
ñ
∑
i=1
â
var
i {19âvari + 40}
In our example (Figure 6.8), âvar1 = 1, â
var
2 = 1, â
var
3 = 3, â
var
4 = 3, â
var
5 =
3, âvar6 = 1, â
var
7 = 1, â
chk
1 = 4, â
chk
2 = 3, â
chk
3 = 3, â
chk
4 = 3, ñ = 7, M = 4
For n
M
message
passing iterations
(525nM + 9)n (1615nM + 19)n
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the number of micro operations are 1690n
c
for a turbo decoding iteration and 534n for
a message passing iteration. Here n
c
is the code block length and n is the transport
block length. For the simulation setup used, n
c = 3520 and n = 6968.
First, the experiment was performed fixing the maximum allowed message passing
iterations, n
M,max
, (before moving on to the turbo decoder) set to 3, and altering
the maximum allowed turbo iterations, n
T,max
(before moving on to the MPA). 100
repetitions were performed in each value of n
T,max
, and the results are indicated in
Table 6.4. The executed number of turbo iterations, n
T
, and message passing iterations,
n
M
, before a successful CRC is achieved were recorded. If after 10 turbo-tanner cycles
(exchanges between the turbo decoder and the tanner graph), the CRC still remains
unsuccessful, the payload is considered irrecoverable. n¯T indicates the average of the
executed number of turbo iterations and n¯M indicates the average of the executed
number of message passing iterations.
Table 6.4: Complexity of the proposed digital fountain when n
M,max = 3
n
T,max
Irrecoverable
instances (out of 100)
n¯T n¯M
Complexity: Total micro
operations (×108)
1 0 41.8 6.15 2.715
2 1 55.9 6.20 3.556
3 0 69.8 6.15 4.381
4 0 83.6 6.06 5.199
5 0 97.7 6.20 6.043
6 0 111.6 6.15 6.868
7 1 125.6 6.10 7.699
8 0 139.7 6.15 8.539
9 0 153.7 6.10 9.370
10 0 167.7 6.36 10.213
11 0 181.6 6.20 11.033
12 0 195.7 6.24 11.874
Note that n¯T value given in Table 6.4 is the cumulative value of all seven parallel turbo
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decoders and each transport block contained two code blocks and thus required two
turbo operations. The results are obtained at a channel SNR of 0dB. Simulations also
revealed that at this level of channel SNR, the turbo decoder alone can never recover
the payload regardless of the number of iterations executed. The same applies for
decoding using the MPA. The MPA alone cannot recover the payload regardless of the
number of iterations executed.
The results indicate that alternating between the MPA and the turbo decoder helps
reach the CRC success point quicker than when a number of turbo iterations are per-
formed before transferring to the MPA. The reason for this faster error recovery is
mainly due to error correction being performed in two dimensions; turbo decoder per-
forming along the transport block, and the MPA performing between transport blocks.
A similar experiment was performed, restricting n
T,max
to 1. The results are pre-
sented in Table 6.5. They indicate that n
M,max = 1 is not sufficient. In this case, n¯T
has exceeded 42 cycles, implying that some code words were not recovered after the
initial turbo stage and MPA stage, and therefore, returning for more turbo iterations.
n
M,max = 2 is the minimum level required for the code blocks to be completely recovered
after the initial turbo and MPA stages.
Table 6.5: Complexity of the proposed digital fountain when n
T,max = 1
n
M,max
Irrecoverable
instances (out of 100)
n¯T n¯M
Total micro operations
(×108)
1 2 49.2 3.10 3.042
2 1 42.0 4.50 2.666
3 0 41.8 6.10 2.714
4 1 41.8 8.16 2.790
5 0 42.0 10.65 2.895
6 0 42.0 13.10 2.986
The reasons for these features; the superior performance of alternating between turbo
and LDPC decoding as opposed to restricting to one error correction method, the
inability to recover the payload using one error correction method in isolation (at 0dB
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channel quality), the optimum values for n
T,max
and n
M,max
as evidenced in simulations;
can be graphically and more logically explained using EXIT charts.
6.4 EXIT Chart Analysis
Extrinsic Information Transfer (EXIT) chart is a tool to visualise the exchange of
extrinsic information between two soft decoders. An EXIT function is drawn for each
decoder indicating the relationship between a priori information at the soft decoder
input and extrinsic information at the soft decoder output. The output of one decoder
is the input to the other decoder. Thus, the two axes are interchanged when interpreting
the input-output relationship for the subsequent decoder.
The proposed algorithm depicted in Figure 6.2 encompasses turbo decoders, LDPC
decoders and the exchange of information between these two sets of decoders. Taken
in isolation, turbo decoders and LDPC decoders are inherently iterative, in addition
to the overall iterative nature between the two sets of turbo and LDPC decoders. The
EXIT chart for the simulated LTE-A turbo decoder at different channel conditions is
depicted in Figure 6.11. The code rate of the turbo encoder is 1/3. Only Additive
White Gaussian Noise (AWGN) is applied and no channel estimation is performed.
Binary Phase Shift Keying (BPSK) modulation is used and noise is applied to the
modulated symbols (IDFT is not performed).
Based on the channel Eb/N0 value, the EXIT trajectory varies. The EXIT trajectory
at Eb/N0 = 3.1dB is shown in Figure 6.11. One turbo iteration is a pair of vertical
and horizontal paths in the trajectory. The number of turbo iterations to execute
before moving on to the MPA must be selected based on the channel Eb/N0 value. The
amount of mutual information, I
T
, after the turbo decoding stage, is derived from the
EXIT chart.
The EXIT function of the turbo decoder’s constituent convolutional MAP decoder
(I
E,1
or I
E,2
) is a function of the a priori mutual information (I
A,1
or I
A,2
) and channel
Eb/N0 value. However, for the LDPC decoder, the EXIT function depends on more
parameters.
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Figure 6.11: EXIT chart for turbo code for different Eb/No values.
The EXIT function resulting from variable node decoding (for a regular LDPC code)
is [142],
I
E,VND = J (√(âvar − 1)[J−1(IA,VND)]2 + σ2ch) (6.14)
Here I
A,VND
is the mutual information of the LLR values on tanner graph edges con-
necting into the variable nodes. σ
2
ch is the variance of post-channel received LLR values,
given by
σ
2
ch =
4
σ2n
= 8ζ ⋅ Eb
N0
(6.15)
where Eb/N0 = 1/(2ζσ2n) is the normalised signal-to-noise ratio for the AWGN channel
with BPSK (±1) modulation and noise variance σ2n. In contrast, the EXIT function
132 Chapter 6. Fountain Codes for Unequal Error Protection
resulting from check nodes,
I
E,CND ≈ 1 − J (√âchk − 1 ⋅ J−1(1 − IA,CND)) (6.16)
does not depend on Eb/N0 value. (Refer to Appendix C for the irregular LDPC code
counterparts of these equations.)
Therefore, when shifting the EXIT chart analysis from turbo decoder to the LDPC
decoder, the correct variable node decoding EXIT function must be first identified. In
other words, the channel Eb/N0 value required to obtain a received mutual information
level of I
T
must be identified. For this purpose, the relationship between the variance
of post-channel received LLR values and mutual information level is utilised. The
relationship is graphically presented in Figure 6.12 and further illustrated in [142].
Based on I
T
, σch is derived.
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Figure 6.12: Relationship between the variance of received LLR values after an AWGN
channel and the level of information it carries.
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Using σch, the normalised Eb/N0 is obtained using (6.15). This allows the choosing
of the variable node processing EXIT function. The EXIT graph for various Eb/N0
values for the LDPC code used in the simulations is depicted in Figure 6.13. The parity
check matrix, H for the LDPC code used in the simulation is formulated as described
in Section 6.2.1, with M = 28, ñ = 60 and â = 10%. This implies that H contains six 1’s
in each row, and three 1’s in 48 columns and two 1’s in 12 columns. Equations (6.14)
and (6.16) are for regular LDPC codes. For irregular LDPC code EXIT curves formula,
which is used in forming Figure 6.13, refer to [142]. Figure 6.13 also depicts the EXIT
trajectory at the minimum channel quality required to reach successful decoding at
Eb/N0 = 1.2dB.
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At the end of LDPC decoding, the amount of mutual information is quantified. This
is the starting mutual information level, I
A,1
, input to the turbo EXIT curve. The
curve remains the same as the curve used in the previous turbo iteration. Then turbo
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decoding is executed and thus the cycle continues.
Consider an instance where Eb/N0 value was such that the turbo EXIT curves materi-
alised as indicated in Figure 6.14 below. In this case, the mutual information level after
the LDPC decoding must exceed b (indicated in the Figure 6.14) for decoding to be
feasible. If not the EXIT trajectory will traverse in the opposite direction as indicated
in blue ink until it converges at a, reducing the level of mutual information.
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When the overlapped region, i.e., the region between a and b, is too wide for the LDPC
decoding to bridge (mutual information gain from LDPC decoding is less that b−a), the
proposed method of decoding fails. This is the performance boundary of the proposed
technology.
The overall proposed decoding algorithm is indicated in Algorithm 9.
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Algorithm 9 Decoding algorithm for the proposed fountain code
Require: Received LLR values: sˆ, pˆ, qˆ.
Ensure: Decoded information bits or termination of decoding attempt.
look-up the EXIT curve relevant for the channel Eb/N0;
n
T,max ← the number of turbo iterations, until the mutual information increment
from the last iteration is less than 0.025; ▷ The value 0.025 is empirically chosen
I
L ← 0;
while true do
for all transport blocks do ▷ each parity vector in W of (6.2)
I
T,pre ← mutual information level before the turbo decoding stage;
while CRC is unsuccessful AND executed turbo iterations < nT,max do
Turbo decoding iteration;
I
T,post ← mutual information level after the turbo iteration;
if I
T,post < IT,pre then
Reinstate pre-turbo decoder values;
break
end if
end while
end for
if ‘S’ condition satisfied then
Obtain final information bits;
return information bits
end if
Perform n
M,max
MPA iterations for LDPC decoding;
if (mutual information level after MPA)≤ IL then
return 0 ▷ Termination of decoding attempt
end if
I
L ← mutual information level after MPA;
if ‘S’ condition satisfied then
Obtain final information bits;
return information bits
end if
end while
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6.5 Performance of the Digital Fountain and Iterative De-
coding Approach
The EXIT chart analysis gives an insight into the performance boundaries of turbo
codes and LDPC codes. The discussion in Section 6.4 also explained the reason for the
failing point in the proposed two-dimensional forward error correcting digital fountain.
This section presents simulation results proving the theoretical superior performance
of the proposed techniques and compares them against alternative approaches.
Figure 6.15 presents the bit error rate variation as the channel Eb/N0 value varies for the
proposed method, the comparable turbo coding approach, and LDPC code. All schemes
in this experiment use BPSK and a code rate of 1/5. The channel imposes AWGN and
no channel estimation is used at the receiver. For the ‘turbo coding only’ simulation,
the transport block length used is n = 1408 bits and an LTE-A turbo encoder is used.
To obtain the performance boundary, 100 turbo iterations are executed in decoding
each transport block (in this experiment the availability of near-infinite computational
resources is assumed). For the ‘LDPC coding only’ simulation, a (1100, 199) LDPC code
is used. â = 10% and nM,max = 100. The proposed two-dimensional FEC method for
digital fountains uses a ζ
T = 3/8 rate turbo code and a (60,32) LDPC code (ζM = 8/15).
The first turbo decoding stage has a maximum iteration count of 10, and 2 for the
subsequent turbo decoding stages. The LDPC decoding stage has a maximum iteration
count of 4. The maximum number of complete cycles is set at 20.
Figure 6.15 reveals that the proposed method outperforms LDPC coding approach by a
large margin, and turbo coding by a margin of 0.5dB. The reason is the two-dimensional
structure of the FEC code. At Eb/N0 values between −4.64dB and −4.11dB, although
the majority of turbo EXIT curves materialise as ‘unblocked’, some of them materialise
as the ‘blocked’ (as the example in Figure 6.14). This is the reason for some irrecov-
erable errors when using the ‘turbo coding only’ method in this Eb/N0 region. In the
proposed method, LDPC code performs an inter-transport block error correction, and
in turn, this increases the mutual information level in the transport block. If this in-
crease surpassed the turbo EXIT curve blockage, the transport block is recoverable.
Beyond Eb/N0 = −4.64dB the LDPC error correction does not give a sufficient boost
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Figure 6.15: BER and transport block error rate (TBER) performance of the proposed
method.
to the mutual information level to surpass the turbo EXIT curve blockage, and hence
the reason for the upper performance boundary of the proposed method.
Next, the performance of the two-dimensional FEC digital fountain is compared against
a conventional digital fountain [109, 108] which uses a raptor code and with the same
amount of channel redundancy. For the two-dimensional FEC digital fountain, ζ
T =
3/8, and the previously used (1100, 199) LDPC code is used to obtain the pool of
parity packets. Although the transmitted packets are chosen at random from this pool,
a packet is never repeated until the full batch of 1100 parity packets is transmitted.
The time taken to recover the payload is analysed in the form of BER vs. the number
of transmitted parity packets, and the results are presented for various Eb/N0 in Figure
6.16 and Figure 6.17.
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Figure 6.16: Variation in required reception times for heterogeneous downlinks when
the proposed fountain is used.
At Eb/N0 = −3.5dB, the receiver is capable of receiving all transmitted parity packets.
Simulation results reveal that obtaining 1035 packets is sufficient to recover all informa-
tion packets, owing to the LDPC decoding algorithm (MPA). This raises the question
of the advantage of the proposed method, as opposed to transmitting with only turbo
coding. I.e., a link with −3.5dB can recover all 199 information packets with only 199
transmissions. The advantage is that the proposed method accommodates multicast-
ing for heterogeneous links; users can start their reception at any point after the initial
transmission.
Another question worth addressing is how a (1100, 199) LDPC generator matrix is
not inferior to using the ABC parity check code (example used in Section 6.2 and
Section 6.3). The ABC parity check code successfully decodes the three information
packets when 4 of 7 parity packets are received. If the set of 199 information packets
were segmented into triplets and ABC packet parity coded, the successful reception
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Figure 6.17: Variation in required reception times for heterogeneous downlinks when
raptor code in [108] is used.
of 268 (= ⌈199/3⌉ ⋅ 4) of 1876 parity packets allows the recovery of all 199 information
packets. However, the probability of the received 268 parity packets being the exact
required packets is very low. This is proven below.
When ω triplets form the total set of information packets, the probability of the received
4ω parity packets being suitable for complete error recovery is
(74)ω/(7ω4ω)»»»»»»»»»»e.g., ω=3 = 12258398 = 0.146.
As ω increases, this value becomes extremely small.
Given an additional packet is received (4ω + 1 packets in total), the probability of
successful recovery is ⎧⎪⎪⎪⎨⎪⎪⎪⎩ω(75)(74)
ω−1⎫⎪⎪⎪⎬⎪⎪⎪⎭ /( 7ω4ω + 1)
»»»»»»»»»»»e.g., ω=3 = 0.379.
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When another additional packet is received (4ω + 2 packets in total);⎧⎪⎪⎪⎨⎪⎪⎪⎩ω(76)(74)
ω−1
+ (ω2)(75)2(74)ω−2⎫⎪⎪⎪⎬⎪⎪⎪⎭ /( 7ω4ω + 2)
»»»»»»»»»»»e.g., ω=3 = 0.619.
When ω is very large (ω = 67), many additional (≫ 268) parity packets are required
to achieve successful recovery when a fountain is deployed. Therefore, the ABC parity
check code is not superior to the used LDPC code.
The benchmark results for Figure 6.16 are for a raptor code deploying a (1100, 199)
LDPC code and an LT code. The encoding is performed in one dimension, i.e., between
transport blocks. To keep the two simulations comparable, the information payload is
re-arranged as 144 information packets of 11n
8
bits in each packet (n = 2856 is the
transport block length used for Figure 6.16). thereby, the number of bits in a parity
packet remains constant. The results are presented in Figure 6.17.
It is evident that on average a 12.5% time saving is achievable at the fountain receiver.
This is especially beneficial in power limited devices. An example is the self-configuring
‘Internet of Things’ devices in the process of receiving a scheduled operating system
update.
6.6 Conclusion
The chapter presented a multicast transmission strategy, coined the digital fountain,
for heterogeneous downlinks. The users may initiate the reception at any point during
transmission. Inspired by the state-of-the-art digital fountain, the raptor code, a novel
two-dimensional forward error correction strategy, which uses the turbo code and LDPC
code, was introduced. To complement the encoding strategy, an iterative decoding
strategy was introduced.
The gains of the collaborative decoding strategy between the turbo decoder and the
LDPC decoder has been demonstrated. This gain is at an increased computational
burden, and therefore the optimum combination of turbo and LDPC decoding iterations
has been sought. In doing so, the chapter has discussed the complexity of the decoding
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strategy. Furthermore, theoretical proof for the superior performance of the proposed
method has been provided using an EXIT chart analysis.
To demonstrate the performance in practical environments, simulation results have
been presented. First, the superior performance is proven for a receiver which captures
all parity packets. Next, the fountain ideal is incorporated, and the time, taken for
heterogeneous downlinks to recover all of the payload, is measured. It was evident that
on average a 12.5% time saving is achieved at the fountain receiver.
This research has the potential to branch out into various other types of data. Data
that can be discriminated based on importance, such as compressed audio and video,
pose a significant potential. It is possible to adapt the proposed two-dimensional FEC
digital fountain to incorporate more redundancy for more important data. As such data
types are dominating today’s communication networks, this is a research direction is a
path worth pursuing.
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7.1 Summary and Conclusions
This thesis provided solutions for the anticipated rise in mobile data traffic congestion
levels. Its focus was confined to video data, the majority traffic type in mobile com-
munication. The thesis took a different approach from conventional solutions such as
video compression and data rate improvements, by analysing the uniqueness of video
and harmonising the compression, transmission and decoding functions. Compressed
video data is unique from generic data types. Since video data is intended for human
perception, a strictly successful delivery is not mandatory. However, depending on the
application, the delivery of some data segments is more important for viewer satisfac-
tion than others. Exploiting this variation in importance levels, the thesis presented
ways of imposing unequal error protection at the downlink physical layer for a mo-
bile communication system. Furthermore, decoder based solutions were presented for
improved error recovery for the most sensitive segments of the transmitted video data.
The radio resources available for downlink transmission exhibit various levels of robust-
ness against channel noise. Mapping the important data to robust resources, therefore,
results in a better viewing experience. However, identifying these robust resources is a
tedious process, as the characteristics of these resources vary very dynamically. Chap-
ter 4 presented a methodology to accurately predict the robustness of each available
resource, prioritise the video data based on their contribution in preventing error prop-
agation within the video and to intelligently allocate resources. Extending the concept
of resource robustness, a novel adaptive modulation and coding scheme was designed
to achieve a given bit error rate. Later, this was adapted for the specific case of video
data transmission.
The plausible modifications for error resilient video data communication are not con-
fined to the transmission side. The research performed in this thesis have revealed
that the decoding function can be modified for video data, resulting in improved er-
ror recovery. In Chapter 5, an iterative turbo decoder based cross-layer error recovery
scheme was presented. An algorithm to identify the video frame boundaries in corrupted
compressed sequences was formulated. The chapter continued to propose algorithms
to deduce the correct values for selected fields in the compressed stream. Modifying
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the turbo extrinsic information using these corrections acted as reinforcements in the
turbo decoding iterative process. This scheme resulted in a transmission power sav-
ing of 2.28%. Contrary to typical joint cross-layer decoding schemes, the additional
resource requirement was minimal since the proposed decoding cycle does not involve
the decompression function.
Next, the thesis focused on an upcoming form of video communication, multi-casting.
Mobile communication networks flood at certain events, for example, a popular live
video broadcast such as a reality show or a sporting item, a popular on-demand televi-
sion show release, or a system update. In such events, transmitting data to each user
in an ordered sequence and awaiting each receiver’s acknowledgement to determine the
next transmission, is a method too restrictive. This context is addressed in Chapter 6,
and the research therein promoted the concept of ‘Internet of Things’, as it eliminated
the need for receiver acknowledgement (ACK and NACK), a feature most Internet of
Things devices cannot afford. Here a transmission paradigm which leveraged on digital
fountains was proposed, and it enabled the receiver to control the code rate of the trans-
mission. The transmission scheme was a two-dimensional FEC approach. Moreover,
an iterative decoding method, which outperformed the state of the art turbo code by
0.5dB channel Eb/N0, was designed. In addition to the simulation results, this chapter
also included an extensive EXIT chart analysis justifying the superior performance of
the proposed digital fountain.
As video is becoming the dominant data form in mobile communications [7], it is timely
that video data are treated in a unique manner. This is the most feasible way forward
in meeting the demand requirements because there is a limit to both video compression
and spectrum availability. As researched in this thesis and literature before this, the
achievable gain by the discriminated treatment for video is substantial. The thesis
presented only a few solutions compared to the many possibilities that can be researched
to harmonise and adapt the compression, transmission and decoding functions in line
with video data content.
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7.2 Future Work
This section presents several possible future directions for the research presented in
this thesis. These include technical improvements of the proposed core technologies to
boost performance. Additionally, this section presents conceptually novel ideas which
are inspired by the methodologies in this thesis. Some of these future directions expand
beyond video data.
The concept of the resource element quality indicator introduced in Chapter 4 is pre-
sented for a 2 × 1 antenna scheme. It is possible to obtain similar metrics for other
antenna schemes that use spatial multiplexing and transmit diversity. Another exten-
sion path for Chapter 4 research is to identify different types of metrics to quantify the
importance of each NAL unit. This quantification can be based on the level of motion,
the inability to conceal the void in case the NAL unit is lost, the NAL unit’s potential
for error propagation, distance to the NAL unit from the video frame’s activity region
the user is interested in etc. It would be interesting to analyse the user experience after
applying the proposed AMC scheme using each type of these importance metrics.
A conceptual shift from this line of thinking is to extend beyond altering the modu-
lation and coding schemes. After obtaining reliable quality indicators of the channel
resources, it is possible to alter the compression function to make the transmission more
error resilient. An interesting research direction is to evaluate the trade-off between
compression efficiency and techniques such as redundant slice insertion (repeated NAL
units with altered compression parameters), confined prediction (altering the slice size)
and intra-slice placement (a method to prevent error propagation).
In Chapter 5 algorithms were presented to rectify the basic syntax elements within the
HEVC NAL header by analysing the neighbouring NAL units. There is a potential for
more improvements by considering other fields in the NAL header. Furthermore, more
connections are identifiable between NAL units and within other fields of the same NAL
unit. One of the main advantages identified in the proposed methodology in Chapter
5 when compared with other joint source channel decoding methods is that it does not
require the decompression function. However, if the receiver is at liberty to involve
the decompression function in the joint decoding method, a more effective approach
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is feasible. It enables the identification of correct bit segments (NAL units) within
the transport block and this knowledge can be incorporated into the turbo extrinsic
information reinforcement process. It is an interesting path of research to identify the
benefits of using such an approach.
The digital fountain introduced in Chapter 6 used a two-dimensional code of turbo
coding and LDPC coding. LDPC code performed the function of the LT code to instil
the rateless coding effect. The performance of other code pairs, such as hamming code,
Reed-Solomon code, convolutional code etc., when used in a two-dimensional FEC
structure is worth analysing. Furthermore, a promising research direction is devising
methodologies to impose unequal error protection in a digital fountain scenario. This
is, in particular, beneficial for video communication. Another line of thinking that this
research opens up is the application of the proposed method of communications for the
Internet of Things devices; communications such as common system updates.
In addition to the conventional consumption of video data via the internet (on-demand
or real-time streaming), the internet of things phenomena is gradually establishing its
stake on video consumption. Devices attached to or inside the human body moni-
tor and transmit very low resolution videos which are later mined for information by
experts. Smart cities have traffic management systems which autonomously control
the traffic flow based on decisions received via the cloud. The cloud arrives at the
optimum decision using video data and other sensory data received. Systems inside
automobiles cater to insurance providers, communicate with navigational systems, and
even enable autonomous self-driving. Video communication is a critical part in these
functions. Video communication via IoT devices is also evident in work sites, facto-
ries and office/home buildings. These videos are scrutinised for energy management,
surveillance/security, automation of chores and predictive maintenance. Adapting the
proposed video error resilience techniques for these IoT applications, is a path worth
pursuing.
The video error resilience methodologies presented in this thesis are applicable to any
form of data in which some segments are more important than the remainder. Audio
data, for example, can benefit immensely from the communication and decoding meth-
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ods introduced in this thesis. Finally, it must be noted that the research presented
in this thesis are only a few innovative methodologies to harmonise the communica-
tion pipeline with the content of the data. It is a research area that is yet to be fully
explored.
The possible future directions are itemised below:
• Extending the resource quality indicator concept to other antenna schemes.
• Identifying different types of metrics to quantify the importance of a NAL unit.
• Evaluating the trade-off between compression efficiency and APP error resilience
techniques.
• Further investigation of correlations between NAL stream syntax elements.
• Joint error recovery between the decompression function and turbo decoder.
• Analysing the performance of other code pairs when used in the proposed 2D
FEC structure, in addition to LDPC and Turbo codes.
• Methodologies to impose unequal error protection in a digital fountain scenario.
• Adaptation of the proposed error resilience methods for audio.
Appendix A
Adaptive Filtering
The most common realisation of adaptive filtering is a linear combiner with tap weights
w conditioning an input signal vector x whose elements consist delayed versions of the
same signal. The realisation is illustrated in Figure A.1.
In adaptive filtering, Mean Square Error (MSE) is an objective function that is widely
used and is defined as
E [e2(k)] = E [d2(k) − 2d(k)y(k) + y2(k)] (A.1)
The output of the filter y(k) can be expressed as
y(k) = N∑
i=0
wi(k)x(k − 1) = wT(k)x(k) (A.2)
x(k) = [x(k) x(k − 1) ⋯ x(k −N) ]T and w(k) = [w0(k) w1(k) ⋯ wN(k) ]T are the
input and tap weight vectors respectively. Therefore, the objective function can be
rewritten as
ξ = E [e2(k)] = E [d2(k) − 2d(k)wT(k)x(k) +wT(k)x(k)xT(k)w(k)]
= E [d2(k)] − 2E [d(k)wT(k)x(k)] +E [wT(k)x(k)xT(k)w(k)] (A.3)
If the filter coefficients are fixed values, the objective function is given by
ξ = E [d2(k)] − 2wTE [d(k)x(k)] +wTE [x(k)xT(k)]w
= E [d2(k)] − 2wTp +wTRw (A.4)
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Figure A.1: Adaptive finite impulse response (FIR) filter.
where p = E [d(kx(k))] is the cross correlation vector between the desired and input
signals, and R = [x(k)xT(k)] is the input signal correlation matrix. It can be observed
that the objective function is a quadratic function of the tap weight coefficients. To
find the optimum solution when MSE function is minimum, the gradient vector related
to filter tap coefficients is obtained,
gw =
∂ξ
∂w
= [ ∂ξ
∂w0
∂ξ
∂w1
⋯
∂ξ
∂wN
]T = −2p + 2Rw (A.5)
For the minimum MSE, gw = 0. Therefore the MSE minimising coefficients are
w0 = R
−1
p (A.6)
This is the popular Wiener solution. For this solution to exist R must be non-singular.
Obtaining R and p values is highly computationally expensive and it is an impossible
task if the coefficient values are required real time as the input signal is fed into the
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filter. Therefore, a coefficient updating method is deployed to converge towards the
optimum solution, using estimates for R and p. The steepest descent algorithm is a
solution for this task and it updates the coefficients in the following general form:
w(k + 1) = w(k) − µgw(k) (A.7)
Substituting equation (A.5) in equation (A.7),
w(k + 1) = w(k) − 2µRw(k) + 2µp. (A.8)
It can be proven that the correct choice of µ can result in the filter coefficients to
converging towards the optimum solution as follows. The difference in the adaptive
filter coefficients when compared with the Wiener solution is defined as
∆w(k) = w(k) −w0 (A.9)
With the assistance of this definition the steepest descent algorithm can be expressed
as
∆w(k + 1) = ∆w(k) − 2µ [Rw(k) −Rw0]
= ∆w(k) − 2µR∆w(k)
= (I − 2µR)∆w(k) (A.10)
Here p has been substituted using the Wiener solution in equation (A.6).
Using induction it can be shown that
∆w(k + 1) = (I − 2µR)k+1∆w(0)
w(k + 1) = w0 + (I − 2µR)k+1 [w(0) = w0] (A.11)
This indicates that regardless of the choice of the initial values of the filter coefficients,
the steepest descent algorithm converges towards the Wiener solution with the proper
choice of µ and sufficiently large k.
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Modifying the equation (A.10) by pre multiplying with Q
T
, where Q is the unitary
matrix that diagonalises R as Λ = QTRQ, yields
Q
T
∆w(k + 1) = (I − 2µQTRQ)QT∆w(k)
= v(k + 1) = (I − 2µΛ)v(k)
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 − 2µλ0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 1 − 2µλN
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
v(k) (A.12)
In the above equation v(k + 1) = QT∆w(k + 1) is the rotated coefficient vector error.
Using induction, equation (A.12) yields,
v(k + 1) = (I − 2µΛ)k+1v(0)
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 − 2µλ0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 1 − 2µλN
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
v(0) (A.13)
In order to guarantee the convergence of filter coefficients the matrix indicated above
must be a zero matrix for sufficiently large k. Therefore, each element must satisfy∣ 1 − 2µλi ∣< 1.
Therefore, for the steepest descent algorithm the convergence factor follows 0 < µ <
1
λmax
where λmax is the largest eigenvalue of R.
For applications requiring real time updating of filter coefficients, as is the case in
prediction applications, the steepest descent algorithm can be used with instantaneous
estimates of R and p values. Such an example is the LMS algorithm, which uses,
Rˆ = x(k)xT(k)
pˆ = d(k)x(k) (A.14)
From equation (A.5) the gradient estimate is given by
gˆw(k) = −2d(k)x(k) + 2x(k)xT(k)w(k)
= 2x(k) (−d(k) + xT(k)w(k))
= −2e(k)x(k) (A.15)
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Substituting this in (A.7) yields the coefficient updating equation for the LMS algorithm
as
w(k + 1) = w(k) + 2µe(k)x(k) (A.16)
where the convergence factor µ should be chosen in a range to guarantee convergence.
The LMS algorithm is summarised in Algorithm 10.
Algorithm 10 LMS Algorithm
Require: input signal x(k)
Ensure: predicted signal y(k)
x(0)← [0 0 ⋯ 0]T; ▷ initialisation
w(0)← [0 0 ⋯ 0]T;
for k ≥ 0 do
e(k)← d(k) − xT(k)w(k);
w(k + 1)← w(k) + 2µe(k)x(k);
end for
A realisation of the LMS algorithm is shown in Figure A.2. The elements of the input
vector are delayed versions of the same input signal.
A.1 Normalised LMS Algorithm
This is an extension of the LMS algorithm and is aimed at increasing the convergence
speed while using the same, computationally inexpensive instantaneous estimates for
R and p in the steepest descent algorithm. The normalised LMS (NLMS) algorithm
uses a variable convergence factor µk aimed at the minimisation of the instantaneous
output error. The updating formula of the NLMS algorithm is expressed as
w(k + 1) = w(k) + 2µke(k)x(k)
= w(k) +∆w˜(k) (A.17)
µk is chosen such that the instantaneous squared error is reduced as much as possible.
The instantaneous squared error can be expressed as follows.
e
2(k) = d2(k) − 2d(k)wT(k)x(k) +wT(k)x(k)xT(k)w(k) (A.18)
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Figure A.2: LMS adaptive FIR filter.
If the filter coefficient vector is changed by an amount of ∆w˜(k) (i.e., if w˜(k) =
w(k) +∆w˜(k) is used), the corresponding squared error can be shown to be
e˜
2(k) = e2(k)+2∆w˜T(k)x(k)xT(k)w(k)+∆w˜T(k)x(k)xT(k)∆w˜(k)−2d(k)∆w˜T(k)x(k).
(A.19)
The change in error due to the modification of the coefficient vector is
∆e
2(k) = e˜2(k) − e2(k)
= −2∆w˜T(k)x(k) (d(k) − xT(k)w(k)) +∆w˜T(k)x(k)xT(k)∆w˜(k)
= −2∆w˜T(k)x(k)e(k) +∆w˜T(k)x(k)xT(k)∆w˜(k). (A.20)
∆e
2(k) must be made negative and minimum in order to increase the convergence rate.
µk must be selected such that this condition is satisfied. By substituting for ∆w˜(k)
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from equation (A.15),
∆e
2(k) = 4µke2(k)xT(k)x(k) + 4µ2ke2(k) [xT(k)x(k)]2 (A.21)
For the minimum value
∂∆e
2(k)
∂µk
= 0, and at the minimum point
∆µk =
1
2xT(k)x(k) . (A.22)
By replacing this value in equation (A.17), the updating equation is given by
w(k + 1) = w(k) + e(k)x(k)
xT(k)x(k) (A.23)
Usually a fixed convergence factor µn is introduced in the updating formula in order
to control the maladjustment, since all the derivations are based on the instantaneous
values of the squared errors and not on the MSE. Also a parameter γ should be included,
in order to avoid large step sizes when x
T(k)x(k) becomes small. The coefficient
updating equation is then given by
w(k + 1) = w(k) + µn
γ + xT(k)x(k)e(k)x(k) (A.24)
This algorithm is known as the NLMS algorithm and is summarised as in Algorithm
11.
Algorithm 11 LMS Algorithm
Require: input signal x(k)
Ensure: predicted signal y(k)
x(0)← [0 0 ⋯ 0]T; ▷ initialisation
w(0)← [0 0 ⋯ 0]T ;
Choose µn in the range 0 < µ ≤ 2 and γ small constant;
for k ≥ 0 do
e(k)← d(k) − xT(k)w(k);
w(k + 1)← w(k) + µn
γ + xT(k)x(k)e(k)x(k);
end for
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Appendix B
J(⋅) function
Consider the received symbol
y = x + z
where x is a binary modulated symbol with Pr(X = ±1) = 1/2, and z is drawn from
Z, a zero-mean AWGN with variance σ
2
n. The conditional probability density function
is
Pr(y ∣ X = x) = e−((y−x)2/2σ2n)√
2piσn
(B.1)
The corresponding LLR values of y are calculated as
L = ln Pr(y ∣ x = +1)
Pr(y ∣ x = −1) (B.2)
From (B.1),
L = 2
σ2n
⋅ y = 2
σ2n
⋅ x +
2
σ2n
⋅ z (B.3)
The variance of L conditioned on X is
σ
2 = 4
σ2n
(B.4)
Define J(σ) as the mutual information between the variables X and L.
J(σ) = H(X) −H(X ∣ L)
= 1 − ∫ ∞
−∞
e
−(ξ−σ2/2)2/2σ2√
2piσ2
⋅ log2 [1 + e−ξh] dξ (B.5)
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Here H(X) denotes the entropy of X and H(X ∣ L) denotes the entropy of X condi-
tioned on L [142, 130].
For MATLAB simulation, J(σ) is split into two parts between the two intervals 0 ≤
σ ≤ 1.6363 and 1.6363 < σ. As performed in [142], a polynomial fit is used for the
lower interval and an exponential fit is used for the upper interval.
J(σ) ≈
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
aJ,1σ
3 + bJ,1σ
2 + cJ,1σ, 0 ≤ σ ≤ 1.6363
1 − exp (aJ,2σ3 + bJ,2σ2 + cJ,2σ + dJ,2) , 1.6363 < σ < 10
1, σ ≥ 10
(B.6)
where aJ,1 = −0.0421061, bJ,1 = 0.209252, cJ,1 = −0.00640081, and
aJ,2 = 0.00181491, bJ,2 = −0.142675, cJ,2 = −0.0822054, dJ,2 = 0.0549608.
For the inverse function, J(⋅), the curve is split at I = 0.3646.
J
−1(I) ≈ ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
aσ,1I
2 + bσ,1I + cσ,1
√
I, 0 ≤ I ≤ 0.3646
−aσ,2 ln [bσ,2(1 − I)] − cσ,2I, 0.3646 < I < 1 (B.7)
where aσ,1 = 1.09542, bσ,1 = 0.214217, cσ,1 = 2.33727 and
aσ,2 = 0.706692, bσ,2 = 0.386013, cσ,2 = −1.75017.
Appendix C
EXIT Curves for LDPC codes in
an AWGN channel
The variable node decoding EXIT curve is given as an approximate expression.
I
E,VND ≈ J
⎛⎜⎝
√(âvar − 1) ⋅ J−1 (IA,VND)2 + 8ζ Eb
N0
⎞⎟⎠ , for regular code (C.1)
For a regular LDPC code, âvar is the number of edges connected to each variable node.
This is the number of 1’s in a column of the parity check matrix. J(⋅) is defined in
Appendix B and ζ is the code rate given as 1−M/ñ for a full rank parity check matrix.
I
E,VND ≈
n
∑
i=1
λi ⋅ J
⎛⎜⎝
√(âvari − 1) ⋅ J−1(IA,VND)2 + 8ζ EbN0⎞⎟⎠ , for irregular code
(C.2)
For an irregular LDPC code, in (C.2) n indicates the number of different variable node
degrees, âvari indicates the different variable node degree values and λi indicates the
fraction of edges connected to variable nodes of degree âvari .
The check node decoding EXIT curve is given by,
I
E,CND = 1 − J (√âchk − 1 ⋅ J−1 (1 − IA,CND)) , for regular code (C.3)
For a regular code, âchk gives the number of edges connected to each check node (number
of 1’s in each row).
I
E,CND ≈
m
∑
j=1
ρj ⋅ J (√âchki − 1 ⋅ J−1(1 − IA,CND)) , for irregular code (C.4)
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For an irregular code, in (C.4) m indicates the number of different check node degrees,
âchki indicates the different variable node degree values and ρi indicates the fraction of
edges connected to variable nodes of degree âvari .
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