analysis problems, where the hydraulic simulation has to be repeated many times. Among 7 the methods used for hydraulic solvers, the most prominent nowadays is the global gradi-8 ent algorithm (GGA), based on a hybrid node-loop formulation and used by the software 9 package Epanet. Earlier, another method based just on loop flow equations was proposed, 10 which presents the advantage that it leads to a system matrix which is in most cases much 11 smaller than in the GGA method, but has also some disadvantages, mainly a less sparse 12 system matrix, and the fact that introducing some types of valves requires the redefinition 13 of the set of network loops initially defined.
INTRODUCTION THE LOOP METHOD FOR WDS SIMULATION

74
The loop method was formulated by Epp and Fowler in (Epp and Fowler 1970) . The 75 method considers the set of energy-conservation equations, that state that the sum of energy 76 losses around any network loop must be zero. In particular, if a set of l independent loops 77 or cycles is found for a network of p pipes, the following equations hold: 
88
Additionally, the flows q j must satisfy the mass conservation equations, stating that the 89 sum of all flows entering/leaving any junction must be zero, i.e., for a network of n junctions:
is l = p − n, as in the network of figure 1, with 3 junctions (N1-N3), one tank (N4), 5 pipes
96
(P1-P5) and 2 loops (L1-L2). In the general case of n t tanks, where n t ≥ 1, n t − 1 fictitious 97 loops are formed connecting the tanks, and again l = p − n (see figure 5) . Thus, the system 98 of equations given by (1) and (3) always has p equations and unknowns.
99
However, the system can be reduced to l equations if we take into account that, given or, written in matrix form:
where the system matrix is symmetric positive definite.
122
An advantage of the loop method for water distribution systems is that it works with a 123 matrix of size l × l, which is in most cases much smaller than the matrix for the gradient 124 method, which is n × n. However, this does not necessarily mean that the linear system 125 can be solved faster, since it will largely depend on the number of nonzero coefficients in Let us consider, for instance, the network in figure 2, with n = 13 junctions, p = 20 pipes, and a number of independent loops of p − n = 7. If the loops were selected as shown 138 in the figure, the sparsity pattern of the resulting matrix would be as presented in figure   139 3 (only the upper triangular part is shown, since the matrix is symmetric). Other possible 140 choices of loops may result in a completely dense matrix, as we will shortly see.
141
A commonly used method for selecting the set of independent loops starts by obtaining a 142 spanning tree of the network (Travers 1967) , (Arsene et al. 2012 ). Once it has been formed,
143
adding any other pipe to the tree results in a loop, which is known as a fundamental cycle 144 or fundamental loop. To obtain the loop, we go from each end of the added pipe following 145 the tree towards the root, until the two paths join. As an example, solid lines in figure 4 146 correspond to a spanning tree. If pipe 5-8 is added to the tree, the loop formed is given by the 147 pipe 5-8 itself, together with the paths 5-2-0-13 and 8-6-4-1-13. The set of fundamental loops 148 for the spanning tree constitute a set of independent loops. This method will be referred to 149 as m1 in this paper.
150
Although this method is simple, it presents the disadvantage that it generally produces 151 a matrix that is not very sparse. In our example, each loop resulting from the spanning 152 tree has at least one pipe in common with every other loop, therefore the matrix produced 153 is completely dense. While other spanning trees can be found that are more favorable, no 154 spanning tree can produce the set of loops presented in figure 2.
155
From a graph theory perspective, (Kavitha et al. 2004 ) and (Kavitha et al. 2009 one in which the sum of the number of edges of each cycle is minimum.
162
In the case of the loops shown in figure 2, each loop has 4 edges (pipes), so the sum is 28.
163
If we take the fundamental cycles resulting from figure 4, the sum will be 56. Pipes that are common to two or more loops will be counted more than once, which implies that a minimum problem of high computational cost is reported.
174
Trying to overcome the problems of the two mentioned methods, this paper presents two 175 different approaches for the definition of the set of independent loops.
176
The first method proposed (which will be called m3) starts by constructing a spanning depth in the tree, from less depth to more depth.
183
The simplification process is described in algorithm 1, in which each loop l i is tried to be 
where j < i do if l j overlaps with l i then n j ← length of the loop resulting from the combination of l i and l j Insert (l j , n j ) in P , sorted ascendingly by n j end if end for l i ← l i for all pair (l j , n j ) in P do c ← loop resulting from the combination of l i and l j if length of c < length of l i then
list is combined with l i , the result of a combination being discarded if it fails to reduce the 191 length of the loop. Finally, the new reduced loop l i is inserted in the new set of loops L .
192
The second method proposed (which will be called m4) is described in algorithm 2. that the edge (i, j) is then added to G , and thus can also be used for the following loops to 200 be found.
201
In the literature, very often each loop in the independent set is identified by a corre- Algorithm 2 Loop definition method m4 Input: G, network graph; u, initial node for exploration. normally solved by means of a direct method, and a symbolic decomposition is done at the 233 beginning of the simulation, to determine the sparsity structure of the factorized matrix.
234
If the structure of the matrix changes, the symbolic decomposition would have to be done 235 again, or at least updated, resulting in increased computing time.
236
This paper presents a method to cope with control valves that avoids changing the set 237 of independent loops when a valve changes its status.
238
MODELING FLOW REGULATING DEVICES
239
Check valves are used to ensure that the flow through a pipe is always in the desired 
248 whereĤ 5 andĤ 6 are the head values at the tanks, which are assumed to be known, and the 249 rest of the symbols are as defined in section 2.
250
Let us suppose that pipe 2 is equipped with a check valve and that the valve closes.
251
This could be modelled by using a very high value for d 2 , e.g. 10 8 (corresponding to a high 252 resistance for the pipe), and solving the system of linear equations (11) Expressing this equation using the system unknowns, which are ∆q, we have:
whereq k i is the flow correction for loop i (q i ), at the start of iteration k.
267
Taking that into account, the original system is transformed in the following way:
269
We now generalize the methodology proposed. With any number of closed check valves,
270
equation (14) presents the form:
where A is the same matrix as that of the original system, only changing the value of the 
300
As a summary, the introduction of closed check-valves can be done without redefining the 301 loops of the network and thus without changing the sparsity pattern of the system matrix.
302
Pipes can also be closed directly by means of control rules during the simulation process.
303
The approach presented in this section is also valid for that case, which is in fact simpler, more than one loop, the rest of the loops have to be redefined so that they do not contain the 324 PRV. The procedure produces a linear system with a matrix that is no longer symmetric.
325
Here we present another way to model the PRV. Like in (Jeppson 1976 ), a path from 326 the downstream node of the PRV to a reservoir/tank is considered. However, the balance 327 equation for that path is added, without replacing another equation, and the headloss at the 328 PRV is added as a new unknown. The advantages are that there is no need to redefine the 329 loops, and that the non-symmetric part of the system matrix is isolated.
330
Let us consider the network shown in figure 6 . Initially, if the valve were a normal pipe, 331 the system of linear equations at an iteration k would be:
If link 7 is an active PRV, the relationship between the flow circulating through the link 334 and the head loss, given by d 7 , is unknown. However, we can eliminate it, and instead 335 introduce the head loss itself (h 7 ) as an unknown.
336
On the other hand, we know that the head at the downstream node of the valve, H 5 ,
337
is equal to e 5 + k 7 , where e 5 is the elevation of the node, and k 7 is the pressure setting for 338 the PRV. Additionally, the head difference between the tank and node 5 must be equal to 339 the sum of head losses along a path going from the tank to that node, e.g. the path going 340 through pipes 2 and 8, i.e.:
By approximating the nonlinear functions of the flows, h 2 and h 8 , using the first two 343 terms of the Taylor series, we get:
345
Taking that into account, we have:
In a more general case, with any number of PRV, the previous system presents the form:
or, equivalently: Operating in a similar way to section 5, we have:
whereĥ can be obtained from (27) 
374
To sum up, active PRV can be treated without redefining the loops of the network and 375 thus without changing the sparsity pattern of the system matrix, with a procedure which is 376 very similar to that of check valves presented in section 5. The main difference is that in 377 the case of PRV, the small system of equations introduced, with the matrix (EA
is not symmetric. However, the matrix A is still symmetric and can be factorized using a
379
Cholesky decomposition.
380
Pressure sustaining valves (PSV). These valves are very similar to PRV. In particular,
381
a PSV tries to keep the inlet pressure at a set value. The approach described above for PRV 382 is also valid for PSV, with the difference that we should use a path from a tank to the by Epanet for all the links). The minimum-resistance spanning tree was obtained by means 397 of Prim's algorithm (Prim 1957 ).
398
RESULTS
399
In this section, we present results that compare the GGA and loop methods, tak-400 ing into account different aspects. We consider the hydraulic networks shown in table   401 1. Net3 is the example network 3 of Epanet (Rossman 2000) . bwsn2m is a modi- PSV was substituted by a pipe producing the same headloss. urb is a large real ur-408 ban water network, the outline of which is shown in figure 7 . Finally, the exnet net-409 work can be downloaded from the Centre for Water Systems of the University of Exeter
410
(http://emps.exeter.ac.uk/media/universityofexeter/emps/research/cws/downloads/exnet.inp).
411
Realistic results of computing time should consider efficient implementations of the meth- the whole series of repetitions was run eleven times, and the median time was obtained.
425
Times are in seconds, except where indicated otherwise. The machine were the tests were 426 run was equipped with an Intel Core 2 Duo CPU at 3GHz, with 4GB RAM.
427
We first present results in table 2 that evaluate the loop selection methods presented in urb. It also takes more than 26 minutes for network exnet.
465 Table 3 shows clearly that obtaining the set of loops with the method m4 is extremely linear system coefficients, which involves computing the derivatives of the headloss formula.
483
The task linsolve corresponds to the solution of the linear system that has been formed in In this paper, we present contributions for overcoming the main disadvantages of the 507 method based on loop flow equations.
508
As the first of these contributions, we present efficient procedures for selecting the network 509 loops so as to achieve a highly sparse matrix. Results on the application of those procedures 
523
We also show that the method m4 to obtain the set of loops is extremely fast, which 524 makes the loop method a competitive option with respect to the GGA method, even in cases 525 where a single simulation is needed.
526
The second contribution of the paper is the development of methods to include check 
