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Abstract—Mobile video traffic is dominant in cellular and enterprise
wireless networks. With the advent of diverse applications, network
administrators face the challenge to provide high QoE in the face of
diverse wireless conditions and application contents. Yet, state-of-the-
art networks lack analytics for QoE, as this requires support from the
application or user feedback. While there are existing techniques to map
QoS to QoE by training machine learning models without requiring user
feedback, these techniques are limited to only few applications, due
to insufficient QoE ground-truth annotation for ML. To address these
limitations, we focus on video telephony applications and model key
artefacts of spatial and temporal video QoE. Our key contribution is
designing content- and device-independent metrics and training across
diverse WiFi conditions. We show that our metrics achieve a median
90% accuracy by comparing with mean-opinion-score from more than
200 users and 800 video samples over three popular video telephony
applications – Skype, FaceTime and Google Hangouts. We further
extend our metrics by using deep neural networks, more specifically
we use a combined CNN and LSTM model. We achieve a median
accuracy of 95% by combining our QoE metrics with the deep learning
model, which is a 38% improvement over the state-of-the-art well known
techniques.
1 INTRODUCTION
Over the past decade, mobile video traffic has increased
dramatically (from 50% in year 2011 to 60% in 2016 and
is predicted to reach 78% by 2021) [1]. This is due to the
proliferation of mobile video applications (such as Skype,
FaceTime, Hangouts, YouTube, and Netflix etc). These ap-
plications can be categorized into video telephony (Skype,
Hangouts, FaceTime), streaming (YouTube, Netflix), and
upcoming virtual reality and augmented reality streaming
(SPT [2], theBlu [3]). Users demand high Quality of Experi-
ence (QoE) while using these applications on wireless net-
works, such as WiFi and LTE. This poses a unique challenge
for network administrators in enterprise environments, such
as offices, university campuses and retail stores.
Guaranteeing best possible QoE is non-trivial because
of several factors in video delivery path (such as network
conditions at the client side and server side, client device,
video compression standard, video application). While ap-
plication content providers focus on improving the server-
side network performance, video compression and applica-
tion logic, enterprise network administrators seek to ensure
that network resources are well provisioned and managed
to provide good experience to multiple users of diverse
applications. In this pursuit, network administrators can
only rely on passive in-network measurements to estimate
the exact user experience on the end-device. In this context,
several prior works have developed a mapping between
network Quality-of-Service (QoS) and end-user QoE for
video applications [4][5][6], by using machine learning (ML)
models and network features from PHY to TCP/UDP lay-
ers. ML models for QoE can be deployed at a number
of vantage points in the network, such as access points,
network controllers, cellular packet core.
In order to train any QoS to QoE model, one needs
accurate ground-truth annotation of the QoE. To obtain this,
prior work has leveraged application specific APIs such as
Skype technical information [7] or YouTube API [5]; call
duration [8]; or instrumented client-side libraries for video
delivery platform [4]. While these solutions perform well for
specific applications and providers, network administrators
have to deal with a plethora of video applications and they
cannot control the application logic for most applications. Nor
does every application expose QoE metrics through APIs.
Thus, to develop QoS to QoE models in the wild, network
administrators need an application-independent approach
to measure QoE. Note that application independence does
not mean that modeling is application-agnostic, as a sin-
gle QoE model cannot apply to all applications. Different
applications exhibit diverse artefacts when quality deterio-
rates. For instance, streaming quality is impacted largely by
buffering and stall ratio, whereas telephony quality is im-
pacted by bit rate, frames per second, blocking and blurring
in the video.
In this work, we propose a generic video telephony QoE
model by leveraging existing machine/deep learning mod-
els, that does not rely on application support. Additionally,
it is scalable to diverse content, devices and categories of
video application. We exploit video compression methods
(Section 4) and identify four new metrics: perceptual bitrate
(PBR), freeze ratio, length and number of video freezes to mea-
sure the video QoE. We further demonstrate that our metrics
are insensitive to the content of the video call and they only
capture the quality of the video call (Section 6). We make a
rigorous analysis of our model performance by conducting
a large scale user-study of 800 video clips across 20 videos
and more than 200 users. We conduct an extensive analysis
across different devices and OS (Android vs. iOS), video
content and motion.
We also show that these metrics capture spatial and
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2temporal artefacts of video experience. We then validate our
metrics by mapping them to actual users’ experience. To this
end, we obtain Mean Opinion Score (MOS) from our user-
study and apply ML models to map our metrics with users’
MOS. We use Adaboosted decision trees in predicting the
MOS scores, as we describe in Section 6.
This paper is an extension of our previous work [9]
that models the QoE of end users using the handcrafted
features described above. We extend this conference version
by micro-benchmarking our metrics [9] under different net-
work conditions to show that the metrics are agnostic to
motion and content of the video. Second, we analyze the
variation between use QoE ratings in different environments
(e.g., Lab vs Amazon mechanical turk users). Third, to
improve the accuracy, we seek recent success of deep learn-
ing solutions [10][11][12] by formulating the video quality
assessment as a classification problem. In particular, we
use convolutional neural networks (CNNs) [13] to capture
spatial artefacts and Long Short Term Memory (LSTM) net-
work [14] to capture temporal artefacts of video. Finally, we
propose a hybrid model that includes the features from deep
neural networks and handcrafted features in classifying the
video quality.
In summary, our contributions are the following:
• We uncover limitations of existing work for QoE an-
notation of video telephony in enterprise networks
(Section 2).
• We introduce new QoE metrics for video telephony
that are content, application and device independent
(Section 5).
• We micro-benchmark our metrics with the three most
popular applications, i.e., Skype, FaceTime and Hang-
outs, and five different mobile devices (Section 5).
• We develop a model to map our QoE metrics to MOS
and demonstrate a median 90% accuracy across appli-
cations and devices (Section 6).
• We propose generic deep learning model combined
with handcrafted features and show a median accuracy
of 96% which is 6% improvement over handcrafted
features.
2 MOTIVATION FOR SCALABLE QOE ANNOTATION
In this section, we describe the need for new QoE metrics for
enterprise networks and the limitations of existing work.
Lack of QoE information from applications: While sev-
eral works have motivated and addressed the problem of
network-based QoE estimation [5], little attention has been
paid to the problem of collecting the QoE ground-truth.
Most works have relied on application-specific information.
This approach is effective for QoE optimizations by content
providers, as they only focus on a single application [4]
or initial training of QoS to QoE model [5]. Nevertheless,
administrators of access networks have to ensure good
experience for a wide range of diverse applications being
simultaneously used. Table 1 shows that not all popular
video applications provide QoE information. Even for ap-
plications like Skype, availability of technical information
depends on the version of the application and on the OS
(e.g., no technical information for iOS).
Application Ground-truth
Skype X*on some versions
Hangouts/Duo ×
FaceTime ×
YouTube/Netflix X
TABLE 1: Availability of QoE ground-truth
To apply QoE estimation models in real networks, we
need to remove the dependency of QoE metrics on applica-
tion features, such as Skype technical information. One way
to achieve this is to simply record the video as it plays on
the mobile device and analyze this video for quality.
Lack of scalable and reliable QoE measures: Prior work
on video quality evaluation leverages subjective and/or ob-
jective metrics. Subjective metrics are measured with MOS
collected through user surveys. They capture absolute QoE
but are tedious to conduct and to scale. QoE metrics need to
scale to thousands of videos in order to train models that
map QoS to QoE. Alternatively, objective metrics can be
computed from the video. Objective metrics are further clas-
sified in two categories: reference and no-reference based.
A reference-based metric uses both sent and received video,
and compares the quality of sent vs. received frames. As it is
challenging to retrieve and synchronize reference videos for
telephony applications, no-reference based quality metrics
are preferred. Jana et al [15] have proposed a no-reference
metric for QoE estimation in Skype and Vtok. They record
received videos for each of these mobile telephony appli-
cations and compute three no-reference metrics: blocking,
blurring and temporal variations. Then, they combine these
three metrics into one QoE metric by using MOS from
subjective user study. Their study shows that blocking does
not impact MOS of a video clip. While they show that their
blur and temporal variation metrics correlate well with MOS,
they do not evaluate these metrics over a wide range of
clips. For example, one can wonder if blur is sensitive to the
video content.
We conduct similar experiments with Skype to evaluate
blur metric of prior works. Our experimental setup is de-
scribed in Section 5. To capture video blur, Jana et al [15]
employ discrete cosine transform (DCT) coefficients [16]
from the compressed data by computing the histogram of
DCT coefficients thereby characterizing the image quality.
The DCT coefficients are obtained in transform coding of
video compression process, as described in Section 4. The
assumption here is that blurred image has high-frequency
coefficients close to zero. Hence, the method studies the
distribution of zero coefficients instead of absolute pixel
values. Although the method estimates out-of-focus blur
accurately, it falls short in estimating realistic blur and sensi-
tivity to noise. The authors also point out that the method is
very sensitive to uniform background and images with high
luminance components. In Fig. 1, we evaluate blur for 20
video sequences1 using DCT metric. We have collected these
videos in a representative manner to cover diverse content,
different types of motion and we have downloaded them
in Full HD resolution. The same 20 videos are converted to
low quality by compressing and decreasing the resolution,
1. The videos are located at https://bit.ly/2CM1pEY.
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Fig. 1: Blur detection using DCT coefficients [15], [16]. DCT
coefficients fail to distinguish between high and low quality
video due to content diversity.
to observe the difference of DCT metric between high and
low quality videos.
We notice two aberrations of the DCT metric by Jana
et al [15]: First, the metric is indeed content-specific i.e.,
although it produces high blur values for some low quality
videos, it also shows high blur values for some high quality
videos. For instance, videos 2 and 4 contain mostly over-
illuminated and dark images and are equally tagged as
blurred in both low and high quality scenarios. Second,
DCT metric fails to detect accurate blur levels, even if the
image is blurred heavily i.e., it shows low blur differences
(<0.2 blurriness) between high and low quality videos even
though we created extremely low-quality videos. Even for
a single video, this DCT metric shows a lot of variation,
such as for videos 3 and 11, raising concerns about its
accuracy. We evaluate the accuracy of this blurriness metric
in Section 6.4, showing a MOS error larger than 1.2. We
also experiment with four other well-known blur metrics
[17][18][19][20], but none of these methods are consistent
across diverse videos. This challenges the scalability and
versatility of this blur metric in the wild.
The temporal variation metric proposed by Jana et al [15]
aims to capture video stalls and considers the ratio of missed
frames to total number of frames in a video, but the metric
requires the number of frames sent over the network. One
needs the reference video to compute the number of frames
in the video, thus the metric is not entirely no-reference. In
enterprise networks, a QoE metric needs to be applicable to
diverse contents and to not rely on access to reference video.
Further, other previous works [21][22][23][24] focused on
measuring the temporal jerkiness. We find these methods
either are parametrized or are sensitive to resolution and
to frame rate of the video or are unable to scale across
diverse video contents. The above limitations motivate us to
propose new metrics that can accurately measure blurriness
and freezes across diverse video content.
Need for a model per application category: When analyz-
ing a recorded video for an application, the QoE metric has
to be sensitive to the application category as different appli-
cations have to meet diverse performance guarantees. For
instance, streaming quality is impacted largely by buffering
and stall ratio, whereas telephony quality is impacted by bit
rate, frames per second, blocking and blurring in the video.
Table 2 lists examples of QoE metrics corresponding to dif-
ferent applications. Therefore, one needs to capture different
artefacts when designing models for multiple application
categories.
To address the aforementioned requirements, we seek to
answer the question: How to scalably label the quality of a video
call, without any support from the application?
Application Category Suitable Metric
Adaptive Streaming Startup delay, Buffering ratio, Stall ratio
Video Telephony Bitrate, Fps, Blocking, Blurring
Progressive Downloads PSNR, SSIM
VR/AR, Game Streaming Latency, buffering ratio, Stall ratio
TABLE 2: Metrics based on application category
3 RELATED WORK
There is an extensive prior work on video QoE model-
ing. The vast majority of works [5][4][6] introduce ma-
chine learning methods to map QoS to QoE, and as-
sume availability of the QoE ground-truth. Features for
QoE estimation can be collected from various vantage
points, such as on the application server [4][25][26], on
the end-device (application-client statistics or packet cap-
turing) [7][27][28][5][29], or the access network (e.g., WiFi
AP or LTE base station) [30][15][8]. Compared to the above
works, we focus on annotating QoE ground-truth, hence
easing the extension of QoS to QoE mappings to all video-
telephony applications. Our work significantly advances
state-of-the-art QoE labeling at the training phase of QoS
to QoE, by introducing accurate metrics that capture spatial
and temporal video quality.
Spatial quality assessment: Prior works have proposed
multiple metrics to capture video blurriness (spatial arte-
facts). Jana et al. [15] introduce metrics for freezes, blocking
and blur over Skype and Vtok. However, as we show in Sec-
tion 2, this blur metric is highly content dependent. We have
found similar results for major prior works [17][18][19][20]
on no-reference blur detection. In Section V, we present more
than 1 MOS lower estimation error for our metrics compared
to prior work over 20 diverse videos. We have not observed
blocking artefacts in any of Skype, FaceTime or Hangouts
applications.
Temporal quality assessment: Several works
[21][22][23][24] have investigated the effect of video
freezes on user QoE. Wolf and Pinson [21] propose to use
the motion energy temporal history of videos, along with
framerate of video. This requires additional information
from original video hence, making it a reduced reference
metric. Similarly, the temporal metric of Jana et al. [15] is a
reduced-reference metric. The temporal metric by Pastrana-
Vidal and Gicquel [24] is sensitive to resolution and content
of the video. Different from all of these works, we present
three content-independent, no-reference temporal metrics
to assess temporal video artefacts.
Machine/Deep learning based quality assessment: There
has been a lot work in the space of image quality assessment
using machine learning [31][32] and recently deep learning
[33][34]. A relatively few works have focused on video qual-
ity assessment [35]. However, most of these models limited
either spatial or temporal feature extraction. Moreover, the
datasets used these models are not enough to evaluate the
scalability of the models. In our model, we carefully select
20 different video as described in §2 and apply both spatio-
temporal feature extraction methods. There are also few
deep learning models proposed to improve the QoE of video
4streaming [36][37]. However, these works are orthogonal to
our work and focum more on rate adaptation algorithms.
4 BACKGROUND
Before designing our no-reference QoE metrics, we present
a video coding primer and QoE artefacts in video telephony.
In Section 5, we harness these coding properties to carefully
craft accurate metrics that capture such artefacts.
4.1 Video Coding Primer
Video coding is performed in three critical steps:
• Frame prediction: The encoder takes images of video
and divides each image into macroblocks (typically 16x16,
16x8, 8x16, 8x8, 4x4 pixel blocks). The macroblocks are
predicted from previously encoded macroblocks, either
from current image (called intra-frame prediction) or from
previous frames and future frames (called inter-frame pre-
diction). Depending on the intra- and inter-macroblocks,
frames are classified as I, P and B frames. The I frame
uses only intra-frame prediction i.e., it does not employ
any previously coded frames as reference. Whereas P
frames are predicted using previously coded frames and
B frames are encoded from previous and future frames.
The encoder typically combines both intra- and inter-
prediction techniques to exploit spatial and temporal
redundancy, respectively. Intra-frame prediction involves
different prediction modes [38] while finding candidate
macroblocks. Inter-frame prediction uses motion estima-
tion by employing different block matching algorithms
(such as Hexagon based or full exhaustive search) to
identify the candidate macroblock across frames. Finally,
a residual is calculated by taking the difference (measured
typically using mean absolute difference (MAD) or mean
squared error (MSE)) between the predicted and current
macroblock. The prediction stage produces 4x4 to 16x16
blocks of absolute-pixel or residual values.
• Transform coding and quantization: These absolute
values are then transformed and quantized for further
compression. Typically, two transform coding techniques
(block or wavelet based) are used to convert pixel values
into transform coefficients. A subset of these transform
coefficients are sufficient to construct actual pixel values,
which means reduced data upon quantization. The most
popular transform coding is DCT over 8x8 macroblocks.
• Entropy coding: Finally, coefficients are converted to
binary data which is further compressed using entropy
coding techniques, such as CABAC, CAVLC or Huffman.
Richardson presents details of video compression [38].
We highlight that inter-frame prediction depends on motion
content in the video. The higher the motion in the video
is, the lower the compression rate is. Similarly, intra-frame
compression is affected by frame contents such as color
variation. For instance, the blurrier the video is, the higher
the compression rate is. In the next section, we design QoE
metrics exploiting these video coding principles.
4.2 QoE Artefacts in Video Telephony
When a user is in a video telephony call, she can experience
different aberrations in video quality, as follows.
Video freeze is a temporal disruption in a video. A user may
experience freeze when the incoming video stalls abruptly
and the same frame is displayed for a long duration. Ad-
ditionally, freeze may appear as a fast play of video, where
the decoder tries to recover from frame losses by playing
contiguous frames in quick succession, creating a percep-
tion of “fast” movement. Both these temporal artefacts are
grouped into freeze. This happens mainly due to network
loss (where some frames or blocks lost) or delay (where the
frames are dropped because the frames are decoded too late
to display).
Blurriness appears when encoder uses high quantization
parameters (QP) during transform coding. Typically, servers
use adaptive encoding based on network conditions. In
adaptive encoding, server attempts to adjust QP to mini-
mize bitrate in poor network conditions, which degrades the
quality of encoded frame. High QP reduces the magnitude
of high frequency DCT coefficients almost down to zero,
consequently losing information and making it impossi-
ble to extract original DCT coefficients at the time of de-
quantization. Loss of high-frequency information results in
blurriness.
Blocking: Most of the current coding standards (such as
H.26x and VPx) are block based, where each image is
divided into blocks (from 4x4 to 32x32 and recent 64x64
block in H.265). The blocking metric captures the loss of
these blocks due to high network-packet loss. The decoder
can introduce visual impairments at the block boundaries or
place random blocks in place of original blocks, if the pre-
sentation timestamp elapses, which creates bad experience.
Call startup delay is the duration of call setup from the
time the caller initiates the call until the callee receives it. We
observe an 11 s worst case and 7 s median delay when there
is 20% network packet loss, whereas we obtain a median 3
s delay in best network conditions. Although call startup
delay does measure user experience, it can only provide
information at the beginning of the call, and not during the
call.
Audio and video synchronization: The relationship be-
tween audio and video is important in case of interactive
video telephony. For example, most of the telephony ap-
plications allow audio playback while the video is being
frozen. The QoE can be formulated as a complex model
in terms of audio and video metrics. However, most of
these applications separate the audio and video streams
because of the advances in adaptive bitrate algorithms. Also,
considering the audio traffic is very small, we focus only on
the video quality of experience excluding audio streams. We
do not quantify the audio experience as there is an extensive
work focused on this in the past [8][27].
In this work, we focus on freeze and blurriness artefacts.
In our extensive experiments over Skype, Hangouts, Face-
Time, we do not observe any blocking artefacts, hence we
omit this metric for video telephony. We notice video freezes
(temporal artefact) and blurring (spatial artefact). For video
freezes, we explore multiple metrics that capture freeze ratio
for whole clip, number of freezes per clip and duration of
freezes. We do not consider startup delay, as it is an one-time
metric.
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Fig. 3: Blur detection using PBR.
5 DESIGN FOR SCALABLE QOE ANNOTATION
In this section, we first describe our framework and mea-
surement methodology. We then explain our QoE metrics
and evaluate them across different applications and devices.
We validate that our metrics capture video artefacts caused
by diverse network conditions.
5.1 Measurement Methodology
Set-up: In Figure 2, we show our measurement set-up
and QoE labeling framework. Since video telephony is an
interactive application, it requires at least two participat-
ing network end-points (clients). In our set-up, we use a
mobile device on our local enterprise WiFi network (Client
1) and an Amazon-provided instance as the second end-
point (Client 2). Both clients can run Skype or Hangouts2.
When the video call is placed from Client 1 to Client 2,
Client 2 runs a virtual web-cam that inputs a video file in
telephony application instead of camera feed; at Client 1,
the video is received during the call. At the Amazon Client
2, we use manycam [39], a virtual web-cam tool. This tool
can be used with multiple video applications in parallel
for automation. In our LAN, a controller sits to emulate
diverse network conditions and to run experiments on the
connected mobile device through Android debug bridge
(ADB) interface (via USB or WiFi connection). To automate
the video call process, we use AndroidViewClient (AVC)
library [40]. Once the received call is accepted, we start
the screen recording of the video call session. The videos
are recorded using Az screen recorder [41]. The recorded
videos are sent to video processing module to calculate the
objective QoE metrics. We use Ffmpeg [42] tool to extract
2. For FaceTime, we use 2 local clients (iPhone/iPad and MacBook
Air) on different sub-networks, as creating virtual iOS and web-cam is
challenging.
our QoE metrics. Ffmpeg is a video framework with large
collection of coding libraries. To validate our metrics and
translate them into user experience, the videos are then
shown to users to rate their experience. Finally, we retrieve
MOS from all users and map our QoE metrics to MOS. We
delve into the details of our user study and modeling in
Section 6.
Network conditions: As we experiment real-time with
interactive applications (Skype, Hangouts, FaceTime), we
need to emulate real user experience under any condition
and to obtain samples with MOS values of all levels (1–5).
Hence, we conduct tests with ideal network conditions and
with throttled network. To create average and bad network
conditions, we use Linux utility tc and we introduce hun-
dreds of ms of delay, packet loss (10–20% ensuring that the
call is setup), or low bandwidth (2–10 Mbps). Note that the
network paramters in general can be varying considerably.
But, we by design choose these non-varying settings to
have a controlled environment to get reliable ground-truth
about the quality of experiments. We need a similar loss
environment for 10-30 second clips in order to be able to
accurately use the ground-truth from the users.
Test video sequences: We use the same 20 test video se-
quences as in Section 2. We collect these videos from Xiph
media [43] and YouTube. We select 20 representative videos
that contain different types of motion and content. All
videos are downloaded in Full HD (1920x1280) resolution.
5.2 Video QoE Metrics
PBR: Video bitrate has been considered a standard metric
for perceptual quality of video [7], [30]. We compute the
bitrate of recorded videos as a QoE metric. Typically, the
bitrate is lower for low resolution video and higher for high
resolution video and depends on the level of video com-
pression. Therefore, we capture video blur with encoded
bitrate by compressing the recorded video. We employ
the observation that the blurrier the video is, the higher
compression efficiency is. However, we find that the bitrate
metric is sensitive to motion in the video, because the
block movement for high motion videos is very high and
it is low for low motion videos. This results in different
encoding bitrates. As described in Section 4, low motion
videos take advantage of inter-frame prediction, which
makes the encoded bitrate motion-sensitive. Therefore, we
use intra-coded bitrate by disabling the inter frame prediction
while compressing video. We experiment with different encod-
ing parameters like quantization parameter (QP) and de-
blocking filter techniques and we choose high QP value (30)
while coding, to get large bitrate difference when encoding
high- and low-quality videos. To achieve robustness to video
content, we compute the relative change between the recorded
bitrate and the intra-coded bitrate of the compressed video. We
define this change as the perceptual bitrate (PBR), as it only
captures quality of the image. Since we calculate PBR on
the recorded video, we do not need a reference video, hence
PBR is a no-reference metric.
We validate the PBR metric with respect to the same
20 videos used to compute blur using DCT coefficients in
Section 2. We create two sets of videos with high and low
quality and record them during a Skype call under best
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Fig. 4: PBR and Freeze Ratio for different videos with respect to content, application and device settings. Results for diverse
network conditions are shown (from bad, average, good).
network conditions. This experiment aims to validate our
blur capturing metric, hence we avoid video freezes by
sending low quality videos over best network conditions.
Fig. 3 shows PBR for both low and high quality videos.
We observe a PBR larger than 20% for low quality videos,
whereas PBR is smaller than 5% for high quality videos. Un-
like blur detection using previous methods, we see a clean
separation of average PBR between low and high quality
videos. Therefore, PBR can be used to detect blurriness in
videos without any ambiguity.
Freeze Ratio: As described in Section 4, freeze ratio is
another important QoE artefact. Freeze ratio is the number
of repeated frames over total frames in a given window, i.e.,
it denotes the amount of time the video is paused because
of network disturbance. We use Ffmpeg’s mpdecimate [42]
filter in calculating freeze ratio. The mpdecimate algorithm
works as follows: The filter divides the current and previous
frame into 8x8 pixels blocks and computes sum of absolute
differences (SAD) for each block. A set of thresholds (hi, lo
and frac) are used to determine if the frames are duplicate.
The thresholds hi and lo represent number of 8x8 pixel
differences, so a threshold of 64 means 1 unit of difference
for every pixel. A frame is considered to be duplicate frame
if none of the 8x8 blocks yields SAD greater than a threshold
of hi, and if no more than frac blocks have changed by more
than lo threshold value. We experiment with several other
error methods such as MSE and MAD, but we notice similar
results among all three, thus we choose SAD for minimal
computation overhead. We use threshold values of 64*12 for
hi, 64*5 for lo and 0.1 for frac for all our experiments. The
metric does not work if the entire video is having a still
image (for instance a black screen throughout the video).
However, we think that it is a reasonable assumption that
most of video telephony applications do not generate such
video content.
In addition to freeze ratio, we also compute length and
number freezes in video. We define a freeze if the video is
stalled for more than one second. We observe that users
do not perceive the stall when the length of freeze is
very short or if there are very few such short freezes in
the video. Therefore, we employ freeze ratio, length
and number of freezes metrics to capture the temporal
artefacts of QoE.
5.3 Micro-Benchmarking of Video Artefacts
In this section, we show the scalability of our metrics
through measurements across different applications and
devices. As described above, we use a total of 4 metrics:
PBR, freeze ratio, length and number of freezes in the video.
For brevity, we show measurements for only PBR and freeze
ratio. We find similar trends with other metrics as well. We
measure these metrics with 6 different videos from the 20
videos described in Section 2, that cover high video-motion
and content diversity. These experiments are run on Skype
and Samsung Galaxy Tab S2 unless otherwise specified. All
videos are recorded under Full HD (1920x1280) resolution
with 60 Fps. Each experiment consists of 20 minutes video
call with a total of 18 hours of video recordings. The
videos are recorded under different network conditions to
obtain different video quality levels. We use the following
network conditions: good case (0% loss, 0 latency and 100
Mbps bandwidth), average case (5% loss, 100 ms and 1
Mbps bandwidth) and bad case (20% loss, 200 ms, and 512
Kbps bandwidth). Fig. 4 shows PBR and freeze ratio across
different applications and devices. Our observations are the
following.
Video Motion and Content Diversity: The average PBR for
best network conditions is always smaller than 5%. PBR is
larger than 20% under bad settings (see In Fig. 4(a)). The av-
erage freeze ratio for best network conditions is smaller than
0.3 and for bad conditions, it is larger than 0.8 (Fig. 4(d)). We
observe that both PBR and freeze ratio are highly impacted
by network conditions and follow same trend with network
quality irrespective of content and motion in the video.
Therefore, the videos can be labeled accurately because of
clear separation between network dynamics.
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Fig. 5: MOS and standard deviation of QoE scores from 30 lab and 30 online users. Although the scores vary across the
users both in lab and online, the distribution of MOS is similar in two cases.
Application Diversity: In Fig. 4(b), 4(e), we present PBR
and freeze ratio for three applications: Skype, FaceTime and
Hangouts. For Skype, we observe an average PBR of less
than 5% with good network and 20% with bad network.
Whereas, both FaceTime and Hangouts reach more than
40% PBR under bad network. This discrepancy is due to
application logic: Skype does not compromise quality of
video, hence low PBR. But, this causes Skype video calls to
be stalled more frequently compared to other applications
under bad network scenarios. Whereas, bitrate adaptation
of FaceTime and Hangouts sacrifices quality to provide
temporally smooth video. Moreover, quality and bitrate are
highly impacted by the underlying video codec the appli-
cation uses. In our experiments, Skype uses H.264 whereas
Hangouts uses VP8. We observe that using different video
codecs and adaptive bitrate (ABR) algorithms impacts video
quality during call.
The freeze ratio for Skype is similar to FaceTime and
Hangouts. However, as network conditions worsen, Skype
yields more freezes compared to other applications. Despite
the additional freezes, the average freeze-ratio for Skype is
only 0.1 larger than other applications. This is due to the
longer freezes of FaceTime and Hangouts than of Skype.
Device Diversity: We aim to devise a model that is inde-
pendent of the device that runs video telephony. Our metrics
should capture similar video QoE on different devices given
that screen recorder and network conditions are the same. To
this end, we evaluate our metrics on three devices: Samsung
Galaxy Tab S2, Samsung Galaxy Edge S6 and Google Pixel
Tab. In Fig. 4(f), 4(c), we observe that both PBR and freeze ra-
tio show same distribution under different network settings
on all devices. Hence, our metrics are device independent.
6 FROM VIDEO ARTEFACTS TO QOE
We validate our QoE metrics presented in Section 5 with
subjective measurements. We seek to ensure that our metrics
accurately capture video telephony QoE artefacts. Video
artefacts vary across applications and network conditions.
Additionally, they can appear together (e.g., when we have
both blurriness and stutter) or independently. Intermingled
video artefacts result in diverse QoE levels (from bad to
excellent), standardized as MOS by ITU-T [44]3. We carry
out a user study and obtain a MOS for each video.
3. MOS takes values from 1 to 5, with 5 being excellent.
6.1 Data Preparation
As described in Section 5, the dataset is prepared from
recorded video calls. We use 20 videos described in Sec-
tion 2, for video calls on Skype, FaceTime and Hangouts.
For each video and application, we repeat experiments on
multiple devices. The video calls are recorded under differ-
ent network conditions to produce good, average and bad
quality videos. We record video calls for Skype, Hangouts
on Samsung Galaxy (SG) S6 edge, Google Pixel Tab, SG
S2 Tab and for FaceTime on iPad Pro (model A1674) and
iPhone 8 Plus. We post-process these videos into 30 seconds
video clips and evaluate QoE for each clip. We host a web
server with these video clips and ask the users to rate their
experience after watching each sample.
6.2 User-Study Setup
We conduct the user-study in two phases: 1) in two labs, 2)
online using a crowd sourced platform. The lab user study
is conducted at a university campus and an enterprise lab.
The online user study is conducted on Amazon Mechanical
Turk platform [45]. Online users are from the United States
and are in age range 20–40. We collect results from 60 lab
users and more than 150 online users4. We faced several
challenges while deploying a user-study in the wild, such as
ensuring that 1) users watch the whole video clip without
fast forwarding and then rate their experience, 2) users
can rate the video if and only if they watch the video,
3) users watch on screens of similar size to avoid huge
QoE variance i.e., small screen users do not perceive poor
quality compared to large screen users. We address these
challenges by carefully designing the user-study website
and avoiding noisy samples. First, we disable the video
controls in the web page so that users cannot advance
the video. Second, we introduce random attention pop-up
buttons while watching the video and ask users to click on
the attention button to confirm that they are watching the
video. Note that the pop-up button is visibile for very few
seconds below the video playback, which does not have
a significant influence while rating the video (See §6.3 for
variance results). A user cannot move to next video until the
current video is rated. Finally, we restrict users from taking
the study on mobile devices, to avoid variance due to small
4. Our conducted user-studies are approved by the Institutional
Review Board (IRB) of our institution. Evidence to be provided upon
paper acceptance.
8screens. The user-study web page can be run on Chrome,
Firefox and Safari. Once the user completes rating all the
videos, results are pushed to our server. Then, users are
granted a server-generated code for processing payments
in MTurk. Amazon MTurk restricts users from taking again
the same study, thus our users are unique.
6.3 Lab vs. MTurk Users
We compare the MOS across lab and online users for the
same set of 40 video clips and we find similar distributions
across 80 clips. Fig. 5 shows the MOS bar plots of user
ratings. The lower the rating is, the lower the QoE is. For
each video sequence, we plot the average MOS across users
with error bars for standard deviation. We observe that lab
and online users exhibit similar distributions of MOS. The
standard deviation of MOS between lab and online users
is smaller than 1 MOS for 96% of videos. In both studies,
we observe lot of variance for first few videos because the
users were not shown original videos. The users learn the
score for each video after watching few videos and rate
them correctly from then on. So we remove these initial
set of videos which have high standard deviation from
our data analysis. We find that 4% of these video clips
have more than 1 MOS standard deviation and we remove
them from our analysis as outliers. Such videos have a
large portion of uniform background, hence their content
challenges classification between average and good MOS.
6.4 Modeling Our Metrics to MOS
We now present our MOS prediction model that corrobo-
rates that our metrics accurately capture QoE artefacts and
users’ MOS. We build a model to map our objective metrics
to subjective evaluations (MOS from user-study). Typically
network administrators need to estimate a subjective evalu-
ation such as MOS. However, QoE assignment in 5 classes
can be cumbersome and may give little information on
network quality. Hence, we map MOS scores to 3 classes
(i.e., bad, average, good) that can be used by LTE or WiFi
deployments to enhance resource allocation. We first explain
our modeling methodology from our metrics to MOS, and
then describe how to translate MOS into 3-class QoE.
Typically, objective QoE metrics are mapped to MOS
scores using non-linear regression [46]. Our regression
model employs the average MOS from 15 users as ground-
truth per video clip and it is based on ensemble methods
[47]. Taking the ensemble of models, we combine predic-
tions of base estimators to improve generalizability and
robustness over a single model. Moreover, a single model
is always vulnerable to over-fitting and is complicated,
which can be avoided in the form of ensemble of weak
models. The ensemble is usually produced by two methods:
averaging or boosting. We employ boosting method, in par-
ticular AdaBoost[48], where the base estimators are built
sequentially and one tries to reduce the bias of the combined
estimator, thereby combining several weaker models and
producing an accurate model.
AdaBoost algorithm fits a sequence of weak models
(for example, small decision trees in our framework nearly
equivalent to random guessing) on different versions of
data. The predictions from each weak model are combined
TABLE 3: Models performance on Skype data
Model Precision (%) Accuracy (%) Recall (%) MSE
SVR 89.33 89.33 89.33 0.36
MLP 90.77 90.77 89.62 0.36
KNN 82.91 81.67 81.67 0.63
RF 89.72 89.34 89.34 0.41
ADT 92.21 92.00 92.00 0.29
TABLE 4: Models performance on FaceTime data
Model Precision (%) Accuracy (%) Recall (%) MSE
SVR 88.13 86.00 86.00 0.32
MLP 90.00 89.77 89.30 0.28
KNN 74.98 72.00 72.30 0.48
RF 90.37 90.00 90.00 0.28
ADT 90.28 90.00 90.00 0.26
to produce a strong prediction with a weighted sum scheme.
At each iteration, called boosting iteration, a set of weights
(w1, w2, , wN , where N is number of samples) are applied to
training data. The weights are initialized with wi = 1/N ,
in order to train a weak model on the original data. In
the following iterations, the weights of training samples are
individually modified and model is applied again on the
re-weighted data. At any given boosting stage, the weights
are changed depending on prediction at the previous step.
The weights are proportionately increased for incorrectly
predicted training samples, while the weights are decreased
for those samples that were correctly predicted. The samples
which are difficult to predict become more important as
the number of iterations increases. The next-iteration weak
model then focuses on the incorrectly predicted samples in
the previous step. Details of the Adaboost algorithm are
given in [48][49].
Moving from 5 MOS scores to 3 classes, one has to
estimate two thresholds m1,m2 in MOS (bad label: MOS
< m1, average: m1 ≤ MOS < m2, good: MOS ≥ m2).
To this end, we first train the regression model and then
search the MOS scores space with a sliding window of 0.05
for the two thresholds. We iterate over all such possible
thresholds to maximize the accuracy of the trained model.
We compute the true labels and prediction labels from the
test MOS scores and predicted scores respectively using the
corresponding thresholds in each iteration. We then select
the thresholds which give highest accuracy from prediction
labels. Therefore, our framework is divided into two phases:
predicting MOS scores and labeling the scores with optimal
thresholds.
We first evaluate our metrics by fitting five most com-
mon regressors: Support Vector Regressor (SVR), Ran-
dom Forests (RF), Multi-Layer Perceptron (MLP), K-Nearest
Neighbor (KNN) and Adaboosted Decision Tree Regres-
sors (ADT). Each model is evaluated under 10 fold cross-
validation. We perform a fine grid search to tune the hyper-
parameters for all the models. We select the best parameters
from the grid search and use the best estimator for the rest
of the evaluations. This is repeated for Skype, FaceTime and
Hangouts applications separately. The performance of each
model is presented in terms of precision, accuracy and recall
for three applications after labeling stage. We present micro-
average metrics of accuracy, precision and recall, as the
macro-average does not yield class importance [50]. Micro-
9TABLE 5: Models performance on Hangouts data
Model Precision (%) Accuracy (%) Recall (%) MSE
SVR 91.36 90.67 90.67 0.44
MLP 89.34 88.48 88.48 0.45
KNN 87.02 86.67 86.67 0.49
RF 91.22 90.67 90.67 0.43
ADT 93.75 93.33 93.33 0.38
TABLE 6: Model performance across devices for Skype
Devices Model Performance
Training Testing Precision (%) Accuracy (%) Recall (%)
SG-S6 Phone
SG-S6 Phone 89.90 88.57 88.57
SG-S2 Tab 88.41 88.00 88.00
Pixel Tab 88.52 87.62 87.62
SG-S2 Tab
SG-S6 Phone 83.73 84.43 83.00
SG-S2 Tab 93.04 91.43 91.43
Pixel Tab 82.69 82.86 82.86
Pixel Tab
SG-S6 Phone 84.43 84.00 84.00
SG-S2 Tab 84.40 86.49 86.49
Pixel Tab 88.20 94.40 94.00
average aggregates the contributions from all the classes
to compute the average metric. We also report the mean
squared error (MSE) for all models. We observe at least
88% accuracy for all the models in all applications, except
KNN regressor. This discrepancy is due to the weakness of
KNN with multiple features. We observe that KNN does
not generalize our dataset well and predicts most of the
samples incorrectly. The mis-prediction is due the fact that
each sample in higher dimension is an outlier as the distance
metric (euclidean distance in our model) becomes weak
with more features [51], unless the data is well separated in
all dimensions. Among all models, ADT has consistent and
better accuracy in all applications with a maximum accuracy
of 92% in Skype, 90% in FaceTime and 93.33% in Hangouts.
We also use boosting with other models, but boosting did
not improve the accuracy. Therefore, as ADT performs better
than other models, we use this model for all the other
evaluations unless otherwise specified. The best hyper-
parameters for ADT from grid search are: n_estimators
= 10, learning_rate = 0.1 and linear loss [47].
Fig. 6 shows a scatter plot of user-study MOS vs. pre-
dicted MOS for the three applications. The MSE in MOS
for the three applications is smaller than 0.4 with ADT for
all the applications. We also observe three clear clusters
approximately divided by the MOS scores m1 = 2 and
m2 = 4, that coincide with our thresholds for labeling the
scores into 3 classes. This also justifies our design choice
to finally employ three labels (bad, average, good) out of 5
MOS scores.
Model performance for Skype: Table 3 shows performance
of Skype model across different regressors. The MSE in
MOS is 0.29 in case of ADT and it is 0.63 with KNN
regressor. Similarly, precision, accuracy and recall for ADT
is the highest, while KNN being lowest. ADT model gives
a best threshold of m1 = 2 and m2 = 3.8 in separating
the MOS scores into labels. While all the other models
produce a threshold of m1 = 2 and m2 = 3.4. Here, the
best performance in ADT results from (i) its low MSE and
(ii) the wide range for average class separation, i.e., it labels
all the samples from MOS 2 to 3.8 as average class, while
other models yield average class from MOS 2 to 3.4. The
performance gap is due to the distribution of our average
TABLE 7: Model performance across devices for FaceTime
Devices Model Performance
Training Testing Precision (%) Accuracy (%) Recall (%)
iPad Pro
iPad Pro 93.60 92.00 92.00
iPhone 8 Plus 90.18 89.93 89.93
iPhone 8 Plus
iPad Pro 88.34 88.34 88.34
iPhone 8 Plus 92.50 92.00 92.00
TABLE 8: Model performance across devices for Hangouts
Devices Model Performance
Training Testing Precision (%) Accuracy (%) Recall (%)
SG-S6 Phone
SG-S6 Phone 90.03 90.00 90.00
SG-S2 Tab 84.26 84.77 84.77
Pixel Tab 82.86 82.00 82.00
SG-S2 Tab
SG-S6 Phone 89.61 89.21 89.21
SG-S2 Tab 91.76 90.00 90.00
Pixel Tab 85.41 84.77 84.77
Pixel Tab
SG-S6 Phone 86.79 86.00 86.00
SG-S2 Tab 85.05 85.00 85.00
Pixel Tab 86.17 86.67 86.67
class samples spread over wider range of bad or good labels.
Using m1 = 2 and m2 = 3.8 thresholds, we get 30%, 40%
and 30% of our 300 samples in bad, average and good labels.
To show that our Skype model is device independent,
we further evaluate our model across three devices: SG-S6
phone, SG-S2 Tab and Pixel Tab. Table 6 shows precision,
accuracy and recall for all three devices. We measure per-
formance by training on one device, and testing on other
devices. We observe that the performance is always better
when trained and tested on the same device compared
to training on one device and testing on other device.
However, we find a difference of less than 7% in accuracy
when trained and tested across different devices, with an
accuracy of at least 83%. This corroborates that our model
is robust across devices and it can be trained and tested
without device constraints i.e., our metrics can be collected
on a certain device and can be applied to any other devices.
Model performance for FaceTime: Table 4 shows per-
formance of FaceTime model across different regressors.
Similar to Skype, we observe similar performance (> 89%
accuracy) for all models except the KNN regressor. Here,
although the RF regressor is performing better (90.37%
precision) than ADT, the MSE in MOS is larger than ADT.
Interestingly, all models produce same thresholds of m1 = 2
and m2 = 3.4 in labeling the scores. Here, the samples
are distributed uniformly across three classes unlike Skype,
hence all regressors are performing almost equally. How-
ever, KNN regressor still suffers in FaceTime model due to
weakness with many features as explained above. Using
these thresholds, we get 30%, 36% and 34% of the 200
samples in bad, average and good labels.
To validate that our FaceTime model is device indepen-
dent, we train and test across iPad and iPhone devices. Table
7 shows that when training and testing on same device, we
observe 92% accuracy. Whereas, training and testing across
devices yields at least 88% accuracy. Hence, we observe a
difference of 4% accuracy across device training and test-
ing. Our FaceTime model is also device-independent. Note
that, we are not comparing the performance of our model
training on Android devices and testing on iOS devices and
vice-versa, because the recording set-up is different these
environments.
Model performance for Hangouts: Table 5 shows perfor-
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Fig. 6: User-study vs. predicted MOS for the three appli-
cations. We also show 3 clear QoE clusters divided by our
thresholds m1 = 2 and m2 ≈ 3.8.
mance of Hangouts model across different regressors. Sim-
ilar to other applications, ADT outperforms other models
with 93.33% accuracy with an average MSE of 0.38. Similar
to FaceTime, we observe that all models produce same
thresholds of m1 = 2 and m2 = 3.5 in labeling the scores.
Using the above thresholds, we get 32%, 34% and 34% of the
300 samples in bad, average and good labels respectively.
We further evaluate the Hangouts model across three
devices: SG-S6 phone, SG-S2 Tab and Pixel Tab. Table 8
shows that an accuracy of at least 86.67% when training
and testing on same device, while inter-device train and test
gives an accuracy of at least 82%. Overall, we observe less
than 8% accuracy difference when trained and tested across
different devices. This shows that the model is independent
of where training and tested are conducted.
6.5 Comparison with Baseline and Feature Importance
We compare our model prediction error with previous work
for Skype application. As we need no-reference metrics for
the baseline comparison, we use the DCT blur metric used
by Jana et al as spatial metric and frame-drop metric in
[23] as temporal metric. We fit the ADT model with these
two metrics as well as with our metrics using the MOS
scores from our user-study. Fig. 7 shows the performance of
Skype application across the 20 videos described in Section
2. Clearly, for a single video, both baseline and our model
yield less than 0.2 MSE in MOS whereas as the number of
videos increases, the MSE grows larger than 1.3 MOS for
baseline metrics. Whereas, our model has a maximum of
0.4 MSE. The baseline metric’s high MOS error with large
number of videos is due to DCT metric’s inability to scale
across diverse video content. In fact, in our experiments
we measure feature importance, which is defined as the
amount each feature improves performance weighted by
the number of samples this feature is responsible for. We
observe that feature importance for DCT is as low as 0.1, and
it is 0.9 for frame-drop metric. Therefore, previous metrics
fail to model video telephony QoE across diverse videos. We
observe similar results for FaceTime and Hangouts.
We also evaluate the importance of each proposed met-
ric. Fig. 8 shows the importance of features for ADT over
all three applications. Out of all features, freeze ratio is
dominating with at least 0.5 feature importance on all appli-
cations. For Skype, we observe highest (> 0.7) importance
to freeze ratio. The rest of the metrics are almost equally
important, and removal of any of these features causes an
up to 0.2 accuracy degradation. Whereas, for FaceTime and
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an up to 1.4 MOS estimation error across 20 video contents,
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Fig. 8: Feature Importance for the three applications.
Hangouts, we notice high importance for PBR (0.28 for
FaceTime and 0.41 for Hangouts) due to their compromise
in quality over freezes.
6.6 Summary
The model built from handcrafted features such as PBR,
freeze ratio and others has a median of 90% accuracy in
QoE labeling. However this accuracy would further reduce
when applied to traditional QoS to QoE mapping model.
Hence, we need to have a model that gives more accurate
estimation of the labels so that the QoS to QoE mapping
model will have acceptable performance. Hence, we 1) seek
to explore solutions than further improve accuracy (>90%),
2) use deep learning for QoE for the first time and compare
with handcrafted features. we choose recent success of deep
learning solutions in accurately classifying the MOS of video
samples to come up with a generic model. We explain
the deep learning based video quality assessment in the
following section.
7 DEEP LEARNING FOR QOE ANNOTATION
The evolution of parallel programming models for GPUs en-
ables several deep-learning solutions that can be leveraged
for QoE annotation [52][12][53][54]. Many of these deep-
learning techniques are developed for image or video clas-
sification tasks. In this work, we leverage these techniques
and propose our own model for our video QoE assessment
that is agnostic to application, content and motion present
in the video. However, the challenge here is to capture
both spatial (blur) and temporal (freezes) artefacts of video
while training the network. Many of the recent deep learn-
ing solutions aim for just image quality assessment which
requires capturing only spatial artefacts. This is typically
captured using convolutional neural networks (CNNs). To
recognize and synthesize the temporal dynamics of videos,
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Fig. 9: A Standard LSTM Architecture [14].
Fig. 10: DCL Architecture for Video Quality Assessment.
we exploit the use of long short term memory (LSTM)
which keeps track of long term dependencies [52][53][54]. A
standard LSTM architecture is shown in Fig. 9. The first step
of an LSTM model is to reduce unnecessary information,
which is usually called forget layer, ft that looks for
ht−1 and xt as shown in Equation (1). Next, the model
has to identify what new information to store in the cell
state which is called as input gate layer as shown in
Equation (2) and (3). The old cell state is updated into the
new cell state by using Equation (4). Finally, based on the
state of the cell the output is given using Equations (5) and
(6). We extract sequence of images: {x0, x1..., xn−1}, from
the video clip and feed them to a time distributed CNN
followed by an LSTM to store the time-domain information.
The LSTM model outputs the probability of these sequences
together to determine the quality of the video clip. This can
be represented by the Equation (7), where w represents the
weights of the model after training process. A step-by-step
guide and more details of LSTM algorithms is given in [14].
ft = σ(Wf .[ht−1, xt]i+ bf ) (1)
it = σ(Wi.[ht−1, xt] + bi) (2)
C˜t = tanh(WC .[ht−1, xt] + bC) (3)
Ct = ft ∗ Ct−1 + ut ∗ C˜t (4)
ot = σ(Wo.[ht−1, xt] + bo) (5)
ht = ot ∗ tanh(Ct) (6)
videoQaulity = argmax
0≤i≤2
P (yi|x0, x1, .., xn−1, w) (7)
The proposed deep CNN and LSTM (DCL) framework
is shown in Fig. 10. Each input image is fed to a time
distributed CNN [55][56] followed by series of LSTMs. The
weights of both CNN and LSTM are shared across time to
scale the result across sequence of images. After the feature
extraction phase from CNN and LSTM, both the spatial
Type/Stride Filter Shape Input Size
Conv/s2 3 × 3 × 3 × 32 224 × 224 × 3
Conv dw/s1 3 × 3 × 32 dw 112 × 112 × 32
Conv/s1 1 × 1 × 32 × 64 112 × 112 × 32
Conv dw/s2 3 × 3 × 64 dw 112 × 112 × 64
Conv/s1 1 × 1 × 64 × 128 56 × 56 × 64
Conv dw/s1 3 × 3 × 128 dw 56 × 56 × 128
Conv/s1 1 × 1 × 128 × 128 56 × 56 × 128
Conv dw/s2 3 × 3 × 128 dw 56 × 56 × 128
Conv/s1 1 × 1 × 128 × 256 28 × 28 × 128
Conv dw/s1 3 × 3 × 256 dw 28 × 28 × 256
Conv/s1 1 × 1 × 256 × 256 28 × 28 × 128
Conv dw/s2 3 × 3 × 256 dw 28 × 28 × 256
Conv/s1 1 × 1 × 256 × 512 14 × 14 × 256
5 × Conv dw/s1 3 × 3 × 512 dw 14 × 14 × 512
5 × Conv/s1 1 × 1 × 512 × 512 14 × 14 × 512
Conv dw/s2 3 × 3 × 512 dw 14 × 14 × 512
Conv/s1 1 × 1 × 512 × 1024 7 × 7 × 512
Conv dw/s1 3 × 3 × 1024 dw 7 × 7 × 1024
Conv/s1 1 × 1 × 1024 × 1024 7 × 7 × 1024
Avg Pool/s1 Pool 7 × 7 7 × 7 × 1024
FC/s1 1024 × 1000 1 × 1 × 1024
Softmax/s1 Classifier 1 × 1 × 1000
TABLE 9: Mobilenet Architecture used in our DCL model.
CNN1 comprise layers till Avg-Pool/s1 while CNN2 com-
prise layers from FC/s1 till Softmax. Conv-dw indicates
depth-wise separable convolution.
and temporal features are fed to fully connected network
followed by a softmax classifier [57].
However, we face the challenge that any ML algorithm
requires sufficient data to train the model accurately without
much bias and variance. In fact, it is well known that the
more data an ML model is trained, the more efficient it is
[58]. This is a non-trivial issue given the fact that there is
no such huge dataset to evaluate video quality assessment
while there are plenty of vertical video classification datasets
such as YouTube 8M video dataset [59]. This brings us to
explore new techniques to enlarge our small dataset to a
large-scale dataset, which is commonly referred to as data
augmentation [58]. In particular, we will train our own
small net to perform a rudimentary classification. We will
then proceed to use typical data augmentation techniques,
and retrain our models.
7.1 Data Augmentation
Data augmentation has shown significant benefits in train-
ing deep neural networks. There are three approaches to
data augmentation based on recent advances in computer
vision (CV) techniques [58] [60].
Frame Interpolation: This method is to produce more data
before the model is being trained. This is a traditional CV
method where an image is applied different transforma-
tions such as rotation, translation and scale to replicate the
ground-truth data. All the augmented data is fed into the
model while training and only part of the original data is
used for testing and validation. In this method, we can take
the samples from original data and manipulate the features
to generate additional data. In our dataset, we have video
samples of 30 seconds each with 30 fps, which is a total of
900 frames each video. While training, we sub-sample the
number of frames to minimize the storage requirements,
which results in loss of information. We exploit this sub-
sampling method to generate multiple samples out of a
single sample. That is, while extracting frames from the
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Fig. 11: Performance of Mobilenet and Inception models.
The average precision, accuracy, recall and AUC of Mo-
bilenet on par with Inception, while the features are 10 times
less than the latter.
video, we sub-sample the video with in multiple positions
so that each sample data contain neighboring frames. For
example, we can extract a frame for every 33 ms. We
generate a sample by sliding the starting position of first
frame with a gap of 33 ms. This way, we can generate 32
such samples for each video sample with 30 times reduction
in number of frames in a sample. With this, we get a total of
25600 samples (32 times our dataset of 800 samples).
Learning the Augmentation: This method is to learn the
data augmentation using a pre-neural network which is
placed in front of actual classifying neural network. The
prepended network generates new data by combining fea-
tures of two samples in the original dataset. This newly
generated and the original data together go into subse-
quent classifying layer-network. The training loss is back-
propagated to classifying network as well as all back to
prepended network. In our method, we can feed two video
samples to the augmentation network which generates a
new sample which is same size as the original samples.
The augmented as well as the original samples are given as
input to the classifying network. After training each sample,
the classification loss and the augmentation loss is collected.
The final loss is considered to be the weighted average of
the two losses.
Generative Adversarial Networks: This method takes an
image or video as input and applies a set of styles from a
subset of 6 styles— Monet, Ukiyoe, Cezanne, Enhance, Van
Gogh and Winter. A new style-transformed representation
of original input is created and both original and styled
objects are fed to train the network. The data augmentation
using GANs and style transfer can be found in [61].
In our study, we are constrained to not alter the video
sample. This makes the latter two techniques not suitable
for our work in which case the generated content will have
altered video qualities than the original samples. Therefore,
we choose to opt frame interpolation technique and train
our model using the 25600 samples as described before.
7.2 Feature Augmentation
Deep learning has proven to provide greater benefits com-
pared to traditional ML models that work on handcrafted
features in many CV applications. However, recent research
in CV shows that deep neural networks learn very different
latent features compared to handcrafted features [62]. This
enabled many applications to combine both handcrafted
features and CNNs to form a hybrid model in classification
[63][62]. Taking this as inspiration, we propose a hybrid
DCL architecture which combines our visual features from
CNN-LSTM model and the handcrafted features such as
PBR and freeze ratio (presented in §5). We feed the fea-
tures collected from CNN-LSTM and handcrafted features
to Softmax for final classification.
7.3 Evaluation
We implement our DCL architecture in keras using tensor-
flow libraries in Jupyter Notebook [64][65]. To extract the
visual features, we exploit transfer learning techniques to
inherit weights from pre-trained models. We use different
pre-trained models on ImageNet [66] such as ResNet18,
VGG16, Inception and MobileNet [67] to extract the spatial
features. In our experiments, we observe that pre-trained
and fine-tuned models are able to transfer the visual features
learned from ImageNet dataset to accurately to identify
quality of videos. We find similar accuracy results across
all the pre-trained models and hence present the results for
only Mobilenet and Inception [68]. We specifically focus on
evaluating our model using Mobilenet pre-trained model
because it has almost 10 times less features compared to
other models, while providing same performance. Being
lightweight, Mobilenet reduces the training significantly.
Mobilenet uses depth-wise separable convolution technique
[69] and drastically reduces the dimensions. More details of
Mobilenet can be found in [70].
We use the hardware configuration of Intel(R) Xeon(R)
CPU E5-2603 v3 @ 1.60GHz x 2, Nvidia GeForce GTX 1070
GPU, 16 GB RAM, 500 GB Disk space and 256 GB SSD. It
took 2 hours to train the proposed model and less than a
second for classifying the quality of each video. This shows
that even though our model is a bit complex during training
phase which is usually conducted offline, the online testing
is very fast and the network administrator does not have
spend much time in labeling the videos.
7.4 Results
We evaluate our model performance in terms of accuracy,
precision, recall and Area under the curve (AUC) as de-
scribed in §6.4. We present the results by taking median for
each metric on a 10-fold cross validation process.
Fig. 11 shows the performance of our model with hand-
crafted features described in §6.4 as well as deep learning
classification. We observe a median 93% accuracy as well
precision with our DCL model compared to handcrafted
model. This is because our DCL model captures spatial
and temporal features hidden from handcrafted features.
As an example, we observe different types motion flows in
LSTM filters that are fed as high level features to our fully
connected network. We observe similar performance with
other pre-trained models such as Inception and ResNet [67].
However, these models have significantly higher (about
10×) parameters compared to Mobilenet as described above,
henceforth we proceed with Mobilenet for the rest of our
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evaluations. The accuracy goes up to almost 95% with our
hybrid approach where the model learns both handcrafted
features as well as deep learning based features.
We further evaluate the performance of our model with
respect to individual applications. Fig. 12 shows the model
performance across all applications and all together. We find
similar performance about median accuracy of 93% with
our DCL model and about 94% accuracy with hybrid model
for all the applications. Even though, individual models are
performing better, the combined generic model with all the
data together has very good performance with less than
1% degradation in accuracy. This is especially important for
network administrators because there is no longer any need
to identify type of application. Instead, the generic DCL
model can be deployed in real-time as we reduce the train-
ing overhead. Interestingly, we find almost no improvement
in model performance for Skype by adding handcrafted
features while Hangouts and FaceTime have 2 to 3% median
improvement. This discrepancy is because Skype is very
conservative in image quality and compromises temporal
quality. However, motion flow is captured by our DCL
model but is not able to get new spatial information from
handcrafted features. This explains the reason behind no im-
provement of accuracy by augmenting handcrafted features
to our DCL model.
However, the above performance is trained under rich
set of data generated from our original samples. In practice,
the model can overfit the data when trained with large
amount of data. Moreover, it is not always possible to get
such large amount of data. To this end, we investigate the
performance our model with different number of samples.
Fig. 13 shows the model performance with training data
size increased in steps of 5000 samples. While less than 15K
samples the model performs worse than pure handcrafted
based model (§6.4), after 20K the model does not any im-
provement. This shows that our model can effectively learn
the features and fit well with 20K samples and does not
require more than that. This also verifies that our model
does not overfit the data, as adding more samples does not
degrade accuracy.
8 CONCLUSION
Enterprise network administrators need QoE information to
model QoS to QoE relationship and to efficiently provision
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Fig. 13: Model performance vs. number training samples.
their resources. Currently, applications do not provide QoE
ground-truth. In this work, we address this problem for
video telephony by introducing four scalable, no-reference
QoE metrics that capture spatial and temporal artefacts of
video quality. We investigate the performance of our metrics
over three popular applications – Skype, FaceTime and
Hangouts – across diverse video content and five mobile
devices. Finally, we map our metrics with a large-scale
MOS user-study and show a median accuracy of 90% in
annotating the QoE labels according to MOS. Our metrics
outperform state-of-the-art work while capturing exact user
rating. We also extended our handcrafted features with deep
learning based features and achieve a median 95% accuracy
across all applications. We plan to extend this study to
video streaming, such as YouTube and Netflix, and VR/AR
applications.
REFERENCES
[1] Cisco VNI Forecast. Cisco visual networking index: Global mobile
data traffic forecast update, 2016–2021 white paper. 2017.
[2] Space Pirate Trainer. www.spacepiratetrainer.com/.
[3] theBlu: Encounter. wevr.com/project/theblu-encounter.
[4] Athula B, Vyas S, Aditya A, Srinivasan S, Ion S, and Hui Z.
Developing a predictive model of quality of experience for internet
video. In ACM SIGCOMM, 2013.
[5] Vaneet Aggarwal, Emir Halepovic, Jeffrey Pang, Shobha
Venkataraman, and He Yan. Prometheus: toward quality-of-
experience estimation for mobile apps from passive network mea-
surements. In ACM HotMobile, 2014.
[6] Markus Fiedler, Tobias Hossfeld, and Phuoc Tran-Gia. A generic
quantitative relationship between quality of experience and qual-
ity of service. IEEE Network, 24(2), 2010.
[7] Xinggong Zhang, Yang Xu, Hao Hu, Yong Liu, Zongming Guo,
and Yao Wang. Profiling skype video calls: Rate control and video
quality. In IEEE INFOCOM, 2012.
[8] Kuan-Ta C, Chun-Ying H, Polly H, and Chin-Laung L. Quantify-
ing skype user satisfaction. In ACM SIGCOMM, 2006.
[9] Mallesham Dasari, Shruti Sanadhya, Christina Vlachou, Kyu-Han
Kim, and Samir R. Das. Scalable ground-truth annotation for video
qoe modeling in enterprise wifi. ACM/IEEE IWQoS, 2018.
[10] Yann LeCun, Yoshua Bengio, and Geoffrey Hinton. Deep learning.
nature, 521(7553):436, 2015.
[11] Andrej K, George T, Sanketh S, Thomas L, Rahul S, and Li F. Large-
scale video classification with convolutional neural networks. In
CVPR, pages 1725–1732, 2014.
[12] Joe YueHei Ng, Matthew Hausknecht, Sudheendra Vijaya-
narasimhan, Oriol Vinyals, Rajat Monga, and George Toderici.
Beyond short snippets deep networks for video classification. In
CVPR, pages 4694–4702. IEEE, 2015.
[13] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. Imagenet
classification with deep convolutional neural networks. In NIPS,
pages 1097–1105, 2012.
14
[14] Understanding lstm networks. http://colah.github.io/posts/2015-
08-understanding-lstms/.
[15] Shraboni Jana, An Chan, Amit Pande, and Prasant Mohapatra.
Qoe prediction model for mobile video telephony. Multimedia Tools
and Applications, 75(13):7957–7980, 2016.
[16] Xavier Marichal, Wei-Ying Ma, and HongJiang Zhang. Blur de-
termination in the compressed domain using dct information. In
IEEE ICIP, 1999.
[17] S Alireza Golestaneh and Damon M Chandler. No-reference
quality assessment of jpeg images via a quality relevance map.
IEEE signal processing letters, 21(2):155–158, 2014.
[18] Anish Mittal, Anush Krishna Moorthy, and Alan Conrad Bovik.
No-reference image quality assessment in the spatial domain.
IEEE Transactions on Image Processing, 21(12):4695–4708, 2012.
[19] Hanghang Tong, Mingjing Li, Hongjiang Zhang, and Changshui
Zhang. Blur detection for digital images using wavelet transform.
In IEEE ICME, 2004.
[20] Pina M, Frederic D, Stefan W, and Touradj E. A no-reference
perceptual blur metric. In IEEE ICIP, 2002.
[21] Stephen Wolf and M Pinson. A no reference (nr) and reduced
reference (rr) metric for detecting dropped video frames. In
VPQM, 2009.
[22] Silvio Borer. A model of jerkiness for temporal impairments in
video transmission. In IEEE QoMEX, 2010.
[23] Muhammad Arslan Usman, Soo Young Shin, Muhammad Shahid,
and Benny Lo¨vstro¨m. A no reference video quality metric based
on jerkiness estimation focusing on multiple frame freezing in
video streaming. IETE Technical Review, 34(3):309–320, 2017.
[24] Ricardo R Pastrana-Vidal and Jean-Charles Gicquel. Automatic
quality assessment of video fluidity impairments using a no-
reference metric. In VPQM, 2006.
[25] Athula B, Vaneet A, Emir H, Jeffrey P, Srinivasan S, Shobha V, and
He Y. Modeling web quality-of-experience on cellular networks.
In Proceedings of Mobicom, pages 213–224. ACM, 2014.
[26] Florin D, Vyas S, Asad A, Ion S, Dilip J, Aditya G, Jibin Z, and Hui
Z. Understanding the impact of video quality on user engagement.
In ACM SIGCOMM, 2011.
[27] Chenguang Yu, Yang Xu, Bo Liu, and Yong Liu. Can you see
me now? a measurement study of mobile video calls. In IEEE
INFOCOM, 2014.
[28] Michael Seufert, Sebastian Egger, Martin Slanina, Thomas Zinner,
Tobias Hobfeld, and Phuoc Tran-Gia. A survey on quality of
experience of http adaptive streaming. IEEE Communications
Surveys & Tutorials, 17(1):469–492, 2015.
[29] Mallesham Dasari, Santiago Vargas, Arani Bhattacharya, Aruna
Balasubramanian, Samir R Das, and Michael Ferdman. Impact of
device performance on mobile internet qoe. In Proceedings of the
Internet Measurement Conference 2018, pages 1–7. ACM, 2018.
[30] Ayon Chakraborty, Shruti Sanadhya, Samir Ranjan Das, Dongho
Kim, and Kyu-Han Kim. Exbox: Experience management middle-
box for wireless networks. In ACM CoNEXT, 2016.
[31] Weilong Hou, Xinbo Gao, Dacheng Tao, and Xuelong Li. Blind
image quality assessment via deep learning. IEEE transactions on
neural networks and learning systems, 26(6):1275–1286, 2015.
[32] Peng Ye, Jayant Kumar, Le Kang, and David Doermann. Unsuper-
vised feature learning framework for no-reference image quality
assessment. In CVPR, pages 1098–1105. IEEE, 2012.
[33] Wufeng Xue, Lei Zhang, and Xuanqin Mou. Learning without
human scores for blind image quality assessment. In CVPR, pages
995–1002. IEEE, 2013.
[34] Manish Narwaria and Weisi Lin. Objective image quality assess-
ment based on support vector regression. IEEE Transactions on
Neural Networks, 21(3):515–519, 2010.
[35] Manish Narwaria, Weisi Lin, and Anmin Liu. Low-complexity
video quality assessment using temporal quality variations. IEEE
Transactions on Multimedia, 14(3):525–535, 2012.
[36] Hongzi Mao, Ravi Netravali, and Mohammad Alizadeh. Neural
adaptive video streaming with pensieve. In Proceedings of the
Conference of the ACM Special Interest Group on Data Communication,
pages 197–210. ACM, 2017.
[37] Hyunho Yeo, Youngmok Jung, Jaehong Kim, Jinwoo Shin, and
Dongsu Han. Neural adaptive content-aware internet video deliv-
ery. In OSDI, pages 645–661, 2018.
[38] Iain E Richardson. H. 264 and MPEG-4 video compression: video
coding for next-generation multimedia. John Wiley & Sons, 2004.
[39] Manycam. https://manycam.com/.
[40] https://github.com/dtmilano/androidviewclient.
[41] Az Screen Recorder. http://az-screen-
recorder.en.uptodown.com/android.
[42] FFmpeg. ffmpeg.org/.
[43] media.xiph.org/video/derf/. Xiph.org Video Test Media.
[44] BT Series. Methodology for the subjective assessment of the
quality of television pictures. Recommendation ITU-R BT, pages
500–13, 2012.
[45] Amazon Mechanical Turk. https://www.mturk.com/.
[46] Li Cui and Alastair R Allen. An image quality metric based on
corner, edge and symmetry maps. In BMVC, pages 1–10, 2008.
[47] Ensemble Methods. http://scikit-
learn.org/stable/modules/ensemble.html.
[48] Yoav Freund and Robert E Schapire. A decision-theoretic general-
ization of on-line learning and an application to boosting. Journal
of computer and system sciences, 55(1):119–139, 1997.
[49] Harris Drucker. Improving regressors using boosting techniques.
In ICML, 1997.
[50] Micro- vs. Macro-Average. https://www.clips.uantwerpen.be/ vin-
cent/pdf/microaverage.pdf.
[51] Vladimir Pestov. Is the k-nn classifier in high dimensions affected
by the curse of dimensionality? Computers & Mathematics with
Applications, 65(10):1427–1437, 2013.
[52] Zuxuan W, Xi W, Yu-Gang J, Hao Y, and Xiangyang X. Modeling
spatial-temporal clues in a deep learning framework for video
classification. In ACM Multimedia, pages 461–470. ACM, 2015.
[53] Jun Liu, Amir Shahroudy, Dong Xu, and Gang Wang. Spatio-
temporal lstm with trust gates for 3d human action recognition.
In ECCV, pages 816–833. Springer, 2016.
[54] Du Tran, Lubomir Bourdev, Rob Fergus, Lorenzo Torresani, and
Manohar Paluri. Learning spatiotemporal features with 3d convo-
lutional networks. In ICCV, pages 4489–4497. IEEE, 2015.
[55] Keras Documentation. https://keras.io/layers/wrappers/.
[56] Jeffrey Donahue, Lisa Anne Hendricks, Sergio Guadarrama, Mar-
cus Rohrbach, Subhashini Venugopalan, Kate Saenko, and Trevor
Darrell. Long-term recurrent convolutional networks for visual
recognition and description. In CVPR, pages 2625–2634, 2015.
[57] Geoffrey E Hinton and Ruslan R Salakhutdinov. Replicated soft-
max: an undirected topic model. In Advances in neural information
processing systems, pages 1607–1614, 2009.
[58] Luis Perez and Jason Wang. The effectiveness of data augmen-
tation in image classification using deep learning. arXiv preprint
arXiv:1712.04621, 2017.
[59] Sami Abu-El-Haija, Nisarg Kothari, Joonseok Lee, Paul Natsev,
George Toderici, Balakrishnan Varadarajan, and Sudheendra Vi-
jayanarasimhan. Youtube-8m: A large-scale video classification
benchmark. arXiv preprint arXiv:1609.08675, 2016.
[60] Toan Tran, Trung Pham, Gustavo Carneiro, Lyle Palmer, and Ian
Reid. A bayesian data augmentation approach for learning deep
models. In NIPS 2017, pages 2794–2803, 2017.
[61] Xiao Yang. Uncertainty Quantification, Image Synthesis and Deforma-
tion Prediction for Image Registration. PhD thesis, The University of
North Carolina at Chapel Hill, 2017.
[62] Sheng Guo, Weilin Huang, Limin Wang, and Yu Qiao. Locally
supervised deep hybrid model for scene recognition. IEEE Trans-
actions on Image Processing, 26(2):808–820, 2017.
[63] Dat Tien Nguyen, Tuyen Danh Pham, Na Rae Baek, and Kang Ry-
oung Park. Combining deep and handcrafted image features for
presentation attack detection in face recognition systems using
visible-light camera sensors. Sensors, 18(3):699, 2018.
[64] Keras Documentation. https://keras.io/.
[65] Jupyter Notebook. http://jupyter.org/.
[66] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-
Fei. Imagenet: A large-scale hierarchical image database. In
Computer Vision and Pattern Recognition, 2009. CVPR 2009. IEEE
Conference on, pages 248–255. IEEE, 2009.
[67] Alfredo Canziani, Adam Paszke, and Eugenio Culurciello. An
analysis of deep neural network models for practical applications.
arXiv preprint arXiv:1605.07678, 2016.
[68] Christian S, Sergey I, Vincent V, and Alexander A. Inception-
v4, inception-resnet and the impact of residual connections on
learning. In AAAI, volume 4, page 12, 2017.
[69] Franc¸ois Chollet. Xception: Deep learning with depthwise separa-
ble convolutions. arXiv preprint, 2016.
[70] Andrew G H, Menglong Z, Bo C, Dmitry K, Weijun W, Tobias
W, Marco A, and Hartwig A. Mobilenets: Efficient convolutional
neural networks for mobile vision applications. arXiv preprint
arXiv:1704.04861, 2017.
