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Abstract
We canonically associate to any planar algebra two type II∞ factors M±. The subfactors constructed
previously by the authors in Guionnet et al. (2010) [6] are isomorphic to compressions of M± to finite
projections. We show that each M± is isomorphic to an amalgamated free product of type I von Neu-
mann algebras with amalgamation over a fixed discrete type I von Neumann subalgebra. In the finite-depth
case, existing results in the literature imply that M+ ∼= M− is the amplification a free group factor on a
finite number of generators. As an application, we show that the factors Mj constructed in Guionnet et al.
(in press) [6] are isomorphic to interpolated free group factors L(F(rj )), rj = 1+ 2δ−2j (δ− 1)I , where δ2
is the index of the planar algebra and I is its global index. Other applications include computations of laws
of Jones–Wenzl projections.
© 2011 Elsevier Inc. All rights reserved.
Keywords: Von Neumann algebras; Free probability; Subfactors
* Corresponding author.
E-mail addresses: aguionne@umpa.ens-lyon.fr (A. Guionnet), vfr@math.berkeley.edu (V. Jones),
shlyakht@math.ucla.edu (D. Shlyakhtenko).
1 Research supported by ANR project ANR-08-BLAN-0311-01.
2 Research supported by NSF grant DMS-0856316.
3 Research supported by NSF grants DMS-0555680, DMS-0900776.0022-1236/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2011.05.004
1346 A. Guionnet et al. / Journal of Functional Analysis 261 (2011) 1345–13601. Introduction
In this paper, we associate a pair of semi-finite von Neumann algebras M± to a planar alge-
bra P . The algebras M± are obtained via the GNS construction from a certain non-unital tracial
inductive limit algebra V+ which arises canonically from P . These algebras have an interesting
structure, and the paper is mainly devoted to their study.
To state our main application, let P be a subfactor planar algebra of index δ2, and let us denote
by Mk = Mk(P) the von Neumann algebra generated in the GNS representation of (P,∧k,Trk)
(see Def. 7 and 8 in [6]). We prove:
Theorem 1. Assume that P is finite-depth with global index I . Then Mk ∼= L(F(rk)) with rk =
1 + 2δ−2k(δ − 1)I .
We refer the reader to [9,5] for the definition of global index I . If Γ is the principal




v∈Γ μ(v)2. This formula is consistent with the result of Kodiyalam and Sunder in the depth
two case [7].
The main step in proving Theorem 1 is to prove that the amplifications of Mk are isomorphic
to type II∞ von Neumann algebra M+ or M− (the choice of sign is according to the parity
of k). It turns out that each M± admits a description as a (possibly infinite) free product with
amalgamation over a discrete type I von Neumann subalgebra of type I von Neumann algebras.
In the finite-depth case, this is sufficient to determine the isomorphism class of M± using the
work of Dykema [1–4].
We note that rk in the statement of Theorem 1 satisfy (rk − 1) = δ2(rk+1 − 1).
We mention also that while this paper was in preparation, Kodiyalam and Sunder have found
a different proof that Mk are (in the finite-depth case) isomorphic to interpolated free group
factors [8].
We conclude the paper with another application of the isomorphism between M0 and a com-
pression of M. It allows us to recover the random matrix model used in [6] and can be quite
useful in random matrix computations (we illustrate this by describing the joint law of Jones–
Wenzl idempotents JW).
2. A semi-finite tracial algebra associated to a planar algebra
Let P be a planar algebra (which will be shortly assumed to be a subfactor planar algebra).
We denote by Pk , k = 0,1,2, . . . ,  = ±, the k-th graded component of P .
For fixed k,  and integers a, b,p satisfying a + b + p = 2k, let V a,b(p) be a copy of Pk ;
thus by convention tangles acting on elements of V a,b(p) are drawn with input disks to have,
clockwise from the first string, a strings on the left, p on top, b on the right and so that the
top-left corner has shading . Define the multiplication map





)→ V a,b′(p + p′)
to be zero unless b = a′ and ′ = (−1)p and otherwise by the tangle:
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The two choices of shading at the top left of the tangle correspond to the possible values of .
Define the trace Tr : V a,b(p) → P0 to be zero unless a = b and otherwise by the tangle
(2.2)
(here∑T L denotes the sum of all Temperley–Lieb diagrams). Finally, consider the inclusions
V a,b(p) → V a+2r,b+2s(p)
given by the tangle
(2.3)
Let













V+ = V ++ ⊕ V −+ .
One easily checks that the inclusions (2.3) (when a = b) are compatible with the multiplica-
tion (2.1) and the trace (2.2), thus proving the following:
Lemma 2. (a) Eq. (2.1) determines an associative multiplication · on V+ = V ++ ⊕ V −+ so that
V 
′





)⊂ V ′ (p + p′).
Furthermore, if x ∈ V +(0) and y ∈ V ′+ and  = ′, then x · y = 0.
(b) Eq. (2.2) defines a trace on V+.
(c) The linear spaces A+ def= V +(0) form subalgebras of V+. Moreover, A+ = A++ + A−+ is
isomorphic to A++ ⊕A−+ as algebras.
We could also define V− = V −− ⊕ V +− ; this is also an algebra with a trace, in the analogous
way.
Lemma 3. (a) The tangle
(2.4)
defines an injection i from A++ to A−+.
(b) The tangle
(2.5)
defines a completely-positive map E1 : A−+ → A++.
(c) Let η : A+ → A+ be given by
η(a ⊕ b) = E1(b) ⊕ i(a), a ∈ A++, b ∈ A−+.
Then Tr(xη(y)) = Tr(η(x)y) for all x, y ∈ A+.
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same as the inclusion α described in Lemma 2.1 in [10]. In particular, the algebra A++ (resp.,
A−+) is exactly (the algebraic inductive limit of Pk’s inside) the type I von Neumann algebra A−1−1
(resp., A−10 ) defined in (2.4.7) in [10], and this identification is trace-preserving.
(e) The trace Tr is non-negative definite on A+, and moreover there exists a type I semi-
finite von Neumann algebra A+ with trace Tr containing A+ as a weakly dense subalgebra in a
trace-preserving way. The minimal projections of A+ are contained in A+.
(f) The minimal central projections of A+ are labeled by the graph Γ . The trace of a minimal
projection of A+ lying in the central component associated to the vertex v is the value of the
Perron–Frobenius eigenvector μ(v), normalized by μ(∗) = 1.
(g) If A+ is the closure of A+ in A+, then A+ = A++ ⊕ A−+. Moreover, A+ = PA+, where
P is the central projection corresponding to all even (if  = +) or odd (if  = −) vertices in the
principal graph Γ .
(h) The inclusion A++ ⊂ A−+ is given by the graph Γ .
Proof. Parts (a), (b) and (c), (d) are straightforward. Both (e) and (f) follow from (d); indeed one
takes A+ = A−1−1 ⊕ A−10 . The remaining parts (f), (g) and (h) follow from [10, Lemma 2.6]. 
One could instead work with A−; in this case a similar lemma holds, with the exception of
replacing Γ by the dual principal graph.
Theorem 4. Let en ∈ A(−1)n+ denote the projection
(2.6)











(P op,∧n,Trn), n even,
(P,∧n,Trn), n odd;
where we write P op for the dual planar algebra to P (i.e., one for which the shadings are re-
versed).
Proof. The isomorphism is given by identifying an element x ∈ P2n+p with an element of
V n,n(p), and then identifying V n,n(p) with enV (−1)nen. 
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Let A be a von Neumann algebra and let η : A → A be a completely-positive map. Then
[13,14] there exist a unique von Neumann algebra M ⊃ A, a conditional expectation E : M → A
and an element X = X∗ ∈ M so that: (i) M = W ∗(A,X); (ii) E(a0Xa1) = 0 for any aj ∈ A and
E satisfies the following recursive property (here a1, a2, . . . ∈ A):





E(a1Xa2 · · ·Xak−1)
)
E(akXak+1 · · ·an−1Xan). (3.1)
For example,
E(a0Xa1) = 0, E(a0Xa1Xa2) = a0η(a1)a2.
The element X is called the A-valued semicircular element with variance η. Note that η is deter-
mined by η(a) = E(XaX).
The definition still makes sense if A is a self-adjoint subalgebra of a von Neumann algebra,
provided that η extends to a completely-positive map on (some) the von Neumann algebra con-
taining A. The A-valued distribution of X is completely described by the recursive formula (3.1).
It is not hard to see that is equivalent to the following graphical rule of computing
E(a0Xa1 · · ·Xan). First draw the product as follows:
Next, consider the following drawing, where
∑
T L stands for the sum over all T :
(3.2)
Finally, obtain the value of E(a0Xa1X · · ·an−1Xan) by recursively performing the following
replacements in (3.2):




)= Tr(η(x)y), ∀x, y ∈ L1(Tr)
the algebra M is also semi-finite with trace Tr ◦E.
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E(a1Xi2a2 · · ·Xak−1)
)
E(akXik+1ak+1 · · ·an−1Xinan).
The joint variance ηij can be viewed as a matrix-valued map η = (ηij )ij : A → A ⊗ B(2(I ))
(where B(2(I )) stands for bounded operators on 2(I )), and the positivity requirement is that
this map be completely-positive.
We need the following lemma, which can be found in [13,12]:
Lemma 5. (a) Let X be an A-valued semicircular element, let ai, bi ∈ A. Then the elements
{a∗i Xbj + b∗jXai}ij form an A-valued semicircular family. (b) Let Xi : i ∈ I be an A-valued
semicircular family. Then Xi are free with amalgamation over A iff E(XiaXj ) = 0 for i = j and
all a ∈ A. (c) If A1 ⊂ A is a subalgebra so that η(A1) ⊂ A1, then X is also A1-semicircular. (d) If
η(a) = τ(a)1 for all a ∈ A and a state τ : A → C, then X is free from A in W ∗(A,X, τ ◦ E).
(e) ‖X‖ 2‖η(1)‖.
We now return to the algebra A+ = A++⊕A−+ that we defined in Lemma 2. Let A+ = A++⊕A+−
be as in Lemma 3(e). Let η : A+ → A+ be given by
η(a ⊕ b) = E1(b) ⊕ i(a)
as in Lemma 2. Then η is a completely-positive map satisfying Tr(xη(y)) = Tr(η(x)y) for all
x, y ∈ L1(Tr). Let X be an A+-valued semicircular element, and let M+ = W ∗(A+,X), let
E : M+ → A+ be the canonical conditional expectation, and Tr = Tr ◦ E a semi-finite trace
on M+.
Lemma 6. Let Xn = e2nXe2n+1 + e2n+1Xe2n. Let also fn = e2n ⊕ e2n+1 ∈ A+. Then
fn ↑ 1 weakly. Moreover, Xn = fnXfn, and Xn is an operator-valued semicircular element
over A+ with variance ηn(x) = fnη(fnxfn)fn. In particular, since fnA+fn = fnA+fn and
ηn(fnA+fn) ⊂ fnA+fn, Xn is fnAfn-semicircular with variance η|fnAfn .
Consider now the element cn ∈ V+ given by the diagram
(3.3)
(the top-left corner is unshaded).
Lemma 7. (a) e2ncn = cne2n+1.
(b) fmcnfm = cm if nm.
(c) If xn = cn + c∗n, then cn = e2nxne2n+1.
(d) For any N0, V+ = Alg(A+, {xn}nN ).0
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Then xn is A+-semicircular with variance ηn(x) = fnη(fnxfn)fn. In particular, E(xnaxnfn) =
fnη(fnxfn)fn for all a ∈ A+.
Proof. (a), (b), (c) are straightforward verifications.
To prove (d), we clearly have the inclusion Alg(A+, {xn}nN0) ⊂ V+. Note that cn and c∗n
belong to Alg(A+, xn). Next, one can obtain any element of V+ by applying the following tangle
to various elements of A+:
This tangle, however, can be obtained by composing the multiplication tangle with diagrams of
the form
(3.5)
and their adjoints. But the following picture shows that (3.5) (up to the inductive limit defined
by (2.3)) belongs to Alg(A+, {xn}nN0):
(3.6)
This shows that Alg(A+, {xn}nN ) = V+.0
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We have thus proved:
Theorem 8. The map taking A+ into A+ and each xn to Xn extends to a trace-preserving iso-
morphism between (V+, · ,Tr) and a dense subalgebra of M+. Thus M+ ∼= W ∗(A+,X), where
X is A+-semicircular of variance η.
Corollary 9. The trace Tr on V+ is non-negative definite, and elements of V+ give rise to bounded
operators in the GNS representation on L2(V+,Tr).
Proof. This follows from the fact that L2(V+,Tr) = L2(M+,Tr), and that every element of V+
acts on L2(V+,Tr) in the same way as some finite-degree non-commutative polynomial in X and
elements of A+. Moreover, ‖X‖ 2‖η(1)‖ < ∞. 
Corollary 10. Mj(P) ∼= ejM+ej if j is even and Mj(P op) ∼= ejM+ej if j is odd. Here P op
denotes the dual planar algebra and we write Mj(P) for the tower of factors associated to a
planar algebra P in [6].
Let P be the unit of A+,  = ±.
Lemma 11. (a) Let c = P+XP− and let c = vb be the polar decomposition of c. Then vv∗ = P+
and v∗v  P−. (b) P± both have central support 1 in M+. (c) If the index satisfies δ2 > 1, M+
is a type II∞ factor.
Proof. Let b2n = c∗ncn. Then bn ∈ e2nM+e2n and its law as an element of that algebra is the
same as the law of ∪ in M0 ⊂ Mn. It follows that if we set vn = cnb−1/2n , then vnv∗n = e2n.
Since e2n ↑ P+, vv∗ = P+. On the other hand, since e2n+1cnc∗ne2n+1 = cnc∗n, it follows that
v∗nvn  e2n+1. Thus vv∗  P−. This proves (a). To prove (b), consider a central projection q
so that q  P−. But then q  v∗v and so q  vv∗ (since q is central). Thus q  P+ also, and
so q  P+ + P− = 1. Finally, to prove (c), assume that q ∈ M+ is a central projection. Then
since [q,P±] = 0, we find that q = P+qP+ +P−qP− = q+ + q−, where q ∈ PM+P . Again,
let fn = e2n + e2n+1, fn ↑ 1. Then fnqfn is central in PMP , which is isomorphic to either
M2n+1(P op) or M2n(P) depending on the parity of . But these are factors by [6], so fnqfn
must be multiples of identity. Since fn ↑ 1, it must be that q = 0, q = P+, q = P− or q = 1. But
because of (b) only q = 0 and q = 1 are possible. 
Corollary 12. If the index satisfies δ2 > 1, we have the following isomorphisms
M2j+1
(P op)∼= (M0)δ2j+1, M2j (P) ∼= (M0)δ2j .
Here P op is the planar algebra dual to P and we write Mj(P) for the tower of factors associated
to a planar algebra P in [6].
This is of course because by Corollary 10, M1(P op) ∼= M0(P)δ and in general Mk+2 ∼= Mδ2 .k
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Let Γ be the principal graph of P , and denote by Γ + the even and by Γ − the odd vertices
of Γ . For each v ∈ Γ + choose a minimal projection qv ∈ A++ in the central summand correspond-
ing to v (in the case of v = ∗ we choose q∗ = e0). Let μ be the Perron–Frobenius eigenvector
for Γ , normalized by μ(∗) = 1. Then Q =⊕v∈Γ + qv ⊕ i(qv) is a projection in A+. Moreover,
there exists a family of partial isometries mi ∈ A+ having the form mi = wi ⊕ i(wi) and satisfy-





As in Theorem 8, let X be an A+-semicircular element of variance η.
Lemma 13. For any a ∈ A++, aX = Xi(a).
Proof. This follows from aXn = acn and the following diagram:

Corollary 14. QM+Q = W ∗(QA+Q,QXQ). Moreover, QXQ is QA+Q-semicircular with
variance η|QA+Q.
Proof. QM+Q = W ∗(QA+Q, {m∗i Xmj }) = W ∗(QA+Q,QXQ) because of Lemma 13. The
rest follows from Lemma 5. 
We now describe the algebra QA+Q. Let us write Q+ = QP+ and Q− = QP−. Thus Q
is the unit of QA+Q. The algebra QA++Q is abelian. Its minimal (central) projections are the
projections qv , v ∈ Γ + that we have chosen before. For each edge e of Γ , write s(e) ∈ Γ + and
t (e) ∈ Γ − to denote the two ends of e. For each w ∈ Γ − fix a minimal projection fw ∈ QA−+Q
in the central component associated to w. Next, for each edge e choose a partial isometry we ∈
QA−+Q so that w∗ewe′ = δe=e′ft(e) and
∑
s(e)=v wew∗e = i(qv). Let F = Q+ +
∑
w∈Γ − fw Q.
Finally, set
Xe = w∗eXqs(e) + qs(e)Xwe ∈ FM+F. (4.1)
Lemma 15. FM+F = W ∗(FA+F, {Xe: e ∈ E(Γ )}), where E(Γ ) is the set of edges of Γ .
Moreover, Xe are free with amalgamation over FA+F and each Xe is FA+F -semicircular with
variance ηe given by ηe(a ⊕ a′) = (E1(wea′w∗e )⊕w∗e i(qvaqv)we), v = s(e).
Proof. Let F+ = FQ+, F− = FQ−. Then w∗eXqs(e) = F−XeF+. We now claim that FM+F
is generated by FA+F and elements w∗eXqs(e). Indeed, this follows from the identity∑
v
∑
s(e)=v wew∗eXqs(e) = Q−XQ+, which allows us to approximate an arbitrary word in A+
and X by words in A+ and {Xe}e∈E(Γ ). We now apply Lemma 5(a) to A = QA+Q to conclude
that {Xe}e∈E(Γ ) form a semicircular family. Finally, if e = e′ and qv ∈ F+A+F+, fw ∈ F−A+F−,
then

















e) = 0 if e = e′, so that E1(wfww∗e′) = 0. Using Lemma 5(b) we conclude
that Xe are free with amalgamation over FA+F . 
To simplify notation, we shall from now on write A = FA+F , A = FQA, 1 = FQ ,
 = ±. Note that the algebra A is abelian, with its minimal central projections labeled by vertices
of Γ . We will write pv for the projection corresponding to v ∈ Γ (thus pv = qv if v ∈ Γ + and
pw = fw if w ∈ Γ −).
We summarize this as:
Lemma 16. (a) There is a trace-preserving isomorphism (M0,Tr0) ∼= (e0Ne0,Tr), where N =
FM+F . (b) N is isomorphic to the amalgamated free product ∗A{Ne: e ∈ E(Γ )} where
Ne = W ∗(A,Xe) and Xe is an A-valued semicircular element with variance ηe determined
by ηe(pv ⊕ 0) = λeδs(e)=v0 ⊕ pt(e), ηe(0 ⊕ pw) = λ′eδt (e)=wps(e) ⊕ 0, where λe,λ′e are some
nonzero constant. (c) Ne ∼= ⊕v∈Γ \{s(e),t (e)}Cpv ⊕ W ∗(ps(e),pt(e),Xe). (d) If we set Ae =
Cps(e) +Cpt(e), then Xe is Ae-semicircular.
Proof. To prove (a), note that e0 = q∗  F . Thus M0 ∼= e0M+e0 = e0FM+Fe0 = e0Ne0 (note
that in our normalization Tr(e0) = 1). Part (b) is nothing by the conclusion of Lemma 15. To
see (c), we note that Xe = (ps(e) + pt(e))Xe(ps(e) + pt(e)). Finally, to see (d) we note that ηe
takes Ae to Ae and apply Lemma 5(c). 
Lemma 17. Let e ∈ E(Γ ) and let v,w ∈ Γ so that μ(v)  μ(w) and {s(e), t (e)} = {v,w}
(here μ is the Perron–Frobenius eigenvector). Endow the algebra Ne with the normalized trace
τ = 1
μ(v)+μ(w)Tr. Then there exists a trace-preserving isomorphism between W
∗(Ae,Xe) and
the algebra (M2×2 ⊗ (L∞[0,1])) ⊕Cp where the trace on the second algebra is determined by
τ(p) = (μ(w)−μ(v))/(μ(w)+μ(v)). In particular, the free dimension fdim [1–4] of any set of
generators of this algebra is given by




= 1 + 1
(μ(w)+μ(v))2
(−μ(v)2 −μ(w)2 + 2μ(v)μ(w)).
Proof. Consider the algebra Ae generated by pwC⊕pvC (with unit pw +pv) and a semicircular
element Y which is free from Ae. By Lemma 5(d), Y is Ae-semicircular with variance τ. Let
X′ = pwYpv + pvYpw . Then X′ is Ae-semicircular and has the same variance (up to a scalar
multiple) as Xe.
Thus
W ∗(Ae,Xe) ∼= W ∗
(Ae,X′).
Let Z = pvX′pw = pvYpw . Then the distributions of ZZ∗ and Z∗Z are free Poisson ele-
ments; moreover, ZZ∗ has support projection pv , while Z∗Z has the support projection q  pw
1356 A. Guionnet et al. / Journal of Functional Analysis 261 (2011) 1345–1360of trace τ(q) = τ(pv). Let Z = V |Z| be the polar decomposition of Z. Thus VV ∗ = pv , VV ∗ =
q  pw , so that W ∗(Cpv ⊕ Cpw,Xe) ∼= W ∗(pv, q,V, |Z|,pw − q). Note that the support pro-
jection of any element in the algebra generated by pv, q,V, |Z| is under pv + q = 1 − (pw − q),
so W ∗(pvC⊕ pwC,Xe) = W ∗(pv, q,V, |Z|) ⊕Cp, where p = pw − q is a projection of trace
1
μ(v)+μ(w) (τ (pw) − τ(pv)) = 1μ(v)+μ(w) (μ(w) − μ(v)). On the other hand, since pv and q are
equivalent via V , W ∗(pv, q,V, |Z|) is isomorphic to the algebra of 2 × 2 matrices over the von
Neumann algebra generated by |Z| in the algebra pvW ∗(pvC⊕ pwC, Y ). Since the law of |Z|
is quarter-circular and has no atoms, the algebra generated by |Z| (with unit pv) is isomorphic to
L∞[0,1]. Thus W ∗(pvC⊕ pwC,Xe) is isomorphic to (M2×2 ⊗ (L∞[0,1])) ⊕Cp as claimed.
The computation of the “free dimension” fdim can be performed using the formulas in [1–4].
Indeed, since the algebra M2×2 ⊗ (L∞[0,1]) is hyperfinite and diffuse, its free dimension is 1.
Thus fdim[(M2×2 ⊗ (L∞[0,1])) ⊕Cp] = 1 − τ(p)2 = 1 − 1(μ(w)+μ(v))2 (μ(w)−μ(v))2. 
Corollary 18. M0 = e0Ne0 where N is an amalgamated free product (indexed by edges of Γ )
of type I von Neumann algebras with amalgamation over a fixed discrete type I von Neumann
subalgebra.
4.1. The finite-depth case
In the case that Γ is infinite, the projection F is infinite, and the amalgamated free product
appearing in Corollary 18 involves an infinity of terms Ne, each semi-finite. Unfortunately, we
have been unable to find existing results in the literature to handle this case, although it is natural
to conjecture that the resulting factor is then the infinite amplification of L(F∞). However, in the
case that Γ is finite, the projection F is finite and so N is a finite factor. Moreover, each term Ne
is also finite and is of type I. In this case one can apply the results of and formulas in [1–4].
Lemma 19. There is a trace-preserving isomorphism (N, 1Tr(F )Tr) ∼= (L(F(s)), τ ) where


















Tr(F ) =∑v∈Γ μ(v).
Proof. The algebra N is an amalgamated free product over all edges e of Γ of the algebras Ne
over the subalgebra A. Let T =∑v∈Γ μ(v) = Tr(F ).
















+ T −2(μ(s(e))2 +μ(t (e))2)
v∈Γ
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= fdim(A)+ 2T −2μ(s(e))μ(t (e)).
Let e0 an edge starting from ∗. By Lemma 11(c), N = FM+F is a factor.
Then by [1–4], since N is a factor, it is isomorphic to L(F(s)) where


































Theorem 20. If P is finite depth with global index I and δ > 1, then (a) M0 ∼= L(F(1 +
2(δ − 1)I )), (b) Mk ∼= L(F(1 + 2δ−2k(δ − 1)I )).
Proof. By Corollary 18, M0 ∼= e0Ne0, where e0 ∈ N is a projection of trace 1/Tr(F ) = 1/T in
the notation of Lemma 19. Moreover, N = L(F(s)) with s given by (4.2).
Recall that the eigenvector condition implies that
∑
e: s(e)=v μ(v)μ(t (e)) = δ
∑
μ(v)2. From
this we find that
∑
e∈E(Γ ) μ(s(e))μ(t (e)) = δ
∑
v∈Γ + μ(v)2. Let I be the global index [9,5],
I =∑v∈Γ + μ(v)2. Thus∑e∈E(Γ ) μ(s(e))μ(t (e)) = δI .
The eigenvector condition implies that
∑
v∈Γ μ(v)2 = 2
∑
v∈Γ + μ(v)2 = 2I . Hence














))= 1 + 1
T 2
(−2I + 2δI )
= 1 + 2T −2(δ − 1)I.
The compression formula [11,3,15] then implies that M0 ∼= L(F(r)) with r = 1 + T 2(s − 1) =
1 + 2(δ − 1)I . This proves (a). For k even, part (b) follows from the compression formula and
Corollary 12. In the odd case, applying our arguments to P op instead of P and using the compres-
sion formula and Corollary 12, we get that M2k+1(P op) ∼= L(F(1+2δ−2k(δ−1)I op)) where I op
is the global index of P op. But I op = I (since the principal graphs of P and P op share a bipartite
half) and so (b) holds. 
4.2. Some examples
4.2.1. Finite-dimensional Kac algebras
We first consider the case of the planar algebra of an n-dimensional Kac algebra as considered
in [7]. In this case, the principal graph Γ has the form
1358 A. Guionnet et al. / Journal of Functional Analysis 261 (2011) 1345–1360The Perron–Frobenius eigenvector is equal to 1 on all even vertices and to
√
n on the single odd
vertex. The associated eigenvalue is δ = √n. The global index is given by I = n · 1 = n. In this
case, Theorem 20 gives:
M0 ∼= L
(
F(1 + 2n√n− 2n)), M1 ∼= L(F(2√n − 1)),
in accordance with the results of [7].
4.2.2. The inclusion M ⊂ M ⊗Mn×n
Another example is the graph planar algebra associated to the graph ∗≡≡• (n edges). The
associated inclusion of II1 factors is of the form M ⊂ M ⊗ Mn×n. In this case, δ = n, the eigen-
vector is equal to 1 at all vertices, and the global index is 1. Thus M0 ∼= L(F(2n − 1)).
5. N+ and random block matrices
We point out a connection between our description of M0 = e0N+e0 = e0W ∗(A, {Xe: e ∈
E(Γ )})e0 and certain random block matrices considered in §3.1 of [6]. To avoid the clash of
notation, we will write X¯e for what was denoted Xe in that paper:
Proposition 21. The limit joint distribution of the random matrices {dv: v ∈ Γ }∪{X¯e+X¯∗eop : e ∈
E(Γ )} as defined in [6, §3.1] is the same as that of {pv: v ∈ Γ } ∪ {Xe: e ∈ E(Γ )} ⊂
W ∗(A, {Xe: e ∈ E(Γ )}) = N+.
Proof. The variables Xe constructed in the present paper form an A-valued semicircular family,
and so do the variables X¯e + X¯∗e constructed in [6] (see the proof of Proposition 2). 
In fact, there is a clear similarity between our construction of Xe from the variable X given
by Eq. (4.1) and the construction of Ye in §3.3 of [6].
We now recall the realization of (P,∧0,Tr0) constructed in [6]. First, a planar algebra P is
realized as the subalgebra of PΓ associated to its principal graph. Let us call this inclusion ι. For
any w ∈ P one can then write ι(w) =∑ρ wρρ, where the summation takes place over all loops
on Γ starting at an even vertex, identified with elements of PΓ . If we then write Xρ = Xe1 · · ·Xen
in the case that ρ = e1 · · · en, ej ∈ E(Γ ), one of the main results of [6] states that the map




is a ∗-homomorphism from (P,∧0,Tr0) to the von Neumann algebra generated by {pv: v ∈ Γ }
and {Xe: e ∈ E(Γ )}, and that π satisfies






where E denotes the Tr-preserving conditional expectation.
We now make the observation that the map
π0 : w → e0π(w)e0 =
∑
wρX¯ρ
ρ starting at ∗
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Tr0(w). But modulo the identifications given by Proposition 21, this is exactly the isomorphism
between (P,∧0,Tr0) and e0N+e0.
5.1. A short alternative proof of Theorem 20 for M0
We note that one can deduce Proposition 21 from the fact that π0 intertwines Tr0 and Tr, thus
giving an alternative (and very short) proof to the fact that M0 ∼= e0N+e0, where N+ is defined
to be N+ = W ∗(A,Xe: e ∈ E(Γ )). One can then proceed as in Section 4.1, thus obtaining a
shorter way of identifying the isomorphism class of M0. We have taken the longer route in this
paper for the purpose of introducing and exploring the extra structure of the II∞ factor M+.
5.2. Computations of moments of Jones–Wenzl projections JWn
We now consider case of the T L planar algebra, whose principal graph is AK , K = 2,
3, . . . ,∞.
Up to normalization, each simple path (i.e., a path which is a geodesic between ∗ and the
farthest point from ∗ that it reaches) of length 2n corresponds to a Jones–Wenzl projection in Pn.
Thus in the An case we get a single Jones–Wenzl projection JWk for each k = 1,2, . . . ,K − 1.
If we denote by ej the j -th edge in the graph AK , 1  j K − 1 (in our numbering, e1 starts
at ∗), then JWk corresponds to the path e1 . . . ekeok . . . eo1.
Thus the joint law of the Jones–Wenzl projections is the same as that of JW1 = X¯e1X¯∗e1 ,
JW2 = X¯e2X¯e1X¯∗e1X¯∗e2 , JW3 = X¯e3X¯e2X¯e1X¯∗e1X¯∗e2X¯∗e3 and so on.
In particular, let us use this to compute the law νn of JWn inductively. We have that (writing
cn = P+XenP− and Qn = c1 · · · cn = Qn−1cn):
∫
tk dνn(t) = Tr0
(
(JWn)k
)= Tr((QnQ∗n)k)= Tr((cnc∗nQ∗n−1Qn−1)k). (5.1)
Here Tr0 is the finite trace on P,∧0 and Tr is the semi-finite trace on N+. Note that both cnc∗n
and Qn−1 belong to pnN+pn, where we write pn for the projection at which en starts. Let
μn = Tr(pn). Then μ−1n Tr is a normalized trace on pnN+pn. Moreover, we see from the random
matrix model (in which ck is modeled by an independent block matrix of size μkN × μk+1N ,
N → ∞) that if u is a Haar unitary free from cn and Qn−1 with respect to μ−1n Tr, then (5.1)
does not change if we replace cn by ucn. It follows that cnc∗n and Q∗n−1Qn−1 are free in
(pnN+pn,μ−1n Tr), and so
νn =
(




law of Q∗n−1Qn−1 with respect to μ−1n Tr
)
.




)k)= μ−1n Tr((Qn−1Q∗n−1)k)= μ−1n
∫
tk dνn−1(t).
Thus the law of Q∗ Qn−1is given by μ−1νn−1 + (1 − μ−1)δ0.n−1 n n
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Pastur distribution associated to a μnN × μn+1N rectangular matrix, N → ∞. In other words,
it is the Free Poisson law πλ with parameter λ = μn+1/μn and thus has S-transform
Sn(z) = 1
z +μn+1/μn .
Thus (noting that μ1 = 1 in our normalization)








, ν1 = πμ2 .





= Ξn−1(μnz)μn +μnz1 +μnz .
Thus
Ξn(z) = Ξn−1(μnz) μn(μn +μnz)
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