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Inspector bias or poor inspection.efficiency, if permitted to 
continue unchecked fQr any period of time, can defeat the purpose of 
' 
any quality control program. This condition is more prevelent in 
sensory inspection where the inspector is required to make a judgment 
~concerni~ the item on the basis of his interpretation of the st~d~d. 
I .• 
A method of analysis which separates inspector variation from 
true product variation in the inspection data is introduced. Three 
m1athematical models of the inspectio.n process are developed and least 
squares analysis is used to obtain ~:st.imates of the model parameters. 
An iterative procedureQ 1s presented which can be used to solve the 
normal equations for the least squares estimates. 
Each of the three models is then ~pplied to re:al, data obtained 
from a wired equipment shop in the Western Electric Company. The 













The ultimate ·goal of any production or routine quality testing 
. program is the separation of "good" from " tt bad among supposedly iden-
tical products. It is most desirable in any testing scheme that the 
inspection results represent the true characteristics of the product 
with a -minimum of distortion due to human element. Many inspections, 
which do not involve measurable product characteristics, may result 
in variation due to inspector bias or general lack of discrimination. 
Even the most tightly controlled visual inspection may be subject to 
bias and i,nconsis·tency. Sever.~l published studies [1, 2, 3, 4, 5, sJ 
' 
show that these factors do exist and may be quite severe in scope. 
Psychological techniques should be particularly appropriate to 
.investigation of the perception and judgment factors involved in in-
spection. Kelly [ 7] found, however, that the majority of the studie·s 
published in psychological journals, which investigated the relation-
ship between one or more psychological or u aptitude" tests and a 
criterion of job performance, reported validity coefficients which 
were generally too low to be useful.· Furthermore, most of the cri-
teria were derived from data unrelated·to the subjects'ability to 
make correct decisions on the job. A critical analysis revealed what 
appeared to be a significant omission in all of the studies in that 
" 
none of them attempted either description or analysis of the specifi-
cations controlling the inspection process. Consequently, there was 
no point of departur~ for comparison of the results of the separate 
investigations. Individual differences in the subjects' knowledge of 
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the specification were unknown; hence, that -tactor had to be treated , 
as an uncontrolled variable. 
Numerous psychological studies have demonstrated that people are 
better able co make r.elative judgments rather than absolute judgments. 
If- an inspector is presented with an example of what is acceptable (or 
unacceptable), and compares other objects to this example, there is a f ., 
·., 
strong likelihood i>that he will be able to make more adequate judgment's 
of the items being inspected. 
For example, Kelly [7] was poncerned with the success of inspec-
tion of glass faceplates for television picture tubes. Prior to the 
study, each inspector was "told" what kind of defects should be rejected. 
To improve the selection process, each inspector was provided\with a 
"limit sample" of each type of defect. On the basis of production 
records for a six month period before and six month .period after the 
method was begun, the improvement in accuracy of inspection w-as-
approximate~ly 76%. 
Recognition of the possibility and the scope of inspector bias 
and inconsistency implies the application of a technique for detecting 
and correcting such phenomenon. A well conceived and executed visual 
inspection can easily be the source of misinformation under such cir-
cumstances. 
Several methods of detecting an inconsistent bias on the part of 
an inspector are suggested by D. A. Schwartz [8]. If the process from 
which the samples are taken is in control, ·the percentage of lots 
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--probability of acceptance for that process average as shown by the 
OC curve. Should there be a significant_ difference, there is an indi-
.... 
cation of bias/ In double or sequential sampling the process aver-
age of th~first sample can be compared with that for the second. \ ' ) I- I . ' 
With single sampling plans, this method could be used by comparing 
both halves of a sample. A check can also be made on the number of 
consecutive lots accepted as 1compared with the probability of such a 
run of acceptances derived from the dp· curve at the current process 
average. In the event the process is not in control, the process 
average cannot be determined. In this situ.at ion, Mr. Schwartz sug-
'q 
gests that in using a multiple sampling plan, the actual number of 
uni ts inspected per lot be compared with the Average Sample Number 
curve for the particular percent defective indicated by the inspection 
to be in that lot. These methods work for an inconsistent bias; how-
ever, if an inspector is consistent in his bias, other methods must be 
r•. 
used. 
Consistent bias can be detected by reinspection or by comparison 
of the process averages of various inspectors on the same process. 
This comparison can be made by t-test, chi-square, analysis of vari-
-~nce, or careful observation of control charts. The possibility also 
exists of tests of inspectors against prepared populations with a 
known percent defective. Any of the tests discussed would then apply 
against a known process average. Inconsistent bias might also be 























































It has been suggested that if the actual distribution of the num-
ber of rejects found per inspection is compared with the theoretical 
bi.nomial distribution of the given percent defective found by the 
inspector, the signed differences will assume a certain patterri 
according to the particular bias of the inspe«;:tor [ 6] • Chi-square 
-, 
tests against these theoretical models will reveal differences in Q 
inspectors. It should be noted, however, that this procedure is 
applicable only to inspection of prepared populations and should 
d 
not be used in an ·actual. production inspection process [ 10] • 
Another study indicates that if the number of rejects found per 
inspection is plotted in a simple histogram for a given sampling plan, 
patterns will often be revealed which indicate the bias of the 
inspector [ 9]. 
Application of the t-test, chi-square test or analysis of variance 
to the inspection data will indicate the presence or absence of bias 
but does not provide a means of estimating the amount or type of 
bias which exists. All studies concerned with this problem propose 
a recycling of tested product through the inspection process, or 
inspection of a prepared sample of known defectiveness by each inspec-
tor. 
A method of analysis of inspection results which provides direct 
~. estimates of inspector bias is highly desirable for the evaluation of 
the effectiveness of the inspection process. It is this problem to 
~ 
which the following discuss.ion will be directed. 
-5-
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STATDIENT OF THE PROBLEM 
Consider .. a typical production shop in which there are M operators , 
and N inspectors; Each unit produced is inspected by one of the N 
.--... 'L__...,J 
r-~ 
inspectors who recorqs the condition of the unit, good or defective, '. ~~ 
and the appropriate operator number. By combining the reports of all 
inspectors we obtain an M X N table of operators vs. inspectors, 
each cell of which contains the number of units inspected and the num-
ber found defective. From this data, the supervisor would like 
answers to the following questions: 
1. What is the variation in quality among operators ·in the 
system? 
2. Are the inspectors biased and, if·. so, to what degree? 
Let us define positive and negative bias as follows: 
i) positive bias is an eagerness to reject; 
ii) negative bias is a reluctance to reject. 
In any inspection system where the decision to accept or reject 
is a judgment on the part of the inspector, rather than a physical 
measurement, bias will obviously distort the true quality picture. 
For inspection procedures of this nature, the standard itself is 
established on a sensory basis and the sample item is compared to the 
standard by taste, smell, feel, or appearance. Thus, inspection 
becomes somewhat arbitrary depending upon the inspector's interpre-







































To obtain answers to the shop supervisor's'questions, we must 
employ a technique of analysis which will take into account the 
difference between inspectors as well as the variation among operators. 
It is apparent 't.hat the effective % defective, pij, for cell 
(i,j), will be a function of the true % defe'ctive of the i th operator 
d f h .th i t an also the bias o t e J nspec or. The problem becomes one of 
expressing p .. as a function"of tw~ or more variables, each of which ~ ~ 
b . t d d" tl "th th .th t th .th. t can e associa e 1rec y w1 - e 1 opera or or e J 1nspec or. 
By obtaining estimates of these variables, we will then have a method I 
of direct comparison of inspectors, as well a~ operators. 
Three such functional models will be presented and methods of 
:solution and interpretation will be shown. 
The following assumptions are made about the system under 
study: 
1. The time interval involved is of short enough duration 
2. 
'' '' that Learning Curve concepts can be ignored. In other 
words, the true% defe~tive for a given operator and 
the bias of an inspector are constant over the time 
interval in which the data was obtained. 
The bias of a given inspector is constant for all oper-
ators. That is to say, favoritism toward certain operators 
is not shown by ~ the inspectors. 
















'Pi = the J>robabili ty that a unit made by the i th operator is 
defective. 




- the probability that the·jth inspector reports a good -j 
unit defective. 
A = Pr (y units are defective out of N) 
=(N) Y ( N-y p. 1-p.) y ). ). 
B = Pr (x units are reported defective from y defective) 
=(y) b.x (1-bj)y-x 
" X J 
C = Pr (n-x units are reported defective from N-y good) 
=(N-y) cnn-x (l-cj)(N-y) - (n-x) 
n-x 
P(n)= Pr (n units are reported defective out of N given they were 
made by the 
th 
• operator and ). 
N 
P(n) - l A · 
Y=O 
. th inspected by the inspector) J 
min [ y, n] l B • C 
n=il-min [ (N-y), n] 
One can ~ee at first glance that this is an unwieldy expression 
and any attempt to prove analytically that it is in fact a probability 
density function is a major undertaking. At this point, it was 
decided to study the function numerically using an electronic computer. 
-8-
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A program was written to calculate the following quantities for 
Iii 
various values of N, p1 , bj, and cj: 
1. P(n) 
N 
2, l P(n) 
n=O 
N 
3. I n • P(n) ;.:. E(n) 
n~o 
N 




:s=ee Appendix A for th~ :det·ails of the cal cul at ions. 
As a result of th.is study, it was learned that:.: 
1. P( n) is in fact a probability denE;f_t:y :t·un_cfJ .. oij 
N 
Since l P(n) - 1 -/.• 
n=O 
3. V(n) N[p.b. + (1-p.) C .] • [ 1-pi bj ( 1-p.) C .] - -- 1 J 1 J 1 J 
4. P(n) (:) n (1-p .. ) N-n - pij - lJ 
where: p . . = p . bj + ( 1-p . ) c . 
1J 1 1 J 
In summary, P(n) is a binomial distribution with paramete·rs N,. 
' n, and p ..• Therefore, the expected number of units reported defective 1J 











E(n ) - N p 
ij - ij ij,' 
We have thus. obtained the functional relationship which we were 
seeking. One must now obtain estimates of the p. 's, b.'s and c.'s. 
1 J J 
A least squares approach appears to be the best method of attack. 
Letting: 
" 
.P ... ,. =: .n . /N 
:1J ·ij: ij _ the observed value of pij 
E (pu-> = Ptbj + (1-pi) cj = the e'xpected value of 
p .. 1J 




= the cell weighting· ·fact.or' 
·A: A p. . (1-p .. ) l.J 1J 
following expression for the sum:. of squares S: 
N M 
I .. , A ~· W · .... .[ P.· .. , .. \~. ·1>' ~· ·b ... ~. ( l-p .. ) C .] · . . . . . lJ :~-J· " :J; J. . ·. ;i. . .J 
J·:::::1 .... ·1 1.:: . 
Partially differentiating S with respect to the P.'s, b.'s and c.'s 
1 J . J 
.. and setting each of these partial derivatives equal to zero to mini-
" 
mize S will yield M + 2N equations to be solved for the estimates · 
A A A 
p., b. and c .• 




















l;, - . ' •1' ' --/. : • . ' ' • 
.Similarly: 
' 











M I wij " " " " p . [ p . . -( 1-p1 ) cj] ]. 1J .. , l 
i=l 
M (2) 
\ " 2 L wijPi 
i=l 
M 
I A A A A w . . ( 1-p . ) [ p . . -p . bj] 1J 1 l.J l. 
i=l (3) 
M 
" 2 \ w .. (1-p.) L l.J i 
i=l 
The foi:'iowing iterative procedure can be used to solve the least 
squares equations: 
As a first approximation, let 
~ 
l l n . . 
"" 0 
l.J 
- • • 
- J ]. p ', 
- p -
-i 
I l N . . l.J 
j i 




for i = 1 , 2 , • • . , M 
·•··· 
. . .t-~-.,.-·~-...... ··---... 1-¥-... -~~,., ... _~"'11-",.-..... ~-~~-t"''!'"""Jlo';'~~~~;,_~:·.sutt 











... .  
•. 
A O 
c. = 0 for j = 1, 2, ••• , N 
J 
Using these starting values,, one then solves the least squares 
equations in repeated succession starting with equation (2). Con-
tinue cycling through equations (1), (2), and (3) until the decrease 
\. 
in the sum of squares, ~S, from successive iterations is less than 
some arbitrary small number e • (e = 10-4 for example). 
It was found by application of this procedure to numerous sets .. 
of simulated data that S does in fact decrease monoton~cally with 
successive iterations and,furthermore, the convergence is quite 
rapid. 
" " At this point, t~e s~t of_ solutions, { p. , b. , 
l J 
" c .) are only a 
J 
first approximation. Since the initial values of 
A A 





chosen such that p = p and c • O, the values of pi in the solution 
-A 
have an average value, p, which is approximately equal to the grand 
- -A A 
average p. Similarly, c will be very close to zero and b will be 
very nearly 1. 
The bj' s and cj' s were defined as probabilities and must there-
fore satisfy the following: 
~ 
Any b. > 1 o:r c < 0 has no meaning in a probabilistic sense. {The 
J j \ 
set of solutions must be transformed such that the above conditions 
are satisfied. In addition, one must make a further assumption 
concerning the inspectors. This assumption involves the concept of 
' 
th ". d 111 • t e 1 ea inspec or. That is to say, we will insist that at lea.st·· 
-12-
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one of ·the inspectors in the system finds and reports 100% of the 
defective units. 
A 
Therefore, bjmax = 1. Similarly, we will insist 
that there is also an inspector in the system, possibly but not 
necessarily the same one, who reports none of the good units de-
A 
fective. Thus, c = O. jmin 
-This assumption provides a necessary condition to be met by any 
transformation of the solutions but at the same time does not place 
an unreasonable requirement upon the system. 
It should be pointed out that the best· we can hope to obtain ·t_rom 
the information given is a set of relative solutions. By imposing 
the above restrictions we have merely provided a point of reference. 
' I 
Since performance evaluations are relative, this should not present 
a major problem. 
· C1 -I · r 
It would also be. ,desirable to maintain the relative values of 
A A 
the estimates b and c. in the transforma·tion. Let, us therefore j J 





b . /b . j = 1 , 2 ,. ··'"N • ~- .: J: . . 
.•• l,. _.., 
J Jmax 
A A 
·.c' ...:.. 1 ~ 1-c 
.. j, j 
A A 
A 1-c 
• • Jm1n 




.·. ·. , ,, .. 
It can be seen at once that. relative values are maintained in this 
transformation and furthermore 
• 
'· 





ji!' 'I (./C~ 
~ 
~~'.li 




1 .... :.i~ 
::>-:f 
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t,· = 1 jmax 
A' 
cj . min = 0 
A A With the new values of b. and c. one can then return to the least . J J 
squares equations and obtain a new set of solutions using the same 
procedure as before. Each time a set of .solutions is obtained, the 
" 
following test is applied to the b j 
,. 
and c estim~tes. j 
" 1-0 s; b s; 1 jmax 
A 
0 ~ c .. ~ ~ Jmin 
where o and ~ are arbitrarily small positive numbers. When these 
conditions are satisfied, the desired set of solutions have been 
obtained. 
/ 
See Appendix B for: the computer program used to sol,_ve: the normal 
~quations for this model,-the solutions for the data of Table I, the 
running time, the number of iterations required and the nature of 
the convergence. 
One will observe that the transformations merely provide a .. 
new starting point for the iterative cycle. Since the- set of esti~· 
mates obtained are indeed solutions to the least squares equation·s,-
the transformations have been used only to provide an efficient 
metbod of searching the solution space. 
Given this information concerning the personnel in his shop, 
the supervisor is now in a much better position to make performance 
evaluations. He can now make comparisons between operators using 








';,:·-..·,·,;',,:'·,~·.:1,··~· .. - :1,<·;.,.:.·~; ·:.·"·.·. 
· p •11':fflf H•IOffli 
inspector bias such as the row average • 
• 
Equally important, he is 
now provided with a method of evaluating inspector performance which 
' 
he could not do previously without retesting. 
I 
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MODEL II 
= Ci. 




where a i is a number as·sociated with the true % defective of the i th 
operator ~nd ~ . is,. a measure of the bias of the j th inspector. J Using 
the method of least squares: 
·r--~ 
s =I I A 2 w . . , [ p . . -Q' . -t3 . J 
''\ t:-'. 
.--\~ --. 'f.'. 
. ~ r· 
lJ lJ 1 J 
j .< i 
Differentiating partially with respect to a. and Q and setting t·hese: 1 .., j 









w . . lJ 
' I 












- p for i = 1, 2, ..• , M 
A 
and solve for ~ 
A j 
using (5). Once ~ . 's are found then improved esti-J 
mates of a i's ·can be found from equation ( 4). We continue cycling 
in this manner until the decrease in the sum of squares, 6S, is less 
than some e for successive iterations. This yields a set of least 
A A 
squares estimates Q., ~ .which can now be interpreted in terms of the 
. 1 J 
~, I i 
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! ' % defective of the operators and the bias of the inspectors. 
One will readily observe that 
._) 
(a. + const.) +(~ - const.) 
1 j 
and there are therefore, M + N - 1 independent parameters rather than 
M + N. One could require that an additional equation such· as 
I ~. = 0 J 
j 
be satisfied. Thi~ equation simply serves to tte: the .s·oluttons: ·to· 
a reference point. 
.i. 
Ob,riously, we cannot attach any significance to the value:s of 
the & i and ~ j individually. On the other hand, the relative values, 
which are really our major concern, are very significant. The quan-. 
A A 
tity (ar - cr 8 ) is a good estimate of the difference in true percents 
defective (p - p) of operators rands. Similarly, the quantity 
r s 
" " car - ~s) is a good estimate of the difference in bias of inspectors 
r and s. 
If,on the other hand, a good estimate of the average% defective 
-





p. = Ci. 
1 1 
+ (~ - p) 
-
" = ~. '{ . 
J J 
- (~ - p) 
where y. is now an estimate of the inspector bias on an absolute 
J 
th 
scale. For example, if Yj = +6 then we can say that the j inspector 
is reporting 6% of the units which he inspects defective in addition 
to the p.% which are defective. 
1 
A 
















..,..-rr.~·,.·~•• ,, - -
th th'at the j inspector is not reporting all defective units. 
See Appendix C for: the computer p~ogram used to solve the normal 
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MODEL III ...... : 
Let: ' ' ' 
where 
e j is -the representative value of the percent defective reported . , 
by inspector j. 
Aj is th; measur; of the spread in quality reported by the jth 
, inspector or the amount of resolution of the individual oper-
1 · t by the J. th · t ator qua 1 y 1nspec or. 
,i is a number proportional to the true percent defective of 
the ith operator. 
.. Using a least squares approach, one can write the expression for 
the sum of squares S; 
~ ;:I I wij 
j i 
Taking the partial derivatives of S with respect to 8 , A and j i 
fi and setting the partials equal to zero to minimize S yields the 

































~ wij lj [~ij -8 j] 
\ w •• t 2 l 1J J 
j 
(8) 
One can again use an iterative procedure similar to those used 
in the previous models. 
Letting: 
... ~. 
"0 e. = P -- for j = 1, 2, ..• , N 
J 
"0 A = 1 , for j = 1 , 2, ... , N j 
Solve equations (6), (7), and (8) in repeated succession until the 
decrease in sum of squares, b.S, from successive iterations is less 
. 
than some arbitrary small value e. The procedure rapidly converges 
monotonically to a minimum sum of squares in this model as it did in 
the previous cases. 
One will observe, however, that 
Aj ~i = (Aj ~ const.) · (~1/const.) 
-~ 
and we are again left with M + 2N - 1, independent parameters rather 
than M + 2N. We can require that an additional equation 
\ " L x. = N 
j J 
be satisfied to establish a refer.ence _ as we did in Model II. 
See appendix D for: the computer program used to solve the nor-
mal equations for this model, the solutions for the data of Table I, 
·-, the running time, the number of iterations required,. and the nature 
of the convergence. 
- .. 
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~ ·,j ' •• 
,' i 
: I 
~ - I 
' ', 





I ' .T 
l 
An._ Application of the Models 
The data used in this analysis was obtained from a wired equip-
0 ment shop in the Kearny, New Jersey, Works of the Western Electric Co. 
:For some time, this shop has been using a punched paper tape data 
. 
' 
collection system for its inspection reporting. The t~spectors check 
I.,, 
completed units for each of 15 different defect 
'I!\ 
codes, nearly half of \ 
which are judgment i terns. ·Af.ter a unit has been inspected, the follow-
/ 
ing information is dialed into ·the· system: operator number, inspector 
number and~ if any de.f::ects w.e.re.· f·o.lind, the defe{!t code and as.sociated 
number of defects of t:hts t'.yp.¢ .. 
One of the more Jreq:uently ocqurring. de,f-e·ct type:s· 'ts: o:.rte ·called 
·tt ·,, 
.··poor solder connec:t.ton. · It is obv'i .. ous· that t.he i,ns:peGtor':s inter-
pretation of the s·taJ:idard solder CQnne.ction .. :will. :nia:rked;Ly effect the 
reported. quality. lt :wa.~ ·fhe'refore·: ·decJ.·ded. to. ·use t·hi.$ .de:f~ct typ.e·· 
fbr the ensuing study .. 
It was found that in order to obtain enough data .for··.,~ meaningful 
anal:ysis, a period of three months pro.duction had to. b·e ~·tudied. To 
satisfy the assumption concerning. "Learn·j:'ng; Curves'' oniy tl1e most 
expe1·ienced operators and inspec.to.rs ·co.Jtlo 1)-e! ~.s~d.~ The system .-u.nd·er. 
study is the ref ore comprised of· ei.ght ope:rato.r·s .~nd tw9 fns;pectors 
.. 
·from the first shift, and seven oper.atcfr-s a.'nd: two 1.n·s·pect·ors. from the 
:s·econd shift. 
Table I shows the number of units inspected and the number report-
~d defective for poor solder connection for each operator-inspector 
combination in the system. Operators 1-8 and. inspectors 1 and 2 are 
first shift personnel. 
-21-
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Table.II shows the percentage of an operator's work which was 
• inspected by each of the inspectors. 
The three models were applied to the data of Table I and the 
resulting estimates of the parameters of each model are shown in 
Table III along with the row and column ·averages of Table I. 
A relative rank ordering, ~s det.e·rmined from each of the models 
·.~nd f:rom: the row and col.um·n av¢r·a..ges.,, is also shown in Tab.le· lli. 






min { \ n .. / ~ ..• N .... -~···. l 1J. l 1.~) 
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Max a . 
.. . 1 
The following method was· used t:d ·~Ssig;n :ranks t:o the·: tnsp·e:ctors.: 
















m·a.x ·{O:: ··1·i· :'n .. . Ai··. -N ·.· ;.s··.: · : ' 1) ' •·.•,. 
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·l l 
- .... 
·r A A. . f. . 1.· 
max: 1 b;f p + .C.1:..:.p).cj_ 
A 
·Ill~ ~·J 
.{ A A· i~ .. 
·max ..•.. e . + l. ti'f } 




,,. I . 
From Table III it is se·en that models I and III are in complete 
agreement for ranking both operators and inspectors. In every case 
• 
but two, operators 2 and 11, the rank determined by Model II varies 
by at most one level from those determined from Models I and III. 
Some discrepancy is to· ·be expected however, since the number of para-
' 
meters being estima:ted ls different.. One would ·expect Models I and 
:III to provtd.e. ~ better fit t.o ·the· d.·at.a·. Tll:;is is: :d'emonstrated by the 















Let us now compare the ranking of operfl.t.ors determined from the 
;row averages with the ranking by Models I and III. We see that for 
-qperators 1, 2, 5, 7, 8, 11., and 14 there. is significant discrepancy ... 
Operators 1, 5:, .and :8:;, us'i ng t·h·e row' av~i:age, are ranked markedly 
b~tter than the ..y· :·$b.o·uld .b·e'. ·Conversely, op~rat:Qts' 11 and 14 a.re ranked 
·iliQ~h worse tha~ they actually are. 
The reas()n for t.his ·d.iscrepanc·y :'b:e:contes obviou_s· whe·n one considerr~. 
the ranking of the inspectors in conjunction with the percentages 
shown in Table II. Inspec:tors. .1 and 2 are more lenient than their 
second shift counterparts. Since the two inspectors on a .given· shi·ft· 
inspect 70 to 80 percent of that shift'.s out:put, the fi.rst :.sht-f:t 
operators should appear, i.n general, pet·ter than they actti"a.l.l'y· .. are~ 
., 
and the second shift operators should appear worse. 
; . 
. ,·, 
- ·1 .,,·~·»·-·-... ·---······· 
1· ' . 
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~· . q 
From Table II, comparing the estimates of the parameters·of 
Model I with the row averages for the operators, we see,· that the row 
avera first shift operators 1, 4, 5, 6, and 8 are less tpa~ t~e 
nding estimates of the ,true percent defective. Conversely, 
the row averages for the second shift operators, 9, · ·10., 11, 12, and 
14 are greater than t.:he corresponding estimates of t.he. true percent 
< 
,~1'· 
defective. This~ demonstrates very vividly ·the- ef.fec-t .of inspector 
;· .·,1· 
bias .on the reported quality. 
• 
Model I .also has provided very meani-ngful estfm:~tes of. t:J1¢ :in~ 
... '/. 
spec tor eff icie.ncy. With inspector 4 established a.s- -the ·i-, . . . . .fl ide.·a-1. 
inspector, 100%.. of the :bad uni ts called bad and ~)'% :at. ·the. goo_<:! :un:Jt.$, 
called bad, w.e c·~n sa)' that on the: average, inspect:or·s· 1, ·2.:,,_ a.·nd 3 
report ·onl_·y·· 53'.1'%, 58·, ... 3.%. and 55.0% of the defecti.ve un·.its., .respectively •. 
In ;:i~d-iti:on., tJ1e:y ~ls.9 ·report 0.8%, 2.2% .and 4: .. ?%· of the good units 
::cle :f.ect ive. 
It should be: ,p'oinled o,u·:t at: thi.s· t.im·e fha.t· t.:he s,i-multaneous 
occurrence of b '== 1, .:Q .. and .C·. ·• ·O,. 0 :for .i:nspec:tor J is -not required 
_j J 
by the model or the method o·f· solution but is a function 6f the data 
only. In many cases, one would indeed expect that an inspector.who 
reports 100% of the defective units will also report some percentage 
of good units defective. 
Model III does not provide any me:a,:ns· of· direct estimation of 
A 
true percent defective from the values of~.· A rank ordering of 
1 
A 
operators with the best operator having th~ largest negative~ is all 
that can be determined about the operators from this model. However, 
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" As was stated earlier, e. is a representati.ve value of the per-J 
cent defective reported by inspector j and t. is a measure of the J 
dlfferentation among operators by inspector j. One could give the 
following int~rpret~tion to the parameters of this model. Consider 
e as a base~probabili(y of rejecting the next unit inspected. This j 
·probability will then be modified by an amount Aj cpi dependt.ng on 
which operator made the unit. From Table III it is se~·n. th:at inspector 
~ 
4 reports the highest variation among operators while i-ti$·pector 3 
reports the least. Inspectors l :~1td ·2·. :fall 'i:n. between, bci1::·h .refpoftln-g: 
comparable variation. 
the value of A,.. ro be sure, one would hope that the inspect9r J-1~-
reflecting the .true variation in quality aqci. i.$. n_ot: ·introducing· either 
a smoothing or an amplificatlon of it·. Tllis is so only when :he. r.e·pt:,rt_::;; 
100% of the defective uni ts and' 0% of the good: ·unt:ts defective. I·f 
·b .. t.s decreas;ed, the apparent variation ·-will be _d:~_qreased or smoothed,. J· 
·If c· is increased, then the apparent variatl·on is again smoothed 
_j 
although the average defect level is raised. It would appear, there-
fore, that A must be related to b and c but m·ore. :specifically to the 
difference (b-c). Looking at Table III it is seen that the rel;:i.-tt_()n~ 
ship does hold. · That is to say_, the maximum A ccfrresponds to the 
maximum (b-c) and the .minimum A corresponds to the minimum (b-c). 
Very ~arly in the study of Models I ·and III through numerous 
applications to simulated data it was observed that the parameters of 





































meters of the other. Furthermore, it was found that given the set of 
parameters of one model, then the specification of two constants 
,') . 
uniquely determines the s~t of parameters for the other. The follow-
ing functi~nal relationshlps were found to exist: 
A. = (b. - c )/Kl (9) 
J J j 
cp =(P. - K ) K (10) i 1 2 1 
e~ = K2(b.-c .) + c (11) 
/ j' J J j . 
If we substitute the expressions (91, (10), and (ll) int:o.· the·· 
•' ~ ' 
ew-iati on for E( P .. ) for Model III we obtain 1J .... ..., 
E( p. . ) - 9 . + A . q, 
~J J J i 




(b - c.) + c. j J J 
K1 
which is precisely the expression derived for Model :l. 
One will observe that tc1king the 0 ./}.... ratio :from: ·e:quations (9) 
J J 
::and (11) yields: 
a - K K + K C .. j 1 2 1 ···J (12) 
A. b. - C J J j 
Using equations (9) and (12) and the parameters estimated for 
inspector 4 we can compute ~the values of K1 and K2 







A A (b . - c )/K 














" . . . .. ·o· C. -:·: .. 
. 4. .• 
" - 94 1 -
=.128 
-
" 1. 541 A.4 Kl 
= :.128 
" " b - C 
4 4 
J 
(1 .• s4t) 
.,·· 
-;: d. 
Using these values of .K1 and K 2and the estimates of the para-
. " meters ~. , t . , 
1 J 
and c .. from Model I, the corresponding parame.ters for J 
Model III, cpi, 0 j, a.nd ;.'j, were calculated f.rom equations (9), (10), 
and (11) and are tS:bulated in _Table IV. It :i~- .seen that these values 
are identically the same as the estimates obtained from the least· 
squares equations for Model III and listed in Table III. 
Aside from being interesting, of what significance is this 
.. 
~esult? Of prime tmpb~tance, it should provide much more confidence 
in the estima~es of the parameters of Model I which were obtained, at 
best, in an unorthodox manner. It demonstrates that whaJ first appear-
ed to be a slight-of-hand technique lackiQg in pure mathematical 
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'. 
and in absolute agreement with those obtained in a more straight-
forward manner. If for no other reason, .this result is very signi-
ficant to the author who was admittedly skeptical at first about the 
foregoing procedure. 
Secondly, the relationships. shown in equations (9) , {lC>) .,. and 
( 11) provide a better understanding of the parameters, 0, A, and cp. 
We are now is a .b·etter position to interpret these paramet.ers in the 
J 
.light of variables W-hi'ch have more· mea·ni.fl:g to us. 
Looking at eqµ·at·ion (9) we can :see the effect of the addition:al 
,: 
condition 
\ A N l '· J. -
j 
w:h.ic-h :W~ i-lf1pos¢q upon Mode 1 I I.I-. 
S-i-nce: 
:N I Aj I {bj ~. c )/K 
. 1 J 
j=l _j 
We see that 
K - b :c 
1 
- (Nb-Nc)/K = N 
1 
A From equation (10) we can see that fo_r the case' when cp = 0 
-
A 
then K2 is precisely equal top. This i.s· t·he only case, however, 9 
when an interpretation can ~~ _gJ_ven to ic2_.•: 
' ~ 
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CONCLUSIONS AND RECOMMENDATIONS 
The application of any one of the three models which have been 
presented will provide the inspection supervisor or quality control 
engineer.with ~nval~able information which he can not obtain from 
standard .statistical tests. Due to the number of variables involved, 
Models I·>and III provide a better fit to the data and are, therefore, 
more desirable. It was shown that the parameters of Models I and III 
are functionally related by the specification of two constants. 
Since the parameters of Model I are more meaningful estimates of the 
:~~al world variables, this model is preferred. 
" . 
It has been shown empirically that the distt-ibtit.ion of n: is 
ij 
binomial with an expected value 
E ( n . . ) = N . . [ p ... b .. + { 1-p . ) c . ] 1J lJ . 1 J 1 J 
.,. , .A,n. anal.yt''i.cal ·developR)ent of this result should be undertaken. 
The convergence of the iterative procedure to a minimum sum of 
squares was shown empirically but an analytical pr9of of conver-
gence should be developed. Ftfr·thermore} · addltidnal studies could be 
made to test the convergence ·using .. s·tarting. po.tnts other than those· 
which were indicated. 
An investigation should be made for the effect of an arcsine or: 
logarithmic transformation of the reported percents defective for 
small samples. 
An investigation of results applying these methods to data not 
involving inspector judgments could be made. 
An explanation of the consistently low values of .. l:>j. f·o:r in:s1>e:ctors 
-29- ;. 
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1, 2, and 3, either in practice or in the. model, should be undertaken. 
Under what conditions or circumstances will b = 1 and c = O .for the j j 
same j? 
In Model I it was assumed that b, the Pr {reporting a defective j 
. . 
unit defective}, and c., the Pr (reporting a good unit defective}, were 
. J 
th 
constants for the j inspector. Intuitively, one would feel that these 
quantities may not be constants but rather that they may vary with the 
percent defective of the product. In other words, an inspector may be 
more inclined to report a defective unit if the percent defective of 
'· 
the process is high. Similarly, an inspector may be less inclined to 
report a good unit defective when the percent defective of the process 
is low. This would suggest the following relationship$: 
b. - r. p 
J. j i 
cj - sj pi 
~ 
For a given process or operator the expression for the expected 
reported percent defective becomes by direct substitution: 
. , 
E(p .. ) 
1J 
We can write the expression for the sum of squares: 
S = \ \ w. . ( & . . - ( r. -s.) p ~ - s . p .J2 L L 1J 1J J J 1 J 1 
i j 
Differentiating with respect to rj, sj, and pi and equating the partial 





obtain the following normal equations: 
l A2 w. . p. 1J 1 
1 
A A A2 } (P .. + s. (P. - P.) 
1J J 1 1 
\ A4 
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A 3 A2 A A.p. + B.p. + C.p. + D. ~:¢ 1 1 1 1 1 1 1 
,. I l 
,A =-=: 2;1··.· w (~ -~ >2 
.. i . . . . J. J" 
- ' 1J 
·:j 
I A A A B - 3 · ·.· w .. s (r -s ) i lJ' j j j 
j 
I wij ,.2 A " " C - {s. + 2 p .. (r.-s.)} • J 1 lJ J J 
• J 
-I w A " D - s . p .. • 1 ij J lJ 
j 
(15) 
It is obvious that the computational work has be·en increased by several 
orders of magnitude. However, it is felt by the author that an in-
vestigation of this model, using the iterative techniques which have 
been presented, would be very worthwhile. 
The cubic equation (15) can be solved by sta:~dard methods [ 16]. 
Letting 
equation (15) becomes 
. .
,.. 
n._ = p +-.B /3A. 
..... i,, - i _ i 1 
2 µ 1 - 1/3 {3C1/Ai - (Bi/A1)} 
3 2 ~~ = 1/27 [2(B./A.) -·9(B.C.)/A 
1 1 1 1 1 i 
3 
p i + µ.:i pi + T\ i = O • 
I\ 
+ 27· D./A } 
1 i 
I 






























. 2 3 l 1/3 
u1 = l -1\i/2 + 1(1'1/4 + µ, 1/21> } 
£ -'l)/2 - <1\!/ 4 + µ. !121) ! } l/3 . 
the solutions for p. will be given by: 
1 
Let = 11~/4 
~i 1 
If: 




U. + V. 
1 1 
- (Ui + V1)/2 + (-3)! (Ui-V1)/2 
1 





0 ,'-,.one real root. and two conjugate imaginary roots, 
~ 
~i - 0, thre~ real roots of which at least two are eqqal·,. 
~- < O, three real and unequal roots. 
1 
/ 
•; ; : - .J\ 
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First Shift Second Shift 
1 2 3 4 Row Total 
:: ·1 '· ! ' 
Units Def. Units Def. Units Def. Units Def. Unit Def. .·1 ?~ I 
I " 
.. 
,' I I 
1 317 
· .. 









"--- +> 3. ·308 3 227 10 46 4 41 1 622 18 I ~: 
. ...._ 
.,-4· 
:,.C:. ~ II 
.J/J 4· 185 7 148 8 47 11 51 4, 431 30 
.p 









7· 266 ~- 159 16 49 13 43 4 517 37 ~ 
,__ t 
·,8" 306 16 212: 15 42 6 41 5: 601 42 C/.l I 
a: u 
~ 1F L r II ii.a 
~ .g. ts:o 6. 75 2 304 17 :r9·g ·2 738 27 
~ .. . . 
0 
10 102· 5· 78 6 281 11 252: 15 713 37 
+> 11 6'8: '6 52 13 221, 10 156 18 497 47 
CH 
.,.. 
..c: 12 93 3 5:4 1 204 17 174 4 525 25 C/.l 
i::, 




·11 61 22 1.12· 10 506 45 ~ 14 90 2 183 I 
15 106· :20 :72- 24 288 72 194 77 660 193· I '1 
··col. \ 
Total 3001 174 1911 152 2256 261 1803 185 8971 772 
TABLE I 
Number of units inspected and number found 





.--~'• _...,.- ... ~ • -, ,.'.' -.•.-. ---....------'- ~-,s•,, .... ,_.,,,·,o,., -~M-' ,, •,-.-~--- ... ,_. .... ,y,•---,•·--·.,-..• ..................... ,.--
• , ... ' ' \·<;;,,• . 
INSPECTORS 
1 2 3 '4 
l 51.2 33.3 ,.4 6.1 
..... 




49.5 36.5 7_.4 6.6 J :J 
J 
1 
. . 4' 42.9 34.3 10.9 11.9 
• 
Ji 48.2 2·4.8 15.6 11.4. ! 
. I 





7 51.5 30.8 9.5 8.2 : r I 
I 
I 8 50.9 35.3 7.0 6.8 Cll I . I 
c:: 
~ 'i,·· 
c:: 9 .21 .•. ·1-· 10.2 41.2 26 .. 9 ' II rz1 
~ t 
0 [ 
10. 14 .• ,3. 10.9 39.4 3·5 ... ,4 1i L 
'1 
(Ill 
ll 13,. 7· :~0:.·5 44.5 3;1.·3 : le 






:1:2 11.1·· 10.a 38.9 33 .. l II 
,cr 
1 13 1.7 .2 8 .. 1 39.8 34.9 • t 
Ii 
I 





.... 15 .1a:,1 1.0·.•9 43.6 29.4 
TABLE II 
Percentage of work inspected by :e·a:c:h inspector 
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Op.No. Avg. Rank 
1 .084 
2 .097 


















































































































































































































Operator Pi Cf'1 
-1 .117 -.007 
2 .073 -.036 
3 .011 -.076 
4 .068 -.019 
.s: .099 -.019 
·6·: .091 -.024 
·1 .035 -.060 
:8 
.091 -.024 
9 .012 -.075 
10 .044 -~055 
11 .078 -.033 
12 .025 -.067 
13 .092 -.023 
14 .069 -.038 
15 .402 +.178 
A A 
Inspector :b. ·Cj e·J Aj J 
1 . 537 .008 .076 .816 
2 .583 .022 .095 .866 
3 .550 .045 .110 .777 
4 1.000 .000 .128 1.541 
TABLE IV 
Calculated Values' of ~i' 8j, and A. Using Equations 
























lBM 1620 Fortran Computer Program 
for 


























C IBM 1620 FORTRAN WITH FORMAT 
C DISTRIBUTION FUNCTION FOR MODEL I 
30 If (SENSE SWITCH 1) 31,32 
31 PRINT 600 
600 fORMAT(13HENTER N,P,B,C) 
ACCEPT 700,~,P,B,C 
700 FORMAT(12,F3.3,F3.3,F3.3) 
GO TO 33 










,,_....,. ... ,,.,.., - ,, ~ - ,~. '" - . -












25 DO 100 1-0,N 
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. K-N-1 






IF (M-1) 3,3,4 
L-M 
IF (L-K) 100,4,4 









If" (Al-1.) 7,7,6 
,6 A 1•A 1-1. 





9. p: A2•A2-1.0 
GO TO 8 
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1 l B3=-B3*A3 
If (A3-1.0)13,13,12 
12 A3•A3-.1.0 




If (A4-1.0) 16,16,15 
15 A4•A4-1.0 




If (A5-1.0) 19,19,18 
18. A5•A5-1.0 














· .. '"- ·~. 
SMPM•SMPM+PM 
PRINT 8oo~M,Av1,SMPM 
8oo FORMAT (14,r15.8,r15.8) 
PM-0.0 
If (N-M) 21,21,22 
22 M-M+I 
GO TO 25 
21 VX•EXSQ-(EX**2) 
PRINT 500, EX 
500 FORMAT(5HE(X)=,F11.8) 
PRINT 501, VX 
501 fORMAT(5HV(X)=,F11.8) 
PAUSE 









' t: • •• . ' 
·· .. I. 
,·. 
., .. 
N-= s Pc: .125 Ve- .975 Cs: .• 120 
~ - •. - -
X P(X') P(X CJR LESS) 
'. 




· .27621584 .27621584 
1 .40528026 .68149610 

















~~-----.. ·----·--~--·~---·· -------~~----- ,--~-~ - ·-"'*:7------- ------··--·--·-------·--
'· ':':-:.. •:•: 
,~·-
. _j 
N= 7 Pa .652 B= .793 c~ .234-
X P(X) P(X OR LESS) 
O .00168283 .00168283 
1 .01755738 , .01924021 
2 .07850582 .09774604 
3 .19501651 .29276255 
4 .29066460 .58342715 
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. ' . . 
I ' 
•. I . 
• ·1' • 
,- ·: 
., 




! " ,, p { 
P= .234 897 Cs: .012 . .;.. 
\·· 
P( P(X CJR LESS) 
.08433538 .08433538 




.03694178 • 98982291 
.00863690 .99845981 
.00138465 .99984446 









. - - - . - -.-, ... ,,""~ . 
·, 
', I / 
>.( 
.. ~ 
I 'i 'j ~ ·',:i..; 
N= 12 P= .425 B= .933 C= .166 
X P(X) P(X CJR LESS) 
0 ~00029554 .00029554 
1 .0034344 7 .0037300,1 
2 • 01829281 .02202283 
3. .05904965 .08107248 
4 .12866416 • 20973664 
5 .19935887 .40909551 
6 .22523729 .63433280 
7 .18696117 .82129397 
fJ .11315906 • 93445303 
9 .04870403 • 98315706 
10 .01414959 / • 99730665 
11 .00249137 • 99979802 
12 000020105 • 99999907 
E(X)= 5.90369410 
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• 'i,: ,~·•'! / • t,. 1~• i T d', 1 , ,~ , _,.. " • '" , • , • ,-.~ ••• ,.._.,... - ' ,-.,._ ' ' 
. -,_ ) 







P= .625·· B= .875 C~ .225 
















































I:BM ·1020 Fortran Computer l?rog-ram 
for 
Least Squares Estimates of Model I Parameters 
with 
·~. 
Solutt.ons :f·or: Data of Table 1 
·,: 
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C IBM 1620 FORTRAN WITH FORMAT 














DO 1 I •1,M 
DO 1 J=l,N 
ACCEPT TAPE 200,UNIT 




















- -'-l~ , _(·, ·;o.:Z.: ' .,·..: '., ~,--·.~ '= 
t\·f(~~ 
'., . .,~·-.): 
. ·--,·· 




DO 4 I •1,M 
P( I )=RAVE 




DO 7 J=l ,N 
SNLM=O. 
DENM=O. 
DO 8 I •1,M 
I F(R( I ,J) )8,8,9 
. 9 ENLM=ENLN+P{ I )*(R( 1,J)-( 1.-P( I) )*C(J) )*W( 1,J) 
DENM:aOENM+P(l)*P(l)*W(l,J) 
8 C()f\jTINUE 





DO 10 J•l ,N 
ENUM=O. 
DENM=O. 
DO 11 I =1,M 
b 
I F(R ( I , J)) 11 , 11, 12 
12 ENUM=ENLBvl+(lo-P(l))*(R(l,J)-P(l)*B(J))*W(l,J) 
DENMm:D,ENM+W(l,J)*(1.-P(l))**2 




_,., ....... _ .. , ............ ··o-.~··: ·,· .. ·-·-··-·--. ......... ~--. -· , 







DO 13 I =1,M 
ENlJvl=O. 
DENM-0. 
DO 14 J=l,N 





P ( I ) =EN U-1/DENM 
13 . SMP=Sf\1P+P(I) 
FdAR=SMP/EM 
I F(5.-Y) 18,39,39 
3:9 RES=O. 
DO 16 I =1,M 







IF(SENSE SWITCH 2)24,25 







-C . . . Z4 . A ZS: , I 
19 
... ')' 
...... :::,~; J Ul6i: J;llllititt:WW;.@L 
RLST-RES 
GO TO 6 
., .. " •• ..., ll.'llil:Wllri''·w.111.J 























DO 38 Ja1,N 




GO TO 28 
18 PRINT 300 
. . ~ 
300 FORMAT(3H OP,IOX,4HP(I)/) 




. ... . ... ., .. t ,-:,' 













































DO 21 J=l ,N 
PRINT 600,J,B(J),C(J) 
FORMAT(l3,F14e3,F14.3) 
PRINT 8o0 9 RES 
8oo FORMAT(//15HSl1'1 OF SQUARES•,F12.6) 










---.--. - ~ -- ,... - ·--.1, - --~M,,i·!"'li_··""" 
,· 
.,._ 
~~,. - ¥,- ...... ,.....,,,,, 









































SUM OF S~UARES = 120.511070 




















MODEL · 1 
I NTERMEb I A TE RE SUL TS OF THE ITERATIVE PROCEDURE 
\ 
DECREASE IN 




























. . . . . .•. ~ ' !,-·· .-.,,.,.~ 
.. ,., ' •·,.·--· ,. 
,FOURTH TRANSF ORMA TI ON OF VAR I ABLES 
42 120.53116 
43 120.51670 .. 4ij r ' 120.51318 
45 120.51183 
46 12005113ij 
FIFTH TRANSFORMATION OF VARIABLES 47 120.51344 48 120.51137 
49 120.51107 
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IBM 1620 Fortran Compu.t'er. Program 
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L,~.ast Squares Estimate·s of Model II Parameters 
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C IBM 1620 FORTRAN WITH FORMAT· 
C SOLUTIONS TO LEAST SQUARES EQUATIONS OF MODEL I I 
DI MENSI ON P( 15,8) ,A( 15) ,B( 8) ,W( 15,8) 








DO 2 I •1,M 
00 2 J=l ,N 
ACCEPT TAPE 200.UNIT 




X•X+ 1 .O 
GO TO 2 
4 1 P( 1,J)=DEF /UNIT 
.. 
W(l,J)=UNIT/(P{l,J)*(l.-P(l,J))) 
2 SMP•SMP+P ( I , J) 
PAVE•SMP/(EM*EN-X) 
00 5 1~1,M 
5 A(l)=PAVE 
18 00 6 J=1,N 
./ ' 









DO 7 1=1,M 
I F(P( 1,J) )8,8,9 
8. X•X+l .O 
' 'I 
' 
GO TO 7 
ENUMnENUM+W(l,J)*(P(l,J)-A(I)) 
DENM=DENM+W(l,J) 
7 . CONTINUE 
6 B(J)=ENLM/DENM 




DO 11 J=l ,N 
IF(P(l,J))12,12,13 
12 X•X+I.O 
GO TO 11 
13 ENLM-ENLM+W(l,J)*{P(l,J)-B(J)) 
DENM=OENM+W(l,J) 




100 14 1•1,M 






























DO 22 J•1,N 
X=X+B(J) 
X•X/EN 
DO 23 J=l ,N 
B(J)=B(J)-X 
DO 24 1=1,M 
24 A( I )=A( I )+X 
PRINT 300 
300 f0RMAT(3H OP,10X,5HALPHA/) 
DO 19 I =1,M 
19 PRINT 400,1,A(I} 
400 FORMAT(13,F15.6) 
/ PRINT 500 
500 fORMAT(/4HINSP,9X,4HBETA/) 
/DO 20 Jml ,N 










FORMAT(//15HSLM OF S~UARES-,FI0.6) 
lf(SENSE SWITCH 1)1,21 
PAUSE 
GO TO 1 
END 
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SLM- Of SQUARES• 142.402610 


























n,m-:· ____ _ 




INTERMEDIATE RESULTS OF THE ITERATIVE PROCEDURE 
ITERATION SUM OF 
NLMBER S~UARES 
1 149.1t38 2 142.4 02 





TOTAL RUNNING TIME= 3 MINUTES 
' '. 
DECREASE IN 




























































IBM 1620 Fortran Computer Program 
.for 
Least Squares Estini~t~:ts of Model III Parameters 
w-:ith 
,_Soluti-ons· f·or Dat-a. 9t 'f~:-b1~ l 
,. 
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. T.?-:. I •. <M" I /(fiWWfiH tfiittt I I. &!fff'MS 
-C IBM 1620 FORTRAN WITH FORMAT 
C SOLUTIONS TO LEAST SQUARES EQUATIONS OF MODEL I II 
DI MENS~ ON R ( ~ 59 8) ,W( 15,8) ,PHI ( 15), THET( 8) ,ELDA( 8) 
30 






DO 1 1,M 
DO 1,N 
ACCEPT TAPE 200,UNIT 








GO TO 1 
R(l,J)=OEf/UNIT 
W(I ,J)=UNIT/(R(l,J)•(l.-R(l,J))) 
SMR•SMR+R ( I , J) 
RAVE~SMR/(EM*EN-X) 
DO_ 2 J=l,N 



















10 . 00 4 I •1,M 
ENUM-0.0 
' DENM-0.0 







3 CQJ\JT I NUE 
4 PHl(l)=ENLM/DENM 




DO 5 1==1,M 
IF(R{l,J))28,28,27 
28 X•X+l.O 





DO 8 J=l ,N 
ENlMaQ.O 
DENM-0.0 
















~.·.:·"··· 1 :· .. ':'<. 
,: 
, ..  I 
!;, ' 
~. ' : 
......... ii 
.• C J 
. ; 
.· . I 





,(, · . 
. ' 
' • 








7 CONTINUE ., /--. 
8 ELDA(J)=ENUM/DENM 
RES•O.O 
DO 9 I •1,M 
DO 9 J=l,N 
I F(R( 1,J) )9,9,31 
31 RES-RES+W(l,J)*(R(l,J)-THET(J)-PHI (l)*ELDA(J))**2 
9 CONTINUE 
DEC=RLST-RES 
IF(SENSE SWITCH 2)16,17 




GO TO 10 
12 x-o. 









. . "'· 
-~~-
I • • 
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FORMAT(/3H OP, 1ox.6HPHI (I)/) 
DO 13 1•1,M 
PRINT 400,1,PHl(I) 
. FORMAT( 13,F16.6) 
PRINT 500 
,. 
500 FORMAT(/4HINSP,8X,8HTHETA,(J), 7X,9HLAMBDA(J)/) 
00 14 J=l,N 
14 , PRINT 600,J~THET(J),ELDA(J) 
600- FORMAT{ 13, F 16. 6,f 16. 6) 
PRINT 700,RES 
700 fORMAT(//15HSUM Of SQUARES•,Fl0.6) 
IF(SENSE SWITCH 1)30,15 
15 PAUSE 





- -·~ ......,_.. ..... _____ ......... __ .,... ___ ,........ ,-.-· - ·.- ........ ----. --· .-·~ 







































































SIJ.1 Of S~UARES • 120,51102 
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INTERMEDIATE RESULTS OF THE ITERATIVE PROCEDURE 
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