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Abstract
Fixed points of recurrent neural networks can represent many things, including stored memories,
solutions to optimization problems, and waypoints along non-fixed attractors. As such, they are relevant
to a number of neurocomputational phenomena, ranging from low-level motor control and tool use to
high-level problem solving and decision making. Therefore, global solution of the fixed point equations
can improve our understanding and engineering of recurrent neural networks. While local solvers and
statistical characterizations abound, we do not know of any method for efficiently and precisely locating
all fixed points of an arbitrary network. To solve this problem we have proposed a novel strategy for
global fixed point location, based on numerical traversal of mathematical objects we defined called di-
rectional fibers [2]. This report supplements our results in [2] by presenting certain technical aspects of
our method in more depth.
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In the source paper [2] that is supplemented by this report, we propose a new method for locating fixed points
in recurrent neural networks (RNNs) with arbitrary connection weights. As shown in [2], the method is found
to be competitive and complementary to an existing baseline approach, often finding a different and larger set
of fixed points. As such, it constitutes an effective new tool for better understanding recurrent neural network
dynamics, and improving our ability to engineer them so that they possess desired neurocomputational
properties in any given application.
Our method is based on mathematical objects called directional fibers, which contain the fixed points, and
which can be numerically traversed. Accurate and efficient traversal relies on a carefully derived numerical
update scheme, and accurately counting the fixed points found requires special attention to round-off errors.
This report covers these technical aspects.
For the reader’s benefit, Section 2 recapitulates the relevant formal definitions from the source paper [2].
Section 3 derives the numerical update scheme for traversal along a directional fiber. Section 4 addresses
the issue of round-off errors in finite-precision machine arithmetic.
2 Directional Fibers
In the following we assume the reader is already familiar with the terminology, concepts, and proofs given
in [2]. For the reader’s convenience we repeat the relevant definitions here without elaboration.








= {(v, α) ∈ RN × R : F (c)(v, α) = 0}, (2)
where the function F (c) : RN × R→ RN is given by:
F (c)(v, α)
def
= f(v)− αc. (3)
Where convenient, we rewrite points (v, α) ∈ RN × R as points x ∈ RN+1. As shown in [2], directional
fibers can be numerically traversed as long as c satisfies certain regularity conditions. For the remainder we
focus on the RNN model with update rule
∆v = f(v)
def
= σ(Wv)− v, (4)
where v ∈ RN is the vector of neural activations, W ∈ RN×N is the matrix of synaptic connection weights, and
σ is coordinate-wise hyperbolic tangent, as in [2]. Note that f (and hence F (c), for every c) is differentiable.
3 Numerical Update Scheme
At a given point x(0) ∈ Γ(c), let z denote the tangent vector to Γ(c). As shown in the source paper [2], if the
Jacobian DF (c)(x(0)) is full rank, then z is the unique (up to sign) unit vector satisfying
DF (c)(x(0))z = 0. (5)
The numerical step advances x(0) by a distance of θ∗ in the direction of z, resulting in a new point x(θ
∗) ∈ Γ(c).









Figure 1: An illustration of some key quantities used in Theorem 1. The arrow labeled “DF (c)(x(0))”
represents the row space of DF (c), which is orthogonal to z (in higher dimensions there will be more than
one row vector).
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Eq. 6 simultaneously maintains F (c)(x(θ
∗)) = 0, which keeps x(θ
∗) in Γ(c), and enforces zT (x(θ
∗)−x(0)) = θ∗,
which moves the traversal forward by a distance of θ∗ in the tangent direction. This update is illustrated in
Fig. 1.
As long as W is invertible, the step-size θ∗ can be determined rigorously with strong formal guarantees. In
particular, this section shows how to compute a θ∗ for which the numerical update is guaranteed to converge
to the same point that would have resulted from the mathematically ideal traversal : that is, the traversal in
which x(0) flows continously along Γ(c), by a distance of θ∗, in the direction of z. The conditions that θ∗
must satisfy for this to hold are provided by Theorem 1 below. For greater notational ease in the statement
and proof of this theorem, we define several auxiliary functions and quantities as follows, some of which are
shown in Fig. 1.






Next, given any ε > 0, we define δi(ε) > 0 to be the largest δ such that for i ≤ N and any x ∈ RN+1, if
|W̃i,:(x− x(0))| < δ, (9)
then
|σ′(W̃i,:x)− σ′(W̃i,:x(0))| < ε. (10)
δi(ε) is used to determine a neighborhood around x
(0) in which DG(x) remains close to DG(x(0)), where
“closeness” is measured by ε. Its computation is explained after the statement of the theorem and illustrated
in Fig. 2.
Based on δi(ε), we define several intermediate bounds used by the theorem:
• ∆i(ε)
def
= {x : |W̃i,:(x− x(0))| < δi(ε)},
• δ(ε) def= mini δi(ε),
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• ∆(ε) def= {x : ||W̃ (x− x(0))|| < δ(ε)},
• µ(ε) def= maxi maxx∈∆i(ε) 12 |σ
′′(W̃i,:x)|,
• and ρ(ε) def= µ(ε)/(λ− ε).














and we let θ∗ = Θ(ε∗).
Theorem 1. Given fixed c and invertible W , let x(0) be any point in Γ(c). Suppose DF (c)(x(0)) is full rank








and Newton’s method, when seeded with x(0) and used to solve Eq. (13), will converge to x(θ). Moreover, the
resulting bijection θ 7→ x(θ) is continuous on [0, θ∗].
In Theorem 1, each x(θ) solving Eq. (13) is a point in Γ(c) that lies a distance of θ from x(0) in the direction
of the tangent z. The fact that the map θ 7→ x(θ) is a continuous bijection for all θ ∈ [0, θ∗] guarantees that
the same x(θ) would result from the mathematically ideal traversal where x flows continuously along Γ(c)
starting from x(0). The proof follows a common strategy of proving the IVT, based on Newton’s method
(e.g., [3, 4]). However we take additional care to keep an explicit bound on the region of convergence as
large as possible, capitalizing on the specific characteristics of the network model studied here. In this proof
the nth iterate of Newton’s method is denoted x(n). Whereas we solve for x(θ
∗) during fiber traversal since
it is the largest step-size with a formal guarantee, in this proof we solve for x(θ), for an arbitrary θ ∈ [0, θ∗],
to establish the guarantee.










Now consider any θ ∈ [0, θ∗]. Given Eq. (14), the left-hand side of Eq. (15) is the closed form for a geometric





(ρ∗||W̃z||θ)k ≤ δ∗. (16)
Since r2









We will bound the Newton iterates within ∆∗ using Eq. (17) as well as the following bound on the
derivatives of G. Let x be any point in ∆∗. Explicitly differentiating G, we have
DG(x) =
[




where Σ′(x) abbreviates diagi≤N (σ
′(W̃i,:x)). By adding and subtracting DG(x
(0))W̃−1, we have






Since x ∈ ∆∗, we have
|W̃i,:(x− x(0))| ≤ ||W̃ (x− x(0))|| ≤ δ∗ ≤ δi(ε∗) (20)
for all i ≤ N , which implies
max
i≤N
|σ′(W̃i,:x)− σ′(W̃i,:x(0))| ≤ ε∗ < λ (21)
by the definition of δi and the constraint in Eq. (12) that ε
∗ ∈ (0, λ). Therefore∣∣∣∣∣∣∣∣[ (Σ′(x)− Σ′(x(0))) 00T 0
]∣∣∣∣∣∣∣∣ < ε∗ < λ, (22)
and combining with Eq. (19), we get
s∗ > λ− ε∗, (23)
where s∗ is the minimal singular value of DG(x)W̃−1.
We are now prepared to show that the Newton iterates converge. We will prove by induction that
||W̃ (x(n+1) − x(n))|| ≤ (ρ∗||W̃z||θ)2
n
/ρ∗ (24)




−G(x(n)) = DG(x(n))(x(n+1) − x(n)). (25)
Eq. (25) is solved for x(n+1) on each iteration.









(x(1) − x(0)), (26)
which is solved by x(1)−x(0) = zθ, since z is a unit vector spanning the null space of DF (c)(x(0)). Therefore
||W̃ (x(1) − x(0))|| = ||W̃z||θ = (ρ∗||W̃z||θ)2
0
/ρ∗, (27)
and Eq. (24) is true with equality.
For the inductive case, suppose Eq. (24) is true for k ≤ n. Then we have
||W̃ (x(k) − x(0))|| ≤
k−1∑
j=0









where Eqs. (28-30) follow by the triangle inequality, the inductive hypothesis, and Eq. (17), respectively.
This shows that x(n) and x(n−1) are both in ∆∗.
Using x(n), x(n−1) ∈ ∆∗ we derive a recursive relation on the iterates as follows. Recapitulating Eq. (25),








−G(x(n)) = DG(x(n))(x(n+1) − x(n)). (32)
Subtracting (32) from (31) gives
G(x(n))−G(x(n−1)) = DG(x(n−1))(x(n) − x(n−1))−DG(x(n))(x(n+1) − x(n)). (33)
By Taylor’s theorem [1], G(x(n))−G(x(n−1)) also satisfies
G(x(n))−G(x(n−1)) = DG(x(n−1))(x(n) − x(n−1)) +R(n−1), (34)
with second-order remainder term R(n−1). Substituting (33) into (34) and canceling terms leaves
−DG(x(n))(x(n+1) − x(n)) = R(n−1), (35)








(n) − x(n−1)))2, (36)
where each x̃(i,n) is a weighted average of x(n) and x(n−1), and hence also in ∆∗. As for i = N + 1,
differentiation shows that R
(n−1)
N+1 = 0.
Inserting the product W̃−1W̃ = I in the left-hand side of Eq. (35) and taking the norm of both sides, we
have
||DG(x(n))W̃−1W̃ (x(n+1) − x(n))|| = ||R(n−1)||. (37)
From Eq. (23), this implies
(λ− ε∗)||W̃ (x(n+1) − x(n))|| ≤ ||R(n−1)||. (38)
To bound ||R(n−1)||, we first note that since each x̃(i,n) ∈ ∆∗, we have maxi 12σ
′′(W̃i,:x̃
(i,n)) ≤ µ∗.
Moreover, for any vector a, we have ||a||2 ≥ ||a2||, where the exponent inside the norm is taken coordinate-

















a4i = ||a2||2. (39)
Finally, ||R(n−1)|| = ||R(n−1)1:N || since R
(n−1)
N+1 = 0. Therefore from Eqs. (36), (38), and (39), we get
||W̃ (x(n+1) − x(n))|| ≤ µ
∗
λ− ε∗
||W̃ (x(n) − x(n−1))||2 = ρ∗||W̃ (x(n) − x(n−1))||2. (40)
Substituting from the inductive hypothesis on the right-hand side of Eq. (40), we have









Hence the induction goes through for all n. The consequence is that x(n) is a Cauchy sequence, and therefore








that is unique in ∆∗, and that the associated map θ 7→ x(θ) is continuous.
To show that limn→∞ x
(n) is a solution of Eq. (42), we again take norms in the Newton iteration formula,
which gives ∣∣∣∣∣∣∣∣[ 0θ
]
−G(x(n))
∣∣∣∣∣∣∣∣ ≤ ||DG(x(n))W̃−1|| · ||W̃ (x(n+1) − x(n))||. (43)




also approaches 0 (and hence x(n) approaches a solution x(θ)).
For uniqueness, we take norms using the first-order Taylor theorem, which shows for any x that
||G(x(θ))−G(x)|| = ||DG(x̃)W̃−1W̃ (x(θ) − x)|| (45)
≥ (λ− ε∗)||W̃ (x(θ) − x)||, (46)
where x̃ is a weighted average of x(θ) and x and hence in ∆∗. Therefore if ||G(x(θ)) − G(x)|| = 0, then it
must be that ||W̃ (x(θ) − x)|| = 0. In other words, if G(x(θ)) = G(x), then x(θ) = x.
Lastly, take any e > 0. To show continuity, we must find some d > 0, such that for any θ̂ ∈ [0, θ∗],
|θ − θ̂| < d implies ||W (x(θ) − x(θ̂))|| < e. (47)
Taking x = x(θ̂) in Eq. (46), we obtain
||G(x(θ))−G(x(θ̂))|| ≥ (λ− ε∗)||W̃ (x(θ) − x(θ̂)||. (48)
Noting that ||G(x(θ))−G(x(θ̂))|| = |θ − θ̂|, we find that setting d = e(λ− ε∗) is sufficient.
The quantities δi(ε), µ(ε), and ρ(ε) can all be computed for any given ε with elementary, albeit cumber-
some, operations, based on the properties of σ. Since σ′(r) = 1− σ2(r) for any r ∈ R, σ′ can be inverted as
follows:





Using Eq. (49), δi(ε) can be computed as
δi(ε) = min
{∣∣∣∣±σ−1(√1− (σ′(W̃ix(0))± ε))− W̃ix(0)∣∣∣∣ ,∞} , (50)
where the minimum is taken over all choices of ± that produce real-valued results (e.g., the horizontal lines
in Fig. 2 that intersect the graph of σ′.). If none of the choices do, then δi(ε) = ∞ signifies that any δi,
no matter how large, satisfies the definition of δi(ε) in Theorem 1. Two examples of this computation are
illustrated in Fig. 2.
Differentiation shows that we can compute σ′′(r) directly as σ′′(r) = 2σ′(r)σ(r) = 2(1 − σ2(r))σ(r).
Moreover, the maximum of |σ′′(r)| over any interval either occurs at one of the endpoints, or else is the
global maximum of |σ′′(r)|, namely
√
16/27, which occurs at r = σ−1(
√









∣∣∣σ′′(W̃ix(0) ± δi(ε))∣∣∣ otherwise, (51)
where the maxi is taken over each choice of sign for each i. This computation is illustrated in Fig. 3.
Once each δi and µ are computed, ρ can be computed directly from its definition. As for ε
∗, it can be
approximated reasonably well by evaluating Eq. (12) at a modest number (we used 16) of regularly spaced
values of ε ∈ (0, λ), thereby efficiently computing a step-size θ reasonably close to θ∗.
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Figure 2: Two examples of computing δi from ε, one in dashed lines and one in dotted lines. First,
σ′(W̃ix
(0)) ± ε is calculated (horizontal lines), representing endpoints of the range in which we want to
bound σ′. Then, the calculated endpoints are passed through (σ′)−1 (vertical lines), to obtain the endpoints
of the corresponding range in which we should bound W̃ix. These endpoints are subtracted from W̃ix
(0) to
obtain δi.














Figure 3: Two examples of computing µ from δi(ε), one in dashed lines and one in dotted lines. First,
W̃ix
(0) ± δi is calculated to obtain the endpoints of ∆i. Then each endpoint is passed through σ′′ to
determine µ (vertical lines). 2µ is either the greater of the two endpoints, or the global maximum of σ′′ if it
is included in ∆i.
A corollary of Theorem 1 is that, while confined to ∆(ε∗), the directional fiber cannot “double back” in
the direction of −z (otherwise, there would be two distinct x(θ) ∈ ∆(ε∗) for the same θ, contradicting the
theorem). In other words, the new tangent vector after the step should have a positive dot product with
the previous tangent vector before the step. This allows us to ensure that the numerical traversal never
inadvertently reverses direction from one step to the next. Specifically, we compute the new tangent vector










for ẑ and then normalizing ẑ to unit magnitude. This ensures both that ẑ spans the null space of DF (x(θ)),
so that it is tangent to Γ(c) at x(θ), and also that zT ẑ > 0, so that traversal continues in the right direction.
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Figure 4: Histograms of relative errors RE(v) at points found by fiber traversal. Each and every fixed point
was accepted as fixed by a large margin.
4 Counting Unique Fixed Points in Finite Precision
As described in the source paper [2], in order to accurately assess the performance of our solver, it is
important to accurately count the number of unique fixed points found. Determining whether a point should
be considered fixed, and whether two fixed points should be considered identical or distinct, are non-trivial
problems in finite-precision arithmetic. The computed value of f(v) at “fixed points” was generally a few
multiples of machine precision and rarely identically 0. Similarly, any pair of “identical” fixed points were
generally a few multiples of machine precision apart, and rarely identically equal.
To decide whether a point should be considered fixed, we use a forward error analysis of f to obtain the
following upper bound:
|f(v)− f(v)| ≤ E(v) def= |W |ε(v) +Nε(|W ||v|) + 5ε(σ(Wv)) + ε(v) + max(ε(σ(Wv)), ε(v)), (53)
where all operations (except matrix multiplication) are applied coordinate-wise, and the inequality is true
in every coordinate. The overbars denote the closest finite-precision approximation to an infinite-precision
value, and ε(·) denotes machine precision at a given finite-precision value. The coefficient of 5 bounds the
relative error of σ. Rather than inspecting the machine implementation of hyperbolic tangent, we estimated
this coefficient empirically based on the evaluation of σ(x) at 216 values of x uniformly sampled from [0, 1].
At a true fixed point v, f(v) = 0, and |f(v) − f(v)| = |f(v) − 0| = |f(v)|, so any finite-precision point v
satisfying |f(v)| > E(v) can be rejected as certainly not fixed.
As a sanity check, we inspected histograms of the relative errors at points accepted and rejected as fixed
9

















104 N = 64









































































Figure 5: Histograms of relative errors RE(v) at points found by a baseline fixed point solver, colored
according to whether they were accepted as fixed (white bars) or rejected as not fixed (black bars).




where the index i ranges over the coordinates of f (from 1 to N). Our test rejects v as certainly not within
machine precision of a true fixed point if RE(v) > 1. Otherwise it accepts v as potentially within machine
precision of a true fixed point. RE can be extremely large since E(v) is generally near machine precision,
but when v is not fixed f(v) can be much larger than machine precision.
Each panel in Fig. 4 shows the relative errors at “fixed” points found by a single fiber traversal on
a single network. The left column contains panels for five networks with N = 10 and the right column
contains panels for five networks with N = 64. The histograms show that each and every point identified by
fiber traversal was accepted as fixed, by a wide margin, demonstrating that our theoretical results and error
analysis are highly consistent.
Each panel in Fig. 5 shows the results for an existing baseline solver (described in [2]) on a single network.
As in Fig. 4, the left column shows five networks with N = 10 and the right shows five networks with N = 64.
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The baseline solver can locate either fixed points or so-called “slow” points that are not fixed but are local
minima of ||f(v)||. Points accepted as fixed are shown in white and points rejected as not fixed are shown
in black. Although the distinction was typically clear cut, there were some edge cases which call the fidelity
of our error analysis into question (middle panel on left, second panel from top on right). However, it is
important to note that these histograms are shown with a log-scale on the y-axis. When shown normally,
the edge cases are mostly invisible.
Nevertheless, some of our results in [2] rely on an accurate comparison of fiber traversal with the baseline
solver. In particular, the results therein rely on the metrics |T −B| and |B − T |, where T is the set of fixed
points found by traversal and B is the set of points found by the baseline. |T −B| measures the number of
points that were found by the former but not the latter, and vice-versa for |B − T |. The edge cases in these
histograms raise the question of whether allegedly larger values of |T −B| than |B − T | are in fact artifacts
of a flawed error analysis.
To dispel these concerns, we quantitatively inspected the results for each questionable histogram. For
example, consider the second histogram from top in the right column of Fig. 5. On this network, |T − B|
and |B − T | were measured to be 694 and 476, respectively. Let us assume an inordinate worst case and
suppose that every point in the histogram bins ranging all the way from RE = 20 to 220 was actually fixed
and incorrectly classified as “not fixed” by our test. Additionally let us even suppose that each point in these
bins was a distinct fixed point with no duplicates. Even then, these bins contain only 86 points, which cannot
account for even half of the difference |T −B| − |B − T |. The same check was performed on every network
with size N ∈ {24, 32, 48, 64} (where it was claimed that |T −B| was significantly larger than |B−T |), again
using the generous cap of 220. On average, the number of points in the questionable bins was only 27.7% of
|T −B| − |B − T |. So we can be quite confident that our results reported in [2] are essentially correct.
As justified empirically in the source paper [2], given two points v(1) and v(2) that had both been classified





i | < 2
−21. (55)
Based on this test, we extract unique fixed points from a set with duplicates as follows. First, an adjacency
graph is formed, where two points are adjacent if they were detected as duplicates. Next, the connected
components of the graph are identified. Finally, one representative unique fixed point is chosen from each
connected graph component.
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