Abstract: In this paper, we discuss statistical manifolds with almost contact sturctures. We define a Sasaki-like statistical manifold. Moreover, we consider Sasaki-like statistical submersions, and we study Sasaki-like statistical submersion with the property that the curvature tensor with respect to the affine connection of the total space satisfies the condition (2.12).
Introduction
Let M and B be two Riemannian manifolds of class C ∞ . A Riemannian submersion π : M → B is a mapping of M onto B such that π has maximal rank and π * preserves lengths of horizontal vectors ( [5] , [6] , [11] , [17] ). If π : M → B is a Riemannian submersion such that M is a Sasakian manifold with almost contact structure (ϕ, ξ, η), each fiber is a ϕ-invariant submanifold of M and tangent to the vector ξ, then π is said to be a Sasakian submersion ( [7] , [8] , [13] , [16] ). If π is a Sasakian submersion, then B is Kählerian and each fiber is Sasakian. B. H. Kim ([8] ) and the author ( [13] ) investigated a Sasakian submersion with vanishing contact Bochner curvature tensor. It is known that ( [7] , [13] Next, let M and B be two semi-Riemannian manifolds. A semi-Riemannian submersion π : M → B is a submersion such that all fibers are semi-Riemannian submanifolds of M , and π * preserves lengths of horizontal vectors ( [12] ). Recently, N. Abe and K. Hasegawa ( [1] ) studied an affine submersion with horizontal distribution. They investigated when the total space is the statistical manifold. Also, the author ( [14] ) studied statistical manifolds with almost complex structure and its statistical submersions. Let M be a manifold with a non-degenerate metric g and a torsion-free affine connection ∇. If ∇g is symmetric, then (M, ∇, g) is called a statistical manifold. In [9] , M. Noguchi studied statistical manifolds. On the statistical manifold, we define another connection, called the conjugate (or dual) connection ( [3] , [10] ). This concept was widely studied in information geometry ( [2] , [3] ). The statistical models in information geometry have a Fisher metric as Riemannian metric, and admit an affine connection which is constructed from the mean of the probability distribution. This affine connection is called α-connection, and conjugate relative to the Fisher metric is the so called (−α)-connection, where α is a real number. The 0-connection is the Levi-Civita connection with respect to the Fisher metric. Also, O. E. Barndorff-Nielsen and P. E. Jupp ( [4] ) studied a Riemannian submersion from the viewpoint of statistics. In [15] , we studied the statistical submersion of the space of the multivariate normal distribution. In this paper, we study a statistical submersion. In §2, we introduce statistical manifolds with almost complex structure (resp. almost contact metric manifold), and define a Kähler-like (resp. Sasaki-like) statistical manifold. In §3, we describe a semi-Riemannian submersion with affine connection and define a statistical submersion. We consider a Sasaki-like statistical submersion in §4. In §5, we discuss Sasaki-like statistical submersions such that the curvature tensor of the total space satisfies the type (2.12) with c and show results similar to Theorem A. It is a great pleasure to thank the Department of Mathematics, Technische Universität Berlin, for the hospitality during a visit in June 2003, and Professor U. Simon for comments and suggestions.
Statistical manifolds with certain structures
An n-dimensional semi-Riemannian manifold is a smooth manifold M n equipped with a metric tensor g, where g is a symmetric nondegenerate tensor field on M of constant index. The common value ν of index g on M is called the index of M (0 ≤ ν ≤ n) and we denote a semi-Riemannian manifold by M n ν . If ν = 0, then M is a Riemannian manifold. For each p ∈ M , a tangent vector E in M is spacelike (resp. null, timelike) if g(E, E) > 0 or E = 0, (resp. g(E, E) = 0 and E ̸ = 0, g(E, E) < 0). Let R n ν be an n-dimensional real vector space with an inner product of signature (ν, n − ν) given by
Let M be a semi-Riemannian manifold. Denote a torsion-free affine connection by ∇. The triple (M, ∇, g) is called a statistical manifold if ∇g is symmetric. For the statistical manifold (M, ∇, g), we define another affine connection ∇ * by
for vector fields E, F and G on M . The affine connection ∇ * is called conjugate (or dual) to ∇ with respect to g. The affine connection ∇ * is torsion-free, ∇ * g is symmetric and satisfies (∇ * ) * = ∇. Clearly, the triple (M, ∇ * , g) is statistical. We denote by R and R * the curvature tensors on M with respect to the affine connection ∇ and its conjugate ∇ * , respectively. Then we find
An almost complex structure on a manifold M is a tensor field ϕ of type (1, 1) such that ϕ 2 = −I, where I stands for the identity transformation. An almost complex manifold is such a manifold with a fixed almost complex structure. An almost complex manifold is necessarily orientable and must have even dimension. We consider the semi-Riemannian manifold on the almost complex manifold M . If ϕ preserves the metric g, that is,
for vector fields E and F on M , then (M, g, ϕ) is an almost Hermitian manifold. Now, we consider the semi-Riemannian manifold (M, g) with the almost complex structure ϕ which has another tensor field ϕ * of type (1,1) satisfying 
For vector fields E, F and G on the Kähler-like statistical manifold, we consider the curvature tensor R with respect to ∇ such that
where c is a constant. Changing ϕ for ϕ * in (2.5), we get the curvature tensor R * .
Remark 2.1. If M is a Kählerian manifold, then M , satisfying (2.5), is a space of constant holomorphic sectional curvature c.
n be a 2n-dimensional semi-Euclidean space with a local coordinate system (x 1 , . . . , x n , y 1 , . . . , y n ) which admits the following almost complex structure ϕ, the metric g
and the flat affine connection ∇. It is easy to see that (R
is a Kähler-like statistical manifold. The conjugate is flat and
Next, let M be an odd dimensional manifold and ϕ, ξ, η be a tensor field of type (1,1), a vector field, a 1-form on M respectively. If ϕ, ξ and η satisfy the following conditions
for arbitrary vector field E on M , then M is said to have an almost contact structure (ϕ, ξ, η) and is called an almost contact manifold. The semi-Riemannian manifold (M, g) is called an almost contact metric manifold if
for vector fields E and F on M . We consider the semi-Riemannian manifold (M, g) with the almost contact structure (ϕ, ξ, η) which has an another tensor field ϕ * of type (1,1) satisfying
for vector fields E and F . Then (M, g, ϕ, ξ, η) is called an almost contact metric manifold of certain kind. Obviously, we find (ϕ * )
Because of (2.6), the tensor field ϕ is not symmetric with respect to g. This means that ϕ + ϕ * does not vanish everywhere. Equations ϕξ = 0 and η(ϕE) = 0 hold on the almost contact manifold. We obtain ϕ * ξ = 0 and η(ϕ * E) = 0 on the almost contact metric manifold of certain kind. Now, we consider the statistical manifold on the almost contact metric manifold of certain kind. If
η) is an almost contact metric manifold of certain kind if and only if so is
(M, g, ϕ * , ξ, η). Moreover, (M, ∇, g, ϕ, ξ,
η) is a Sasaki-like statistical manifold if and only if so is
On the Sasaki-like statistical manifold, we get
for vector fields E, F, G. We consider the curvature tensor R with respect to ∇ such that
where c is a constant. Changing ϕ for ϕ * in (2.12), we get the curvature tensor R * .
Remark 2.2.
If M is a Sasakian manifold, then M satisfying (2.12) is a space of constant ϕ-holomorphic sectional curvature c.
A Killing vector field on a statistical manifold is a vector field E for which the Lie derivative of the metric tensor vanishes, that is,
where L is the Lie derivative. Then we have
) be a statistical manifold. Then the following conditions on a vector field E are equivalent: 
We define the affine connection ∇ by
where ∂ xi = ∂/∂x i , ∂ yi = ∂/∂y i and ∂ z = ∂/∂z. Then its conjugate ∇ * is given as follows:
Now we define ϕ, ξ and η by 
This manifold is not Sasakian with respect to the Levi-Civita connection.
Statistical submersions
Let π : M → B be a semi-Riemannian submersion. We put dim M = m and dim B = n. For each point x ∈ B, the semi-Riemannian submanifold π −1 (x) with the induced metric g is called a fiber and denoted by M x or M simply. We notice that the dimension of each fiber is always m−n(= s). A vector field on M is vertical if it is always tangent to fibers, horizontal if always orthogonal to fibers. We denote the vertical and horizontal subspace in the tangent space 
Lemma E. For X, Y ∈ H(M ) and U, V ∈ V(M ) we have
Furthermore, if X is basic, then H∇ U X = A X U and H∇ * U X = A * X U . We define the covariant derivatives ∇T and ∇A by
F ∈ T M , Y ∈ H(M ) and V ∈ V(M ). We change ∇ to ∇
* , then the covariant derivatives ∇ * T, ∇ * A are defined similarly. We consider the curvature tensor on the statistical submersion. Let R (resp. R * ) be the curvature tensor with respect to the induced affine connection ∇ (resp. ∇ * ) of each fiber. Also, let R(X, Y )Z (resp.
where R (resp. R * ) is the curvature tensor on B of the affine connection ∇ (resp. ∇ * ). Then we have ( [14] ) 
We put
The mean curvature vector of the fiber with respect to the affine connection ∇ is given by the horizontal vector field
Then we have from (3.2) 
Then we have for X ∈ H(M ) and U ∈ V(M )
Moreover, we have
ϕ) is a Kähler-like statistical manifold and each fiber (M , ∇, g, ϕ, ξ, η) is a Sasaki-like statistical manifold.
By virtue of Lemmas E and 4.2, we get
5 Sasaki-like statistical submersions satisfying the certain condition
be a Sasaki-like statistical submersion. We assume that the curvature tensor of (M, ∇, g, ϕ, ξ, η) satisfies the type (2.12) with c, that
where c is a constant. Then we see from Theorem F 
which implies from Lemma 3.1 that
If H∇ X N = 0, then we obtain c + 3 = 0 or tr ϕ = 0. Therefore we have Also, it is easy to see from (5.7) that
Thus by virtue of Lemma 3.1, we get
If Finally, we give an example of a Sasaki-like statistical submersion such that the curvature tensor satisfies the type (2.12).
Example. Let (R ).
