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ABSTRACT

The motion of electrons in atoms, molecules, and in condensed matter unfolds on a time scale from
the attosecond (1 as = 10−18 s) to several femtoseconds (1 fs= 10−15 s). The advent of attosecond
light pulses has opened the way to the time-resolved study of electronic motion and of ionization
processes using pump-probe spectroscopies. In this thesis, we examine three aspects of the ionization dynamics in polyelectronic atoms: i) the coherence of the emerging charged fragments,
ii) two-photon ionization pathways, and iii) the reconstruction of photoionization amplitudes from
experimental observables. We focus on the role of autoionizing states and of inter-channel coupling, which are pervasive features in the spectra of atoms and molecules. Autoionizing states are
localized electronic configurations with energy above the ionization threshold. Due to electronic
motion correlated character, the excess energy in these configuration can be transferred to a single
electron, which is emitted to the continuum. Here, we use state-of-the-art techniques to accurately
reproduce these processes. In photoionization, the photoelectron and its parent ion form an entangled pair. Even if the initial state is pure, therefore, either of the two fragments is only partially
coherent. We simulate ab initio XUV-pump IR-probe experiment on helium to control this loss
of coherence. To a first approximation, the states of the He+ ion with the same principal quantum
number n are degenerate. On a femtosecond timescale, the partially coherent population of n` ionic
states results in a stationary, delay-dependent dipole, controllable through the intermediate n`n′ `′
autoionizing states of the atom. Fine-structure corrections cause picosecond real-time fluctuations
of this dipole, from which we reconstruct the coherences in the residual ion at its inception. In
argon, resonant phase structures below the 3s−1 threshold are revealed using the Reconstruction
of Attosecond Beating by Interference of Two-Photon Transition (RABBITT) technique. Our calculations, which are in excellent agreement with experimental measurements, mark a significant
improvement over previous models.
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EXTENDED ABSTRACT

The motion of electrons in atoms, molecules, and in condensed matter unfolds on a time scale that
spans from the attosecond (1 as = 10−18 s) to several femtoseconds (1 fs= 10−15 s). The advent
of light sources capable of generating electromagnetic pulses with sub-femtosecond duration have
opened the way to the time-resolved study of the evolution of electronic excitations, and of ionization and charge-transfer processes, in particular. These studies are normally based on a pump-probe
scheme, in which an isolated or a train of attosecond pump pulses are used in association with a
moderately intense infrared or visible probe pulse, with a controllable time delay.
In this thesis, we examine three aspects of ultrafast ionization dynamics in polyelectronic atoms: i)
the control of the coherence of the fragments that emerge from a ionization event; ii) the accurate
calculation of the two-photon ionization amplitudes in the presence of autoionizing states in polyelectronic atoms, and iii) the reconstruction of the photoionization amplitudes in the ionization of
complex atoms from experimentally observable quantities. Our focus is on the role, in multiphoton ionization processes, of autoionizing states and of inter-channel coupling, which are pervasive
features of the electronic structure of atoms and molecules.
Autoionizing states are localized excited electronic configurations with energy above the ionization
threshold of the system. In an independent-particle approximation, these configuration could be
indefinitely stable. Due to the correlated character of the electronic motion, however, electrons
can exchange energy with each other, and eventually transfer the excess energy to a single electron
that is emitted to the continuum. Inter-channel coupling refers to the inelastic character of electron
ion collisions, in which an electron colliding with an ion can transfer energy, spin, and angular
momentum to the ion. In this thesis we use state-of-the-art techniques that represent correlated
continuum electronic states, to quantitatively reproduce experimental observables.
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In a photoionization process, the released electron departs from the atom leaving an ion behind.
Even if the initial collective system is in a pure state, it is generally not a product of an ion state
and a photoelectron state: the photoelectron and its parent ion form an entangled pair. Stated
otherwise, either of the two fragments is only partially coherent. Such loss of fragment coherence
is inherent to the ionization process of a complex system. We performed ab initio simulation
of XUV-pump IR-probe ionization of helium above various excited thresholds to reproduce and
control the loss of coherence that emerges in this prototypical system, for which theory can be
pushed to convergence. Since the states of the hydrogenic He+ parent ion are degenerate in the
non-relativistic approximation, on a femtosecond timescale, the partially coherent population of n`
ionic states results in a stationary, delay-dependent electric dipole. We show how the polarization
of this ion can be controlled by leveraging the intermediate n`n′ `′ doubly-excited states of the atom.
The fine-structure corrections do split the ionic n` states, causing picosecond real-time fluctuations
of the dipole. From these real-time beatings we were able to reconstruct the coherences present in
the residual-ion at the time of its inception.
In the Argon atom, resonant phase structures below 3s−1 threshold were revealed using Reconstruction of Attosecond Beating by Interference of Two-Photon Transition (RABBITT) technique
in association with wavelength scanning method. Our ab initio calculations were supported by
experimental observations where we found a excellent agreement between the two and our results
improves significantly over previous models.
Finally, we started tackling the complex problem of reconstructing the photoemission time delays
for the ionization of the argon atom, which features multiple channels already at the one-photon
transition level. This work is conducted in collaboration with the experimental group by Guillaume
Laurent, at Auburn University (AL). The formalism is described in the theoretical method section.
Since this work is still ongoing, however, we do not report comparison of results in this thesis.
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CHAPTER 1: INTRODUCTION

Introduction

Atomic systems feature excited bound and mestastable states separated in energy by several eV
or even tens or hundreds of eV. Coherent superpositions of these states, therefore, give rise to
electronic motions that unfold on a sub-femtosecond timescale [2–4]. Attosecond XUV-pump
IR-probe photoelectron spectroscopies have emerged as powerful tools to explore charge-transfer
processes in complex systems [5–9] and attosecond dynamics at the nanoscale [10, 11]. The
short duration of attosecond pulses generates coherent superposition of electronic states above the
ionization threshold, bearing the promise of quantum control in the electronic continuum [12, 13].
The advent of table-top sources of attosecond light pulses has unlocked the door to the observation
and control of electronic motion on its natural time scale [2,14–20]. In particular, it is now possible
to answer crucial question about the photoelectric effect, one of the most fundamental processes
in nature, such as: 1) What is the coherence of the fragments emerging from a ionization event?
2) how long does it take an electron to liberate itself from its parent ion? This thesis contributes
answering these questions.
In the context of pump-probe ionization for the control on the evolution of ionized systems,
metastable states play a crucial role since, in contrast to photofragments, they are fully coherent and with a comparatively long lifetime. Autoionization [21–23] is one of the most relevant
aspects of metastable states above the ionization threshold, and it is a relevant phenomenon due
to its essential dependence on electron-electron correlations; indeed, autoionization is forbidden
in the non-interacting-particle approximation [24]. A variety of experiments have studied autoionizing resonances in an attempt to resolve the electron-correlation driven dynamics that underpins
Auger decay [25–29]. In a typical attosecond pump-probe experiment, extreme ultraviolet (XUV)
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light from high-harmonic generation (HHG) excites the target atom to an autoionizing state whose
evolution is subsequently probed by an infrared field with a controllable delay. To reconstruct the
excitation and decay of an autoionizing resonance beyond its mere lifetime, it is necessary not only
to measure the spectral intensity of the resonant feature, but also its phase. In chapter 2 and 3 we
discuss in detail how to accurately predict the parameters of autoioning states in complex atoms,
and their response to external fields.
In general, in a photoionization process, the photoelectron and its parent ion form an entangled
pair. As soon as the photoelectron leaves the interaction region, therefore, part of the coherence
in the residual parent-ion is lost, and so is the chance of guiding any subsequent transformation
of the target. One way to limit the loss of coherence that accompanies photoionization is to polarize the target with a strong control field that forces the ion in a single polarized state [30, 31].
In a theoretical study of the one-photon ionization of xenon, which can result in partial coherence between ions with the same parity, Pabst et al. have shown this coherence increasing for
pulses with shorter duration and higher central frequency, on account of the reduced role of interchannel coupling at large photoelectron energies [32, 33]. A more general control of the entanglement between photofragments can be achieved by leveraging the interference between different
multi-photon ionization (MPI) paths [34, 35]. In this latter approach, autoionizing resonances
play a crucial role as intermediate states since they decay on a longer timescale than free photoelectron wavepackets [36–41]. In fact, metastable states are essential intermediates in resonant
multi-photon atomic ionization [42, 43], ultrafast electron decay [44] and molecular dissociative
photoionization [45, 46].
In chapter 2 we illustrate the ab initio formalism needed to compute the photofragment density matrix. In chapter 4 and 5, we reports the results of simulations of XUV-pump IR-probe experiments
in helium, to explore the control and reconstruction of the density matrix of the ensemble parent
ions that emerge from the shake-up ionization of the helium atom with an XUV-pump IR-probe
2

sequence of ultrashort pulses, linearly polarized along the z axis [39, 41, 47].
Multi-photon excitations are key to entangle states that have opposite parity. In a pump-probe ionization of helium, autoionizing states below the N = 2 threshold are known to affect the branching
ratio between shake-up channels [36], due to the interference between direct-ionization and resonant MPI paths. This same interference affects also the residual coherence between the opposite
parity states of the He+ ion that lie above the ionization threshold. In chapter 5, which deals with
the case of the ionization of the helium atom above the N = 3 threshold, we demonstrate how the
resonances above and below threshold can interact to produce beatings that have an appreciable
affect on the residual coherence.
In the non-relativistic limit, He+ parent-ion states with the same principal quantum number are
degenerate, and hence their coherence results in a permanent dipole moment. In chapter 4 and 5
we demonstrate that the magnitude of the polarization can be controlled by changing the pumpprobe delay. On a timescale of few picosecond, the dipole moment fluctuates even in absence
of external fields, due to spin orbit interaction [48]. Our results show how the slow dynamics of
such polarized-ion ensemble can be controlled with attosecond precision. Conversely, from these
fluctuations, it is possible to reconstruct the relative phase between the nsms and npml ,ms states in
the ion wavepacket at the time of its inception. In particular, this reconstruction gives access to
the coherence between the ns1/2 and the np1,−1/2 states, which is a sensitive probe of relativistic
effects in attosecond ionization, since it vanishes only in the non-relativistic limit.
The measurement of photoemission group delay in atomic photoionization has been a research
focus since the onset of attosecond metrology, using either the Reconstruction of Attosecond Beating by Interference of Two-Photon Transitions (RABBITT) technique [28, 49–55] or attosecond
streaking [7, 56–59]. Attosecond chronoscopy [20] has emerged as a rich field of research, due
to the complexity of the electronic continuum, which ranges from unstructured single-channels,
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as in the hydrogen atom, or in helium well below the N = 2 shake-up threshold, to multi-channel
continua and continua featuring isolated resonances [27, 40, 53, 60, 61], to resonance and threshold
clusters [62, 63], up to double ionization continua [64]. In all these processes, photoelectron(s)
can keep exchanging angular momentum and energy with the parent-ion, before eventually leaving the interaction region. As the control of both the high-harmonic generation processes and the
resolution of the detectors has improved, the focus of controlling the ionization dynamics and photoemission time-delay has shifted from unstructured continua to multichannel resonant ionization.
To date, three attosecond interferometric schemes based on two-photon perturbative transitions
have been used to characterize ionization phases close to resonant structures. The first approach,
often referred to as wavelength scanning, consists in carrying out the standard RABBITT protocol multiple times, each time with a different well-defined central wavelength of the fundamental
laser field ω, which causes the energies ω2 N +1 = (2n + 1)ωIR of the attosecond pulse train (APT)
harmonics to shift as well. The absorption of a harmonic photon from the ground state, and the
subsequent exchange of an IR photon, results in harmonic and sideband signals in the photoelectron spectrum. To a first approximation [65, 66], the phase of the one-photon resonant ionization
amplitude ϕ (1) (ω2 N +1 ) is imprinted in the two-photon amplitudes that contribute to the harmonic
sidebands, e.g., ϕSB2n = ϕ (1) (ω2 N +1 )+ϕcc , where ϕcc is an additional phase introduced by the twophoton process. The sideband amplitude from the resonant harmonics interfere with neighboring
harmonics’s sidebands, thus giving rise to a beating of the sideband intensity, as a function of the
time delay τ, at twice the frequency of the IR probe pulse,

∆ISB2n (τ) = ∆ISB2n ,0 cos[2ωIR τ + ∆ϕ(ω2 N )].

(1.1)

In the monochromatic limit, and if the continuum-continuum phase is negligible [66], the sideband
beating phase incorporates the original resonant phase ∆ϕ(ω2 N ) ≃ ϕ (1) (ω2 N +1 ) − ϕ (1) (ω2 N -1 ). By
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concatenating the retrieved phases from multiple RABBITT scans, therefore, it is possible to finely
sample the photoelectron phase close to a resonance. This approach has been used by Kotur and
coworkers [40] to scan the phase of the 3s3p6 4p (q = -0.389, Γ = 87.4 meV [67]) resonance in the
argon atom, using the 17th harmonic of the APT. A similar experiment, performed recently in the
neon atom [68], showed similar results. In a second complementary approach, known as Rainbow
RABBITT [28, 69], the intensity and phase of the resonance are resolved within a single sideband,
using a single HHG-driving wavelength. These experiments were able to resolve helium’s 2s2p
[28] (q = -2.77, Γ = 37 meV [70]) and 2s3p [69] resonances (q = -2.58, Γ = 8 meV [70]) in the
spectral domain and reconstruct the evolution of these resonance in the time domain. These studies
have revealed that, immediately after the exciting pulse, the ionized electronic wave packet is
symmetric with respect to the resonance energy. The characteristic asymmetric spectral line shape
builds up over time as the quasi-bound state decays. Cirelli et al. [27], have recently pioneered a
third approach, based on angularly resolved photoelectron detection, to characterizes the spectral
phase of argon’s 3s1 3p6 4p1 resonance. Other attosecond pump-probe perturbative methods, based
on the interference between one-photon and two-photon amplitudes, such as [71, 72], are beyond
the scope of the present thesis. We discuss the RABBITT formalism in chapter 3. In chapter 6, we
report the results of a joint experimental and theoretical study conducted in collaboration with the
group of Louis DiMauro, at Ohio State University, of the XUV photoionization of atomic argon
in the spectral region 24-40 eV, which covers multiple autoionizing resonances and ionization
thresholds.
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CHAPTER 2: THEORETICAL METHODS - STRUCTURAL
CALCULATIONS

In this and the next chapter, we provide a brief background on the theoretical techniques that we
are going to use in this thesis. Since the main purpose of this thesis is to explore non-linear light
matter interaction processes in atomic systems, and in particular the distribution of the photoelectrons and the state of the photo-ions emerging from the reaction center, we discuss the analytical
and numerical methods that are needed to represent the atoms subjected to ionizing fields. In this
thesis, we focus our attention on the helium and argon atom as preferred target systems, since they
are particularly relevant for experimentalists. A brief description of the spectral properties of helium is given towards the end of this chapter, as a way to illustrate correlated doubly excited states
as examples of autoionizing states. In all our studies, we wish to reproduce the interaction of the
target atom with a sequence of extreme ultraviole (XUV) attosecond pulses and of visible or infrared femtosecond probe pulses with a controllable delay between each other (pump-probe setup).
In the case of helium, we focus on the case of isolated attosecond pulses, which are associated to
a broad supercontinuum spectrum of ionizing radiation, and to a time duration that is shorter than
a half period of a moderately intense infrared probe pulse. In Argon, on the other hand, we examine a different scheme in which, instead of an isolated attosecond pulse, a train of such pulses,
separated by a regular time interval from each other, is used in addition to a weak IR-probe pulse.
When the spectrum of the photoelectrons generated in this latter scheme is recorded as a function
of the pump-probe delay, this technique is known as Reconstruction of Attosecond Beating By
Interference of Two-photon Transitions (RABBITT). Both of these techniques are described more
in detail in the following.
In the present chapter, we will focus electronic structure in absence of external fields, whereas in
the next chapter we consider the interaction of atoms with radiation. Unless specified otherwise,
6

atomic units (me = 1, h̵ = 1, e = 1) are used throughout.

Field Free Hamiltonian

In the present thesis, we are interested in the light-matter interaction between polyelectronic atoms
and ultrafast laser fields. Our main focus is on the role of electron-electron correlation, rather
than on small relativistic terms in the Hamiltonian, which, in the cases we consider, play only a
marginal or indirect role. If relativistic terms, such as the spin-orbit coupling, are neglected, the
field-free dynamics of an N-electron atom with nuclear charge Z is governed by the electrostatic
Hamiltonian, which, in the Gauss system of electromagnetic units reads

Ĥ0 =

N Ze2
P̂2 N p̂2i
e2
+∑
−∑
+∑
,
2M i=1 2me i=1 ∣r̂i − R̂∣ i< j ∣r̂i − r̂ j ∣

(2.1)

where R̂, P̂, and M are the nuclear position, canonical momentum, and mass, respectively, whereas
r̂i , p̂i , and me are the position, momentum, and mass of electron i. Since the mass of the nucleus of
a polyelectronic atom is typically 4000Z times larger than than of any given electron, the Hamiltonian in the center of mass can be approximated with the following expression,
N

Ĥ0 = ∑ [
i=1

p̂2i Ze2
e2
−
]+∑
.
2µ
ri
i< j ∣r̂i − r̂ j ∣

(2.2)

where r̂i now represent the relative coordinates of electron i with respect to the nucleus and µ
is an approximate reduced mass for the binary system formed by each individual electron with
[M + (Ne − 1)me ]me
the associated parent ion, µ =
. This expression accurately accounts for the
M + Ne me
effective mass of a highly-excited electron or a photoelectron, which is particularly relevant in
ionization processes, but it neglects the so-called mass polarization terms, which have negligible
effects in the processes we examine here. Owing to argon large atomic number (18), the elec7

tron reduced mass in argon essentially coincides with that of an isolated electron. In helium, on
the other hand, the difference between the reduced mass and the electron mass has small but appreciable effects on the energy of the system. Indeed, the atomic unit of energy (h̵ = 1, e = 1,
µ = 1) for helium is 27.2076 eV, whereas one atomic unit in a system where me = 1 (Hartree), corresponds to 27.211 386 245 988(53) eV [73]. In contrast to two-body systems, in polyelectronic
systems, stationary states, i.e., the eigenstates of the Hamiltonian, cannot be determined analytically. Nevertheless, there still are conserved quantities that we can leverage to simply the system.
The Hamiltonian in Eq. (2.2) does not depend on spin, it is spherically symmetric, and it does not
change under inversion of coordinates (parity). Therefore, the total orbital angular momentum,
electrons total intrinsic angular momentum (spin), their projection along a quantization axis (say,
x̂i ), and parity (Π), of an isolated atom are conserved,
[H,Li ] = 0,

[H,L2 ] = 0,

[H,Si ] = 0,

[L2 ,Li ] = 0,

[S2 ,Si ] = 0,

[S2 ,Li ] = 0,

[H,Π] = 0,

[Π,Li ] = 0,

[Π,Si ] = 0,

[H,S2 ] = 0
[L2 ,Si ] = 0
Π = ∑ πi ,

(2.3)

π⃗
r = −⃗
r.

i

In all the processes for polyelectronic systems that are simulated ab initio in this work, the system
always starts in a singlet state. Since the transition between different spin states, in the absence of
relativistic terms and in dipole approximation, is prohibited, we will only consider singlet intermediate and final states.
Since spin, total orbital angular momentum and parity are constants of motion, the eigenstates of
the field-free Hamiltonian can be labelled by the corresponding quantum numbers, collectively
referenced to with the spectral-term notation

2S+1 LΠ ,

where 2S + 1 is the spin multiplicity, L is

the total angular momentum and Π = e/o, defines the even (e) or odd (o) parity of the state. For
example, 1 Se , 3 Po , etc., where the letter S, P, D, F, G, H, etc. are traditionally used to indicate
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angular momentum 0, 1, 2, 3, 4, 5, etc. If the parity Π of a state coincides with the parity of the
angular momentum, L, then the state is said to be a natural state, e.g., 1,3 Se , 1,3 Po , 1,3 De , etc. If, on
the contrary, the two parities differ, then the system is said to be in an unnatural state, e.g.
1,3 P , 1,3 D ,
e
o

1,3 S

o,

etc. Non-natural states are less frequently encountered than natural states because

most system in their ground state are in a natural symmetry, and their by only linearly-polarized
light pulses cannot change the naturality of the state. We will nevertheless encounter several nonnatural states among the parent ions generated by atomic ionization, because the scattering of a
photoelectron off an ion can alter the naturality of the ion, while preserving the naturality of the
whole neutral system. Indeed, while a single-particle system such as a photoelectron can only
be in a natural state (spherical harmonics have the same parity as their angular momentum), e.g.,
2 Po ,

and a many-body ionic state can be in an unnatural state, e.g., 2 Pe , the two fragments can

be coupled to an overall 1 Po symmetry, which is contained in the direct product of these two
irreducible representations: 2 Pe ⊗ 2 Po = 1 So ⊕ 3 So ⊕ 1 Po ⊕ 3 Po ⊕ 1 Do ⊕ 3 Do .

Structure and symmetry of polyelectronic atomic functions

Here we detail the methods underlying the atomic structure calculations used in time-dependent
simulations of pump-probe experiments as well as for estimating the energy, width, and dipole
couplings of relevant atomic states. We can search for eigenstates ∣Ψ⟩ of the field free Hamiltonian

Ĥ0 ∣Ψ⟩ = E∣Ψ⟩

(2.4)

that are also eigenfunctions of these operators, and hence which have the corresponding set of
eigenvalues Γ = {L,S,ML ,MS ,π}. Because it is not generally possible to solve exactly for polyelectronic systems, approximation methods must be used. For localized states, we employ the
Multi-Configuration Hartree Fock (MCHF) approach [67, 74] with weighted average. In this ap9

proach, the wave functions {ΨA , ΨB , ...} of a selection of relevant target atomic states, possibly
with different symmetry ΓA , ΓB , ..., are expanded in a basis of orthogonal configuration state functions (CSFs), i.e. single-determinant wave functions projected on a space with well-defined spin
and orbital angular momentum,
N

ΨA = ∑ ΓA ΦΓαA cα,A ,

Φα = Nα PΓA ∣φα1 (x1 )φα2 (x2 )⋯φαNe (xNe )∣

(2.5)

α=1

where PΓA is the projector on the space with symmetry ΓA , Nα is a normalization factor, and
∣φ1 (x1 )φ2 (x2 )⋯φN (xN )∣ is a Slater determinant formed from individua spin-orbitals φi (x),
1
N
∣φ1 (x1 )φ2 (x2 )⋯φN (xN )∣ = √
φi (xi ),
∑ (P)Pi=1
N! P∈SN

(2.6)

with P being a generic permutation in the symmetric group of permutations of N particles, SN . The
generalized coordinates xi = (⃗
r1 ,ζi ) represent the spatial and spin coordinates of electron i. The set
of spin-orbitals φi (x) is itself constrained. Typically, it comprises only the hydrogenic orbitals with
principal quantum number n and orbital angular momentum ` bounded from above by a prescribed
maximum, n ≤ Nmax and orbital angular momentum ` ≤ min(Lmax ,n − 1). Furthermore, the CSF for
N electrons generated from this set of orbitals is normally also restricted. The core orbitals are
usually assumed to be doubly occupied, unless the core polarization (or, indeed, core ionization)
is relevant, inner-valence orbitals, which are fully occupied in the reference configuration of the
ground state, are allowed to have a limited number of holes, and the virtual orbitals, i.e., those that
are not populated in the reference configuration for the ground state, are allowed to contain only
a prescribed maximum number of electrons. This restricted-active-space method (RAS) greatly
reduces the size of the Hilbert space in which the MCHF functions live. This is essential to make
the calculation manageable, since the Full-CI space of all possible configurations compatible with
a given symmetry grows exponentially with the number of electrons in the system. The orbitals in
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the inner-valence, valence, and occasionally occupied virtual orbitals in the parent ion functions
are called active orbitals. The expansion coefficients as well as the spin orbitals in the CSFs are
determined by minimizing a functional given by a weighted average of the expectation value of the
target-state energies,
E[{cα },{φi }] = ∑ WA ⟨ΨA ∣H∣ΨA ⟩,
A

min E[{cα },{φi }]

Ô⇒

optimal {cα }, {φi }.

{cα },{φi }

(2.7)
The weights used in this procedure are normally chosen to be all equal to each other. The weightedaverage optimization has a marked advantage, compared to the simple MCHF for a single state.
Indeed, if the energy of only one target state (say, the ground state) is optimized, then only the
orbitals predominantly occupied in said state are optimized, whereas the other orbitals are as distorted as it is expedient to reproduce electronic correlation in that single target state. In this way,
most of the excited states would have a highly inaccurate representation. By optimizing, instead, a
set of states exhibiting, in their dominant configuration(s), all the localized orbitals likely to be populated in a process under study, all the relevant excited states can have a resonable representation,
at the expense of a marginal worsening of the representation of the ground state.

Close-coupling formalism for single-ionization functions

While tightly bound states are well-represented using MCHF, the minimization procedure is not
suited to calculate the wave function for highly excited Rydberg states or, worse, states in the
ionization continuum. To determine a good representation for these latter states, we use instead the
so-called close-coupling expansion (CC). In CC, the generalized eigenfunctions of the field-free
Hamiltonian are sought in the form of the antisymmetrized and angularly and spin coupled product
of a finite set of parent-ion MCHF functions, for N − 1 electron, with single-electron functions,
11

to represent the state of a Rydberg electron or a photoelectron. This representation is able to
accurately represent the asymptotic part of the multi-channel single-ionization wavefunction of an
atom, provided that the parent ions of all the channels that are open at the energy of interest are
included in the CC expansion. At short range, however, the correlation between the photoelectron
and the parent ion may not be fully captured by the expansion of the ionic states in a small set
of MCHF parent ions. For this reason, to the CC expansion, we add a so-called pseudo channel
formed by all the localized functions obtained by augmenting with an arbitrary active orbitals the
complete set of CSF functions compatible with the symmetry and RAS constraints for the parent
ions. Such pseudo-channel has two purposes. First it greatly improves the description of shortrange correlation in the system. Second it includes all the N-electron functions in which all the
orbitals may be occupied in some parent ion. This means that the complementary space of Nelectron functions contain at least one orbital that is orthogonal to all the orbitals that appear in
the parent ion, and hence they form an orthogonal complement to it. This circumstance greatly
simplifies the calculation of matrix elements and it ensures that the close-coupling basis is overall
linearly independent. In summary, the CC expansion has the following form
ΨΓ (x1 ,...,xN ) = Â ∑ ψαΓ (x1 ,...,xN−1 ; r̂N ,ζN )FαΓ (rN ) + ∑ χkΓ (x1 ,...,xN )cΓk ,

(2.8)

k

α

where rN is the radial coordinate of the excited electron, ζN its spin coordinate, r̂N refer to its
angular coordinates, and A is the antisymmetrization operator, Â =

1
N! ∑P∈SN (P)P.

The radial

functions FαΓ are built so to be orthogonal to all the ionic active orbitals. The channel function
ψαΓ (x1 ,...,xN−1 ; r̂N ,ζN ) is obtained by coupling the angular momentum and spin of the parent ion
to those of the N-th electron,

ψαΓ (x1 ,...,xN−1 ; r̂N ,ζN ) =

2
C
1 ΦA,MA ,ΣA (x1 ,...,xN−1 )Y`m (r̂N ) χσ (ζN ),
∑ CLLM
A MA ,`m SA ΣA , σ
2

MA ΣA mσ

(2.9)
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where Y`m (r̂) is a spherical harmonics [75] and 2 χσ (ζ ) is a spin function with projection Sz = σ h̵ =
̵

± 2h .
Two-electron systems, such as the helium atom, the H − ion, the Li+ etc, represent a special case
in which the close-coupling expression acquires a simpler form, since the parent ion is a singleelectron function, which has an exactly known functional form (in constrast to correlated polyelectronic ionic functions) and which is even analytically known, since all these parent ions are
hydrogenic in character. Let’s consider, for example, the axially symmetric (M = 0) singlet states
of helium, which can be expanded as follows [36, 76, 77]
L
ˆ (ζ1 ,ζ2 )Y L0 (Ω1 ,Ω2 ) uNa La (r1 ) f`α i (r2 ) .
φαi
(x1 ,x2 ) = Aθ
La `α
r1
r2

where Aˆ is the antisymmetrizer, Aˆ =

(2.10)

1
N! ∑P∈SN (P)P,

x = (⃗
r,ζ ) are electronic spatial and spin
√
coordinates, θ (ζ1 ,ζ2 ) = [α(ζ1 )β (ζ2 ) − β (ζ1 )α(ζ2 )]/ 2 is a singlet two-electron spin function,
YLLM
(Ω1 ,Ω2 ) = ∑Ma m CLLM
Y
(Ω1 )Y`α m (Ω2 ) are bipolar spherical harmonics [75], a is an
a `α
a Ma ,`α m La Ma
ionic state with angular momentum La principal quantum number Na , `α is a satellite-electron
angular momentum, u and f are reduced hydrogenic and arbitrary radial functions, respectively,
and α = (La ,Na ,`α ,L) is a collective index that identifies a close-coupling channel.
By substituting Eq. (2.8) in the secular equation (E −H)∣Ψ⟩ = 0, we can obtain n coupled equations
that the radial wave functions Fα must satisfy,

(

d 2 `α (`α + 1) 2(Z − N) 2
−
+
+ kα )Fα (r) = 2 ∑ (Vαβ +Wαβ + Xαβ )Fβ ,
r
dr2
r2
β

(2.11)

√
where kα =

2(E − I pα ) and `α are the asymptotic radial and angular momentum, respectively of

the electron in channel α.
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The scattering states of the system can be obtained by solving the set of coupled equations given
in Eq. (2.11) under the following boundary conditions. For the closed channels, since the wave
function is supposed to be localized, therefore it must vanish at large distances,

lim Fα (r) = 0.

r→∞

(2.12)

Whereas for the open channels, we have the photoelectrons that are under the action of long-range
Coulomb potential of the residual ion. The Eq. (2.11) can have as many solutions as there are open
channels. For a particular channel, the incoming-wave normalization states (ψ − ) have outgoing
spherical Coulomb function only in state α and incoming waves in all channels with simplified
form of the solution as,
−1/2

Fαβ ∼ kα

†
).
(eiθα δαβ − e−iθα Sαβ

(2.13)

Here, Sαβ are the terms of the on-shell n-dimensional scattering matrix with n being the number
of open channels. The S-matrix presents the overlap between different scattering states that satisfy
incoming and outgoing boundary conditions,

+
′
⟨ψβ−E ∣ ψαE
′ ⟩ = Sαβ δ (E − E ),

(2.14)

In the next sections, we will describe two alternative numerical approaches that are implemented
in the programs used for this thesis.

B-spline basis

The radial functions FαΓ can be accurately represented on a basis of Bsplines, which have emerged
in the last thirty years as one of the most accurate and flexible numerical tool in atomic and molec-
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ular physics [?, ?, 78]
FαΓ (r) = ∑ ϕi (r)ci;α ,

(2.15)

i

where
ϕi (r) =

Bi (r)
.
r

(2.16)

The spline are defined as piecewise polynomials of order k (maximum degree k − 1), C ∞ everywhere, except at a fixed set of knots {ti } where they are at least C ki −2 , with k ≥ ki ≥ 1. The quantity
νi = k − ki + 1 is called the knot multiplicity because the same spline basis can be obtained from a
basis with ∑i νi maximally regular knots in the limit where sets of νi contiguous knots coalesce to
i-th knots. In other terms, the spline space is specified by an order k and a non-decreasing set of
knots. The total dimension of spline space is n + k, but if we specialize to the subset which is zero
below the lowest and above the highest knots we are left with a space of dimension n − k. As a
consequence every spline extends at least over k adjacent intervals (k + 1 consecutive knots, when
counted with their multiplicity). The n − k independent splines restricted to k intervals, clearly a
basis of the spline space, are commonly called B-splines. Following deBoor [79], we define the
i-th B-spline Bki (x) of order k and which extends from the knot ti to the knot ti+k , as follows:
B1i (x) = θ (x −ti ) ⋅ θ (ti+1 − x)
Bki (x) =

ti+k − x k−1
x −ti
Bk−1
B (x).
i (x) +
ti+k−1 −ti
ti+k −ti+1 i+1

(2.17)
(2.18)

In the following, unless otherwise stated, we shall refer to standard set of knots where the first and
last breakpoints are k times degenerate, while the other nodes are non degenerate:

t1 = t2 = ... = tk ≤ tk+1 ≤ ... ≤ tn−k ≤ tn−k+1 = tn−k+2 = ... = tn
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The use of B-splines in atomic and molecular physics calculations is reviewed in [ [80]] B-splines
are invariant upon affine transformations: that is, if

if x → x′ = ax + b,

′

ti → ti′ = ati + b then Bki (x′ ) = Bki (x).

(2.19)

Finally, the fact that each couple of different B-splines has a significant portion of their domain
where they do not superpose gives rise to a strong linear independence.
The B-splines are normally defined to terminate and vanish at a maximum radius R, in which
case the basis reproduces the multi-channel system confined to a spherical box of radius R. The
newStock program can compute arbitrary matrix elements between such extended close-coupling
states, i.e., the overlap, Hamiltonian, dipolar coupling in length and in velocity form, complex
absorption potentials. These calculations are performed by using the formulas in the ATSP2K
package for one- and two-body operators between functions built on a basis of orthonormal orbitals.

Confined States

By diagonalizing the Hamiltonian projected in the CC basis, we obtain a set of eigenstates confined in the quantization box. The eigenstates below the ionization threshold reproduce bound
states of the system, whereas those above the ionization threshold are mixture of scattering states,
namely, those scattering states fulfilling zero-boundary conditions at r = R for all channels. These
continuum states, therefore, do not correspond to any eigenstate of an asymptotic observable, and
hence they are not immediately usable to estimate photelectron distributions. As long as only optical observables are concerned, however, this is not a limitation, the only requirement being their
ability to accurately represent the quantum dynamics in the box, before the photoelectron are able
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to reach its artificial boundary. We will see in the remainder of this chapter that artificial reflection
at the box boundary can be avoided by including complex absorption potential in the simulation.

Scattering States

This thesis focuses on the optical response of atomic systems, an observable that does not constrain the boundary conditions of the massive fragments (read: photoelectrons) that may emerge
from the region where the target atom and the impinging radiation interact. Still, scattering functions are useful to analyze perturbatively the various possible quantum paths in either radiative or
non-radiative transitions, and to compute the parameters of the asymmetric peaks (Fano profiles)
characteristic of autoionizing states [81]. In this section, therefore, we briefly sketch the procedure
followed in NewStock to obtain the scattering states. The scattering states at a given energy E
satisfy the secular differential equation within the quantization box. However, they are generally
incompatible with vanishing at the box boundary. For this reason, the solution must be sought in a
functional space that allows for finite values for the wavefunction at the box boundary. The secular
equation, of course, reads
(E − H)∣ΨE ⟩ = 0,

(2.20)

where H is to be interpreted as a differential operator. In the following, we will consider two
alternative ways of evaluating multichannel scattering states.
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The K-Matrix Method

The multi-channel scattering states can be obtained by solving the principal-part Lippmann-Schwinger
equation (LSE) [82],

P
P
ψαE
= φαE + GP
0 (E)V ψαE ,

GP
0 (E) ≡

P
,
E − H0

(2.21)

where H0 = ∑α Pα H0 Pα is a reference Hamiltonian in which the coupling between different channels are set to zero, Pα is the projector on a close-coupling channel, and V = H0 − H0 is the
inter-channel coupling potential. Equation (2.21) is discretized and solved using the K-matrix
method [38, 76, 83–90] which expresses LSE stationary solutions as

P
ψαE
= φαE + ∑ ⨋ dε φγε
γ

P
Kγε,αE ,
E −ε

(2.22)

P ⟩, is the off shell reactance matrix [82]. The scattering states with
where Kγε,αE = ⟨φγε ∣V ∣ψαE

incoming boundary conditions ψa⃗kσ are given by
1

ψa−⃗kσ

(−) 2 −σ
∗
= √
(k̂)ψβPE ×
∑ CLL0a Ma ,`mY`m
k L`mβ

(2.23)

1
×[
] e−i(σ`α +δα −`α π/2) ,
1 − iπK(E) β α
where ⃗k and σ are the asymptotic photoelectron linear momentum and z spin projection, respectively, Kα,β (E) ≡ KαE,β E is the on-shell reactance matrix (§7.2.3 in [82]), σ`α = arg[Γ(` + 1 − i/k)]
is the Coulomb phase shift, and δα is the channel phase shift. This approach is applied to the case
of helium.
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NewStock Method

As discussed in previous sections, we can achieve an accurate representation of the radial part of
the wave function, in each channel, by using B-splines. This basis is particularly convenient to
allow for finite values of the wave function at the box boundary. Indeed, to do so, it is sufficient to
include in the B-spline basis all the B-spline functions in the box radial interval, except the first,
but including the last. The last B-spline, Bb (for “boundary B-spline") is the only one that does not
vanish at the box boundary, and it has the following elementary analytical expression:

Bb (r) = (

r − rn−1 k−1
) .
rn − rn−1

(2.24)

The total wavefunction ∣ΨE ⟩ can be written, within the box, in terms of the box eigenstates, i.e.,
the eigenstates of the Hamiltonian in the quantization box, fulfilling zero boundary conditions,
∣ψ⟩ = (∣ψ1 ⟩,∣ψ2 ⟩,...,ψN ⟩), with energies E = (E1 ,E2 ,...,EN )t , and of all the channel functions
that feature, in their radial part, the last B-spline, and which we schematically indicate as {∣αB⟩},
where α is a channel label that identifies the state of the parent ion the photoelectron is entangled
with, as well as the orbital angular momentum of the photoelectron (here we assume that the total
symmetry Γ is well defined, and that all the functions considered have this symmetry),

∣ψE ⟩ = ∣ψ⟩c + ∑ ∣β B⟩bβ ,

(2.25)

β

where c = (c1 ,c2 ,...,cN )t are set of coefficients to be determined whereas the coefficients {bβ }
established given boundary conditions. At each energy there are as many linearly independent
solutions as there are open channels: ∣ψαE ⟩, corresponding to the values at the boundary condition
bαβ . If the energy E is not already an eigenvalue of the Hamiltonian in the box (which corresponds
to the very special case in which all channel functions do happen to vanish at the box boundary),

19

we can choose bαβ = δαβ ∀α,β . This choice corresponds to a stationary wave (i.e., each channel
has an equal incoming and outgoing electron flux), which we can label by the channel index α

(2.26)

∣ψαE ⟩ = ∣ψ⟩cαE + ∣αB⟩.

At this point, the expansion coefficients cαE can be determined by projecting the secular equation
on the set of box eigenfunctions,

(E − E)cαE = ⟨ψ∣(H − E)∣αB⟩

(2.27)

and hence
cαE = (E − E)−1 ⟨ψ∣(H − E)∣αB⟩,

∀α

(2.28)

In the case E exactly coincides with one box eigenvalue Ei , of course, the expression above is not
immediately applicable, because it becomes singular. However: i) it is easy to rewrite the algorithm
to take care of this special case, by imposing that, for one of the solutions, the expansion coefficient
of state ψi is assigned and finite, and for all the other solutions it is zero. That said, the chances
that a grid of energy over which the scattering states are computed include terms that coincide with
the box eigenvalues to, say 10−12 a.u. is extremely unlikely, as it would require a number of points
of the order of 1012 , whereas, typically one computes only of the order of 103 − 104 points.
To compute the scattering states, therefore, what is needed is the spectrum of the Hamiltonian in
the box and, for each eigenvector, the value of the integrals

⟨ψi ∣H∣αB⟩,

⟨ψi ∣αB⟩,

∀i,α.

(2.29)

Since the last Bspline is localized at the end of the box, it is easy to determine the value of these two
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integrals from the values of ψi near the boundary, which is in turn determined by its composition
in terms of the close-coupling channel states.
The scattering states obtained so far, however, do not yet fulfill boundary conditions that are useful
for either electron scattering (state of the projectile electron well-defined in the past, when it is
prepared by an electron gun, a collimator, and a monochromatizer) or for photoionization (state of
the photoelectron well defined in the future, where it is selected, e.g., by a direction time-of-flight
detector). Here, we are interested in the latter type of boundary conditions. The correspond− , meaning that only channel α has, asymptotically,
ing eigenstates are normally written as ψαE
+ , whereas all the other channels β ≠ α exclusively have incoming
an outgoing component, WαE

components, Wβ−E ,
+
Ψ−αE = WαE
+ ∑ Wβ−E S∗β α (E)

(2.30)

β

where S(E) is the on-shell scattering matrix, the incoming/outgoing channel functions are defined
as
1
±
Âψα (x1 ,...,xN ; r̂N ,ζN )e±iθα (rN ) ,
WαE
=√
2πkα
√
kα = kα (E) ≡ 2(E − Eion,α ).

(2.31)

The radial phase θα (r) is the phase of a Coulomb wave. Asymptotically,

θα ≈ kα r +

Z
ln(2kα r) − `α π/2 + σ`α (kα )
kα

(2.32)

where ` (k) = arg[Γ(` + 1 − iZ/k)] is the Coulomb phase proper.
Notice that for time-symmetric systems, such as those we are considering here, the scattering
matrix is not just unitary, but it is also symmetric, S−1 = S† = S∗ . In this case, incidentally, the
scattering states with incoming boundary conditions, Ψ+ , are just the complex conjugates of the
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Ψ− states:
−
Ψ+αE = WαE
+ ∑ Wβ+E Sβ α (E)

(2.33)

β

With the asymptotic normalization indicated above, the scattering states are normalized as

⟨Ψ−E ∣Ψ−E ′ ⟩ = 1δ (E − E ′ )⟨Ψ−E ∣Ψ+E ′ ⟩ = S(E)δ (E − E ′ )

(2.34)

It only remains to compute the expression of the Ψ−αE states in terms of the set of linearly independent degenerate stationary scattering states ΨαE that we have determined above. At sufficiently
large distance from the origin, the various close-coupling channels can be assumed to be decoupled
(in the worse case of the ionization of the helium atom, interchannel coupling includes a dipolar
term that decays as 1/r2 . In all other cases, the inter-channel multipolar interaction drops at least
as r−3 ). Close to the box boundary, which is normally several hundreds atomic units from the
nucleus, in particular, we can assume that the channels are decoupled. As a consequence, in the
neighborhood of the box boundary, each and every channel component of a scattering solution can
be written as a linear combination of the regular and irregular Coulomb functions, F`α kα (r) and
G`α kα (r), for the same charge as the ion, and the same orbital angular momentum and asymptotic
energy of the photoelectron. We can easily determine the expansion coefficients by either computing the derivative and value of the function at the box boundary or by fitting the function to a linear
combination of F and G. Either way, we can write the wave function as

Ψ●E = F●E A + G●E B

(2.35)

where

and the matrices Aβ α and Bβ α are the asymptotic coefficients that we have determined numerically.
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The stationary scattering wave functions are easily expressed in terms of incoming and outgoing
channel components

+
−
Ψ●E = F●E A+G●E B = (G●E +iF●E )(B−iA)/2+(G●E −iF●E )(B+iA)/2 == W●E
(B−iA)+W●E
(B+iA).

(2.36)
The Ψ−αE scattering states satisfying incoming boundary conditions, therefore, are given by
∣Ψ−●E ⟩ = ∣Ψ●E ⟩

1
+
−
= W●E
+ W●E
(B + iA)/(B − iA),
B − iA

(2.37)

which solves the scattering problem. By comparison with Eqn. (2.30), we immediately recognize
that the on-shell scattering matrix is

S(E) = (B − iA)/(B + iA).

(2.38)

Notice that, while the scattering matrix is expected to be unitary, the expression above is not
manifestly unitary, and indeed the algorithm itself does not enforce unitarity. Rather, unitarity
emerges as a dynamical consequence of the hermiticity of the Hamiltonian and from the accuracy
of the numerical transformations, which may introduce non-unitary component. A check on the
unitarity of the scattering matrix, therefore, is also a check on the numerical consistency of the
procedure. To check unitarity, it is convenient to use the Caley transform to obtain, from the
scattering matrix, the associated reaction matrix K,

K=

S−1
,
S+1

(2.39)

which, if S is unitary, is manifestly Hermitian. Simple passeges show that the reaction matrix is
simply given by
K = AB−1 .
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(2.40)

The condition for the results to be consistent, therefore, is that the matrix AB−1 is Hermitean, i.e.,
∥AB−1 − B−1† A† ∥1
≪ 1.
∥AB−1 ∥1

(2.41)

Metastable States

All atomic ionization spectra exhibit sharp resonant profiles, which can be attributed to the formation of a localized non-stationary excitation that decays by autoionization. These excitations
can be defined as eigenstates of the many-body Hamiltonian that meet outgoing boundary conditions. Their localized part can often be described as the bound eigenstate of a model Hamiltonian
in which the coupling to the autoionization decay channel is suppressed. In the following, we
will refer to these states indifferently as metastable states, autoionizing states, or ionization resonances. Metastable states susceptible to decay by autoionization and in which the electrons are
located in valence or in lower excited orbitals have a lifetime of the order of few femtoseconds.
Core excitation can have smaller lifetimes. In either case, autoionizing states have a much shorter
lifetime than that of bound excited states, which decay only through spontaneous photon emission
on a timescale of nanoseconds (six orders of magnitude longer). This means that autoionization
dominates the field-free evolution of metastable states above the ionization threshold. On the other
hand, the photoelectric effect in absence of any resonance (direct photoemission) is a process that
takes place in few attoseconds, i.e., the time it takes for a free electron to leave the atom. This
means that metastable states offer a handle to control the ionization dynamics, because they hang
around long enough to manipulate them with sequences of control pulses. Such control on a free
photoelectron would be harder if not impossible to achieve.
In atoms, the two dominant classes of autoionizing states are shape and Feshbach resonances [91].
In shape resonances, which are encountered more often in negative ions, an electron can be trapped
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in a potential well near the atomic nucleus. The barrier responsible for the electron confinement
typically results from the combination of a short-range attractive potential to the nucleus and a
mid-range repulsive centrifugal potential. The electron eventually tunnels out of this potential,
thus imparting to the confined state a finite lifetime. In this process, the main configuration of
the other electrons in the atom does not change: the confinement is just due to the shape of the
potential they give rise to, hence the name.
Feshbach resonances are by far the most common type of autoionizing states in neutral atoms and
positively charged ions. An excited electronic state of an atom can be regarded, at some distance
from the atom, as an entangled state of excited parent-ion states and bound satellite electrons. We
can regard each excited ion as a point charge capable of binding multiple Rydberg series of bound
states, exactly as the hydrogen atom does. Any wavepacket built from these states is stable as
long as the satellite electrons is not close to the ion, with which it could exchange energy, spin, or
orbital angular momentum. To a first approximation, therefore, states built from the coupling of a
satellite electron to a frozen parent ion are stationary states. It is convenient, therefore, to define
a reference Hamiltonian H0 of which these so-called channel states are exact eigenstates. The
residual component of the Hamiltonian, V = H − H0 , therefore, is responsible for the time evolution
that cause the state of the parent ion to change. In the case of an excited parent ion, the energy
of some if not all of the Rydberg states it binds may lie above that of the ionic ground state. This
means that these Rydberg states are degenerate with ionization states where a photoelectron with
positive asymptotic kinetic energy is coupled to the ground ionic state. Figure 4.1 illustrates such
an energy scheme. Due the interaction between all channels with the same symmetry, inherent to
the V perturbation, any such Rydberg state will eventually transition to the continuum. This process
is irreversible, and hence it imparts a finite lifetime to the states. This is a particular example of
the coupling of a bound state to a continuum. The decay rate of these autoionizing states can for
example be estimated using Fermi’s golden rule, Γa = 2π ∑α ∣⟨ψαE ∣V ∣a⟩∣2 , where α identifies one

25

Figure 2.1: Illustration of an energy level scheme that gives rise to Feshbach autoionizing states: I1 and
I2 (I2 > I1 ) are ionization potentials of channel 1 and 2, respectively. The bound states that lie below I1
are purely bound states. The bound states that are below I2 , however, are not indefinitely bound since their
energy is higher than I1 . Due to inter-channel coupling, these states tied to the more excited ion can interact
with the continuum above I1 to which they decay.

possible open channel at the energy Ea of the resonance ∣a⟩, the summation is to be extended to
all possible final channels, and the final continuum states should be chosen to be degenerate with
∣a⟩. The theoretical methods illustrated earlier in this section allow us to make much more accurate
predictions than those the Fermi golden rule affords us.
Feshbach resonances, therefore, differ greatly from shape resonances because, as a result of their
decay, the state of the system the electron is tied to changes qualitatively. It is possible to regard
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such decay as a collision of the satellite electron with the parent ion, in which the ion relaxes to a
less excited state and transfer the excess of energy to the satellite electron, which is then ejected.
Due to electrons indistinguishability, of course, this schematic description needs to be formalized
by allowing for the satellite electron to be tied to the ion, and another electron in the ion being
emitted to the continuum.
Fano model [23] lays out a useful analytical formalism to describe the process of autoionization.

Fano Model of Auto-Ionization

In the Fano model, the field free Hamiltonian Ha is given as the sum of an unperturbed component
H0 and the interaction component V. The eigenstates of H0 comprise a single-channel continuum
∣ε⟩ and a bound state ∣a⟩, H0 ∣ε⟩ = ∣ε⟩ε, H0 ∣a⟩ = ∣a⟩Ea . The the potential V is assumed to only couple
the bound state to the continuum (configuration interaction),

Vaε = ⟨a∣Ha − H0 ∣ε⟩,

(2.42)

whereas it vanishes between continuum-continuum and bound-bound states, i.e, Vεε = 0 and Vaa = 0.
To find the generalized eigenstates of the full Hamiltonian, we can directly use the LippmannSchwinger Equation (LSE), which is just another formulation for the time-independent Schrödinger
equation that enforces specified boundary conditions and normalization [82] (incidentally, the LSE
this procedure is simple corollary of predates Fano’s 1961 paper by eleven years and it is arguably
more straightforward). The LSE we need to solve is

∣ψE ⟩ = ∣E⟩ + G+0 (E)V ∣ψE ⟩,
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(2.43)

Figure 2.2:

Direct Ionization vs Auto-ionization: (a) The ground state of the helium atom with two
electrons in the 1s state can be singly ionized with an absorption of a photon with sufficient energy, i.e. E
> 24.6 eV. (b) In an alternative outcome, both of the electrons can be excited to higher bound states that lie
above the first ionization threshold. The electron-electron interaction and inter-channel coupling forces one
of these two electron to ionize pushing the other one back into a lower energy orbital.

where the interacting continuum ∣ψE ⟩ is normalized, ⟨ψE ∣ψE ′ ⟩ = δ (E −E ′ ). Notice that these states
fulfil the outgoing boundary conditions with the retarded Green’s function having the form,

G+0 (E) =

∣a⟩⟨a∣
∣ε⟩⟨ε∣
+ ⨋ dε
.
+
E − Ea + i0
E − ε + i0+
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(2.44)

The explicit expression for the continuum wave function is,

∣ψE ⟩ = ∣E⟩ +

dε∣ε⟩Tε,E
∣a⟩Ta,E
+
,
⨋
E − Ea + i0+
E − ε + i0+

(2.45)

where,
Ta,E = ⟨a∣V ∣ψE ⟩ and Tε,E = ⟨ε∣V ∣ψE ⟩.

(2.46)

In the continuum wave function Eq. (2.45), the first, second, and third term are referred to as the
homogeneous (H), discrete (D) and modified-continuum (M) components of the scattering wave
function, respectively.
To determine the expansion coefficients Ta,E and Tε,E , it is sufficient to require that ∣ΨE ⟩ is an
eigenstate of the full Hamiltonian, (E − H)∣ΨE ⟩ = 0. This requirement can be converted to an
infinite system of coupled equations by projecting it on the complete set of unperturbed states ∣a⟩
and ∣E ′ ⟩,
V T

aε ε,E
0 = ⟨a∣E − H∣ΨE ⟩ = −Va,E + Ta,E − ⨋ dε E−ε+i0
+

0

V

′

T

E a a,E
= ⟨E ′ ∣E − H∣ΨE ⟩ = − E−E
+ + TE ′ ,E .
a +i0

(2.47)
(2.48)

From the latter equation, we immediately find that TE ′ ,E is

TE ′ ,E =

VE ′ a Ta,E
,
E − Ea + i0+

(2.49)

and hence the first equation can be rewritten as

[E − Ea − ⨋ dε

Ta,E
∣Vaε ∣2
]
= Va,E ,
+
E − ε + i0 E − Ea + i0+
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(2.50)

and finally,
Va,E
Ta,E
=
,
+
E − Ea + i0
E − Ẽa (E)

Tε,E =

Vε,aVa,E
,
E − Ẽa (E)

(2.51)

where we have introduced the complex resonance energy Ẽa (E) in terms of energy shift ∆a (E)
and width Γa (E).
Ẽa (E) = Ea + ∆a (E) − iΓa (E)/2.

(2.52)

The explicit expressions for energy shift and width are as follow,
2

∆a (E) = P ⨋ (dε ∣Vεa ∣ /(E − ε) ,

2

Γa (E) = 2π 2 ∣VEa ∣ .

(2.53)

(2.54)

In summary, the generalized eigenstates in the continuum have, in this model, the following form

∣ψE ⟩ = ∣E⟩ + (∣a⟩ + ⨋

dε∣ε⟩Vεa
VaE
.
)
+
E − ε + i0 E − Ẽa (E)

(2.55)

It is important to note that the energy shift and width only weakly depends on the energy E, therefore the complex resonance energy E˜a can be taken as independent of energy and one can define reduced energy variable ε = 2(E − Ēa )/Γa and a distorted component ∣ã⟩ ≡ ∣a⟩+P ⨋ dε∣ε⟩Vε,a /(E −ε)
to rewrite Eq. (2.45) as
∣ψE ⟩ = ∣E⟩

ε
1
1
+ ∣ã⟩
.
ε +i
πVEa ε + i

(2.56)

We can also define resonant phase shift φ

φ ≡ π/2 + arctanε.

30

(2.57)

The phase shift is an increasing function of energy, where it goes from φ = 0 at E = −∞ to φ = π at
E = ∞. We can express the continuum wave function ∣ψE ⟩ in terms of the phase φ by writing the
reduced energy as ε = −cosφ /sinφ ,

∣ψE ⟩ = ∣E⟩cosφ eiφ − ∣ã⟩

1
sinφ eiφ .
πVEa

(2.58)

The energy distribution of the original unperturbed state ∣a⟩ is a Lorentzian profile peaked at the
shifted energy ẼaR
1 1
dPa
= ∣⟨ψE ∣a⟩∣2 =
,
dε
π ε2 + 1

dPa
∫ dε dε = 1.

(2.59)

To gain further understanding of the properties of this system, let’s see how the system evolves in
time if, at the time t = 0, it is prepared in the state ∣a⟩. The wave function is readily written

∣Ψa (t)⟩ = ∫ dE∣ψE ⟩e−iEt ⟨ψE ∣a⟩.

(2.60)

We can ask what is the probability that the wave function is still in the state ∣a⟩ at any given time t.
The amplitude of a is
Aa (t) = ⟨a∣Ψa (t)⟩ =

e−iEt
Γ
dE
.
∫
2π
∣E − Ẽa ∣2

(2.61)

If the resonance is sufficiently far from threshold, EaRe − Eth ≫ Γa , the integration can be extended
to the whole energy interval. For positive times, the integral can be closed in the lower complex
energy plane and the result, according to Cauchy’s residue theorem, is simply

Aa (t) = e−iẼat

(2.62)

The probability of fining the system in state ∣a⟩ at time t, therefore, decays exponential with a
lifetime τ = 1/Γa ,
Pa (t) = ∣Aa (t)∣2 = e−Γat .
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(2.63)

Fano formalism is able to give a simple explanation to the asymmetric profiles observed in photoionization resonances and, in general, in all the resonance processes in the continuum (e.g.,
resonant scattering). In the case of photoionization from a bound state ∣g⟩, the ionization cross
section σ (E) is proportional to ∣⟨ΨE ∣µ∣g⟩∣2 , where µ is the dipole operator along the polarization
of the impinging light. Using Fano’s formula, we find
RRR ε + µãg RRR2
(ε + q)2
πVEa µEg RR
R
RRR = ∣µEg ∣2
σ (E) ∝ ∣µEg ∣2 RRRR
,
ε2 + 1
RRRR ε − i RRRR
where we have introduced the q parameter q =

µãg
πVEa µEg .

(2.64)

By introducing the background cross

section σbg (E) for the direct ionization to the unperturbed continuum only, we recognize that

σ (E) = σbg (E)

(ε + q)2
.
ε2 + 1

(2.65)

Notice that, for a time-symmetric system, all states can be chosen to be real, and hence q is real
as well. This means that, for ε = −q, the ionization cross section vanishes: the direct and resonant
ionization amplitude interfere destructively. The sign of q, therefore, determines the orientation
of the asymmetry of the peak. We can interpret q2 as the ratio between the dipole strength for
the excitation of the metastable state, compared to the dipole strength for the excitation of the
direct-ionization continuum across an energy interval commensurate with the resonance width,

q2 =

2 ∣µãg ∣2
.
π Γa ∣µEg ∣2

(2.66)

When the direct ionization amplitude is negligible, we recover the familiar symmetric Lorentz
profile. If, on the other hand, ∣µãg ∣2 ≪ Γa ∣µEg ∣2 (q ≃ 0), the autoionizing state manifests itself as a
so-called window resonance, i.e., a portion of the spectrum that exhibits increased transparency.
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Figure 2.3: Photoabsorption profiles. a) Case of non-interacting continuum and discrete state: VaE = 0.
This is the limiting case of a zero resonance width, in conjunction with a finite absorption probability. b)
Fano profile shapes (ε + q)2 /(ε 2 + 1) as a function of the reduced energy ε for various values of the asymmetry parameter q. c) Lorentzian line shape, which result when the transition amplitude to the unperturbed
continuum is zero, O0E = 0. The Lorentzian is the limiting case of a Fano profile for q → ±∞. d,f) Intermediate case where the background and the resonant absorption are comparable. e) In the case of q = 0, i.e.,
when the dressed bound state ã is dark, O0ã = 0, a so-called window resonance appear.

Multiple Open Channels

The results in the previous section apply only to the case of a single bound state interacting with
a single ionization channel. It is possible, however, to extend the treatment to the case of multiple
bound states interacting with multiple channels. Of interest is the case of an isolated bound state
∣a⟩ coupled with several continua ∣αε⟩,Vαa = ⟨αε∣H∣a⟩. By means of a unitary energy-dependent
transformation among degenerate continuum channels, it is possible to reduce this case to that of
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the bound state ∣a⟩ coupled to a single interacting continuum ∣Rε⟩, for which
√
VRa =

2

∑ ∣Vαa ∣ = ⟨Rε∣H∣a⟩.

(2.67)

α

In this case, the ionization cross section from the ground state ∣g⟩ does not need to vanish anymore,
since there are alternative channels decoupled from state ∣a⟩ which are nevertheless radiatively
coupled to ∣g⟩. Generally, the unitary transformation that decouples the resonant channel from
the others has mixing coefficients that do not change rapidly with energy. As a consequence, the
spectrum looks like a non-resonant background amplitude plus the signal one would expect from
a single resonant channel.

Density Matrix Element for the fragments of a partitioned system

Photoionization in atoms and dissociative excitation/ionization in molecule, naturally lead to the
break up of the target system in two or more fragments. These fragments are in general entangled
with each other. As a result, even if the system as a whole is described by a well defined wave
function (pure state), each individual fragment isn’t. This circumstance limits our ability to control
the quantum state of each individual fragment. Describing the loss of coherence associated to the
ionization event, therefore, is the first step to determine in which condition the loss of coherence
can be reduced. In the following, we give a brief summary of the density-matrix formalism, which
is appropriate to describe ensemble of quantum states that are only partly coherent.
Let’s consider a system composed of two distinguishable fragments, A and B, the Hilbert space H
is given by the tensor product of the Hilbert space of the two individual fragments,

H = HA ⊗ HB .
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(2.68)

If ∣iA ⟩ and ∣iB ⟩ are basis vectors of HA and HB , respectively, the wave function ∣Ψ⟩ of the composite
system can be expressed as,
∣Ψ⟩ = ∑ ∣iA jB ⟩ci j .

(2.69)

i, j

where ∣iA jB ⟩ ≡ ∣iA ⟩⊗∣ jB ⟩ and ci j is the probability amplitude of finding A and B in the states i and j,
when the states of the two fragments are measured in coincidence. If we measured the state of each
of the two fragments independently of the other, how should the state of the residual subsystem be
described?.
If we measure the state of the B fragment, finding it in state jo , the quantum state of fragment A
after the measurement is given by the action on ∣Ψ⟩ of the projection operator

π̂ jo ∶ HA ⊗ HB → HA ,

π̂ jo = 1̂ ⊗ ⟨ jo ∣.

(2.70)

Acting with π̂ jo on Eq. (2.69), we obtain

π̂ jo ∣Ψ⟩ = ∑ ∣iA ⟩ci jo .

(2.71)

i

The probability of finding the subsystem B in the state jo irrespective of the state of subsystem A
is,
2

p jo = ∣π̂ jo ∣Ψ⟩∣ = ∑ ∣ci jo ∣2 .

(2.72)

i

The associated normalized wave function for A, then, is
∣ ΨAjo ⟩ =

π̂ jo ∣ Ψ⟩
.
∥ π̂ jo ∣ Ψ⟩ ∥

(2.73)

If we look only at the subsystem A, therefore, the total wave function ∣Ψ⟩ is entirely equivalent to
a statistical mixture of states with relative probabilities p j and functions ∣ΨAj ⟩, {(∣ΨAj ⟩, p j )} j=1,2,... .
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The density matrix ρA for such ensemble is defined as
ρ̂ A = ∑ ∣ΨAj ⟩⟨ΨAj ∣p j = ∑ π̂ j ∣Ψ⟩⟨Ψ∣π̂ †j .
j

(2.74)

j

Eq. (2.71) can be reformulated as,

π̂ j ∣Ψ⟩ = ∑ ∣iA ⟩⟨iA jB ∣Ψ⟩.

(2.75)

i

The density matrix, then, can be written as
ρ̂ A = ∑ ∣iA ⟩⟨iA jB ∣Ψ⟩⟨kA ∣⟨kA jB ∣Ψ⟩∗ =
jik

(2.76)

= ∑ ∣i⟩⟨k∣ρikA ,
i,k
where we have introduced the quantity

ρikA = ∑⟨iA jB ∣Ψ⟩⟨Ψ∣kA jB ⟩,

(2.77)

j

which states that the density matrix for subsystem A are obtained by “tracing over" the states of B.

Properties of Density Matrix

The density matrix ρ A is Hermitian by construction and hence it can be diagonalized by means of
a unitary transformation,

ρ A = UA PA UA† ,

UA† UA = 1,
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PiAj = pAi δi j .

(2.78)

If pAi = δi,i0 , then the A is said to be in a pure state, and it is easy to show that it can be described by
a single wave function, and that the original total wavefunction of the composite system could be
factorized in the a single product of a wavefunction for subsystem A and B. Notice that, for a pure
2

state, it obviously is (ρ A ) = ρ A .
In general, however, multiple pi will be different from zero, in which case the A subsystem is said
2

to be in a mixed state. For a mixed state, of course, the eigenvectors of (ρ A ) are the same as for
2

ρ A , but the eigenvalues are clearly different. As a consequence, (ρ A ) ≠ ρ A . While the trace of
the density matrix is identically 1, as it represents conservation of the total probability, therefore,
the trace of the square of the density matrix is equal to 1 exclusively for a pure state, whereas it is
smaller than 1 for a mixed state, Trρ 2 < 1. The expectation value of any observable in an ensemble
is given by
⟨Â⟩ = Tr[ρ̂ Â].

(2.79)

For both pure and mixed state, the time evolution of the density matrix of an isolated system is
given by the Heisenberg equation of motion,

ι h̵

d
ρ̂ = [Ĥ, ρ̂],
dt

(2.80)

where Ĥ, is the full Hamiltonian. We will use this equation to predict the evolution of the partlycoherent state of the ensemble of ions that emerge from a photoionization event.
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Density Matrix of the Residual Parent-ion

If we disregard the state of the photoelectron, the density matrix elements for the residual parention assumes the following form,

A
ρ̂α,β
(t,τ) = ∑ ∫ d 3 k⟨Ψα , ⃗kσ ∣Ψ(t,τ)⟩⟨Ψ(t,τ)∣Ψβ , ⃗kσ ⟩.

(2.81)

σ

Since we are conducting our simulations in a spherical basis (indeed, the atomic Hamiltonian is
spherically invariant), it is convenient to cast the expression above in terms of irreducible representations of the rotation group (i.e., orbital angular momenta of the particles and their coupling)
rather than of the translation group (i.e., linear momentum ⃗k). Starting from spherical scattering
functions with incoming boundary conditions, with total angular momentum L, spin S, corresponding projections M and Σ, and with outgoing component in a single channel, we can build the states
in which the photoelectron and the photoion have well defined orbital angular momentum and spin
projection (i.e., orientation),

∣Ψ−αMα Σα ,lmσ ε ⟩ = ∑ ∑ CLLM
CSΣ
α Mα lm

Sα Σα 21 σ

LM SΣ

∣Ψ−α,lε∶LMSΣ ⟩.

(2.82)

cγ

where Caα,bβ are Clebsch-Gordon coefficients. It is straightforward, for us, to compute the projection of an arbitrary wave function ∣Ψ(t)⟩ on the ∣Ψ−α,lε∶LMSΣ ⟩ basis states [36, 77, 87],
AΓα,lε = ⟨Ψ−α,lε∶LMSΣ ∣Ψ(t,τ)⟩.

(2.83)

As usual, Γ = (L,S,M,Σ,Π) is a collective quantum number that identifies the total symmetry of the
atom, whereas α = (a,`) is a collective quantum number that, within Γ, specifies the asymptotic
outgoing channel from the state of the parent ion, a, and the orbital angular momentum of the
photoelectron, ` (incoming boundary conditions). In this framework, summation over the quantum
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numbers of the departing photoelectron entails an integral over the photoelectron energy, ε, and a
sum over the photoelectron orbital angular momentum `, projection m, spin orientation, σ , and all
the total symmetries Γ and Γ′ in which a certain pair of ionic states are represented.

A
ρ̂α,β
(t,τ) = ∑ ∑ ∫ dεCLLM
CSΣ
α Mα lm S Σ
l,m,σ Γ,Γ′

1
α α 2σ

′

′

′ ′

CLLβMMβ lmCS Σ

Sβ Σβ 21 σ

′

AΓα,lε (AΓβ ,lε )⋆ .

(2.84)

Photoelectron Angular Distribution

Some detection techniques, such as velocity-map imaging (VMI) [92] and COLTRIMS [93], can
measure particles in coincidence and reconstruct the direction and energy with which they were
emitted at the reaction center. In the case of atomic photoionization, in which the light electrons
are detected, these observables are called photoelectron angular distributions. These angularly
resolved observables contain more information than the total photoionization cross section. This
is because the angular distribution is due to the interference between several different spherical
components of the photoelectron wavepacket, and hence they depend on the relative phase and not
only the relative amplitude of these components. When such detection techniques can be coupled
with attosecond pump-probe setups, it is possible to leverage the additional information to extract
information on the relative photoemission delay for specific channels. In this thesis, we have
computed these observables.
The partial photoelectron angular distribution for a system with initial spherical symmetry (i.e.,
an S state) ionized by linearly polarized light (so to preserve the system axial symmetry) can be
parametrized as follows,
dPa
= ∑ Y j0 (Ω̂)β̃a j (E),
dEdΩ j

(2.85)

where a identifies the state of the residual ion, and E and Ω̂ the photoelectron energy and emis-
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sion solid angle, Y`m (Ω̂) are spherical harmonics, and the quantities β̃a j (E) are the so-called beta
parameters. An common alternative expression to the above factorizes the total ionization cross
section
∞
σa (E)
dPa
=
{1 + ∑ P` [cos(θ )]βa` (E)}.
dEdΩ
4π
`=1

(2.86)

These two different beta parameters are related through known algebraic transformations.
It is possible to show through tedious but straightforward passages that the β̃a j (E) parameters have
the following expression in terms of the transition amplitudes AΓαE to scattering states with well
defined global spherical symmetry,
⎧
⎫
⎪
′ L′ ⎪
⎪
⎪
⎪
⎪
L
`
ΠL′ ``′ j0
⎪ a
⎪
L0
⎬×
β̃a j (E) = ∑ ∑ √ C`0,`′ 0CL′ 0, j0 ⎨
⎪
⎪
4π
⎪
⎪
LL′ ``′
⎪
⎪
j
L
`
⎪
⎪
⎩
⎭
′

′

(2.87)
′

× (−1)La +L+` +` i` −` ei[σ` (E−Ea )−σ`′ (E−Ea )] AΓαE AΓα ′∗E
where La is the orbital angular momentum of the parent ion a, whereas ` and `′ are the orbital
angular momenta of the photoelectron coupled to a in two channels that can give rise to a total
√
angular momentum L and L′ , respectively. The factor Πabc⋯ = (2a + 1)(2b + 1)(2c + 1)⋯, { da eb cf }
are 6 j symbols, σ` (E − Ea ) is the Coulomb phase for an electron with angular momentum ` and
asymptotic energy E − Ea , where Ea is the energy of the parent ion.
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CHAPTER 3: THEORETICAL METHODS - RADIATION-MATTER
INTERACTION

In this chapter we discuss how the interaction of a poly-electronic atom with an external timedependent transverse field is framed theoretically and simulated analytically and numerically.

Interaction with the Electromagnetic Field

The field-driven dynamics of a single electron, in the presence of time-dependent scalar potential
⃗ r,t), is governed by the minimal coupling Hamiltonian,
φ (⃗
r,t) and vector potential A(⃗

Ĥmc =

[p̂ + ec A(r̂,t)]
2me

2

− eΦ(r̂,t),

(3.1)

where p̂ is the canonical linear momentum and the term in parenthesis is the kinetic momentum,
p̂kin = p̂ + ec A(r̂,t). In this work, we treat the electromagnetic field as a classical system. The
magnetic and electric fields, B and E, are expressed in terms of the vector and scalar potentials
⃗ The assumption to treat the fields as classical is justified in our
⃗ E⃗ = −∇Φ
⃗ × A,
⃗ − 1c ∂t A.
as B⃗ = ∇
case for two reasons. First, the radiative decay of electronic states due to spontaneous emission
takes place on a time scale of nanoseconds, whereas here we focus on much shorter timescales
(one million times shorter!) where stimulated emission and non-radiative Auger decay dominate.
Second, while the XUV pulses employed can be arbitrarily weak, in attosecond table-top pumpprobe experiments, the target system normally absorbs only a single XUV photon (i.e., the carrierenvelope phase does not play any role and hence so doesn’t any possible quantum uncertainty in
the phase), whereas the IR probe pulses have sufficient high intensity to guarantee the quantum
uncertainty in the field amplitude and phase is negligible. Since the massive nucleus of an atom
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naturally defines a preferential frame of reference, it is convenient to use the Coulomb gauge

∇ ⋅ A(⃗
r,t) = 0,

Φ(⃗
r,t) = ∫

ρ(⃗
r ′ ,t) 3 ′
d r
∣⃗
r − r⃗′ ∣

(3.2)

in which the scalar potential is an instantaneous parametric function of the distribution of charge
density, and hence the only dynamical variable is now the transverse component of the electromagnetic field, here fully represented by the (transverse) vector potential. In particular, the electric
field is partitioned in a longitudinal component E⃗∥ and a transverse component E⃗⊥ related to the
scalar and vector potential through the relations

E⃗ = E⃗∥ + E⃗⊥ ,

⃗
E⃗∥ = −∇Φ,

1 ⃗
E⃗⊥ = − ∂t A.
c

(3.3)

The spatial dependence of the vector field A can be neglected since its wavelength is orders of
magnitude larger than the characteristic size of the atomic wave functions we will be considering.
The vector potential A, therefore, can be expressed just in terms of its value at the nucleus of the
target atom which we place at the origin,

⃗ = A(t).
A(r,t) ≈ A(0,t)

(3.4)

This is the well known dipole approximation. Using this assumption, the field-dependent part of
the minimal coupling Hamiltonian Ĥmc can be written as

Ĥem =

e2
e
A2 (t) +
A(t) ⋅ p̂.
2
me c
2m2 c
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The quadratic term is just a global phase factor, which can be exactly eliminated by means of a
unitary transformation, thus leading to the so-called velocity gauge Hamiltonian,

V
Ĥem
=

e
A(t) ⋅ p̂,
me c

(3.5)

which is the form of the interaction that we will use in actual simulations. Under the unitary
ie

̵ A(t)⋅r̂ , we obtain the wave function in length gauge ∣ΨL ⟩
Göppert-Mayer transformation, ÛGM = ei hc

from the wave function in velocity gauge, ∣ΨV ⟩
†
∣ΨV ⟩ = ÛGM
∣ΨL ⟩.

∣ΨL ⟩ = ÛGM ∣ΨV ⟩,

(3.6)

Inserting this latter expression for ∣ΨV ⟩ into the time-dependen Schrödinger equation (TDSE) in
velocity gauge, we obtain the electron-laser interaction Hamiltonian in length gauge,

L
Ĥem
= eE(t) ⋅ r̂.

(3.7)

When the dynamics of a system is solved exactly, any observable quantity must be invariant under
gauge transformation. When approximations in the solution of the TDSE are made, on the other
hand, those approximations are not themselves gauge invariant, and hence predictions computed
in the two gauges may differ. The agreement between length and velocity gauge, therefore, is a
necessary condition to ensure convergence of a calculation [94]. Unfortunately, gauge agreement
is not a sufficient condition for convergence. Indeed, there are some approximations that are gauge
invariant. For example, if one represents the Coulomb potential with a potential truncated at a
certain distance, this new fictitious system does not coincide with the real one but still is gauge
invariant. In practice, such representational error that is not revealed by a disagreement between
two gauges can emerge for using an expansion basis for the wave function that is not essentially
complete in the sector of the configuration space explored by the system through its driven evolu43

tion. The interaction of the electromagnetic field with a poly-electronic atom is simply given by

V
Ĥem
= αA(t) ⋅ P̂,

(3.8)

̵
where P̂ = ∑N
i=1 p̂i is the total electronic canonical momentum and we have used atomic units (h = 1,
2

e
e = 1, me = 1), so that 1/c can be replaced by the fine-structure constant, α = hc
̵ . In the length gauge,

the interaction term is
N

L
Ĥem
= −E(t) ⋅ µ̂ = ∑ er̂E(t),

(3.9)

i=1

⃗ = −e ∑N
where µ
i=1 r̂i is the atomic dipole-moment operator (remember that the nucleus is assumed
to be located at the origin). Finally, the full Hamiltonian is then given by,
V /L

Ĥ = Ĥ0 + Ĥem .

(3.10)

Formal Solution of the TDSE

The Hamiltonian of the atom in the electromagnetic field is given by Eq. (3.10). To obtain the
time evolution of the atom under the action of external field, we have to solve the TDSE in the
interaction representation. The wave function at any time in the interaction representation is given
by,
t

I
ΨI (t) = ΨI (t0 ) − i ∫ dt1 Hint
(t1 )ΨI (t1 ).
t0

(3.11)

The first term represent the wavefunction at the initial time, normally in the ground state of the
atom, whereas, the second term is the time evolution under the interacting Hamiltonian. The wave
function and the Hamiltonian in the interaction representation is related to schrödinger representa-
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tion as,
∣ΨI (t)⟩ = eiHat ∣Ψ(t)⟩,
(3.12)
I
Hint
(t) = eiHat Hint (t)e−iHat .

The total wavefunction, given in its integral form in Eq. (3.11) can therefore be written in terms of
a Dyson series as product of n unitary time evolution steps,

∞

∣ΨI (t)⟩ = ∑ U (n) (t,t0 )∣ΨI (t0 )⟩ = U (t,t0 )∣ΨI (t0 )⟩,

(3.13)

n=0

where U (n) is,
t1

t

U (n) = (−i)n ∫ dt1 ∫
t
t
0

tn−1

dt2 ⋯ ∫

t0

0

I
I
I
dtn Hint
(t1 )Hint
(t2 )⋯Hint
(tn ).

(3.14)

Using the Eq. (3.14), we can write the transition amplitude from an initial state ∣i⟩ to final state ∣ f ⟩
in the form of a perturbative expansion,

(0)

(1)

(2)

A f ←i = A f ←i + A f ←i + A f ←i + ⋯,

(3.15)

(n)

where, A f ←i = ⟨ f ∣U (n) (t,t0 )∣i⟩.
The Eq. (3.15) can be interpreted as sum of multiple laser-atom interaction processes, where each
of them can either be absorption or stimulated emission. Initially at time t0 , the system evolves
under the action of field-free Hamiltonian until time t1 , where it interacts with the laser field to
excite itself to a new state. In the new state, it evolves again under the field-free Hamiltonian until
the next time step. The Dyson series can be expressed in compact form with the T-exponential
operator,
t

I
U (t,t0 ) = T̂ exp[−i ∫ dτHint
(τ)].
t0

T̂ is the time ordering operator to ensure the order of the interacting field.
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(3.16)

First Order Correction to Solution of TDSE

The first order transition amplitude between two eigen states of a field-free Hamiltonian is given
I ,
by the first order correction, which is linear in interacting potential Hint
∞
1 t
(1)
I
A f ←g = ∫ ⟨ f ∣Hint
(t1 )∣g⟩dt1 = −iO f g ∫ eiE f gt1 F (t1 )dt1 ,
i t0
−∞

(3.17)

where E f g = E f −Eg is the energy difference between initial g, and final f , states and O f g = ⟨ f ∣O∣g⟩
is the one photon dipole matrix element between the two states. Therefore, by this virtue, the
transition amplitude is proportional to the Fourier transform of the field,
√
(1)
A f ←g = −i 2πO f g F̃ (ω f g ),

(3.18)

where the time to frequency transformation of the field is,
1
F̃(ω) = √ ∫ dteiωt F(t).
2π

(3.19)

The probability of a certain transition to occur depends on the transition amplitude between the
states involved, in fact it is given by the square module of the amplitude,
2

(1)

2

Pf ←g = 2π ∣O f g ∣ ∣F̃ (ω f g )∣ .

(3.20)

If the interacting pulse is monochromatic, we can define transition rate, which in that case is just
the single-photon transition probability per unit of time,

(1)

W f ←i = Φγ

4π 2
⃗ 2 δ (ω f i − ω),
∣⟨ f ∣ε̂ ⋅ P∣i⟩∣
cω

46

(3.21)

2
where Φγ = αω
8π A0 is the photon flux.

Numerical Integration of the TDSE

The time dependence of an atomic wave function in the presence of external electromagnetic fields
is determined ab initio by solving the TDSE:

i

∂
∣Ψ(t)⟩ = H(t)∣Ψ(t)⟩
∂t

(3.22)

where H = Ĥ0 + Ĥ ′ +VCAP includes the interaction of the light, in the velocity gauge expressed in
̵ ≈
⃗ and canonical momentum P:
⃗ ⋅ P,
⃗ Ĥ ′ = α A(t)
⃗ where α = e2 /hc
terms of the vector potential A(t)
1/137.036 [73] is the fine structure constant (α =

e2
hc )

e ⃗
and P⃗ = −ih̵ ∑N
i=1 ∇i . The complex absorb-

e
ing potential VCAP (⃗
r1 , r⃗2 ,..., r⃗Ne ) is a one-body operator VCAP = ∑N
ri ). The one-particle
i=1 vCAP (⃗

absorber vCAP (⃗
r) is defined as
vCAP (⃗
r) = −iβ θ (r − RCAP )(r − RCAP )2 ,

(3.23)

where RCAP is a finite radius smaller than Rbox , the radius of the quantization box, θ (x) is the
Heaviside step function, θ (x) = 0 for x < 0, θ (x) = 1 for x > 0, and β is a real positive constant,
chosen such that β (Rbox − RCAP )2 ≈ 1. Typically, Rbox − RCAP is of the order of 50-100 Bohr radii.
Such a smooth complex absorbing potential causes a travelling wave to decay exponentially, so
that it becomes effectively negligible (more than ten orders of magnitude smaller) when it eventually reaches the box boundary. At the same time, a sufficiently smooth (small β ) potential does
not itself give rise to any appreciable reflection of the wavefunction. The CAP, therefore, allow
photoelectrons to leave the interaction region without experiencing any unphysical reflection at
either the CAP itself, or at the box boundary. As far as the internal part of the simulation box is
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concerned (ri < RCAP ), therefore, it is as if the simulation were conducted in an infinitely large box.
To solve the TDSE, we integrate it numerically by dividing the full time interval of the simulation
in small steps, (t0 ,t1 ,t2 ,...) with ti+1 = ti + ∆t
n

Ψ(tn ) = [∏ U(ti ,ti−1 )]Ψ(t0 ).

(3.24)

i=1

As shown in the previous sections, formally, the time propagator is given by the time-ordered
exponential [?]
t

U(t,t ′ ) = T̂ exp[−i ∫ ′ Ĥ(τ)dτ].
t

(3.25)

The propagator U(t,t ′ ) can be expressed exactly also as a non-time-ordered exponential,

U(t,t ′ ) = exp[−i Ω̂(t,t ′ )].

(3.26)

where, in absence of a CAP, Ω̂ is a Hermitian operator which can be expressed in terms of the wellknown Magnus expansion [?], which includes a series of multiple time integrals of increasingly
more nested commutators of the Hamiltonian at different times,
t1
t
i t
Ω̂(t,t ′ ) = ∫ ′ Ĥ(t1 )dt1 − ∫ ′ dt1 ∫ ′ dt2 [Ĥ(t1 ), Ĥ(t2 )] + ⋯
2 t
t
t

(3.27)

Truncation of this series to n terms return an operator that is accurate up to (t −t ′ )2n+1 . This means
that, by dropping all the terms except the first, we can obtain a second order propagator
t+∆t

Ω̂(t + ∆t,t) = ∫

t

Ĥ(t1 )dt1 + o(∆t 3 ).

(3.28)

As it turns out, there is no need to carry out the integrals in this latter expression in full. Instead,
a mid-point discretization of this integral (trapezoidal rule) introduces an error that is also only of
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order ∆t 3 . Therefore, we can write

Ω̂(t + ∆t,t) = Ĥ (t + ∆t/2)∆t + o(∆t 3 ),

(3.29)

Û(t + ∆t,t) = exp[−iĤ (t + ∆t/2)∆t] + o(∆t 3 ).

(3.30)

which leads to the propagator

This propagator is still numerically quite expensive because the evaluation of the exponential of an
operator that changes with time is. The evaluation of this propagator on a wave function depends
on how much the wave function evolves from t to t + ∆t. The change of the relative phase of the
non-zero coefficients in the time-dependent wave function in a spectral basis is in fact dominated
by the free-evolution phase factors. Since we can evaluate the spectrum of the Hamiltonian in
absence of external pulses, we are able to exactly evaluate the action of the field-free Hamiltonian
on the wave function expressed in the spectral basis, ∣Ψ(t)⟩ = ∑ j ∣φ j ⟩c j (t), where H0 ∣φ j ⟩ = ∣φ j ⟩E j ,

e−iH0 ∆t ∣Ψ(t)⟩ = ∑ e−iE j ∆t ∣φ j ⟩c j (t).

(3.31)

j

It is convenient, therefore, to try separating the action of the time-independent field-free Hamiltonian H0 from that of the time-dependent interaction term H ′ (t) and of the CAP. Since H0 , H ′ , and
VCAP do not commute, if we factorize the exponential of a linear combination of these two operators, we introduce an error quadratic in the time interval ∆t, and proportional to the commutator
of these operators, e.g., [H0 ,H ′ ] (see Baker-Campbell-Hausdorff formula [?]). For the moment
being, let’s ignore the CAP, and focus the unitary evolution only,
′

′

e−i(H0 +H )∆t = e−iH0 ∆t e−iH ∆t + o(∆t 2 ),
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(3.32)

which would compromise the accuracy of the propagation. Luckily, if one splits the exponential
symmetrically, the error made is only of order ∆t 3 ,
′

′

e−i(H0 +H )∆t = e−iH0 ∆t/2 e−iH ∆t e−iH0 ∆t/2 + o(∆t 3 ).

(3.33)

With such symmetric splitting, therefore, we preserve the second order accuracy of the propagator.
In summary, in this work, we approximate the time-step propagator U(t + ∆t,t) with the splitexponential second-order formula,

U(t + dt,t) = exp(−iH0 dt/2)exp[−iH ′ (t + dt/2)dt]exp(−iH0 dt/2) + o(dt 3 )

(3.34)

This formulation for the time propagator has several advantages. First, it is a manifestly unitary
propagator. This circumstance prevents numerical instabilities, which are common when polynomial approximations to the propagator are used instead. As shown above, furthermore, by operating in a spectral basis, the evaluation of the action of the field-free exponential factors is trivial
(linear in the size of the Hilbert space). The only time-consuming step, therefore, remains the
evaluation of the action of the exp[−iH ′ (t + ∆t/2)∆t] on the wave function. This step is not nearly
as bad as the evaluation of the exponential of the whole Hamiltonian because the spectral width, in
a truncated basis, of the interaction operator, which is linear in p, is much smaller than that of the
field-free Hamiltonian, which contains the kinetic energy term p2 /2. Another reason is that, for
light intensities below about 1016 W/cm2 , the external transverse field are much smaller than the
electrostatic fields within the atomic system. Finally, the time-dependent interaction operator has
the following simple structure,
1

H ′ (t) = α ∑ p1µ Aµ (t),
µ=−1
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(3.35)

i.e., this operator is simply the sum of three time-independent operators multiplied by a timedependent field. In the case of a linear polarization, in particular [Aµ (t) = δµ0 A(t)], we have

H ′ (t) = α pz A(t).

(3.36)

The propagator in the presence of the CAP is readily obtained if we assume that the photoelectron
that get as far as RCAP within the time of the propagation have a sufficient outgoing radial momentum not to be dragged back by the external driving field. In these conditions, the evolution induced
by the complex absorber only affects the wavefunction in the radial region r ∈ [RCAP ,Rbox ], where
the exact value of the wavefunction is entirely irrelevant, as long as it dies out fast enough. For
this reason, it is not necessary to split symmetrically the evolution under the CAP from the unitary
field-free and field driven evolution. Instead, we can just write

∣Ψ(t + dt)⟩ = UCAP (dt)U(t + dt,t)∣Ψ(t)⟩,

(3.37)

UCAP (dt) = e−i dtVCAP .

(3.38)

where UCAP (dt) is given by

Since the CAP is non-zero only in a limited section of the radial range, in a compact-support radial
basis such as the B-spline basis we are using, only a few functions are affected by the potential.
This means that, in this basis, most of the eigenvalues of VCAP are zero, and do not need to be taken
into account. Furthermore VCAP is exactly the same in each and every one of the close-coupling
channels. The diagonalization of VCAP is numerically inexpensive, and the computational cost of
applying the corresponding evolution operator to the wavefunction is negligible.
The limiting step in the propagation is the action of the exponential of the interaction operator,

exp[−iαA(t)Pz ]∣Ψ(t)⟩.
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(3.39)

In contrast to H0 , the dipole operator couples all symmetries with each other, which means that
its eigenvectors are a combination of states of all symmetry. While, for most cases, it is possible
to diagonalize an operator in a subspace with definite symmetry (e.g., 1 Se , etc.), it is generally
too expensive or outright impossible to diagonalize an operator in the space of all symmetries
taken together. For this reason, the exact representation of the exponential in Eq. (3.39) cannot
be achieved. On the other hand, such representation would allow us to compute the action of
the propagator on any element of the Hilbert space, which is vastly more than what one needs.
We only need to have an accurate description of the action of the exponential operator on a very
specific vector, namely ∣Ψ(t)⟩. The full diagonalization of P, therefore, would be enormously
wasteful. Instead, we estimate, with high accuracy, the expression in (3.39) using an iterative
Krylov method. In this method, we build a very small subspace of the whole Hilbert space where
the result of (3.39) is likely to reside. Such a space, called Krylov space Kn , is given by the iterative
action of P on ∣Ψ⟩,
Kn = span{∣Ψ⟩,P∣Ψ⟩,P2 ∣Ψ⟩,...,Pn−1 ∣Ψ⟩}.

(3.40)

It can be shown that, if the solution of the action of the exponential is restricted to this space, the
error on the result decreases exponentially as a function of the Krylov space size n. In practice,
with n = 10 − 12, it is generally possible to achieve machine precision. The implementation of this
technique entails the Gram-Schmidt orthogonalization of the generator of the Krylov basis, and the
diagonalization of P in this basis (which takes an infinitesimal time, since it is the diagonalization
of, say, a 10× 10 matrix). The most time consuming step, therefore, is the simple matrix vector
multiplication P(Pi ∣Ψ(t)⟩). In a Krylov space of dimension n, there are n − 1 such multiplication,
each of which has a numerical cost quadratic with the size of the whole Hilbert space. Overall,
this approach is quick, accurate, stable, and highly parallelizable, as it entails only matrix-vector
multiplications.
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Attosecond Metrology

Attosecond metrology combines a large spectral bandwidth with ultrafast temporal resolution. The
extreme-ultraviolet (XUV) light fields have attosecond duration along with very short excitation
time [95–99]. Recent advances in attosecond science have allowed production and optimal control
of the few-cycle near-infrared (NIR) to mid-infrared (MIR) light fields [6, 100–102]. It has also
opened the ways to manipulate and control electron dynamics in atoms and molecules. Typically,
the XUV is used as pump to excite the system under investigation and a few-cycle NIR field
ranging from low to high intensities is used as probe. The pump and probe light field are perfectly
synchronized, given the former generates the latter via high harmonic generation (HHG).
To time resolve dynamics of ultrafast processes by optical methods, many different schemes have
been suggested and applied in recent years. Among those, two prominent methods are attosecond
streaking [7, 103] and RABBITT (Reconstruction of attosecond bursts by interference of twophoton transitions) [49, 104]. There are other methods like ATAS [105–107], high-harmonic spectroscopy, the combination of a strong IR field with its second harmonic and the use of circularly
polarized light instead of linearly polarized light to name a few. The two methods mentioned earlier
are the ones we used for our theoretical studies and the rest are beyond the scope of our work.
In attosecond streaking [7, 103], the target system is ionized by absorption of isolated photon from
an ultrashort (< 500as) attosecond XUV pulse working as pump. A second moderately intense,
phase-controlled few-cycle IR laser pulse is used to probe the XUV-driven dynamics. By altering
the time delay between the pump and the probe pulse, we can investigate the resulting photoelectron spectrum as a function of this time delay. This scheme allows us to predict the dynamics of
the electron wavepacket. Our calculations in Helium atom were done using this scheme. RABBITT [50, 51, 108] uses an attosecond pulse train (APT) (typical duration < 20fs) together with a
weak fundamental IR laser field that is used to generate the APT as probe pulse to ionize the target.
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The APT consists of multiple XUV pulses with frequencies that are odd multiples of the energy
of the fundamental field IR as pump pulse. From the two neighbouring harmonics, emission and
absorption of the IR photons reach to a same final two photon state with peaks appearing at the
even multiples of IR field, which are called sidebands [109, 110]. Due to interference of the two
pathways, we observe a 2ω beating in the sidebands. We used RABBITT to perform our studies
in Argon.

Pump-probe Scheme

In pump-probe experiments, the total external field is the sum of the pump field F1 (t), whose
arrival time only adds a phase factor, hence it is not important to control any dynamics, and so
a delayed probe field F2 (t;τ), whose time delay τ can be used as a control knob to initiate and
control important dynamics in the system under investigation.

F(t) = F1 (t) + F2 (t;τ)

(3.41)

If the two pulses do not overlap, as shown in the Fig. 3.1a, the photon distribution does not depend
on the time delay between the pulses, however, the relative phase of different frequency components does depend on the time delay. Hence, by altering the delay, the photoelectron absorption
spectrum can be recorded as a function of time delay, which can then provide the picture of the
evolution of the atomic or molecular system at the attosecond time scale.
For single-photon transitions in which one monitors only the energy distribution of the final states,
e.g., excited bound states or fragments from a dissociative or ionization process, the relative phases
of the different components of the field do not matter (provided, of course, that the initial target
state was not in a coherent superposition of states with different energy). This is because, due the
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conservation of energy, only one component of the field can give rise to any given total final energy
in the system.
The multi-photon case with broad-band pulses is very different because the same final state can be
reached through different paths. For example, in the case of the two photon ionization by a pulse
with a central frequency ω and a bandwidth of the order ∆ω, the final energy ω f = ωi + 2ω can
result from the combination of the absorption of all the couple of photons with energy ω − δ ω and
ω + δ ω, respectively, with δ ω ∈ [−∆ω,∆ω]. Figure 3.1 illustrate this concept for a two-photon
ionization with a sequence of two pulses with different central frequency
E(t)

~
|E(ω )|

(a)

t

(b)

~
arg E(ω )

(d)

(c)

τ

φ1

φ2

φ3

φ3
φ1φ2

τ
ω1

ω2

Figure 3.1: Taken from [1]: In multi-photon ionization the relative phases of the harmonic components
of the external electromagnetic field are relevant because the same final state can be reached through several
different quantum paths whose contributions add coherently. (a) a pump-probe scheme where a low-energy
pulse centered at frequency ω1 is followed by a second pulse with higher central frequency ω2 . (b) The
spectra of the pump and probe pulses do not overlap, therefore, the spectrum of the whole pulse sequence
does not depend on the mutual position of the two pulses. (c) The relative phases of the frequency components of the field, however, do depend on the temporal shape of the pulse sequence, e.g., on the time delay
between the pump and the probe. (d) Since the same final energy can be reached with different combinations of the energies contained in the two pulses, the corresponding amplitudes can interfere constructively
or destructively depending on their mutual phases.

Let us now examine the two-photon ionization process with pulsed radiation more quantitatively.
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For a monochromatic field, in the previous sections we used the following convention,

F(t) =

Fω −iωt Fω∗ iωt
e
+ e .
2
2

(3.42)

In the case in which several frequency components are present, their individual contribution dF to
the field can be written, in analogy with the monochromatic representation, as

dF(t) = fω dωe−iωt + fω∗ dωeiωt ,

dFω = 2 fω dω

(3.43)

If we define f−ω = fω∗ and sum over both positive and negative frequencies, we automatically
account for the absorption as well as for the emission terms,
∞

e−iωt fω dω.

F(t) = ∫

(3.44)

−∞

The formula of the transition amplitude for the absorption of, first, one photon with frequency ω1
and, second, one photon with frequency ω2 is
(2)

A f i (ω2 ,ω1 ) = −2iπ

Fω2 Fω1
⟨ f ∣OG+0 (ωi + ω1 )O∣i⟩ δT (ω f i − ω1 − ω2 ).
2 2

(3.45)

We can easily generalize this formula to the polychromatic case. First, let’s write the infinitesimal
contribution to the amplitude of two frequency components dFω1 and dFω2 ,
(2)

dA f i (ω2 ,ω1 ) = −2iπ

dFω2 dFω1
⟨ f ∣OG+0 (ωi + ω1 )O∣i⟩ δT (ω f i − ω1 − ω2 ).
2
2

(3.46)

Second, we identify dFω /2 with fω dω and integrate over the two frequencies, including the negative ones. Please notice that doing so we automatically include all the two-photon processes,
two-photon absorption, stimulated inelastic scattering, and stimulated two-photon emission, with
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all possible orderings

(2)

∞

A f i = −2iπ ∫

∞

dω1 ∫

−∞

−∞

dω2 δT (ω f i − ω1 − ω2 ) fω2 fω1 ⟨ f ∣OG+0 (ωi + ω1 )O∣i⟩.

(3.47)

Since we are integrating over the L2 functions fω , we can safely take the limit for T → ∞ and get
the finite result
∞

(2)

A f i = −2iπ⟨ f ∣O {∫

−∞

dω fω f i −ω fω G+0 (ωi + ω)}O∣i⟩.

(3.48)

or
fω f i −ω fω

∞

(2)

A f i = −2iπ ∑ O f j {∫
j

dω
−∞

ωi j + ω + i0+

}O ji .

(3.49)

Thus, in the case of a finite pulse, the convolution over the energy regularizes the Green’s function
(i.e., the distribution (ω + i0+ )−1 now appears under the sign of integral). In this formulation, no
divergences due to intermediate states are found. As a consequence, this formula is applicable also
in the presence of intermediate states, provided that the pulse duration is much shorter than the
Rabi period of any resonant transitions (this is not the case for long pulses.
Let’s investigate the difference between a two-photon non-resonant transition, a resonant transition
with an intermediate bound state and a resonant transition with an intermediate transiently bound
state in two-colour pump-probe experiments. For definiteness, we will identify the two pulses as
the blue and red, with central frequencies ωB and ωR , respectively. The three cases are illustrated
in figure 3.2. If we focus on the transition amplitude to the final states in the energy range ω f ∼
ωi + ωR + ωB , the integral in eq. 3.49 can differ from zero only if ω is close to either ωR or ωB . For
two-colours pump-probe experiments it is convenient to consider separately the components of the
two pulses in fω (see figure 3.3),
fω = fωB + fωR .
The transition amplitude then becomes
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(3.50)

(a)

(b)

(c)

f
j

a

j
i
Figure 3.2: Three possible cases of two-photon ionization (excitation): (a) non-resonant; resonant with a
bound (b) or resonant (c) intermediate state.

|fω |
fωR

−ω B

−ωR

fωB

ωR

ωB

ω

Figure 3.3: Schematic representation of the absolute value spectrum of the field of a two-colour pumpprobe pulse sequence.

(2)
Afi

⎧
∞
fωBf i −ω fωR ⎫
fωRf i −ω fωB
⎪
⎪
⎪ ∞
⎪
= −2iπ ∑ O f j ⎨∫ dω
+ ∫ dω
⎬ O ji .
+
+
⎪
ωi j + ω + i0
ωi j + ω + i0 ⎪
−∞
−∞
⎪
⎪
j
⎭
⎩

(3.51)

In this last expression, the first integral corresponds to the “blue first, red second” diagram, while
the second integral corresponds to the “red first, blue second” diagram. As the colors suggest,
the only contributions to the two integrals come from the region of ω close to +ωB and +ωR ,
respectively. To determine the outcome of a pump-probe experiment, i.e., to study the dependence
of the signal at the final energy ω f as a function of the time-delay τ between the two pulses, we
need to parameterize fωR and fωB in terms of τ. We can choose the time origin as we please: a global
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time translation of the two pulses will not alter in any way the outcome of the experiment (provided
that the initial state is stationary). If we keep the “red” pulse R as a time reference, i.e., if we locate
the time origin close to the center of its envelope, then i) fωR will not depend on τ and ii) its phase
will vary only very slowly across the energy width ∆ωR of the pulse. The time-delay dependence
of the spectrum is therefore transferred entirely to fωB . The exact form of this dependence is easily
derived from the definition of the pulse.

F B (t;τ) = F B (t − τ;0) = ∫ e−iω(t−τ) fωB dω = ∫ e−iωt (eiωτ fωB )dω.

(3.52)

Thus, the spectrum of the translated pulse is equal to the spectrum of the pulse centered at the origin
multiplied by a phase factor proportional to both the time delay and the photon energy (compare
with figure 3.1c). We can write the two-photon transition amplitude as a function of the time delay
as follows

(2)
Afi

⎫
⎧
B
R
R
B
⎪
⎪
⎪ ∞ fω f i −ω fω iωτ iω f i τ ∞ fω f i −ω fω −iωτ ⎪
e + e ∫ dω
e
= −2iπ ∑ O f j ⎨∫ dω
⎬ O ji .
+
+
⎪
⎪
−∞ ωi j + ω + i0
−∞ ωi j + ω + i0
⎪
⎪
j
⎭
⎩

(3.53)

From this formula we can notice two major effects of the time delay. First, the “blue-first” and
“blue-last” quantum paths accumulate a phase difference ω f i τ. When both amplitudes are nonnegligible, their interference gives rise to a modulated signal with angular frequency ω f i , a sort
of two-photon analogue of the Ramsey spectroscopy (see figure 3.4). Second, the integrands are
multiplied by reciprocal phase factors: eiωτ in the “blue-first” case and e−iωτ in the “blue-last”
case. If none of the intermediate state is resonant, then the denominators (ωi j + ω) never vanish
in the integration region where the pulse spectra are non-negligible. Therefore, the integrals are
essentially the Fourier transform of the product of the spectra of the two pulses, both centered at
the time origin, and of a smooth function. If the envelope is Gaussian, then each transition integral
as a function of the time delay will be very close to a Gaussian as well, with a characteristic width
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f
2
1

i
Figure 3.4:

In a two-photon two-colour transition there are two inequivalent quantum paths that can
interfere if they are both non-negligible.

√
close to

TR2 + TB2 , where TR and TB are the widths of the red and blue pulses, respectively. In

other terms, in the non-resonant case, there is a signal only if the two pulses overlap, a result that
is appealing to intuition. If there are resonant states, however, things change dramatically. Let us
assume, for a start, that there is only one resonant bound intermediate state j0 , and that this state
is resonant with the blue transition from the initial state only. As soon as the red and blue pulse
do not overlap, the only contribution to the amplitude that survives is the blue-first with the j0
intermediate state,

(2)
Afi

∞

≃ −2iπO f j0 O j0 i ∫ dω
−∞

fωRf i −ω fωB
ω − (ω j0 i − i0+ )

iωτ

e

,

√
∣τ∣ ≫ TR2 + TB2 .

(3.54)

Thanks to the exponential factor eiωτ , we can close the energy integral with a semi-circle in the
upper complex-energy semi-plane, if the time delay is positive, and in the lower complex-energy
semi-plane, if the time delay is negative. The close circuit encloses the (reasonably) unique pole
at ω j0 i − i0+ only in this second case, therefore we have
(2)
Afi

≃ θ (−τ)(−2iπO f j0 fωRf j )eiω j0 i τ (−2iπO j0 i fωBj i ),
0
0

√
∣τ∣ ≫ TR2 + TB2 .

(3.55)

We immediately recognize in the terms within parenthesis the one-photon transition amplitudes
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from the initial state to the intermediate bound state j0 due to the blue pulse, and from the intermediate state to the final state due to the red pulse:

A f ←i ≃ θ (−τ) A f ← j0 eiω j0 i τ A j0 ←i .
(2)

(1)R

(1)B

(3.56)

In other terms, when the two pulses are well separated and there is an intermediate resonant bound
state, the resonant pulse must come first to excite it. The population of the intermediate state,
which is bound by assumption, is fully preserved until the arrivals of the second pulse. During
the time lapse τ between the two pulses, the intermediate state acquires a phase ω j0 i τ with respect
to the ground state. Finally, the red pulse excites the intermediate state j0 to the final state f .
If only one intermediate state is present, then the probability to go from i to j0 and from j0 to
f is simply the product of the individual probabilities for the two processes. In the case two or
more intermediate states are populated by the blue pulse, the corresponding amplitudes interfere
√
(to spare the notation, we assume τ ≪ TR2 + TB2 )
′

A f ←i ≃ ∑ A f ← j eiω ji τ A j←i ,
(2)

(1)R

(1)B

(3.57)

j

where the primed summation runs over all the resonant bound intermediate states. When taking
the total probability, the different quantum paths interfere giving rise to quantum beats:

′

(2)

(1)R

(1)B 2

′

(1)R

(1)B

(1)R

(1)B

Pf ←i ≃ ∑ ∣A f ← j A j←i ∣ + 2 ∑ ∣A f ← j′ A j′ ←i A f ← j A j←i ∣cos(ω j′ j τ + φ ′j − φ j ),
j′ > j

j

(1)R

(3.58)

(1)B

where φ j = arg[A f ← j A j←i ].
Finally, let us consider the case of an intermediate metastable state, i.e. a state with a finite lifetime.
For definiteness, we will use the isolated-resonance Fano model that we derived before, with the
additional assumption that the direct transition amplitude between the unperturbed continuum and
61

either the initial or the final state is zero. Under these assumptions, the transition matrix elements
comprise a continuum intermediate state and are of the form,

O f E OEi =

O f a Oai
Γ
.
2π ∣E − Ẽa ∣2

(3.59)

The resonant contribution to the two-photon transition amplitude (again, only the blue-first diagram
is assumed to be resonant) is

(2)
Afi

−iωi τ

≃ −2πθ (−τ)O f a Oai Γe

∫ dE

B
fωRf −E fE−ω
i

∣E − Ẽa

∣2

eiEτ .

(3.60)

If the time delay is sufficiently large and the resonance sufficiently far from threshold, we can
neglect the contribution close to the threshold and extend the energy integral to the whole real axis.
In these conditions we can close the integral with a semi-circle in the lower complex half-plane (τ
is negative) and obtain

A f i ≃ θ (−τ) (−2iπ fωR
(2)

f −Ẽa

O f a )ei(Ẽa −ωi )τ (−2iπ fẼBa −ω Oai ).
i

(3.61)

Again, we recognize the product of two one-photon transition amplitudes: from the initial state
to the metastable “door” state a, and from a to the final state f . The effective energy Ẽa of the
intermediate state is now complex: Ẽa = ẼaRe − iΓ/2. As the pump blue pulse recedes back in time
(τ → −∞) the amplitude decays exponentially. The transition probability, in particular, decays as
eΓτ . This result is easily generalized to the case of several intermediate metastable states. Also in
this case, the quantum paths through different intermediate states interfere giving rise to quantum
beats in the final two-photon probability. In contrast with the case of intermediate bound states,
however, the proportion of the contributions from different metastable states to the final amplitude
changes with time since, in general, these states do not decay at the same rate.
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RABBITT Spectroscopy

In this section, we will examine is some detail the RABBITT technique, an interferometric twophoton spectroscopy that permits to characterize the temporal profile of attosecond pulse trains,
a common family of ultrashort high-frequency pulses. When interacting with rare gases, strong
IR pulses (I ≃ 1013−14 W/cm2 ), have been found to generate high-order odd harmonics of the IR
fundamental frequency, ω2n+1 = (2n + 1)ωIR . Instead of dropping exponentially, as a perturbative
treatment would predict, the intensity of the individual harmonics reaches a plateau. Such dramatic departure from the perturbative picture can be accurately reproduced by directly solving
the time-dependent Schrödinger equation. The salient features of this process, however, are also
well explained by Corkum’s three-step model, based on the strong-field approximation. According to this model, one of the electron of the system tunnels out of the atom when the external field
reaches a maximum (step 1), it subsequently propagates in free space under the influence of the
external electric field and, when the field changes sign, it is driven back to the original ion with a
high kinetic energy (step 2). In the encounter between the photoelectron and the ion, the two can
recombine in a very short time (below one femtosecond), giving rise to an outburst of radiation
(step 3). This process is repeated at each half-cycle of the IR pulse and therefore results in the
production of similar replicas of the radiation burst. Consecutive bursts are similar in every aspect
except for their sign. As a consequence of the periodicity and parity of the process in targets with
a well-defined parity, odd-order harmonics are generated.
At the time of their discovery, it was by no means clear that the harmonics produced in the process combined in such a way to really give rise to a train of attosecond pulses(APT), instead of
just a chaotically oscillating signal. Indeed, in order to generate an isolated burst, the individual
harmonic components of the generated light must be all in phase at some point in space and time.
Moreover, the radiation has to pass through dispersive media. For example, thin metal layers are
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used to absorb the residual low-frequency components and thus isolate the XUV pulse train. As
a consequence, even if in phase during the generation process, the harmonics can lose their synchronization while propagating through the optical system. It is possible to counterbalance these
detrimental effects (e.g., propagation through layers of materials with anomalous dispersion). To
ascertain and/or recover the pulsed structure of the train, however, it is necessary to be able to
measure it in the first place, i.e., to measure the relative phases of the harmonic components of
the pulse. This is accomplished with the RABBITT technique (Reconstruction of Attosecond
Bursts by Interference of Two-photon Transitions). In this technique, the attosecond pulse train
is realigned, with a controllable time-delay, to a weak replica of the IR pulse used to generate it.
The energy of the high-order harmonics in the train is generally sufficient to ionize a rare gas. In
absence of the IR radiation, this results in the production of photoelectrons with kinetic energy
(2n + 1) ωIR − IP where IP is the atomic ionization potential.
Due to the presence of the IR field, however, two photon transitions corresponding to the absorption of one XUV photon and to the exchange of one IR photon can also take place. As a result,
photoelectron signals at 2n ωIR − IP, the so-called side-bands, also appear. The same 2n sideband
can be reached either through the absorption of one photon from the 2n − 1 harmonics and of one
IR photon, or through the absorption of one photon from the 2n + 1 harmonics and the stimulated emission of one IR photons. The interference between these two inequivalent quantum paths
results in oscillations of the intensity of the sidebands as a function of the time delay, with the characteristic frequency equal to twice that of the IR. Figure 3.5 shows an example of photoelectron
spectrum as a function of the time delay between the IR and the APT. Consider an APT with just
̵ IR and (2n+1) hω
̵ IR respectively. Here ωIR
two harmonics H2n−1 and H2n+1 with energy (2n-1) hω
is the frequency of the fundamental IR field that is used to generate an APT using the HHG. An
absorption and emission of an IR photon from lower and upper harmonic respectively will lead to
a same two photon energy in the sidebands, represented by dotted lines in Fig. (3.5).. If we alter
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the time delay between the APT and the IR, the SB amplitude vary as a function of time delay
with 2ωIR beating.By measuring the dephasing between the oscillations of consecutive sidebands,
it is possible to reconstruct the whole temporal profile of the pulse train. Let us now examine the

Figure 3.5: a)The RABBITT spectroscopy with shown through energy diagram where we have 3 connective odd harmonics reaching at different energies from the ground state. From any harmonic, an IR absorbed,
reaches to a final sideband above or below the harmonic. At any given sideband, we have two contributions
from the two neighbouring harmonics leading to a 2 ω beating in the sideband. b) The 2 ω beatings are
visible in the sidebands of asymmetry parameter β0 when plotted as a function of energy and time delay.

RABBITT technique from a more quantitative point of view. The sum of the two-photon transition
amplitudes to the sidebands is readily written by applying the formulas we derived earlier in this

65

section

(2)

A2nω (E) = { Fω2n−1 Fω ⟨E∣O[G+0 (ωi + ω) + G+0 (ωi + ω2n−1 )]O∣i⟩ +
+ Fω2n+1 Fω∗ ⟨E∣O[G+0 (ωi − ω) + G+0 (ωi + ω2n+1 )]O∣i⟩}

(3.62)

π
δT (E − ωi − 2nω).
2i

For the sake of brevity, let us call the two-photon transition matrix elements for the absorption of
the 2n − 1 and of the 2n + 1 harmonics as M2n−1 and M2n+1 , respectively:

M2n−1 = ⟨E∣O[G+0 (ωi + ω) + G+0 (ωi + ω2n−1 )]O∣i⟩,

(3.63)

M2n+1 = ⟨E∣O[G+0 (ωi − ω) + G+0 (ωi + ω2n+1 )]O∣i⟩.

(3.64)

With this notation, the transition amplitudes reduces to

(2)

A2nω (E) = (Fω2n−1 Fω M2n−1 + Fω2n+1 Fω∗ M2n+1 )

π
δT (E − ωi − 2nω).
2i

(3.65)

The integral transition rate to the sideband, therefore, is given by

(2)

W2nω =

2 π
1
(2)
2
dE ∣A2nω (E)∣ = ∣Fω2n−1 Fω M2n−1 + Fω2n+1 Fω∗ M2n+1 ∣ .
∫
T
8

(3.66)

The argument of the two integrals is generally called atomic phase, ϕnAt = argMn . If we use the
attosecond pulse train as a reference to define the temporal scale, and thus keep it fixed with respect
to the time delay, then the phases of the harmonics field amplitudes do not change with the time
delay, while the phase of the IR, which we can here assume to be very long, is linear with the time
delay:

Fω2n−1 = ∣Fω2n−1 ∣e−iφ2n−1 ,

Fω2n+1 = ∣Fω2n+1 ∣e−iφ2n+1 ,
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Fω = ∣Fω ∣e−i(φir +ωτ) .

(3.67)

Inserting these dependences in the expression for the transition rate to the sideband, we get

(2)

2

2

W2nω ∝ ∣Fω2n−1 Fω M2n−1 ∣ + ∣Fω2n+1 Fω∗ M2n+1 ∣ +
+ 2∣Fω2n−1 Fω M2n−1 Fω2n+1 Fω∗ M2n+1 ∣ ×
At
At
× cos( φ2n+1 − φ2n−1 − φir + ϕ2n−1
− ϕ2n+1
−2ω τ ).
´¹¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¸¹¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¹ ¶

(3.68)

Φ2n

Thus, the phase of the sidebands are equal to the phase difference between consecutive harmonics
minus the IR phase and minus the difference between the atomic phases. If the properties of the
ionization continuum do not change much across the energy span of few ω’s, as it is generally the
case for rare gases in the energy region far from the ionization threshold, on the one side, and far
from autoionizing states, on the other side, then the two integrals M2n+1 and M2n−1 are similar
both in absolute value and in phase. In particular, the atomic phase can be accurately linearized
At − ϕ At ≃ 2ω∂ ϕ At . As a result, the phase of the sideband
across the whole energy interval: ϕ2n−1
E E
2n+1

can be written as
Φ2n = φ2n+1 − φ2n−1 − φir − 2ω∂E ϕEAt .

(3.69)

Both the absolute value of the IR phase and the (typically small) value of the atomic phase change
are a single unknown constant. If these constants are known, then the individual differences φ2n+1 −
φ2n−1 can be determined and, from these, by means of an inverse discrete Fourier transform, the
envelope of the whole train can be determined in absolute terms. If one is not particularly interested
in knowing exactly where the pulse train is located within the IR pulse (and, hence, whether the
maxima in the sidebands correspond to attosecond pulses at the zeros or at the maxima of the
IR field) the absolute value of the IR phase or the energy derivative of the atomic phase are not
particularly relevant. Even without knowing them, from all the values of Φ2n − Φ2n−2 , it is still
possible to determine the average shape of the envelope of an attosecond pulse in the train, and in
particular its duration.
67

Angle Resolved RABBITT

Extremely small delays comprising of few attoseconds, induced by the single photon absorption
during electron emission process were measured using attosecond streaking and RABBITT methods. In such techniques, we can only obtain the information about the relative delay between two
electrons emerging from either different shells of the same atoms [51,111], or same shell of different atoms [56,112,113]. These investigations have either been performed for a emission of electron
into a one specific direction [9], or for angle integrated photoelectron spectra [56, 112, 113]. Recently, however, an alternative approach of extracting photoemission delays from the relative measurement of the electron ionization from same state within the same target at different emission
angle θ , relative to the polarization direction of the RABBITT has been used, which is known as
the angle-resolved RABBITT. Typically, total measured time delay is sum of the three independent
contribution, namely, scattering, continuum-continuum and polarization delay. It has already been
shown that the delay extracted from angle-resolved RABBITT can still be separated into these
three contributions.

Angular Dependence in Photoemission Time-delays

The angle dependent photoemission delay has three independent contributions,

τR (θ ) = τEWS (θ ) + τcc (θ ) + τdipole (θ ).

(3.70)

The first term correspond to the Eisenbud-Wigner-Smith time delay, which is related to the halfscattering ionization event, and is given as the energy derivative of the phase of the one photon
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transition form the ground state ∣g⟩ to the intermediate continuum ∣α⟩ with energy ε,

τEWS (θ ) =

∂
arg{⟨α,ε,θ ∣ẑ∣g⟩}.
∂ε

(3.71)

In RABBITT, since there is a train of odd harmonics as a pump, therefore the spectral derivative is
only estimated in terms of the finite difference of contributing harmonics,

τEWS (θ ) ≈

arg{⟨α,ε + ωIR ,θ ∣ẑ∣g⟩} − arg{⟨α,ε − ωIR ,θ ∣ẑ∣g⟩}
,
2ωIR

(3.72)

If the intermediate continuum state α is a single partial wave channel such as p − wave for the
ionization from the s initial state of the Hydrogen, τEWS has no intrinsic angular dependence.
However, if the intermediate state is a superposition state of two or more partial waves with separate
angular momenta, like in an ionization event out of the 2p state of Neon to both s or d partial waves,
the τEWS already has an angle dependence, which can be generalized as,

N

τEWS (θ ) =

∑i=1 σαi ∂∂ε arg{⟨αi ,ε,θ ∣ẑ∣g⟩}
N

,

(3.73)

∑i=1 σαi

2

here, σαi = ∣⟨αi ,ε,θ ∣ẑ∣g⟩∣ is the amplitude of the partial cross-section and the sum runs over the
involved intermediate states ∣αi ⟩.
The second term in the equation Eq. (3.70) is continuum-continuum delay τcc , which is related
to the phase that the electronic-wavepacket acquires, when it interacts with the IR-probe field
while moving inside the Coulomb field of the residual-ion. Since the asymptotic expansion of the
continuum-continuum phase for large values of kr does not depend on the angular momentum of
the intermediate or final state, therefore, the τcc has no dependence on the emission angle θ of the
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electron.

τcc = −

− −φ+
φcc
cc
.
2ωIR

(3.74)

The third term, τdipole (θ ), is caused by the (pull back) of the polarized residual-ion and can be
expressed as,
τdipole (θ ) =

d ⋅ σIR
1
atan(−ωIR
),
ωIR
k ⋅ σIR

(3.75)

Where d is the dipole moment of the ion, and σIR is the polarization direction of the IR field.
If we assume the IR field to be linearly polarized along the z direction, the dipole only has its z
component dz contributing to the delay,

τdipole (θ ) =

1
dz
atan(−ωIR
).
ωIR
k cos(θ )

(3.76)

Eq. (3.76) predicts the dependence of the retrieved time delay on the electron emission angle
θ , when the ion has a dipole moment. However, the polarization in the residual-ion does not
only come from its permanent dipole moment, but can also get added contribution if ion is easily
polarized due to its degenerate state such as the 2s and the 2p states of the He+ . Therefore, instead
of just dz , we have an effective dipole moment,

n`
⟨deff,z
⟩(θ ) = ∑ dk ∣αnk` ∣
k

2

2

∣cnk ∣
∣cn` ∣

2

.

(3.77)

where ∣nk⟩ represent the Stark states with dipole-moment between two Stark states as dk = ⟨nk∣ẑ∣nk⟩,
and ∣n`⟩ represent angular momentum eigenstates. The coefficients cn j = ⟨E,θ ∣ẑ∣n j⟩ are the dipoletransition matrix element to either Stark ∣nk⟩ or angular momentum eigenstates ∣n`⟩.
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CHAPTER 4: COHERENCE CONTROL IN ATOMIC IONIZATION

In this chapter, we present our results for the control of the coherence in the ionization of helium ion
ensemble. We simulate a multi-photon ionization process using doubly excited states below N = 2
ionization threshold as an intermediate step in the ionization to obtain a control of dynamics that
emerge as a result of light-matter interaction. We establish that the various DES, when coherently
excited, can beat in pairs to affect the photoelectron spectrum due to entanglement that exists
between outgoing electron and residual parent-ion.

Spectrum of Helium

A large portion of this thesis revolves around different calculations that were done for the Helium
atom, which is why we want to layout some basic features of it. The Helium atom has always been
the prime candidate for spectroscopic studies as it posses all the features that are normally present
in any N-electron system like electron correlation, multiple-ionization channels and autoionization.
Helium is the second largest atom ever discovered, and it is the smallest atom having electronic
correlation, therefore, this simple system of two electrons and a nucleus, has been used as a benchmark for the correlation studies. This three body system is non-integrable, which is why it is
considered chaotic classically, however, with the help of developed numerical methods, it can be
exactly solved. Thus, one can always find a theoretical support for any features that are observed
in the spectroscopic measurement.
If we were to neglect the interaction between the two electrons, the total energy can just be written
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as the sum of two arbitrary energy levels,

En,m = −

Z2 1
1
( 2 + 2 ),
2 n m

(4.1)

where n = 1,2,3... and m = n, n+1..., are the principal quantum numbers of the two electrons. For
the single-ionization continuum, the energy of the outer excited electron, ε, the total energy given
by,

En,ε = −

Z2 1
+ ε,
2 n2

ε ≥ 0.

(4.2)

The principal quantum number n, thus represents the He+ parent-ion hydrogenic states with noninteracting bound states forming a Rydberg series converging to the ionization thresholds of the
He+ ion.From the Eq. (4.1), energies below the n = 1 threshold correspond to ground state and the
singly-excited states, where one of the electrons remain in the 1s orbital and the other can occupy
any bound orbital. If we omit the electronic correlation, the ground state with 1 Se symmetry has the
energy of E = −4a.u., whereas, the correct Hatree-Fock energy is way above at EHF = −2.86168a.u..
Although in both the cases, the electronic configuration is 1s2 , the optimization of the orbital is
done under different constraints with inter-electronic repulsion taken into account in the later case.
Nevertheless, in the presence of electronic correlation, the singly-excited states can be treated as
hydrogenic states as the outer electron only feels the effective charge of Ze f f = 1 due to shielding
effect caused by the core electron onto the nucleus. Therefore, the energy of such excited states, to
the first approximation is,

Em ≈ −2 −
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1
2m2

(4.3)

In reality, however, the electrons field can penetrate through the shielding barrier due to short range
interaction. Therefore, the quantum number of the excited state is shifted by a quantity, δelln that
is measure of the quantum defect.

Em ≃ −2 −

1
,
2(m − δ`n )

lim δ
m→∞ `m

= δ` .

(4.4)

The quantum defect δ`n converges to a finite value of δ` as the n grows, whereas it drops down with
large ` values. The drop with increasing ` is intuitive as for the smaller ` values we are closer to
the nucleus, where the shielding effect of the core electron decreases due to more direct interaction
of the excited electron and nucleus. The inclusion of the electronic repulsion not only shifts the
energy of the configurations, but it also removes the degeneracy between states with same principal quantum number, n and different angular momentum `, In fact, with it being considered, the
ground state energy of the Helium atom drops to the electrostatic limit of E = −2.90372a.u.

Doubly Excited States in Helium

In the discussion of the Helium, it is important to say a few things about doubly excited states
(DES), which are just resonances below the excited thresholds. As there are only two electrons,
we generate DES, whenever both of the electrons are promoted out of the 1s orbital. In the noninteracting model, all of the DES lie below the first excited energy of the parent-ion i.e n =2
and above the first ionization threshold, therefore, all of them are embedded in the ionization
continuum. Since electron cannot interact, these DES cannot interact with themselves or with
the continuum, therefore they are rigorously bound states. However, when the inter-electronic
repulsion is considered, although these DES still remain between in a large energy region of 1.5
a.u. between n=1 and n=2, the picture is altered in two main ways.
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Figure 4.1: a) Density matrix for the N=3 manifold in the Helium parent-ion. Each snap is a average
electronic density between two ionic states. Positive z-axis refers to upward emission direction of the ionized
electrons.
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Firstly, the correlation causes a strong mixing between doubly-excited configurations (long range
interaction) and between DES and the continuum (short range interaction), giving rise to unsuitability and spontaneous decay of these states by autoionization. The second main features that takes
place is the existence of multiple open channels as we go above the n = 2. Since, an asymptoticallyfree electron can be associated to multiple parent-ion states, e.g., 1s, 2s, 2p, we can observe interchannel coupling altering the dynamics of the system.

Electron Correlation in Doubly Excited States

Two particles are said to be correlated, when their combined wavefunction or probability distribution cannot be written in terms of the product of the two independent distributions i.e., P12 (r⃗1 , r⃗2 ) ≠
P1 (r⃗1 )⋅P2 (r⃗2 ). Such correlations exists strongly in DES, therefore, it is difficult to classify them. In
general, there are two main types of correlations that exist in DES: Fermi correlation and Coulomb
correlation. In Fermi correlation, since the electrons are indistinguishable, if there is a single
configuration, the combined wavefunction is antisummarized product of the two orbitals, the pair
distribution cannot be factorized as a product of two independent quantities. However, this correlation is not the main concern, since it is already accounted for in the mean-field approximation.
Therefore, in this context, the correlated state would be the one which has correlation contribution
from the non-mean-field component of 1/r12 electronic repulsion, referred as Coulomb correlation.
Furthermore, there are two types of Coulomb correlations, the first one is the short range which
couples the DES to the open ionization channels, thus causing the auger decay. In DES of Helium,
their exist a special long-range Coulomb correlation, which is associated to the degeneracy of hydrogenic states in He+ . Below N = 2 threshold, the states 2snp and 2pns are degenerate, hence,
correlation between them makes it impossible to describe combined wavefunction as a single reference determinant. However, when electron-electron interaction is considered, this degeneracy is
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removed, but we have to classify these configurations in terms of pairs as sp±n series,

sp±n = 2snp ± 2pns.

(4.5)

In two electron atoms or ions, only DES are embedded in the single ionization continuum and,
therefore, lead to autoionization. For multi-electron atoms, on the other hand, an electron can
be excited to an outer orbital from an inner-valence or core orbital. The resulting singly-excited
configurations, therefore, can have high energy and be above the ionization threshold. In polyelectronic atoms, therefore, singly-excited states can also decay by autoionization.

Ab-initio Description of Helium Atom

The close-coupling approach enforces exact boundary conditions for the problem of single photoionization and hence it can be systematically improved by expanding the set of localized configurations. The practical implementation of this method including all electron-electron interaction
effects to machine accuracy, however, is still intractable for atoms with more than few electrons.
Helium is one case in which highly accurate numerical solution can be obtained. For this reason,
helium is a common benchmark for any ab initio calculations. Here we provide a brief description
of the procedure we used to calculate the eigenenergies and eigenstates of helium as well as the
scattering states.

To reproduce short-range correlation, the basis includes also a complementary set of states with the
same expression as (2.10), with both u and f free to vary within an large set of localized functions.
The reduced radial functions in Eq. (2.10) are expanded in B-spline bases of order 10 [76, 79, 80],
reaching a maximum radius of ∼ 41 a.u. and RBOX ∼ 1200 a.u. for the u and f functions, respec-
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tively.
The discretized eigenstates of the atom confined to a box with radius RBOX are obtained by diagonalizing the non-relativistic field-free Hamiltonian H0 ,

H0 =

p21 p22 2 2
1
+ − − +
,
2
2 r1 r1 r12

(4.6)

in the full close-coupling basis.

Simulating the Pump-probe Sequence in Helium

Figure 4.2a illustrates the pump-probe excitation process we simulate. A weak single attosecond
XUV pulse excites the neutral helium atom from the ground state to the N = 2 shake-up ionization
channels above the threshold, as well as to the doubly-excited states (DES) below the N = 2 ionization threshold. The sp+2 and sp+3 states [23, 77, 114–116], which are 5.04 eV and 1.69 eV below
the N = 2 threshold and have a lifetime of 17.6 fs and 80.3 fs, respectively, are populated most efficiently [36]. The absorption of a single XUV photon cannot give rise to a coherent superposition
of the 2s and 2p ionic states, since they have opposite parities and so have the photoelectron they
are entangled with. To observe any coherence in the residual parent ion, therefore, it is necessary to
associate the XUV pulse with additional control fields. In our simulation, an IR-probe pulse with
a controllable delay with respect to the XUV pulse dresses the system at the time of the excitation
and promotes the DESs to the shake-up ionization channels above the N = 2 threshold. Thanks to
the presence of several interfering multi-photon ionization-excitation paths, a coherence between
degenerate 2s, 2p ionic states does now emerge.
The XUV pump pulse employed in the simulation has a Gaussian temporal profile, with central
̵ = 60.69 eV (2.2308 a.u.), a duration of 385 as (full width at half maximum of the
frequency hω
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Figure 4.2: a) An attosecond XUV pump pulse and an IR probe pulse cause the shake-up ionization of
helium through several multi-photon paths, some of which involve intermediate autoionizing states. The
Interference between direct and multi-photon ionization paths gives rise to a partial coherence between the
2s and 2p states of the ion, controllable via the pump-probe delay τ. In the non-relativistic approximation,
a 2s − 2p coherence corresponds to a permanent polarization of the ion. c-e) Ion electron density at τ = 0, 1,
and 2 fs; the light is polarized along the horizontal axis. b) Due to the fine-structure splitting of the n = 2 He+
level, the ionic dipole fluctuates, thus mapping the attosecond dependence of any initial ionic coherence to
the picosecond timescale.

78

envelope of the intensity, fwhm), and a peak intensity I=1 TW/cm2 . The IR probe pulse has a
̵ = 1.55 eV (0.057 a.u.), an entire duration
cosine-squared temporal profile, with central frequency hω
of 10.66 fs (fwhm≈ 3.77 fs), and peak intensity I= 1 TW/cm2 . The electronic configuration basis
comprises, beyond the minimal set of close-coupling channels 1sε` , 2sε` , and 2pε` , the full-CI set
of configuration n`n′ `′ constructed from all the localized orbitals with orbital angular momentum
` ≤ 5, and total angular momentum L up to 9. The overall size of the 1 Lπ spaces, with L = 0, 1, 2,
..., 9, are: 9064, 12577, 13498, 12592, 12288, 11363, 10787, 10188, 9912, and 9672, for a total
size of 111941. The energy of the ground state is Eg = −2.9036028 a.u., to be compared with the
accurate non-relativistic limit for `max = 5, which is −2.9036057 a.u. [117].

Partial Photoelectron Distribution

The panels in Figure 4.3 show the partial photoelectron distributions for the 2s and 2p parent ions,
resolved by total angular momentum, as a function of the pump-probe delay. The calculations are
clearly converged with respect to the total angular momentum. Indeed, the largest angular momentum with an appreciable population is L = 4 (1 Ge ). Independent simulations carried out in length
gauge produce virtually identical results, which gives further credence to the time-dependent calculations being well converged.

The reduced density matrix for the parent ion, ραβ , is obtained tracing out the photoelectron
states [118],
ραβ (τ) = ∑ ∫ d 3 kAα ⃗kσ (τ)A∗β ⃗kσ (τ).
σ
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(4.7)

Figure 4.3: Symmetry-resolved partial differential photoelectron distributions, in velocity gauge, for the 2s
channel (top panels) and 2p channel (bottom panels), as a function of the time delay and of the photoelectron
energy. In the present simulation, the total spin is conserved and hence all the symmetries have singlet
multiplicity. Since the light is linearly polarized, furthermore, all states are natural (same parity as the total
angular momentum’s) and ML = 0. The symmetries, therefore, are indexed by the total angular momentum
L only, which is shown here from L = 0 (leftmost panel - 1 Se ) to L = 4 (rightmost panel - 1 Ge ).

Ionic Coherence of the Residual Ion

The coherence between ionic states [32, 118] is defined here as
√
gαβ (τ) = ραβ (τ)/ ραα (τ)ρβ β (τ)

(4.8)

Figure 4.2c-e show the ion electron density immediately after the ionization event, for a pumpprobe delay τ of 0, 1, and 2 fs, respectively, computed from the ab initio density matrix ραβ (τ).
The residual coherence results in a controllable polarization of the ion. Within the non-relativistic
approximation, the 2s and 2p states are degenerate, and hence their dipole moment is stationary.
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Figure 4.4: a) Absolute value of the coherence between the 2s1/2 and 2p0,1/2 He+ states, defined as in
Eq. (5.6), as a function of the pump-probe delay. In the region where two pulses overlap, the ion is polarized
by the IR field, resulting in a large coherence with a time-delay period equal to the period of the IR field.
Insets I-IV show the strong alignment of the ion electron density at the end of the pulse (the light is polarized
along the horizontal axis). When the two pulses do not overlap, only multiphoton transitions that proceed
through resonant states contribute to the shake-up ionization, and hence the time-delay dependence of the
coherence is governed by the beating between DESs. In this case, the ion exhibits a smaller degree of
coherence (insets V-VIII). b) Window Fourier Transform of the dipole moment, as a function of the time
delay, showing the transition from a single broad peak due to the ion polarization driven by the IR, when the
pulses overlap, to multiple narrow peaks due to the beating between the sp+n DESs, with n = 2 − 5, which are
the most populated.
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On the femtosecond timescale of the present simulation for helium, the non-relativistic approximation is expected to be valid. On longer timescales, however, relativistic interactions can no longer
be neglected. Spin-orbit coupling splits the 2p level into a 2 P1/2 and 2 P3/2 multiplet [119], and
Lamb shift lowers the energy of the 2 S1/2 level compared to 2 P1/2 [73, 120], see Figure 4.2b. Due
to these relativistic interactions, gathered in the fine-structure Hamiltonian H f s , the density matrix
undergoes periodic oscillations on a picosecond timescale, reproduced by the unitary transformation
ρ(t;τ) = e−iH f st ρ(τ)eiH f st .

(4.9)

By the same token, the ion dipole moment is not stationary either, exhibiting fluctuations at the
Bohr frequencies of the ion, ⟨µz (t;τ)⟩ = Tr[µz ρ(t;τ)]. Figure 4.4.a shows the absolute value of
the coherence between the 2s and the 2pz states as a function of the pump-probe delay. In the region
where the two pulses overlap, ionization takes place in the presence of the IR probe pulse, which
suppresses the channel in which the ion is polarized opposite to the IR field. As a consequence, the
ion emerges strongly polarized, giving rise to the macroscopic polarization of the residual charge
density shown in the insets of Figure 4.2. The density fluctuates with the same frequency as the
IR period, whereas coherence is maximum every half IR period, near the peak of the IR. When the
two pulses do not overlap, beyond 4 fs time delay, the coherence exhibits weaker modulations due
to the beating between the MPI amplitudes from the multiple intermediate doubly-excited states
below threshold. The change in the charge density can be better appreciated from the left-right
density asymmetry.
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Dissecting the Metastable Wave-packet for Underlying Beatings

Figure 4.4.b shows the window Fourier transform of the dipole moment with respect to the time
delay,
2
2
1
µ̃(τw ,ωτ ) = √
dτ eiωτ τ−(τ−τw ) /2σw µ(τ),
∫
8π 3 σw

(4.10)

where σw = 2.4 fs, which features clear peaks, as a function of ωτ , each corresponsing to the beating
between a pair of doubly excited states. The spectrum is dominated by the beating between the pair
of doubly excited states sp+2 -sp+3 , sp+2 -sp+4 , sp+3 -sp+4 , and sp+4 -sp+5 , which in the Figure are labelled
2 − 3, 2 − 4, 3 − 4, and 4 − 5, respectively. The beating with the sp+2 state decay more rapidly than
the others, due to the short lifetime of this state (∼18 fs). All peaks exhibit strong modulations as
a function of the window central delay, which shows that the pump-probe delay can be used as a
femtosecond knob to control the degree of coherence of the ion.

Periodic Oscillations of the Dipole

The splitting of the n = 2 level causes the ionic dipole to oscillate in real-time, on a picosecond
timescale. Figure 5.5a shows the ionic dipole as a function of both pump-probe delay and real
time. When the pump and probe pulses overlap, the dipole fluctuates with a period of ∼ 6 ps, with
its phase flipping periodically between 0 and π, giving rise to a checkerboard structure, as shown in
Fig. 5.5a for time delays between −5 and 3 fs. Since the N = 2 manifold splits into three levels, the
real-time beating contains two distinct frequencies, 24.5×10−6 a.u. and 2.1×10−6 a.u. [73]. From
the picture, however, only the faster beating is clearly visible, since it is considerably stronger than
the other. Furthermore, the longer period, ∼ 72 ps, is close to a multiple of the faster period, of 6 ps,
which reduces its visibility further. Nevertheless, from the Fourier Transform of the signal, both
components can be accurately retrieved. The 6 fs beating dominates the real-time evolution of the
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dipole even when the pump and probe pulses do not overlap. In contrast to the overlapping case,
the phase of the oscillation now changes gradually as a function of the pump-probe delay. Indeed,
in this time-delay range, the ion coherence originates from resonant multiphoton interferences,
as shown by the Windowed Fourier Transform in Fig. 4.4b, for time delays larger than 8 fs. As
a result, the relative phase of the DESs, which is encoded in the ion’s permanent dipole shortly
after the end of the pulse sequence, manifests itself in the femtosecond beating of the dipole as a
function of the pump-probe delay as well as in the picosecond real-time oscillations of the dipole,
stretched by three orders of magnitude. Figure 5.5b shows the real and imaginary part of ρ2sσ ,2p0,σ ,
computed at the end of pulse, which can both be retrieved from the long-time evolution of the
dipole under the effect of fine-structure interactions.

Theoretical Model for the Reconstruction of Ionic Coherence

The present excitation scheme has a duration of few tens of femtoseconds, i.e., two orders of
magnitude smaller than the spin precession period caused by the fine-structure splitting. As long
as the electron spin does not affect the excitation process, therefore, the dipole expectation value
at the end of the pulses is dictated only by the coherence between the 2sσ and 2p0,σ states (the
coherence is the same for σ = ±1/2), whereas the coherence between the 2sσ and the 2p2σ ,−σ
states is zero. At larger times, the non-stationary character of the 2pm,σ configurations emerges,
and the dipole moment is observed to oscillate. When the fine-structure is taken into account, the
time dependence of the dipole moment is dictated by two independent non-vanishing coherences,
namely, those between the ∣2 S1/2,1/2 ⟩ state and the two ∣2 Pj1/2 ⟩ states, for j = 1/2 and j = 3/2. These
coherences beat at different frequencies,

⟨µz (τ,t)⟩ ∝ ∑ Pj (τ)cos(ω j t − φ j (τ)),
j= 12 , 32
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(4.11)

Figure 4.5: a) Polarized ions give rise to a dipole that oscillates as a function of the XUV-IR time delay

on a timescale of few femtoseconds. In the non-relativistic limit, the 2s and 2p states of He+ are degenerate,
and hence, the dipole moment emerging from the pump-probe ionization process is permanent. However,
the relative phase of the different J components of the ion does evolve in time, due to relativistic effects,
resulting in the fluctuation of the dipole moment of the N=2 He+ ion ensemble with a dominant period of
∼ 6 ps. b) Real (blue solid line) and imaginary (purple dashed line) part of ρ2s,2p0 , reconstructed from the
periodic oscillation of the dipole on a picosecond timescale, which coincide with the actual quantities in the
simulation.
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where ω j = E2 Pj − E2 S1/2 , and hence they can be separately measured. Neglecting the small differences in their radial wave functions, we can write the 2 P1/2 and 2 P3/2 fine-structure states
in terms of the 2pm,σ spin orbitals just by coupling the orbital and spin angular momentum,
jµ
,
1m, 21 σ

∣2 Pjµ ⟩ = ∑mσ ∣2pm,σ ⟩C

cγ

where Caα,bβ are Clebsch-Gordan coefficients [48, 119]. The spin-

free character of the ultrashort excitation process, therefore, causes the coherence between the
∣2 S1/2,1/2 ⟩ and ∣2 P1/2,1/2 ⟩ states to be in geometrically fixed proportion to the coherence between
the ∣2 S1/2,1/2 ⟩ and ∣2 P3/2,1/2 ⟩ states. This circumstance allows us to predict, from the ab initio spinfree attosecond pump-probe simulations, the time evolution of the dipole at large times. From the
window Fourier transform Ft of the ionic dipole as a function of time t, we can obtain the phase
and amplitude of the signal at any Bohr frequencies Ω, as a parametric function of the time delay
τ
Ft [µz (t;τ)w(t)](Ω;τ) ∝ ∑ Pj (τ)eiσ φ j (τ) w(Ω − σ ω j ),

(4.12)

j,σ =±

where w(t) is a window function of time with fwhm much larger than the ion’s Bohr beating
periods, while σ = ±1 corresponds to positive and negative frequencies, respectively. The Fourier
Transform (FT) in (5.25) exhibits isolated peaks at Ω = ω j . The amplitude and the phase of any
specific frequency, therefore, can be retrieved from the FT evaluated at that frequency,

Pj (τ)eιφ j = C

Ft [µz (t;τ)w(t)](ω j ;τ)
,
w(0)

(4.13)

where C is a constant common to all js. In particular, it is possible to reconstruct the relative
phase between different beatings. Conversely, from the phases and the relative amplitude of the
dipolar beatings on the picosecond time scale, regardless if measured or simulated, it is possible
to reconstruct the relative amplitude and phases of the coherences in the {2sσ ,2pmσ ′ } basis, at the
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end of the ultrashort sequence,
ρ2sσ ,2pσ −σ ′ ,σ ′ = ∑ C jσ ′ 1 ′ ρ2 S1/2,σ ,2 P j,σ ,
1σ −σ , σ

(4.14)

2

j= 21 , 32

where we have used m = σ − σ ′ , since the z component of the total angular momentum (orbital
plus spin) is conserved. The off-diagonal terms ρ2 S1/2,σ ,2 P j,σ are related to the observable beating parameters, ρ2 S1/2,σ ,2 P j,σ = Pj eiφ j / µ2 P j,σ ,2 S1/2,σ . To check the consistency of this reconstruction
method, we have used it to recover the complex ρ2sσ ,2p0,σ ′ coherences from the simulated longtime dipole fluctuation. The non-vanishing quantity ρ2sσ ,2p0,σ so retrieved coincides with the one
directly computed from the ionization wave function at the end of the pulse, which is plotted in
Figure 5.5b. Our ab initio codes, which assume the non-relativistic approximation, predict the
ratio R = ρ2sσ ,2p2σ ,−σ /ρ2sσ ,2p0,σ to be zero. As expected, our numerical reconstruction of this ratio
from the asymptotic dipole beating reproduces this ab initio prediction, which indicates the reconstruction procedure is accurate. On the other hand, R is not expected to vanish if the spin-orbit
coupling or other fine-structure interaction has any role in the ultrafast ionization process. An experimental measurement of R, therefore, would open a new sensitive window on relativistic effects
in attosecond ionization.

Can we Measure Picosecond Oscillations?

Is it possible to gain experimental access to the relative amplitude and phase of the picosecond
dipole beatings? In principle, the picosecond dipole beating can be measured using microwave
spectroscopy [121, 122]. The optical density of any the ionic ensemble generated by any realistic attosecond setup, however, is probably too small to be probed with microwave spectroscopic
methods. A possible alternative way to measure the coherence of the 2s and 2p states is to map
it to the population of the N = 3 level by means of a combination of the 2nd and 3rd harmonics of
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the IR probe pulse, together with a delayed 5th harmonics. These transitions require a temporal
resolution of about one picosecond, and hence their synchronization is not as challenging as the
attosecond synchronization between the initial pump and probe pulses. By changing the delay
between (2nd +3rd ) and 5th harmonics, it is possible to change the total population transferred to
the N = 3 level in a predictable way. A last intense IR pulse can be used to fully ionize the N = 3
states, whose population is finally measured by detecting the doubly-charged ion. The details of
these possible experiments are beyond the scope of the present theoretical investigation.
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CHAPTER 5: HELIUM ABOVE-THRESHOLD-IONIZATION
SPECTROSCOPY

In this chapter, we are going to describe the role of resonances above the ionization threshold onto
the coherence between atomic state of N = 3 manifold. We present a comparison between two
cases: With and without the inclusion of resonances below N = 4, and its effect on the measurable
quantities like dipole moment and charge distribution. In both the case, the resonances below N=3
are present and since they influence most of the ionization dynamics in multi-photon ionization, the
differences are subtle. In the end, we present a more general scheme to reconstruct the coherence
terms of the density matrix from slowly oscillating dipole.

Theoretical Description of the Atomic Structure

The theory and implementation of time-dependent close-coupling for helium and for the NewStock code has been described in detail elsewhere [?, ?, 123, 124]. Here we offer a brief summary
adapted to the helium atom. The close-coupling (CC) representation of a single ionization function
Ψ(x1 ,x2 ;t) for the helium atom is,
1 − Pˆ 12
√ ∑ ΦΓα (x1 ; r̂2 ,ζ2 )ϕαΓ (r2 ;t) +
2 Γα
+ ∑ χiΓ (x1 ,x2 )cΓi (t).

Ψ(x1 ,x2 ;t) =

(5.1)

Γi

where xi = (⃗
ri ,ζi ) is the spatial-spin component of the i-th electron, Pˆ swaps the coordinates of the
two electrons, ΦΓα (x1 ; r̂2 ,ζ2 ) is a channel function in which the orbital and spin angular momentum
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of the ion are coupled to the photoelectron’s,

ΦΓα (x1 ; r̂2 ,ζ2 ) = RNα Lα (r1 )YLLM
(r̂1 , r̂2 )ΘSΣ (ζ1 ,ζ2 ),
α `α

(5.2)

and ϕαΓ (r2 ;t) is the radial component of the photoelectron wave function in channel (Γ,α) [39,
cγ

41, 47]. In (5.2), Yab and ΘSΣ are bipolar spherical harmonics and two-electron spin functions,
respectively,
Y`LM
(r̂1 , r̂2 ) = ∑ C`LM
Y
(r̂1 )Y`2 m2 (r̂2 ),
1 `2
1 m1 ,`2 m2 `1 m1
m1 m2

(5.3)

2
χσ1 (ζ1 )2 χσ2 (ζ2 ).
ΘSΣ (ζ1 ,ζ2 ) = ∑ CSΣ
1
1
σ
,
σ
1
2
2
2
σ1 σ2

The collective symmetry label Γ stands for the quantum numbers of the two-electron system, i.e.,
the parity Π and the total orbital and spin angular momenta and projections L, S, Σ, and M, whereas
α identifies the parent-ion shell, Nα Lα and the photoelectron orbital angular momentum `α . Finally, the functions χi (x1 − xN ) are symmetry adapted 2-electron configurations state functions
(CSF) 2S+1 (n1 `1 ,2 `2 )LM with principal quantum numbers ni and angular quantum numbers `i restricted to ni ≤ Nmax , `1 ≤ Lmax .
The CC wave functions (5.1), and the time evolution of helium from an initial bound state as a
result of the interaction with external fields are computed with newstock [?, 67]. In this work, the
time dependent Hamiltonian H(t) comprises the electrostatic Hamiltonian H0 and the velocity⃗ ⋅ ( p⃗1 + p⃗2 ), with A(t)
⃗
gauge interaction Hamiltonian HI , H(t) = H0 + HI (t), where HI (t) = α A(t)
̵ ≈ 1/137 [73]. Unless
being the vector potential and α is the fine-structure constant, α = e2 /hc
stated otherwise, atomic units and the Gauss System are used. The reduced radial function of all
the one-electron orbitals, rϕ(r), is expanded in B-splines [76, 80, 125].
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Prepration of the Numerical Basis

In this work, there are two CSF basis that are used for the helium atom. The smaller set comprises
all the configurations of the form n`n′ `′ with n ≤ 3, ` ≤ 2, and `′ ≤ 5. Whereas, the larger basis,
referred as case 2, we use all the configurations of the form n`n′ `′ with n ≤ 4, ` ≤ 3, and `′ ≤ 5 The
ions are hydrogenic and hence, within the electrostatic approximation, they are virtually exact.
Here we consider only singlet natural symmetries with L ≤ 3 for both cases. The radial part of the
atomic orbitals 1s, 2s, 2p, 3s, 3p, 3d, 4s, 4p are computed using the ATSP2K package [126].
In the present work we will focus our attention on the effects of the probe pulse to the lowest
perturbative order, so will consider only the total symmetries 1 Se , 1 Po , and 1 De , using 1 Fo only to
check the convergence of the calculations.
Each symmetric space comprises a localized channel constructed by adding, in all possible ways,
an electron to a CSF configuration in any of the 3s, 3p, 3d, 4s, and 4p active orbitals. There are 20
(10), 20 (8), 21 (7) and 12(2) such states for the 1 Se , 1 Po , 1 De and 1 Fo symmetries for the CSF-high
(CSF-low) basis, respectively.
We use B-splines of order 7 with asymptotic separation between consecutive nodes of 0.4 a.u., up
to a maximum radius of 300 a.u. With this choice, each PWC comprises approximately 1285 states.
The newstock package builds the field-free hamiltonian matrix HΓi j = ⟨ΨΓi ∣Ĥ0 ∣ΨΓj ⟩ for each of the
four main symmetries Γ =1 Se , 1 Po , 1 De , 1 Fo where ΨΓj is any of the functions in the generalized
′

close-coupling space with symmetry Γ, as well as the reduced dipole matrix elements ⟨ΨΓi ∥P1 ∥ΨΓj ⟩
between S and P, P and D and between D and F states.
The initial ground state is obtained by diagonalizing the Hamiltonian in the 1 Se sector of the full
close-coupling space. The time evolution of the atomic wave function in time is dictated by the
time-dependent Schrödinger equation (TDSE), i∂t Ψ(t) = H(t)Ψ(t), which is integrated numeri91

Figure 5.1: We present a comparison of the basis we used in our calculations as a function of Photon
Energy. The solid line (blue) represents a case where we include resonances below the N = 3 threshold,
whereas the dashed line (red) have additional resonances above the N = 3 threshold.

cally in time-steps, Ψ(t + dt) = U(dt)U(t + dt,t)Ψ(t0 ), where U(t + dt,t) is a unitary second-order
symmetrically-split exponential propagator, U(t + dt,t) = e−i H0 dt/2 e−i HI (t+dt/2) dt e−i H0 dt/2 , whereas
U(dt) is an exponential complex-absorption evolution operator, which causes the wave function in
proximity of the box boundaries, Rabs < r < Rbox , to decay, thus preventing non-physical reflection
of fast electrons from the walls of the quantization box. The complex-absorption potential used for
this work extends over a radial region as large as 50 Bohr radii (Rabs = 250 a.u.). Both the reflection by the potential itself or by the box boundary are negligible. The unitary evolution under the
action of the dipole operator is evaluated with an iterative Krylov method. About every half period
∞

of the MIR field, when ∫t A(t ′ )dt ′ ≃ 0, the wavefunction is smoothly split into a mid-short-range
(r ≲ 150) and a mid-long-range component (r ≳ 150). The latter component, which is asymptotic
in character and hence has analytically known time evolution in terms of the field-free eigenstates
of the system, is removed from the simulation and its spectrum is added at the very end. This
procedure allows us to carry out simulations for long pulses in comparatively small quantization
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boxes.
At the end of the pulse, the probability amplitude Aa;ε Ω̂σ for detecting in coincidence the parent
ion in the oriented (Ma , Σa ) state a and the photoelectron with energy ε, along the direction Ω̂, and
with spin projection σ , is computed as

Aa;ε Ω̂σ = ei(Ea +ε)t ⟨Ψ−a;ε Ω̂σ ∣Ψ(t)⟩,
where ∣Ψ−

a;E Ω̂σ

⟩, normalized as ⟨Ψ−

a;E Ω̂σ

∣Ψ−

b;E ′ Ω̂′ σ ′

(5.4)

⟩ = δab δ (2) (Ω̂ − Ω̂′ )δσ σ ′ , is a scattering state

in which the parent ion and the photoelectron are not angularly or spin coupled, which fulfills
incoming boundary conditions, and in which the photoelectron has a well defined propagation
direction Ω̂ [36, 77, 87].
The reduced density matrix for the parent ion, ραβ , is obtained tracing out the photoelectron
states [118],
ραβ (τ) = ∑ ∫ d 3 kAα ⃗kσ (τ)A∗β ⃗kσ (τ).

(5.5)

σ

The coherence between ionic states [32, 118] is defined here as
√
gαβ (τ) = ραβ (τ)/ ραα (τ)ρβ β (τ)

(5.6)

Due to these relativistic interactions, gathered in the fine-structure Hamiltonian H f s , the density
matrix undergoes periodic oscillations on a picosecond timescale, reproduced by the unitary transformation
ρ(t;τ) = e−iH f st ρ(τ)eiH f st .

(5.7)

By the same token, the ion dipole moment is not stationary either, exhibiting fluctuations at the
Bohr frequencies of the ion, ⟨µz (t;τ)⟩ = Tr[µz ρ(t;τ)].
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Simulating the Light-matter interaction

Figure 5.2 illustrates the energy scheme of the system, in relation to the transitions above the N = 3
threshold promoted by the XUV-pump and the IR-probe pulses, for the two cases examined in
this work, i.e., excluding (case 1) or including (case 2) the N = 4 close-coupling channels. The
comparison between these two cases allows us to highlight the role of the feshback resonances
above threshold in influencing the polarization of the N = 3 ion. A weak single attosecond XUV
pulse excites the neutral helium atom from the ground state to the continuum from the first 1 Po
autoionizing states in the series converting to the N = 3 threshold up to the energy of the N = 4
threshold. In case 1, the configuration basis does not give rise to any autoionizing state above
N = 3, whereas case 2 features several resonances from the series converging to N = 4, starting
from ∼0.5 eV above the N = 3 threshold. As discussed in [123], where ionization in proximity of
the N = 2 threshold was considered, a single-photon transition cannot give rise to asymmetrically
polarized ion. Indeed, multiphoton transitions are necessary to induce and control any coherence
in the N = 2 He+ ion. The case of the ionization above the N = 3 threshold, examined here, is
different in that the 3s and the 3d states have the same parity, and hence even one-photo transitions
can result in the formation of a partly coherent state. Even in this case, however, the parent ion
is not polarized. To polarize the parent ion, therefore, it is still necessary to associate the XUV
pulse with additional control fields. In our simulation, we associate the XUV pump pulse with an
800 nm IR-probe pulse, with a controllable delay with respect to the XUV. The IR pulse promotes
non-sequential transitions paths to the N = 3 ionization channels, when the pump and probe pulses
overlap, as well as sequential transition paths that have as intermediates the many DESs in that
energy region. Thanks to the presence of several interfering multi-photon ionization-excitation
paths, a coherence between degenerate opposite-parity ionic states does now emerge.
The XUV pump pulse employed in the simulation has a Gaussian temporal profile, with central fre-
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Figure 5.2: Energy Scheme for the two cases is compared: (case 1) Only the resonances that lead up to

N = 3 ionization threshold are included. An XUV, centered just above the [011]+3 resonance can coherently
′ ′
populate many close by resonances, along with direct ionization to NL ε` channels. In (case 2), we have
all that and additional resonances above N = 3 that we can coherently excite with the rest of the system.
These additional S and P resonances will interfere with the resonance below the threshold to modify the
interference pattern which can be probed the time delay scan.
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̵ = 72.0 eV (2.646 a.u.), a duration of 970 as (full width at half maximum of the envelope
quency hω
of the intensity, fwhm), and a peak intensity I=0.1 TW/cm2 . The IR probe pulse has a cosine̵ = 1.55 eV (0.057 a.u.), an entire duration of
squared temporal profile, with central frequency hω
10.66 fs (fwhm≈ 3.77 fs), and peak intensity I= 1 GW/cm2 .
For case 1 (no N = 4 channels) the electronic configuration basis comprises, beyond the minimal set
of close-coupling channels N`ε`′ with N ≤ 3, also the full-CI set of configuration n`n′ `′ constructed
from all the localized orbitals with orbital angular momentum `,`′ ≤ 5, and total angular momentum
L up to 3. The overall size of the 1 Lπ spaces, with L = 0, 1, 2 and 3, are 4766, 7147, 7946, 7948,
respectively, for a total size of 27807. The energy of the ground state is Eg = −2.8866308 a.u.
For case 2, the basis includes also the N = 4 close-coupling channels, which brings the size of the
1 Lπ

spaces with L = 0, 1, 2 and 3, to 7940, 12700, 15090, 15093, respectively (total size 50823).

The energy of the ground state changes only marginally, Eg = −2.8873340 a.u.

Effect of Above Threshold Resonances on Residual Coherence

In this section we analyze the affect of above-threshold resonances on the loss of ionic coherence between opposite parity states. We compare the two cases, with and without the inclusion
′

′

of (N + 1)L n` resonances, with focus on the ionization channels NL ε` above N ′ = 3. The XUV is
broad enough to coherently populate multiple resonances below and above N = 3 ionization threshold. The central energy is kept, so that it does not populate anything below N = 2, where the
resonances have a large cross-section. Therefore, The one photon photoionization amplitudes for
two basis are compared in Figure 4.2, where resonances above N = 3 are present in one case (blueline) and absent in the other (green-line). The resonance positions are similar below the N = 3 with
some structural differences which are caused by a larger principal quantum number ′ n′ allowed in
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the case with extended basis.
In both the cases, XUV can singly ionize the helium atom, as well as populate the DESs which
one can probe with additional IR pulse before their natural decay. This phenomena provide multiple paths to same final state with different number of absorbed photons along separate ionization
pathways. In case of multiple absorbed photons, the XUV-pump creates a metastable wavepacket
that beats due to interaction between multiple resonances which we coherently populate, therefore,
when the atom is ionized, the signs of these beatings can be found in the time delay scan of the
ionized wave packet. As we populate additional resonances in case 2, we expect additional frequencies due to beating of additional resonances within themselves and with resonances below the
threshold.
A combination of attosecond XUV-pump and an IR-probe pulses cause the shake-up ionization of
helium through several multiphoton paths, some of which involve intermediate resonances. The
interference between direct and multi-photon ionization paths gives rise to a partial coherence between states with opposite parity. In the case of He+ above N = 3, residual coherence survives
between 3s and 3p (m = 0) , 3p and 3d (m = 0,1). The coherence between 3s and 3d already exists
with only one photon, hence it does not contribute to the dipole beating nor is it affected by altering
the time delay between pump and probe pulses.. The panels (a) to (f) in Figure ?? compares the
aforementioned coherence terms where the right panels correspond to the case 2. In this case, we
include the resonances which converge to N = 4, therefore, the metastable wavepacket is spatially
larger. Hence, it is more polarized when the ionization takes place in the presence of strongly
polarized IR. This affect is visible in all the coherence terms plotted on right where color contrast
is much more pronounced compared to the other. The real time periodicity of the ρ3s,3p0 is about
20 ps, whereas for the coherence between 3p and 3d its approx. 60 ps. This periodicity depends on
the splitting between spin-orbit levels where energy splitting between 2 D and 2 P states is smaller
to energy splitting of 2 S and 2 P.
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Figure 5.3: Partial coherence between off-diagonal terms contributing to dipole is compared for the two
cases. left panel is the case 1, whereas right panel displays the same quantities for the case 2. Along the time
delay axis, the modulation is different for two cases, whereas, along the real time, the periodicity is similar
in two panels. However, periodicity of each term can be different as splitting that contribute to periodicity
is different for each coherence pair. Asymmetry between the charge distribution is compared in the top line.
The first two snaps at 2 and 4 fs belong to region where pulses overlap, whereas the other three at 14, 15 and
16 fs belongs to a delay where Ir-probe arrives after the XUV-pump. The distribution is very different when
pulses don’t overlap due to the presence of the additional resonances.

The modulation of coherence is very small compared to its background value, therefore, it is difficult to qualitatively analyze the effect of additional resonances. Hence, we need to compare a
quantity that only compares the difference rather than whole amplitude. Therefore, to view the
structural differences more clearly, we plot the asymmetry between upward and downward emission in the top row of Figure 5.3. The first two snapshots are at 2 and 4 fs time-delays, its the region
where two pulses overlap. Hence, the IR promptly interferes with the metastable wavepacket and
we do not see much difference except for the more pronounced colors in the 2nd case which is due
to larger spacial spread of the wavepacket. Beyond 13 fs time delay, the pulses no longer overlap,
therefore the density is modulated dominantly by the beating between intermediate DESs. The
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other 3 snapshots of the asymmetry were taken at delays of 14, 15 and 16 fs. The modulation is not
strong enough to flip the polarization direction for both cases, however, there are clear structural
difference between left and right panel which indicate the presence of additional beatings due to
inclusion of resonances above the threshold.
The density fluctuates with the same frequency as the IR period, whereas coherence is maximum
every half IR period, near the peak of the IR. When the two pulses do not overlap, the coherence
exhibits weaker modulations due to the beating between the MPI amplitudes from the multiple
intermediate doubly-excited states. Coherence is not a direct measurable quantity, however, dipole
moment, which is closely related to coherence between states of opposite parity is a measurable
quantity. Average value of the dipole moment is incoherent mixture of coherence terms plotted in
Figure ??. Therefore, it incorporate all the periodic fluctuations along the time and time delay axis.
Figure 5.4 shows the window Fourier transform of the dipole moment with respect to the time
delay,
2
2
1
µ̃(τw ,ωτ ) = √
dτ eiωτ τ−(τ−τw ) /2σw µ(τ),
∫
8π 3 σw

(5.8)

where σw = 2.4 fs. There are a number of DESs below the N=3 that are common for both cases and
the delay between these states can cause beating with frequencies between 1 and 2 eV, however, if
we include above threshold resonances, there are certain beatings between states above and below
the threshold that can survive. The energy of such beating lie in the region above 2.5 eV, which is
what we observe in the top plot in Figure 5.5. Above 2.5 eV, there is a peak that survives in plot
(a) and not present in the plot (b) which is related to beating between states from above and below
the N = 3 threshold.
There are additional beatings that does play a role but can’t be clearly spotted as IR frequency is
also centered at 1.55 eV and its width covers the region where all of these peaks lie. Therefore,
most of these peaks are embedded under the strong component that comes from the IR-probe field.
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This greater envelop still has some differences which refers to additional beatings between extra
resonances included in case 2. All peaks exhibit strong modulations as a function of the window
central delay, which shows that the pump-probe delay can be used as a femtosecond knob to control the degree of coherence of the ion.

Figure 5.4: Dipole moment is comprised of the sum of coherence between opposite states. Its Fourier
transform along the delay axis exhibit the beating frequencies of different pairs of DES. When the resonances
that lie above the N = 3 threshold are included, we observe an additional peak at energy of 2eV which
correspond to a beating between a resonance from below and above the threshold.

100

Fluctuations of the Permanent Dipole

The inclusion of the spin-orbit interaction splits the N = 3 level in five states. Any pair of these states
can have different periodicity depending on their energy difference. Therefore, it is hard to get a
smooth periodic fluctuations in the dipole. Figure ?? gives an insight into some of the dominant
periods that exists between these pair of states. The 3p splits into 2 P1/2 and 2 P3/2 , whereas, the 3d
splits into 2 D3/2 and 2 D5/2 . There can be 3 pairs between them contributing to dipole fluctuations.
The dominant one in that case has the periodicity of 60 ps as shown in the real time modulation in
Figure ?? (a - e). The 3s does not split but only lowers its energy to transform into 2 S1/2 spin-split
state. It can beat with odd parity states with periodicity of ∼20 ps and 60 ps. As the two numbers
are multiples of each other, therefore we virtually see a single period of 20 ps as it comes from the
dominant beating, which in this case is between 2 S1/2 and 2 P3/2 . The real time periodicity must not
depend on the inclusion of the additional resonances as they do not contribute to spin-orbit splitting

Figure 5.5 shows the ionic dipole as a function of both pump-probe delay and real time. When
the pump and probe pulses overlap, the dipole fluctuates with a period of ∼ 60 ps, with its phase
flipping periodically between 0 and π, giving rise to a checkerboard structure. The top panel is
the case with added resonances, and therefore is slightly different from the bottom panel. Compared to the overlapping case, the phase of the oscillation changes gradually as a function of the
pump-probe delay when probe comes after the end of XUV-pump. In this time-delay range, the ion
coherence originates from resonant multiphoton interference, as a result, the relative phase of the
DESs, which are encoded in the ion’s permanent dipole moment at the end of the pulse sequence,
manifest them self in the femtosecond beating of the dipole as a function of the pump-probe delay
as well as in the picosecond real-time oscillations of the dipole due to periodicity that originates
from the splitting of the levels.
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Figure 5.5: The average value of the dipole moment is plotted as a function of time delay and real time
for case 2(top panel) and case 1 (bottom panel). The effect of the IR is more pronounced in the top panel
with larger spacial distribution of the metastable wavepacket due to inclusion of added resonances. The
periodicity in time is similar with no single exact periodicity due to multiple frequencies.

Reconstruction of Ionic Coherence

The spin-orbit interaction induces slow fluctuations into the stationary dipole, therefore, the dipole
oscillates with multiple frequencies. Each of these frequency components originates from the
energy difference between fine-structure states that are created due to spin-orbit splitting. The
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dipole can be expressed as a real function of these frequencies,
n

(5.9)

⟨Dz (τ,t)⟩ ∝ ∑ Pi (τ)cos(Ωit + φi (τ)).
i=1

Amplitude Pi and phase φi at a specific frequency Ωi can be extracted by taking the Window
Fourier Transform (WFT) of the Eq. (5.9) which in matrix form can be rephrased in terms of real
and imaginary parts,

2bR = (M R + N R )cR + (N I − M I )cI

(5.10)

2bI = (M I + N I )cR + (M R − N R )cI

(5.11)

Eq. (5.10) and (5.11) can be written in terms of matrix equations where terms of the matrix are
matrices and terms of vectors are also vectors. Finally, we can invert the matrix equation to extract
unknowns.

⎡
⎢ cR
⎢
⎢
⎢
⎢ cI
⎢
⎣

⎤
⎡
⎥
⎢ (M + N)R (N − M)I
⎥
⎢
⎥ = 2⎢
⎥
⎢
⎥
⎢ (M + N)I (M − N)R
⎥
⎢
⎦
⎣

⎤−1 ⎡
⎥ ⎢ bR
⎥ ⎢
⎥ ⎢
⎥ ⎢
⎥ ⎢ bI
⎥ ⎢
⎦ ⎣

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(5.12)

The extracted values are the real and imaginary part of the complex ci ’s, therefore we can evaluate
amplitudes Pi ’s and phases φi ’s using complex algebra.

For complex system with large number of coupled pairs we need a generalized scheme for the
reconstruction of the coherence elements that can be applied to any system. In density matrix
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formalism, the average value of an operator can be written as the trace of the product of ρ and the
measurable operator. Hence, the average value of the dipole moment is given by,

D(τ,t) = Tr[ρ LS DLS ]

(5.13)

The slow fluctuations caused by the relativistic interactions are essential in the reconstruction,
therefore, the density matrix has to be transformed to spin-coupled basis using unitary transformation,

D(τ,t) = Tr[Ue−iEt ρ J (τ,0)eiEt U † DLS ].

(5.14)

In the spin-coupled basis, various energy states are non-degenerate, therefore, the exponentialtime factors will evolve the system in real time exhibiting fluctuations with multiple frequencies
originating from the energy spilling of the manifold. A trace is a cyclic operator which allows us
to rewrite the equation (5.14),

D(τ,t) = Tr[ρ LS (τ,0)UeiEt U † DLSUe−iEt U † ]

†

(5.15)

†

By defining a Ωab = UoaUoa DLSUobUob , where a and b are indices of spin-coupled states, Eq.(5.15)
can be expressed as a equation with sum over all the energies,

D(τ,t) = Tr[ρ LS (τ,0) ∑ eiωab τ Ωab ].

(5.16)

ab
†

Furthermore, UoaUoa is a projection operator, Pa . It calculates the projection of the whole wavefunction into a specific spin-coupled state ’a’. The time evolution independent term from the Eq.
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(5.16) is a complex quantity related to ci that we extract from the FT of the oscillating dipole.

(5.17)

Tr[Pa DPb ρ] = zab

Separating the purely real diagonal and generally complex off-diagonal terms in Eq. (5.17),

zab = ∑ Tr[I ii Pa DLS Pb ]ρii + ∑ Tr[(I i j + I ji )Pa DLS Pb ]ρiRj + i ∑ Tr[(I i j − I ji )Pa DLS Pb ]ρiIj . (5.18)
i

i< j

i< j

The dipole contribution only comes from states with different parity, therefore, I ii Pa DLS Pb is zero
and hence we can not determine the diagonal terms of ρ.

The indices i and j correspond to states from the uncoupled basis, therefore, for each pair of
coupled states a and b, we would have to locate the non-vanishing pairs in the uncoupled basis.
To solve this system of linear equations, we have to evaluate the traced terms between each pair of
coupled and uncoupled state, The operator, I i j contracts the projection operator,

†

Tr[I i j Pa DLS Pb ] = Uia ⟨a∣DJ ∣b⟩U jb

(5.19)

where Uia is a matrix element belonging to unitary matrix which projects the uncoupled basis onto
coupled basis. Eq. (5.18) then becomes,

†

†

∑[Uia DabU jb +U ja DabUib ]ρi j (τ,t = 0) = zab
i< j
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(5.20)

†

†

where Uia DabU jb +U ja DabUib is real. Let’s define the superindexes I = (i, j) and A = (a,b), and
†

†

introduce the matrix AAI = Uia DabU jb +U ja DabUib , and the notation ρI = ρi j (τ,t = 0) and zA = zab ,
so that the system (5.20) becomes,
Aρ = z.

(5.21)

The matrix A is rectangular matrix of the order 5 × 6. The superindex A is for the pair of spin-split
dipolarly-coupled states who’s phase and amplitude we obtain from the FT of the oscillating dipole.
Whereas, the superindex, I is for the spin-decoupled states that can be geometrically connected to
spin-split states. Amongst these six spin-decoupled pair of states, three have opposite spin for each
term in the pair, and therefore are expected to be zero. Rest of the three terms are the ones that
contribute to the dipole, i.e. (3s, 3p0 ), (3p0 , 3d0 ) and (3p1 , 3d1 ). Since the matrix A has more
columns than rows, so the general solution can be written as,

ρ = ρ p + ρ h,

(5.22)

where ρ p is a particular solution and ρ h is a solution of the associated homogeneous system,
Aρ = 0. To determine the particular solution and the linear space of homogeneous solutions, we
solve the derived problem,
A† Aρ = A† z.

(5.23)

By diagonalizing the symmetric matrix A† A, which has rank 6, we separate the null space from
the rest of the space which is orthogonal to the null space. The order of the null space is equal to
the difference in the number of rows and columns of matrix A, therefore the rest can be exactly
determined by solving the reduced linear system and hence, is our particular solution. The undetermined linear space of homogeneous solutions is proportional to the null space vector.
The eigenvectors over which the particular solution is expressed represent the linear combination of density-matrix elements that can be reconstructed from an all-optical measurement. The
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present excitation scheme has a duration of few tens of femtoseconds, i.e., three orders of magnitude smaller than the spin precession period caused by the fine-structure splitting. As long as the
electron spin does not affect the excitation process, therefore, the dipole expectation value at the
end of the pulses is dictated only by the coherence between the 3sσ , 3p0,σ and 3pm,σ , 3dm,σ states
(the coherence is the same for σ = ±1/2), whereas the coherence between the 3sσ and the 3p2σ ,−σ ,
3pm,σ and the 3dm+1,−σ , 3dm,σ and the 3pm+1,−σ states is zero. At larger times, the non-stationary
character of the 3pm,σ and 3dm,σ configurations emerges, and the dipole moment is observed to
oscillate. When the fine-structure is taken into account, the time dependence of the dipole moment
is dictated by five independent non-vanishing coherences, namely, those between the ∣2 S1/2,1/2 ⟩
state and the two ∣2 Pj1/2 ⟩ states and between two ∣2 Pj1/2 ⟩ and two ∣2 D j′ 1/2 ⟩ states, for j − j′ = 0,1
These coherences beat at different frequencies,

⟨µz (τ,t)⟩ ∝ ∑ Pk (τ)cos(ωkt − φk (τ)),

(5.24)

k

where ωk = E2 L j − E2 L′ ′ , and hence they can be separately measured.
j

Neglecting the small differences in their radial wave functions, we can write the 2 L j fine-structure
states in terms of the 3`m,σ spin orbitals just by coupling the orbital and spin angular momentum,
jµ
,
1m, 21 σ

∣2 L jµ ⟩ = ∑mσ ∣3`m,σ ⟩C

cγ

where Caα,bβ are Clebsch-Gordan coefficients [48, 119]. The spin-

free character of the ultrashort excitation process, therefore, allows us to predict, from the ab initio
spin-free attosecond pump-probe simulations, the time evolution of the dipole at large times. From
the window Fourier transform Ft of the ionic dipole as a function of time t, we can obtain the phase
and amplitude of the signal at any Bohr frequencies Ω, as a parametric function of the time delay,
τ,
Ft [µz (t;τ)w(t)](Ω;τ) ∝ ∑ Pj (τ)eiσ φ j (τ) w(Ω − σ ω j ),

(5.25)

j,σ =±

where w(t) is a window function of time with fwhm much larger than the ion’s Bohr beating
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Figure 5.6: As the system of equations is undetermined, therefore we can only reconstruct the particular
part of the coherence terms involved. Plots (a-e) represent a linear combination of the coherences between
dipolarly coupled states.
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periods, while σ = ±1 corresponds to positive and negative frequencies, respectively. The Fourier
Transform (FT) in (5.25) exhibits isolated peaks at Ω = ω j . The amplitude and the phase of any
specific frequency, therefore, can be retrieved from the FT evaluated at that frequency,

Pj (τ)eiφ j = C

Ft [µz (t;τ)w(t)](ω j ;τ)
,
w(0)

(5.26)

where C is a constant common to all js. In particular, it is possible to reconstruct the relative
phase between different beatings. Conversely, from the phases and the relative amplitude of the
dipolar beatings on the picosecond time scale, regardless if measured or simulated, it is possible
to reconstruct part of the relative amplitude and phases of the coherences in the {3`σ basis, at the
end of the ultrashort sequence,

ρ3`σ ,3`′

σ −σ ′ ,σ ′

=

∑

C jσ

j, j′ = 12 , 32 , 52

1σ −σ ′ , 12 σ ′

ρ2 L j,σ ,2 L′ j′ ,σ

(5.27)

where we have used m = σ − σ ′ , since the z component of the total angular momentum (orbital
plus spin) is conserved. The off-diagonal terms ρ2 L j,σ ,2 L′ j′ ,σ are related to the observable beating
parameters, ρ2 L j,σ ,2 L′ j′ ,σ = Pj eiφ j / µ2 L′ j′ ,σ ,2 L j,σ .
To check the consistency of this reconstruction method, we have used it to recover the complex coherences from the simulated long-time dipole fluctuation. However, generally we can only recover
the part of it as the system of linear equations that emerge is not exactly solvable. The reconstruction procedure only reconstructs ρ p , the particular solution of the system which is plotted in
Fig. (5.6) as a function of time delay between the pump and the probe pulses. The non-vanishing
quantity ρ3sσ ,3p0,σ so retrieved coincides with the one directly computed from the ionization wave
function at the end of the pulse, which is plotted in Figure 5.5b. Our ab initio codes, which assume the non-relativistic approximation, predict the ratio R = ρ3sσ ,3p2σ ,−σ /ρ3sσ ,3p0,σ to be zero. As
expected, our numerical reconstruction of this ratio from the asymptotic dipole beating reproduces
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this ab initio prediction, which indicates the reconstruction procedure is accurate. On the other
hand, R is not expected to vanish if the spin-orbit coupling or other fine-structure interaction has
any role in the ultrafast ionization process. An experimental measurement of R, therefore, would
open a new sensitive window on relativistic effects in attosecond ionization.
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CHAPTER 6: ARGON RESONANT PHOTO-IONIZATION PHASE
REVEALED WITH TUNABLE ATTOSECOND SPECTROSCOPY

In the original RABBITT spectroscopy, the fundamental IR pulse that drives the HHG has a fixed
frequency ωIR , and a comparatively narrow spectral band. For this reason, while this technique
gives access to atomic photoemission delay in spectral regions where the ionization amplitudes
changes slowly on an energy interval of the order of 2ωIR , it is not able to map the energydependent phase of narrow profiles such as those that accompany autoionizing states.
In the recent past, one extension of RABBITT, known as Rainbow RABBITT, has been described,
in which the spectral width ∆ωHH of each of the harmonics in the attosecond-pulse train spectrum
is much larger than that of the IR probe pulse, ∆ωIR . This means that a single spectrum reproduces, at the same time, several independent RABBITT sideband traces in an interval ∆ωHH with
resolution ∆ωIR . To take advantage of this circumstance, however, it is necessary to employ a
high-resolution spectrometer, such as a 2m-long magnetic bottle.
An alternative approach consists in relying on very long attosecond pulse trains and probe pulses,
in which the frequency of the IR is tunable. In this case, it is necessary to take several time-delay
scans, but it is possible to avoid the use of high-resolution detectors. This latter method of tuning
the HHG driving wavelength over a large bandwidth is a valid way to sample spectral phases across
the full spectral region of interest [68]. The main challenge of this approach, compared to Rainbow
RABBITT, is generating narrow-band and finely tunable driving field and harmonics. As soon as
stable and tunable IR pulses with long duration and sufficient intensity can be routinely produced
to generate high harmonics, however, the tunable-wavelength method becomes a competitive and
accurate option.
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The photoelectron phases are characterized using the RABBITT technique, which gives us direct
access to the two-photon autoionizing phase structures. Instead of using the output of a Ti:sapphire
system, the experimentalists have employed an optical parametric amplifier (OPA) which allows
them to fine tune the central wavelength over hundreds of nanometers in the mid-infrared (MIR)
region of the spectrum. The results described in this chapter confirm the spectral phase measurements of the 3s1 3p6 4p1 resonance at 26.7 eV by Kotur et al. [40]. To interpret and guide the mea-

Figure 6.1: Illustration of the two-photon scheme used to probe autoionizing resonances in argon using RABBITT spectroscopy. The phase imprint of the 3s3p6 4p resonance (right) on the photoelectron
wavepacket is measured in reference to the two-photon transition via a contiguous non-resonant harmonic.

surements, we have conducted ab initio theoretical predictions of the time-dependent Schrödinger
equation (TDSE), based on the newstock implementation of the time-dependent close-coupling
scheme [36, 67, 127–135], which accurately reproduces the experimental result below the 3s−1
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threshold. The experiment managed to identify with an unprecedented sensitivity of 0.1 rad some
previously unobserved phase structure near 34 eV, a region crowded with shake-up thresholds and
overlapping resonances, in both the one-photon and the two-photon signals. The features observed
in these higher-energy measurements, which demonstrates the high potential of the wave length
scanning method, elude definitive assignments due to persistent discrepancies with ab initio predictions, whose convergence is still a challenge.

Experimental Methods

For the sake of completeness, we summarize here the parameters used in the experiment. For a
more complete discussion, see the upcoming publication on this work. To finely tune the XUV
harmonic comb across the resonant features of interest, DiMauro’s group employed a commercial
MIR OPA (HE-TOPAS by Light conversion), pumped by the 785 nm, 55 fs output of a home-built
Ti:sapphire system based on chirped-pulse amplification. In the experiments, the OPA is tuned
between 1400-1500 nm with ∼1 mJ per pulse. Each pulse is focused using a 500 mm focal length
spherical mirror into a continuous gas jet to create high-order harmonics via HHG. The remaining
fundamental field is removed by a 200 nm aluminum filter, and the XUV high harmonics are
refocused into the target gas by a 750 mm focal length toroidal mirror into a magnetic bottle
photoelectron time-of-flight spectrometer using a 2f-2f focal configuration.
A small portion of the fundamental field is split off before the HHG stage, and subsequently recombined on a hole mirror with the XUV pulse using a passively-stable Mach-Zehnder interferometer,
entirely contained in vacuum. In this way, the XUV pump and the MIR probe pulses are spatiotemporally overlapped at the target. Before recombining it with the XUV pulse, the MIR beam is
transmitted through a pair of infrasil wedges to control the sub-MIR-cycle delay between the pump
and probe pulses. In RABBITT, even-order sidebands are populated between the odd harmonics
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and oscillate at twice the fundamental frequency; the phases of these oscillations encode the phase
differences between neighboring odd harmonics.
As such, each RABBITT spectrogram provides a discrete sampling of the phase with data points
̵ in energy, where ω is the frequency of the MIR field. If one of the odd harmonics
separated by 2hω
is resonant with an autoionizing state, as illustrated in Fig. 6.1, the phase of autoionization is
imprinted on the 2ω oscillation in RABBITT. By tuning the OPA such that a particular harmonic
order is scanned across the resonance, the full phase structure of the resonance can be mapped
over a series of RABBITT scans. Before concatenating many scans into a single data set, the
attochirp [136] is removed from each scan individually using a model based on the semi-classical
strong-field approximation [137].

Theoretical Methods

For this work, we used the whole machinery of theoretical and numerical approaches described in
Chapters 2 and 3. In short, we represent the atomic wave function of the argon atom (18 electrons)
using the so-called close-coupling expansion with a pseudochannel for short-range correlation. In
this basis: i) we determine the scattering states with boundary conditions appropriate for photoelectron detection, by solving the multi-channel Lippmann-Schwinger equation; 2) we diagonalize
the field-free Hamiltonian, to obtain a spectral basis over which conducting the simulation of the
interaction with the external fields; 3) we solve the TDSE under the influence of external field; 4)
we determine the asympotic observables by projecting the wave function at the end of the pulses
on a complete set of scattering states. See Ch.2,3 for more details.
In this work, two different sets of CSF basis were used, tailored to either the low-energy part of the
spectrum (CSF-low) or the mid-energy part, above the [Ne]3s1 3p6 threshold (CSF-mid). The CSF-
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mid space of the argon atom comprises all the configurations of the form [Ne]3sν1 3pν2 3d ν3 4sν4 4pν5 ,
in which the K and L shells are fully occupied ([Ne] = 1s2 2s2 2p6 ), only two electrons at most are
promoted to the N shells, ν4 + ν5 ≤ 2, and no 4d or 4 f orbital is populated. Among these configurations, we selected those that are most representative for the doublet ions with energy within
approximately 36 eV above the ground state. These configurations are [Ne]3s2 3p5 , [Ne]3s1 3p6 ,
[Ne]3s1 3p5 n`, [Ne]3p5 3dn`, [Ne]3p6 n`, [Ne]3s2 3p4 n`, [Ne]3s3p4 3dn`, [Ne]3s2 3p3 n`n′ `′ , and
[Ne]3s2 3p2 3d 2 n`. The maximal angular momentum of the free electron was chosen to be 6.
These configurations can give rise to various total symmetries. Here we considered the following
parent-ion symmetries: 2 Se , 2 So , 2 Po , 2 Pe , 2 De , 2 Do , 2 Fo , 2 Fe , and 2 Ge . Both the radial part of
the atomic orbitals 1s, 2s, 2p, 3s, 3p, 3d, 4s, 4p, and the configuration-interaction coefficients
cΓja are determined with a Multi-Configuration Hartree-Fock calculation (MCHF) performed using
the ATSP2K package by Charlotte Fröse-Fischer and co-workers [126]. The smaller CSF basis
(CSF-low), which specifically targets the low-energy part of the spectrum, comprises a subset of
CSF-mid as well as a smaller orbital angular momentum (4) for the photoelectron. In particular,
we excluded the configurations [Ne]3p6 n`, [Ne]3p5 3d4`, [Ne]3s23p2 3d 2 4s in the CSF-low basis
and consider only a limited number of parent-ion symmetries: 2 Se , 2 Po , 2 Pe , 2 De . The energies of
the relevant parent ions for the mid-energy and the low-energy calculations are listed in Table 6.1
and 6.2, respectively.
Since in the present work we are interested in reproducing RABBITT processes in the perturbative
limit and for linearly polarized light, we have limited the expansion over the three natural total
symmetries 1 Se , 1 Po , and 1 De . Each symmetric space comprises a localized channel constructed
by adding, in all possible ways, an electron to a CSF configuration in any of the 3s, 3p, 3d, 4s, and
4p active orbitals. There are 82 (63), 159 (150), and 207 (158) such states for the 1 Se , 1 Po , and 1 De
symmetries for the CSF-mid (CSF-low) basis, respectively. Each close coupling space comprises
all the channels deemed essential to describe photoionization up to approximately 34 eV above
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Table 6.1: Energy of the parent ions n 2 Lπ obtained from the MCHF (see text for details) for the CSF-mid
basis as compared with the experimental value for the energy of the high-J term in the corresponding n 2 Lπ
2 o
multiplet. The absolute ab initio energy of the [Ne]2s2 2p5 (2 Po ) state is E1P = −526.377339 a.u. (1 a.u. =
27.2114 eV). In forming the close-coupling space, the energy of the parent ions is shifted with respect to its
ab initio value to reproduce more closely the experimental threshold location. The residual difference is the
quantity ∆a . All values are in a.u.

State a Dominant CSF
I 2 Po
I 2 Se
I 2 Pe
II 2 Pe
I 2 De
I 2 Fe
II 2 De
I 2 Ge
I 2 Do
II 2 Po
I 2 So
II 2 Fe
II 2 Se

[Ne]3s2 3p5
[Ne]3s3p6
[Ne]3s2 3p4 (3 P)4s
[Ne]3s2 3p4 (3 P)3d
[Ne]3s2 3p4 (1 D)4s
[Ne]3s2 3p4 (3 P)3d
[Ne]3s2 3p4 (3 P)3d
[Ne]3s2 3p4 (3 P)3d
[Ne]3s2 3p4 (3 P)4p
[Ne]3s2 3p4 (3 P)4p
[Ne]3s2 3p4 (3 P)4p
[Ne]3s2 3p4 (1 D)3d
[Ne]3s2 3p4 (1 S)4s

NIST Ea

MCHF Ea

∆a

0
0.495 372
0.629 884
0.663 716
0.678 176
0.684 123
0.688 404
0.702 503
0.723 228
0.730 105
0.733 977
0.744 991
0.762 311

0
0.471 898
0.619 725
0.699 406
0.677 970
0.747 823
0.728 334
0.754 436
0.715 706
0.725 268
0.725 896
0.825 046
0.757 771

-0.023 47
0.
-0.013 30
-0.059 16
-0.023 26
-0.087 17
-0.063 40
-0.075 40
-0.015 95
-0.018 63
-0.015 39
-0.103 53
-0.018 87

Table 6.2: Energy of the parent ions n 2 Lπ obtained from the MCHF (see text for details) for the CSF-low
basis as compared with the experimental value for the energy of the high-J term in the corresponding n 2 Lπ
2 o
multiplet. The absolute ab initio energy of the [Ne]2s2 2p5 (2 Po ) state is E1P = −526.390684 a.u. (1 a.u. =
27.2114 eV). In forming the close-coupling space, the energy of the parent ions is shifted with respect to its
ab initio value to reproduce more closely the experimental threshold location. The residual difference is the
quantity ∆a . All values are in a.u.

State a
I 2 Po
I 2 Se
I 2 Pe
II 2 Pe
I 2 De
II 2 De
II 2 Po
II 2 Se

Dominant CSF

NIST Ea

MCHF Ea

∆a

[Ne]3s2 3p5
[Ne]3s3p6
[Ne]3s2 3p4 (3 P)4s
[Ne]3s2 3p4 (3 P)3d
[Ne]3s2 3p4 (1 D)4s
[Ne]3s2 3p4 (3 P)3d
[Ne]3s2 3p4 (3 P)4p
[Ne]3s2 3p4 (1 S)4s

0
0.495 372
0.629 884
0.663 716
0.678 176
0.688 404
0.730 105
0.762 311

0
0.477 943
0.621 415
0.724 892
0.680 509
0.759 509
0.869 935
0.807 098

-0.017 4
0.
-0.009 0
-0.074 0
-0.020 8
-0.091 3
-0.159 7
-0.062 2
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the ground-state energy: 7 (5), 17 (11), and 23 (13) PWCs in 1 Se , 1 Po , and 1 De symmetry for the
CSF-mid (CSF-low) basis, respectively. We use B-splines of order 7 with asymptotic separation
between consecutive nodes of 0.4 a.u., up to a maximum radius of 500 a.u. With this choice,
each PWC comprises approximately 1285 states. The newstock package builds the field-free
hamiltonian matrix HΓi j = ⟨ΨΓi ∣Ĥ0 ∣ΨΓj ⟩ + δαi α j ∆aα for each of the three main symmetries Γ =1 Se ,
1 Po , 1 De ,

where ΨΓj is any of the functions in the generalized close-coupling space with symmetry

Γ and ∆aα is the semi-empirical renormalization of the threshold energies, as well as the reduced
′

dipole matrix elements ⟨ΨΓi ∥P1 ∥ΨΓj ⟩ between S and P and between P and D states.
The initial ground state is obtained by diagonalizing the Hamiltonian in the 1 Se sector of the full
close-coupling space. The time evolution of the atomic wave function in time is dictated by the
time-dependent Schrödinger equation (TDSE), i∂t Ψ(t) = H(t)Ψ(t), which is integrated numerically in time-steps, Ψ(t + dt) = U(dt)U(t + dt,t)Ψ(t0 ), where U(t + dt,t) is a unitary second-order
symmetrically-split exponential propagator, U(t + dt,t) = e−i H0 dt/2 e−i HI (t+dt/2) dt e−i H0 dt/2 , whereas
U(dt) is an exponential complex-absorption evolution operator, which causes the wave function in
proximity of the box boundaries, Rabs < r < Rbox , to decay, thus preventing non-physical reflection
of fast electrons from the walls of the quantization box. The complex-absorption potential used for
this work extends over a radial region as large as 100 Bohr radii (Rabs = 400 a.u.). Both the reflection by the potential itself or by the box boundary are negligible. The unitary evolution under the
action of the dipole operator is evaluated with an iterative Krylov method. About every half period
∞

of the MIR field, when ∫t A(t ′ )dt ′ ≃ 0, the wavefunction is smoothly split into a mid-short-range
(r ≲ 250) and a mid-long-range component (r ≳ 250). The latter component, which is asymptotic in
character and hence has analytically known time evolution in terms of the field-free eigenstates of
the system, is removed from the simulation and its spectrum added at the very end. This procedure
allows us to carry out simulations for long pulses in comparatively small quantization boxes. At
the end of the pulse, the probability amplitude Aa;ε Ω̂σ for detecting in coincidence the parent ion
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in the oriented (Ma , Σa ) state a and the photoelectron with energy ε, along the direction Ω̂, and
with spin projection σ , is computed as

Aa;ε Ω̂σ = ei(Ea +ε)t ⟨Ψ−a;ε Ω̂σ ∣Ψ(t)⟩,
where ∣Ψ−

a;E Ω̂σ

⟩, normalized as ⟨Ψ−

a;E Ω̂σ

∣Ψ−

b;E ′ Ω̂′ σ ′

(6.1)

⟩ = δab δ (2) (Ω̂ − Ω̂′ )δσ σ ′ , is a scattering state

in which the parent ion and the photoelectron are not angularly or spin coupled, which fulfills
incoming boundary conditions, and in which the photoelectron has a well defined propagation
direction Ω̂. The energy and angularly resolved distribution of a photoelectron entangled with
a parent ion in state a is given by a sum over all the possible orientations of the final ion, spin
orientation of the photoelectron, and average over the orientation of the initial neutral target,
∑M0 Σ0 ∑Ma Σa σ ∣Aa,E Ω̂σ ∣2
dPa
=
.
dEdΩ
(2L0 + 1)(2S0 + 1)

(6.2)

Finally, the differential photoemission probability is convoluted with the acceptance angle and
energy window of the photoelectron detector to obtain an observable that can be directly compared
with the experiment.
Pulse durations in the calculations were set to ∼ 35 fs in full-width at half maximum for the infrared
pulse and ∼ 18 fs for the XUV pulse trains, corresponding to IR and XUV peak intensities of
1×109 W/cm2 and 1×1010 - 1×1011 W/cm2 , respectively. The theoretical photoelectron results are
angle-integrated to match the experimental conditions. For all calculations, the XUV and infrared
intensities are well within the perturbative regime, which suppresses unwanted higher-order IR
transitions that can complicate the interpretation of the phase results.
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Figure 6.2: a) Photoelectron spectra of argon ionized by an XUV train generated in methane, with the
generating MIR wavelength scanned between 1400nm and 1500nm in order for the generated APT to resolve
all resonant features. b) By normalizing the signal to a non-resonant spectrum, as described in the text, the
influence of the 3s3p6 4p resonance (dashed vertical line) on the ionization cross section becomes apparent.
The measurement reveals signatures of the 3s3p6 5p resonance, at 28.1 eV, and of the 3s3p6 6p resonance,
at 28.9 eV, as well. Notice that the OPA calibration and blue-shifting in the high harmonic process make
precise appearance energies slightly different than measured at synchotrons facilities.
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Figure 6.3: a) Concatenated phases from multiple RABBITT scans for: i) HHG in methane with argon
detection (red); ii) HHG in argon with argon detection (blue); and iii) HHG in argon with neon detection
(green). The presence of phase structures with these combinations shows that the source of the resonant
structures is indeed the XUV photoionization of argon. b) Comparison between the argon experimental data
in proximity of the 3s3p6 4p autoionizing resonance (HHG in methane) with the predictions of newstock ab
initio simulations. The pink shaded region represents the 2σ error bars of the ab initio calculation employing
the CSF-low basis. Data and theory have been merged by subtracting a mean value far from resonance (in
this case 22-24 eV).

Results and Discussion

The photoelectron spectra in the experiment were recorded while scanning the MIR driving wavelength from 1400 nm to 1500 nm, in steps of 2 nm, using methane as HHG target; the spectra
for ionization of argon by the XUV pulses alone are shown in Fig. 6.2a. The overlaid spectra
cannot be readily interpreted, since the HHG yields differ for each driving MIR wavelength. To
extract meaningful information, the scans are normalized using a spectral envelope as reference.
This normalization is expected to remove most of the HHG envelope effects, preserving only sharp
resonant features.
The normalized spectra are shown in Fig. 6.2(b). Here the effect of the 3s1 3p6 4p1 resonance
becomes clear in the ≈ 400 meV-wide spectral minimum centered at 26.7 eV. This width is signifi120

cantly larger than the ≈ 80 meV width extracted from photoionization experiments at synchrotron
facilities [138], due to the convolution with the harmonic spectral widths, which in the present
measurement are wider than the resonance. The structure near 30 eV is arguably an artifact of the
envelope fitting, since it occurs near the envelope’s peak.
To measure the imprint of the autoionizing resonances onto the spectral phase of the emitted electrons, all RABBITT phase offsets are concatenated for the different driving MIR fields. Thanks to
the large MIR wavelengths bandwidth, this setup allows the experimentalists to measure the spectral phase as a virtually continuous function of the energy, as shown in Fig. 6.3(a), thus revealing
the unambiguous influence of autoionizing states in argon on the photoelectron spectral phase. At
a closer inspection, the concatenated phases reveal two structures: one centered at 26.7 eV consistent with the 3s3p6 4p resonance, and a second one near 34 eV, which will be discussed further
below. The structure close to 26.7 eV is similar to the measurement in [40], in which the sidebands
neighboring the resonant harmonic experience opposite excursions in phase. In the presented data,
the phases of the lower- and higher-energy sidebands do not coincide. We attribute this difference
to the contribution of the 3s3p6 np autoionizing series to the higher-energy sidebands. Absorption
from these states is visible in Fig. 2(b) as well, even if it cannot be energetically resolved through
RABBITT sampling without overlap.
To ensure that the phase structure is due to the photoionization of the target and not to resonant
processes in the HHG stage, this measurement is repeated using methane (CH4) as the HHG active medium. Methane has been shown in the past [139] to have negligible target-specific phase
structure in the spectral range of interest. Even in this case, a characteristic phase structure appears
close to the 3s3p6 4p resonance, as it is observed when the high harmonics are produced in argon.
In contrast to the case in which argon is the active medium, however, the excursion of the structure
below and above the resonance resemble more closely inverse mirror images. Using argon in HHG,
therefore, may contribute some structure to the retrieved RABBITT phases. However, in both of
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Figure 6.4: a) Phase structure at 34 eV as in Fig. 6.3 (a). For both cases involving XUV photoionization
of argon (red and blue data sets for HHG in methane and argon, respectively), a feature less than 100 mrad
in phase near 34 eV survives; with neon in detection (green) the structure is absent. b) Comparison of
the observed structure to the ab initio calculations with the CSF-mid basis. The experimentally observed
structure for HHG in methane (red data points) is not well-reproduced in the calculation (pink shaded region)
due to the excessive number of thresholds in the considered spectral region.

these datasets, the structure of the 3s3p6 np series includes a phase excursion in the sidebands of ≈
400-500 mrad, consistent with what was reported in [40]. Furthermore, the experimentalists have
performed an additional measurement using argon as the HHG active medium and neon as the
XUV target, without detecting any phase structures consistent with those in argon photoionization.
We thus conclude that the phase excursions observed in our measurements are indeed due to the
argon gas target.
The ionization-phase feature close to 34 eV has a much smaller phase excursion compared to the
one due to the 3s1 3p6 4p resonance. To the best of our knowledge, this high-energy feature has
not been discussed in literature, even if this energy region has been examined in the past with the
streaking method [?]. The high-energy structure persists in both argon data sets, with a similar
phase excursions of ≈50 mrad. In neon, no phase structure is observed near 34 eV, which confirms
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that even the high energy phase structures results from the photoionization of argon.
Having confirmed that the observed phase structures in RABBITT can be unambiguously attributed
to the argon ionization target, we now compare our experimental results with ab initio predictions.
Figure 6.3(b) shows a comparison between the 3s3p6 4p experimental results and the ab initio
theory described in Sec. 6 for the CSF-low basis set. The experimental and theoretical data are
in excellent agreement, which suggests that the ab initio theoretical model accounts for most of
the processes triggered by the excitation of the correlated autoionizing state and ion. The size of
the observed phase jump is less than π, which is expected [40] since the 3s3p6 4p metastable state
decays to multiple continua, whose beating signal adds up incoherently, and since the experiment
does not directly measure the phase of the one-photon resonant XUV transition but rather that of a
resonantly enhanced two-photon transition. As a consequence, the phase excursion is smeared out
due to the finite size of the IR bandwidth. It is worth noting that our results are in near-quantitative
agreement with the size of the phase jump measured by Kotur et al. [40]. This is a remarkable
finding, since the IR wavelength in the present experiment is twice as large as in [40], which shows
that the retrieved phase does not depend much on the IR wavelength, but only on its spectral width.
It is worth mentioning that the calculations with the CSF-mid basis, which are computationally
more expensive, virtually coincide with the results for the CSF-low basis between the first and
second ionization threshold of argon.
Let us now consider the beating phase in the energy region above the 3s−1 threshold, near 34 eV,
which is shown in greater detail in Fig. 6.4(a). Here, the phase exhibits several clear peaks with
non obvious assignments. Indeed, several shake-up thresholds open in this region, each supporting
an infinite series of autoionizing states in the intermediate 1 Po as well as in the final 1 Se and 1 De
symmetries [140], all of which are expected to leave a mark on the observed phase. Even if the
ab initio simulations also show structures with excursions similar to those seen in the experiment,
the position and spacing of the peaks do not match the experiment in any clear way Fig. 6.4(b).
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This disagreement is not entirely unexpected. There are several limits in the calculation that could
be responsible for the discrepancy. The first possible reason is that the basis used to compute the
MCHF parent-ion states is too small. At the present stage, when a large number of thresholds
are included, the newstock code can handle only a handful configuration-state functions for each
parent ion, due to memory and time constraints. As a result, the ab initio excitation energies of the
parent ion may differ by as much as ∼ 2 eV from the experimental value.
To compensate for this mismatch, in the calculations of both the stationary states and of the timedependent simulations, the energies of the close-coupling channels are rigidly shifted. In this way,
the theoretical and experimental threshold coincide (see Tables 6.1 and 6.2). This semi-empirical
procedure is not purely arbitrary, as it is meant to simulate the effect of an optical potential that
accounts for the dynamic correlation of the ions. However, it is not an entirely consistent procedure
either, since the energies of the states in the localized channel, which comprises many of the
configurations that dominate the states of the lowest metastable terms in the first few autoionizing
series, are not changed. As a consequence, the correction shifts the highest terms of each Rydberg
series along with the threshold, but does not affect the position of the first terms of the series,
which often give rise to the strongest signals in the ionization spectrum. A second realistic reason
for the disagreement is the lack of spin-orbit interaction. Neither of these aspects are readily fixed,
and both point to the need of major developments to interpret atomic ionization of poly-electronic
systems.
Based on the available synchotron data, we can tentatively assign the feature centered at 34 eV
to the 3s2 3p4 4s4p resonance, which has an energy of 33.8 eV. This resonance has the largest
transition strength and energy width in this energy region [140, 141], making it a likely contributor
to the spectrum. It should also be noted that the phase feature shown in Fig. 6.4 (a) drifts slightly in
energy between the two experimental data sets collected using methane and argon as active HHG
media. We attribute this systematic bias to the difference in blue-shifting [142] due to plasmas
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created in the different HHG conditions in methane and argon, and to the day-to-day calibration
of the OPA. Because these data represent the 38th -42nd harmonics of the driving wavelengths,
minor differences in the blue shift or calibration result in a slight energetic shift near 34 eV, which
arguably complicates comparison with theory further.
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CHAPTER 7: CONCLUSIONS

We have shown how attosecond pump-probe ionization schemes can be used to control photofragment coherence. In particular, we showed that, on a sub-picosecond time scale, the He+ ion can
be prepared in a permanently polarized state, controllable via the pump-probe delay. We revealed
the two main mechanisms that lead to the coherence control of the ion. When the pump and probe
pulses overlap, the ionic coherence is due to the strong polarization of the ion within the field of
the intense IR probe pulse. When the pump and probe pulses do not overlap, the ion still exhibits
partial coherence thanks to the resonant quantum paths promoted by intermediate doubly-excited
states. We demonstrate that the slow evolution of the dipole, due to the fine structure of the ion,
maps on a picosecond time scale the relative DES phases. This slow evolution allows us to reconstruct the relative amplitude and phases of the ion coherences at the time of ionization. This
original reconstruction protocol not only gives access to the instantaneous polarization of the ion
at its inception. It also offers a way to measure the coherence between states with anti-parallel spin
projection at the time of the ionization, which quantifies the influence of relativistic interactions on
attosecond photoemission processes.
We have conducted ab initio calculations, for a system as complex as the argon atom, to validate
and interpret recent measurements of the phase structures of autoionizing resonances, finding excellent agreement with experimental results between the first and second ionization threshold of
the atom. The experiment also identified a resonance structure for photon energies around 33.8 eV.
This structure remains unassigned to date, due to outstanding challenge in representing theoretically with sufficient accuracy the electronic correlation and spin-orbit interactions in the large
number of resonant states and channel thresholds that populate this energy region. The present
comparison with the experiment, therefore, illustrates both the predictive power of the calculations
conducted in this thesis, and it identifies a target for improving future ab initio calculations.
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