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Abstract 
Aimed at the imbalance problem of resource capacity in Production Scheduling System, this paper uses Production 
Scheduling System based on multi-agent which has been constructed, and combines the dynamic and autonomous of 
Agent; the bottleneck problem in the scheduling is solved dynamically. Firstly, this paper uses Bottleneck Resource 
Agent to find out the bottleneck resource in the production line, analyses the inherent mechanism of bottleneck, and 
describes the production scheduling process based on bottleneck resource. Bottleneck Decomposition Agent 
harmonizes the relationship of jobs’ arrival time and transfer time in Bottleneck Resource Agent and Non-Bottleneck 
Resource Agents, therefore, the dynamic scheduling problem is simplified as the single machine scheduling of each 
resource which takes part in the scheduling. Finally, the dynamic real-time scheduling problem is effectively solved 
in Production Scheduling System. 
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1. Instruction 
In Production Scheduling System (PSS), Job shop is a kind of typical combinatorial optimization 
problem, its goal is to make a reasonable arrangement of task jobs in the resources, meets the constraints, 
and optimizes some criterions [1]. In the scheduling, there’re two kinds of resources: bottleneck resource 
and non-bottleneck resource, because bottleneck resource restricts the entire production process[2], 
identifying bottleneck resource and scheduling the jobs rationally in it will make for reducing the 
difficulty in follow-up scheduling and ensuring the feasibility and effectiveness of scheduling result[3]. 
© 2011 Published by Elsevier B.V. Selection and/or peer-review under responsibility of ICAPIE Organization Committee.
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
1904  Bao Zhenqiang et al. / Physics Procedia 24 (2012) 1903 – 1909
Author name / Physics Procedia 00 (2011) 000–000 
2. Description of Pss Based on Multi-Agent 
In PSS, firstly, Workshop Collaboration Agent gives the tasks, according to the decomposition of Task 
Management Agent, and then the tasks can be done by the resources. Scheduling Agent informs Resource 
Search Agent (RSA) to search the resources. After RSA requests Equipment Management Agent, RSA get 
the assignment knowledge of tasks through Knowledge Management Agent to assign the resources to 
every task, and then Bottleneck Resource Agent (BRA) identifies bottleneck resource, the remain 
resources are as non-bottleneck resources, and they are managed by each Resource Agent 
(Non-Bottleneck Resources Agent(NBRA)). Bottleneck Decomposition Agent (BDA) harmonizes the 
relationship of jobs’ arrival time and transfer time in BRA and NBRAs, and the scheduling of BRA and 
NBRAs’ tasks can be determined. In the implementation process of the tasks, Task Management Agent 
(TMA) monitors whether there is a urgent task inserted, if there is the situation, TMA decomposes the 
task into jobs, and the jobs will be assigned in the scheduled resources. Then, BRA identifies new 
bottleneck resource again, according to the model and algorithm, PSS assigns the scheduling newly until 
the scheduling ends. The overall structure of PSS is designed as Figure 1. 
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Figure 1. The overall structure of PSS 
3. Analysis of Production Schedeling Process Based on Bottleneck 
 
Identification of bottleneck 
The total processing load of every resource is the summation of all jobs’ processing time in the 
resource: 
,1
n
k i ki
W L p== ∑   1, . . . ,k m=                                                (1) 
BRA chooses the resource with the highest processing load as BRA bM : 
1,...,
arg max kk mb WL==                                                            (2) 
B Simplification and analysis of Job shop model based on bottleneck 
Every job processed in BRA is called Bottleneck Job (BJ), the jobs which need to be done before the 
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processing of every BJ starts are call Forward Job (FJ) of BJ, and the jobs ,between the end of BJ’s 
processing and the end of  the processing which belongs to BJ’ corresponding task , are call Retral Job 
(RJ) of BJ. For every BJ, the processing time ,i br of all the FJs and the processing time ,i bq  of all the 
RJs are as follows: 
( ) 1
, , ( ) , ( )1
( )i
i i
b
i b i s j i s jj
r p wσ −== +∑  1, . . . , ;i n=                                      (3a) 
, , ( ) , ( )( ) 1
( )
i ii
m
i b i s j i s jj b
q p wσ= += +∑ 1, . . . , ;i n=                                     (3b) 
( )i kσ denotes the processing job tab of task iT  in NBRA kM ， ,i kw  denotes the latency time of 
NBRA kM , and it lies on the scheduling of NBRA. 
   The production scheduling problem can be simplified as a single machine scheduling problem 
based on BRA with the constraint of arrival time and transfer time [5]. Task iT  needs ,i br  time unit at 
least to arrive on BRA, and ,i bp  time unit at least to be processed on BRA, after this, it will be 
accomplished in ,i bq  time unit. 
In the beginning, the scheduling in NBRA is unknown, so the assumption should be made to estimate 
,i br and ,i bq . On the assumption that NBRA has unlimited ability, so ,i br and ,i bq  are as follows: 
( ) 1
, , ( )1
i
i
b
i b i s jj
r pσ −== ∑    1 , . . . , ;i n=                                          (4a) 
, , ( )( ) 1 ii
m
i b i s jj b
q pσ= += ∑  1 , . . . , ;i n=                                          (4b) 
Therefore, the BRA scheduling sub-problem can be defined. It’s described as a single machine 
scheduling problem, as follows: with the constraint of arrival time and transfer time, and the objective 
function ( )if C  is minimizing the completion time of task. The objective is objectives-led, and is the same 
as the optimization objectives of primary Job shop problem [5]. 
In the implementation stage of production scheduling, Task Agent monitors whether there’s a task 
inserted in every scheduling unit time, if a urgent task uT  is inserted into the scheduling set, Task Agent 
decomposes uT  into jobs, and then the jobs are assigned on Resource Agent (RA) set which is 
scheduling. In the set, the jobs which are processed will continue being implemented, and remain jobs 
which are not processed will be re-scheduled with the jobs ,1 ,2 ,, , . . . ,u u u mO O O of uT . 
The single machine problem is solved with a mathematical programming model bP , as follows: 
( )bP
,,
m in ( ) m a x ( )
i jb i b
i i N i ix t
f C C d∈= −                                       (5a) 
s.t.         
, ,i b i bt r≥    1, . .. , ;i n=                                          (5b) 
, , ,i i b i b i bC t p q≥ + +  1, ..., ;i n=                                        (5c) 
, , ,(1 )j b i b ijb i bt t H x p− + − ≥ 1,..., 1; 1,..., ;i n j i n= − = +                                  (5d) 
, , ,i b j b ijb i bt t Hx p− + ≥   1,..., 1; 1,..., ;i n j i n= − = +                                      (5e) 
{0 ,1}i jbx ∈  , 1,..., ; ;i j n i j= ≠                                              (5f) 
, ,u b i bt t<  1, . . . , ; ;i n i u= ≠                                             (5g) 
Decision variable ,i bt  is the start time of task iT  in BRA bM ; ijbx  is binary variable, and denotes the 
processing sequence of iT  and jT  in BRA bM . If iT  is processed before jT , ijbx =1; else ijbx =0. ,i bp  
denotes the processing time of iT  in BRA bM , id denotes the deadline time of iT , and they are known 
and fixed. ,i br and ,i bq  denote the earliest possible start time (arrival time) and the maximum possible 
remain processing time (transfer time) respectively, they are calculated respectively according to formula 
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(4a) and (4b). Constraint (5b) denotes that iT  needs to wait ,i br  time unit at least to arrive on BRA bM ; 
constraint (5c) denotes that iT  needs to wait ,i bq  time to complete all the jobs of it after the scheduling 
is over in BRA. ,i br  and ,i bq  of every BJ ( )i bσ  reflect the correlation between BRA and NRRAs. 
Constraint (5d) and (5e) are the ability constraint of bottleneck resource, and they ensure that resource 
Agent processes more than a task at the same time. Formula (5g) denotes that job ,ubO  of uT  is the first 
job to be processed in the remain BJs. 
C The scheduling of BRA and NBRA 
As mentioned earlier, the scheduling of BRA can be solved according to model bP . On the assumption 
that 
*
,i bt  denotes the start time of the ith task to be processed in BRA bM , then: 
     *
, ( ( ) 1 ) , ( ( ) 1 ) ,i i i ii s b i s b i b
t p tσ σ− −+ ≤  1,..., ;i n=                                       (6a) 
  * *
, ( ( ) 1 ) , ,i ii s b i b i b
t t pσ + ≤ + 1, .. . , ;i n=                                         (6b) 
The scheduling result of BRA sets up the arrival time and anticipant completion time (deadline time) 
of the jobs in NBRA, then, the scheduling problem of NBRA is described as a single machine scheduling 
problem with a constraint of the arrival time and deadline time, arrival time , ( )ii s kr  and deadline time 
, ( )ii s k
d  of NBRA are set up as follows[5]: 
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Every scheduling problem of BRA can be solved according to the dispatching rules which are 
correlative to deadline time, this paper adopts improved Heuristic based on MOD rule, and the steps are 
as follows: 
On the assumption that {1, ..., } bkN n k= ≠，  are the set of all the tasks in NBRA kM  ( k M∈ ). kU  
denotes the task set which is scheduled in NBRA kM , 
_
kU  denotes the task set which is not scheduled in 
NBRA kM ,
_
\ { }k k kU N U= . 
Step1: On the assumption that ,min ki N i kt r∈= ; kU = Φ ，
_
k kU N= ; 
Step2: In the t-th moment, the improvement deadline time of task i (satisfies ,i kr t≤ ) in 
_
kU  can be get 
as 
mod
, , ,max{ , }i k i k i kd t p d= + , the job j, which has the lowest improvement deadline time, is chosen to be 
scheduled (
_
,
mod
,
tan
arg min
i k k
i k
r di U
j d
≤ ∈
=
). 
Step3: Updating : { }k kU U j= ∪ , _, ,
: max{ ,min }
k
i k i k
i U
t t p r
∈
= +
. If all tasks have been scheduled, the 
algorithm stops, else go to Step 2. 
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D Harmony between BRA and NBRA 
If one job in NBRA can not be completed in the anticipant completion time, the scheduling will be not 
feasible. So the scheduling result of BRA and NBRA need to be harmonized according to adjusting the 
relating parameters. Firstly, according to adjusting the arrival time and transfer time of BJ, the scheduling 
of BRA is restart. And then, according to the new scheduling of BRA, the arrival time and deadline time 
of non-bottleneck job(NBJ) are reset, finally, the scheduling of NBRA is adjusted, 
In this paper, BDA control the calculation and transfer of the parameter information in BRA and 
NBRA. BDA estimates ri,b and qi,b of every BJ according to the known information of BRA and NBRA, 
and transfers the estimated parameters to BRA. The mission of BRA is to optimally solve the scheduling 
sub-problem of BRA according to estimated parameters (ri,b and qi,b), and then the start time ti,b and 
completion time Ci,b of the tasks in BRA can be got. Because ti,b and Ci,b determine the earliest possible 
start time (arrival time) and the latest completion time (deadline time) of the tasks in NBRA, the 
scheduling result (ti,b and Ci,b) of BRA are transferred to NBRA set, finally, the scheduling of NBRA starts, 
the process is described as Figure 2: 
 
Figure 2. Harmony between BRA and NBRA 
Because the processing ability of NBRA is not unlimited in the actual Job shop production line, the 
jobs in BRA can not be always processed at once after they arrive. Due to the ability of NBRA is limited, 
there may be one job before BJ that can not be completed in the set completion time of BRA scheduling, 
so the BJ, which this job is corresponding to of the same task, will make a the iteration with the start time 
of the job forward to the BJ, the scheduling is not feasible. In order to ensure feasibility of the entire 
scheduling, the arrival time of the BJ making the iteration is adjust to make it equal to the completion 
time of its forward job. The specific adjustment process is given as follows. 
If completion time 
*
, ( ( ) 1)i ii s b
C σ −  of the job , ( ( ) 1)i ii s bO σ − , which is the forward job of BJ ,i bO , is more than 
the start time
*
,i bt , then, the arrival time of the BJ ,i bO  is adjust to make it equal to the completion time of 
BJ , ( ( ) 1)i ii s bO σ − . 
In order to ensure convergence rate of the iteration process, when the scheduling of BRA is restarted, 
the arrival time of the BJ is fixed, then, the number for parameters modification of BJ’s arrival time is not 
more than the number of BRA’s jobs. On the assumption that Ω denotes the task set of the fixed arrival 
time, the arrival time of every BRA’s task is updated as follows: 
( ) 1 * * *
, ( ) , ( ( ) 1) , ( ( ) 1) ,1
,
,
max{ , }   >  
                                               
i
i i i i i
b
i s j i s b i s b i bj
i b
i b
p C if C t
r
r otherwise
σ
σ σ
−
− −=
⎧⎪=⎨
⎪⎩
∑                               (8a) 
If the scheduling of BRA is feasible, the performance of the entire scheduling is improved according 
to adjusting transfer time of every BJ. Improving the transfer time of the task which has the most serious 
tardiness, the processed job of this task in BRA is assigned before one’s time, and the transfer time is 
adjusted as follows: 
* *
, , , ( )
( ) 1
max{ ( ), }   argmax( )
i
i
m
i b i b i i i s j i ii Nj b
q q C d p i C d
σ ∈= +
= + − = −∑                                (8b) 
In order to ensure the astringency of the improved process, if the scheduling doesn’t has an 
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improvement, the iteration stops, the optimal scheduling is the final scheduling. Production scheduling 
decomposition algorithm (PSDA) based on BRA  is given as follows: 
Step1: Identification of bottleneck resource. BRA chooses the resource with the highest processing 
load as BRA bM , on the initial scheduling, on the assumption that task set Ω which has a fixed arrival 
time in BRA, Ω =Φ, if there is a urgent task inserted into the scheduling process, BRA identifies a new 
bottleneck resource, and Ω = dΩ , dΩ  denotes the task set which has been scheduled. 
Step2: To estimate the initial relevancy. According to formula (4a) and (4b), the initial arrival time and 
transfer time of the jobs in BRA are set up. If there is a urgent task inserted into the scheduling process, 
according to formula (4a) and (4b), the arrival time and transfer time of remain jobs and urgent task uT ’s 
job ,u bO are set up newly. 
Step3: The scheduling of BRA. Scheduling model Pb of BRA is established to solve the problem 
optimally, and the scheduling assignment of BRA can be obtained. On the assumption 
that
*{ }iΩ = Ω∪ ,
* *
,arg max{ }i bii t∉Ω= , If there is a urgent task inserted into the scheduling process, 
* *
,  
arg max { }i bi and i ui t∉Ω ≠= . 
Step4: The scheduling of NBRA. According to formula (7a) and (7b), the arrival time and transfer 
time of the jobs in NBRA are set up. The scheduling of NBRA adopts improved Heuristic based on MOD 
rule. 
Step5: Testing the feasibility. If the scheduling is not feasible, the arrival time of the jobs in BRA is 
updated and go to Step3; else go to Step6. 
Step6: Criteria for the ending of iteration. If the result is not improved or| | nΩ = , the iteration ends. Else 
the transfer time of the job in BRA is updated according to formula (8b), go to Step3. 
4. Simulation Analysis 
On the basis of the above algorithm, in, for purposes of comparing performance and effectiveness 
between algorithms, a large number of test data is randomly generated in the way of literature [6] in this 
paper, the number m of resources is (20，30), the number n of tasks is (30,50,100). The algorithm in this 
paper is compared with Shifting Bottleneck (SB) algorithm. All tasks arrive at zero-time, the processing 
time of every task in NBRA obeys [1, 50] Uniform Distribution, the processing time of every task in BRA 
obeys [1.5, 75] Uniform Distribution, the urgent task will be inserted at 15T -time ( 0 1, 2, ...)T = ， . The 
deadline time of the task obeys [0.5 'P , 0.9 'P ] Uniform Distribution, 'P denotes the lower bound of the 
largest makespan. 
We adopt a relative ratioη between target value and the lower bound to evaluate the algorithm’s 
scheduling quality [5], on the assumption that f(H,I) is the result of f(Ci) which is got according to 
Heuristic Algorithm in the given example I , LB ( I ) is the lower bound: 
 ( , ) ( , ) / ( )
I S I S
H S f H I L B Iη ∈ ∈= ∑ ∑                                          (9) 
LB (I) denotes the most optimal result of Pb in the first iteration according to this paper’s algorithm. 
The evaluation index of calculation time is the average CPU calculation time ACT (H, S). All algorithms 
is programmed by C, and run on Pentium IV Processor (the rate of CPU is 2.8GHZ, the memory is 1G, 
the cache is 128KB) machine, the result is as Table 1. 
TABLE1. THE PERFORMANCE COMPARISON BETWEEN SB AND PSDA BASED ON BRA 
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According to the result, we know that the scheduling quality of SB is better, but it needs long time to 
calculate. It can not give the scheduling result when the number of tasks is more than 100, but PSDA 
based on BRA can get a scheduling result. 
When the number of resources is from 20 to 30, η  of PSDA based on BRA also increases, the 
reason may be that the leading role of BRA reduces with the increase in the number of machines. But the 
scheduling performance of the latter improves with the increase in the number of tasks. When the number 
of task is from 30 to 50, η  of the latter reduces, the reason is that the scheduling of BRA is steadier with 
the increase in the number of tasks. 
Summary 
In the production scheduling process, Bottleneck Resource Agent(BRA) finds out the bottleneck 
resource, the remain resources are considered as Non-Bottleneck Resource Agents(NBRA) , and at the 
assumption that processing capacities of these non-bottleneck resources are infinite, Bottleneck 
Decomposition Agent(BDA) harmonizes the relationship of jobs’ arrival time and transfer time in BRA 
and NBRAs. After the jobs in BRA are scheduled with the production scheduling decomposition 
algorithm based on bottleneck resource, the jobs in NBRAs are scheduled with Heuristic Rules, so the 
problem is simplified as the single machine scheduling of every resource. If there is the urgency job 
inserted in the process, BRA identifies the bottleneck newly, and then, BDA harmonizes the relationship 
of jobs’ arrival time and transfer time in BRA and NBRAs to realize the final scheduling. The simulation 
result demonstrates that it is effective to solve the production scheduling problem with higher bottleneck 
degree. 
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