We prove positive semidefiniteness of matrices generated by differences deduced from majorization-type results which implies exponential convexity and log-convexity of these differences and also obtain Lyapunov's and Dresher's inequalities for these differences. We introduce new Cauchy means and show that these means are monotone.
Introduction and Preliminaries
and vice versa for 0 < t < 1. In 2 , the following generalization of this theorem is given. The following theorem is well-known as the majorization theorem and a convenient reference for its proof is given by Marshall and Olkin 3, page11 see also 1, page 320 . If φ x is a strictly convex function, then equality in 1.9 is valid iff x i y i , i 1, . . . , n.
The following theorem can be regarded as a generalization of Theorem 1.3 and is proved by Fuchs in 5 see also 1, page 323 . Theorem 1.5. Let x, y be two decreasing real n-tuples, and let p p 1 , . . . , p n be a real n-tuple such that
1.10
Then for every continuous convex function φ : I → R, one has for all n ∈ N and all choices ξ i ∈ R and
The following proposition is given in 6 . for every n ∈ N, every ξ i ∈ R, and every 
In this paper, we prove positive semidefiniteness of matrices generated by differences deduced from majorization-type results 1.9 , 1.11 , 4.2 , and 4.5 which implies exponential convexity and log-convexity of these differences and also obtain Lyapunov's and Dresher's inequalities for these differences. In 7 , new Cauchy means are introduced. By using these means, a generalization of 1.2 was given see 7 . In the present paper, we give related results in discrete and indiscrete cases and some new means of the Cauchy type.
Main Results

Lemma 2.1. Define the function
x log x, s 1.
2.1
Then 
From last inequality, it follows that the matrix
is a positive semidefinite matrix, that is, 2.5 is valid.
b Note that Λ s is continuous for s ∈ R. Then by using Proposition 1.7, we get exponentially convexity of the function s → Λ s .
c Since ϕ t x is continuous and strictly convex function for x > 0 and all x i 's and y i 's are not equal, therefore by Theorem 1.3 with φ ϕ t we have
2.12
This implies
that is, Λ t is a positive-valued function.
A simple consequence of Corollary 1.9 is that Λ s is log-convex; then by definition
14 which is equivalent to 2.6 .
Theorem 2.5. Let Λ t be defined as in Theorem 2.4 and t, s, u, v ∈ R such that s ≤ u, t ≤ v, s / t, and u / v. Then
Λ t Λ s 1/ t−s ≤ Λ v Λ u 1/ v−u .
2.15
Proof. For a convex function ϕ, a simple consequence of 2.3 is the following inequality 1, page 2 : 
2.21
Proof. Similar to the proof of Theorem 2.5.
Cauchy Means
Let us note that 2.15 and 2.21 have the form of some known inequalities between means e.g., Stolarsky means, Gini means, etc . Here we will prove that expressions on both sides of 2.15 and 2.21 are also means.
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Consider the functions φ 1 , φ 2 defined as
Proof. Since
that is, φ i for i 1, 2 are convex.
In the above expression, m x and m y are the minimums of x and y, respectively. Similarly, M x and M y are the maximums of x and y respectively. 
Proof. Since f ∈ C 2 I 1 and I 1 is compact, then m 1 ≤ f x ≤ M 1 for x ∈ I 1 . Then by applying φ 1 and φ 2 defined in Lemma 3.1 for φ in Theorem 1.3, we have
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By combining 3.7 and 3.8
. . , n by using Remark 1.4. Using the fact that for m 1 ≤ ρ ≤ M 1 , there exists ξ ∈ I 1 such that f ξ ρ, we get 3.5 . Proof. Let a function k ∈ C 2 I 1 be defined as
where c 1 and c 2 are defined as
3.12
Then, using Theorem 3.2 with f k, we have 
In fact, similar result can also be given for 3.10 . Namely, suppose that f /g has inverse function. Then from 3.10 , we have
3.18
So, we have that the expression on the right-hand side of 3.18 is also a mean. By the inequality 3.17 , we can consider for positive n-tuples x and y such that y x,
for −∞ < s / t < ∞, as means in broader sense. Moreover we can extend these means in other cases. So passing to the limit, we have 
3.20
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In fact, similar result can also be given for 3.23 . Namely, suppose that f /g has inverse function. Then from 3.23 , we have
3.26
So, we have that the expression on the right-hand side of 3.26 is also a mean. By the inequality 3.25 , we can consider for positive n-tuples x and y such that conditions 1.10 are satisfied, and
for −∞ < s / t < ∞, as means in broader sense. Moreover we can extend these means in other cases. So passing to the limit, we have
3.28
Theorem 3.11. Let t, s, u, v ∈ R such that t ≤ u, s ≤ v, then the following inequality is valid:
Proof. Since λ s is log-convex, therefore by 2.21 we get 3.29 .
Some Related Results
Let x τ , y τ be real valued functions defined on an interval a, b such that The following theorem can be regarded as a majorization theorem in integral case 1, page 325 . The following theorem is a simple consequence of Theorem 12.14 in 8 see also 1, page 328 : 
4.9
Proof. Similar to the proof of Theorem 2.5. Proof. Similar to the proof of Theorem 3.3. 
In fact, similar result can also be given for 4.12 . Namely, suppose that f /g has inverse function. Then from 4.12 , we have
So, we have that the expression on the right-hand side of 4.15 is also a mean. By the inequality 4.14 , we can consider for positive functions x τ and y τ such that y τ x τ , and 
4.18
Proof. Since β s is log-convex, therefore by 4.9 we get 4.18 . 
4.22
Proof. Similar to the proof of Theorem 2.5. 
