Primary oil recovery methods in Saskatchewan's heavy oil basin extract 5 to 10% of the available resource with the vast majority left in the ground and recoverable only through Enhanced Oil Recovery (EOR) methods. Traditional EOR generates steam in surface facilities and injects it underground to mobilize the oil for production with considerable energy losses inherent in the process. R.I.I. North America's Solvent Thermal Resource Innovation Process (STRIP) technology moves the steam generator underground, reducing the operating and capital costs of a surface thermal production facility by 30% and 50% respectively, and saving more than 30% of the energy typically required for thermal production. STRIP technology combusts methane to produce in situ CO 2 and steam. Because CO 2 acts as a co-solvent, STRIP outperforms traditional steaminjection technology. This is demonstrated using a breakthrough modeling technique that couples fully compositional and thermal reservoir flow simulation capabilities. This new approach couples FlashPoint's equation-of-state solver for the multiphase, multi-component, isothermal, isobaric flash problem, GFLASH, with Stanford's Automatic Differentiation General Purpose Research Simulator for thermal reservoir flow simulations. This new computational framework exploits advanced techniques for skipping phase-identification computations and only uses exact phase equilibria from GFLASH when needed, reducing computational times by one to two orders of magnitude compared to the full rigorous solution. 
Introduction
Modeling and simulation to predict long-term performance of oil recovery methods (i.e., reservoir simulation) is a topic studied for over 50 years (see Douglas Jr., Peaceman, and Rachford 1959 , Price and Coats 1974 , Todd, O'Dell, and Hirasaki 1972 . Early reservoir models (e.g., black-oil reservoir models) were typically based upon rigorous mass balance equations for key species (oil, water, and gas) but only used approximate phase equilibria (e.g., no oil dissolved in the water phase) and/or neglected energy balances. By 1981, reservoir simulation had reached a level of maturity to warrant the first Society of Petroleum Engineers (SPE) Comparative Solutions Project on 3-D Black Oil Reservoir Simulation (Odeh 1981) , in which seven different companies participated in a model-development exercise. To date, there have been ten separate comparative solution projects sponsored by the SPE with topics that include three-phase behavior, steam injection, horizontal wells, and effective grid generation and up-scaling techniques. These Comparative Solutions Project papers are useful for readers new to reservoir simulation or those simply interested in learning more about challenging issues in this area.
By 2001, reservoir simulation had reached a point where advanced concepts such as dual-porosity models, rigorous phase behavior, energy-balance considerations, fully-implicit time stepping with Newton's method to solve the reservoir model equations at each time step, iterative linear solvers, finite difference, and/or analytical Jacobian matrices (to name a few) were available as modeling components.
Today, there remains considerable oil in place (OIP) in many reservoirs that are either in current operation or have been shut down (often with infrastructure remaining in place). There are also large amounts of fossil fuels in heavy oil, oil sands, and deep-sea reservoirs, but these hydrocarbons are more challenging and more costly to produce. An increase in production of a standard oil field of just 1% can represent a $25B opportunity. Many oil producers are considering enhanced oil recovery (EOR) methods such as steam injection and in situ CO 2 + steam injection (i.e., Solvent Thermal Resource innovative Process or STRIP) as a means of increasing recovery. Modeling STRIP and other advanced EOR methods necessarily requires both fully compositional and thermal reservoir flow simulation capabilities, something that remains challenging. Interestingly, many of the modeling aspects of fully compositional and thermal reservoir flow simulation are not unlike models of chemical processes (e.g., multiphase flash, physical property calculations, and heat and mass transfer in porous catalyst pellets). Thus, chemical engineers, particularly those in the process systems engineering (PSE) community, are in a unique position to make significant contributions to the science of reservoir simulation.
In this paper, we present an advanced reservoir modeling and simulation framework for fully compositional and thermal reservoir simulation and subsequently apply this simulation framework to a comparative study of steam injection and STRIP in EOR applications. Accordingly, this work is organized as follows. Section 2 gives an overview of the relevant literature. In Section 3, a generalized reservoir model is presented; it includes model equations for both the reservoir and the bulk-phase length scales. Coupling between the reservoir and other constitutive equations needed to close the model (e.g., multiphase equilibrium flash, mass/mole/saturation/fugacity constraints, Darcy's law, heat conduction, etc.) are also described. In Section 4, details that describe how model equations are formulated and solved at various computational levels are provided. Specific algorithmic features of the coupled methodology are also presented. In Section 5, steam injection and STRIP are introduced along with common metrics used to evaluate thermal EOR techniques. In Section 6, this new reservoir simulation framework is applied to two reservoir examples to demonstrate modeling and simulation capabilities and to quantify the reliability and computational efficiency of the proposed approach. A quantitative comparison of steam injection and STRIP is provided for the first example using common performance metrics. The second example compares the performance of compositional space adaptive tabulation (CSAT) with the conventional multiphase flash approach. Finally, in Section 7 conclusions of this work are drawn and future needs are highlighted.
Literature Survey
The focus of this article is numerical reservoir simulation, which comprises a vast body of literature and thus it is not possible to survey all relevant scientific papers. Therefore, in this section, only a summary of those papers and numerical methods directly relevant to the modeling and simultaneous solution of numerical reservoir models is presented. We refer the reader to the book by Peaceman (2000) for an introduction to the fundamentals of reservoir modeling and simulation and a description of some of the foundational numerical methods that have been developed.
Some of the earliest work in numerical reservoir simulation dates back to 1959 and the pioneering work of Douglas Jr., Peaceman, and Rachford (1959) , who developed numerical methods for the simultaneous solution of time dependent twophase flow problems in one and two spatial directions. Governing partial differential equations (PDEs) describing conservation of mass and flow were converted to nonlinear algebraic equations using difference approximations and the resulting nonlinear algebraic model equations were then solved using various numerical methods including alternatingdirections implicit, Jacobi iteration, successive over-relaxation, Gauss-Seidel iteration, and other established techniques. We refer the reader to the book by Ortega and Rheinboldt (1970) for a comprehensive description of these numerical methods. The work of Douglas Jr., Peaceman, and Rachford (1959) was later extended to three spatial dimensions by Coats et al. (1967) and to three-phase flow problems by Peery and Herron (1969) and Sheffield (1969) . Other journal articles that address additional physics in reservoir simulations and solve model equations simultaneously include those by Snyder (1969) , Settari and Aziz (1974) , and Trimble and McDonald (1981) . Key differences among many of the early approaches to reservoir simulation reside largely in model formulation and the methods used to solve the resulting algebraic model equations-these differences persist today.
State-of-the-art reservoir simulation has moved to two basic nonlinear formulations: a natural formulation (Coats 1980) and a molar formulation (Acs 1985) . Large sets or subsets of nonlinear algebraic equations result from discrete representations of the governing PDEs that describe the spatial and temporal evolution of the system. The most commonly used approaches for discrete representation are finite-difference or finite-volume approximations on structured or unstructured grids. The resulting algebraic equations are generally solved simultaneously using variants of Newton's method, although various forms of model reductions are also used. In the natural formulation, pressure, temperature, saturation, and all phase compositions for all grid blocks comprise the set of unknown variables. In the molar formulation, which is probably the formulation that is more familiar to engineers in the PSE community, pressure, temperature, and overall compositions (or total component mass) are the unknown variables. While there are many approaches to model formulation and solution, some of the more commonly used methods are differentiated by the temporal discretization scheme -Fully Implicit (FI), IMplicit Pressure Explicit Saturation (IMPES), IMplicit Pressure and SATuration (IMPSAT), and Adaptive Implicit Methods (AIM).
For the description of different solution techniques that follows, we use the natural formulation in a reservoir application in which the pressures, saturations, and phase compositions for all grid blocks are the unknown variables. In the FI method, all pressures, saturations, and compositions of all phases are computed simultaneously at each time step. One of the key advantages of the FI method is that it is unconditionally stable. In contrast, the IMPES methodology treats all terms that depend on saturation and compositions, except the transient terms, as explicit functions of these variables. This allows saturation and composition to be decoupled from the pressure, resulting in a smaller subset of equations to be solved simultaneously, which reduces overall computational demand. However, because IMPES involves some explicit terms, integration may not be numerically stable in regions where volumetric flows are large. As a result, the computational time saved by reducing the size of the system of nonlinear equations can often be negated by smaller time stepping and, in the worst case, can lead to model failure. IMPSAT is similar to IMPES, except that IMPSAT treats pressures and saturation variables for all grid blocks implicitly and phase compositions for all grid blocks explicitly. AIM, on the other hand, is intended to marry the best characteristics of FI, IMPSAT, and IMPES by switching between different solution methods using one or more prescribed metrics, as solution stability demands. For example, AIM might use the spectral radius of a transformation matrix in the residuals of the mass conservation equations to decide when to switch from FI in regions where instabilities in IMPES are likely, but use IMPES everywhere else. A good survey of the numerical characteristics of FI, IMPES, and AIM is given by Marcondes, Maliska, and Zambaldi (2009) . Regardless of the formulation, many current solution methods use some form of iterative linear equation solver (e.g., GMRES or other Krylov subspace methods) with pre-conditioning to solve the linear system of equations that determines the Newton correction to the variables at each time step.
Reservoir Model Equations
The equations describing the time evolution of fluid composition, temperature, and pressure in a reservoir comprise a set of coupled, nonlinear PDEs that conserve mass, energy, and momentum. In addition, various thermo-physical properties, equilibrium (or non-equilibrium) behavior of fluid phases, properties of porous media, and well-configuration specifications are included as algebraic constraints to the governing PDEs. In AD-GPRS, the governing PDEs are represented in discrete form using finite-volume discretization, and when used with additional constraints, they form a large set of nonlinear algebraic equations. In this section, the reservoir equations as well as other constitutive equations are described.
Reservoir Model Equations in General Form.
The nonlinear time-dependent PDEs that represent conservation of mass and energy in a reservoir are given by
and
where t is time, φ is the reservoir porosity, ρ denotes molar density, x is composition in mole fraction, S is saturation, V is volumetric flow, J is molar diffusion flux, which is usually ignored for large-scale applications, and Q is the source/sink term. In Eq. (2), U denotes internal energy (a function of specific heat and temperature), H is enthalpy, and G is the heatconduction flux. The subscript i denotes a given component while the superscript k denotes a given phase. Summations are over all phases k = 1, …, P. C is the total number of components in the mixture and P is the total number of phases. The symbol ∇ is the gradient operator. The subscripts M and E in Eq. (2) denote the porous media and energy, respectively.
Phase Equilibrium in General Form.
Phase equilibrium in a finite-volume grid block is described by the equality of partial fugacities for all components in all phases. In particular, 1 2 , 1, ,
where the partial fugacity of component i in phase k and is given by
where φ is the fugacity coefficient of component i in phase k and p is pressure. Conservation of mass within any grid block is represented by a set of component mass-balance equations
where ρ T is the total molar density and z i is the total mole fraction of component i in a grid block (across all phases). Note that there is some overlap in symbols because standard notation in reservoir engineering and chemical engineering thermodynamics each use the same symbol to denote different quantities. We caution the reader to pay careful attention to context so the meaning of a symbol is clear. Finally, in the natural formulation, Eqs. (1) to (3) are solved simultaneously and do not require a separate solution to the flash problem. For the molar formulation, overall composition, temperature, and pressure of a given finite volume are specified, and, as a consequence, Eqs. (3) to (5), which constitute the classical isothermal, isobaric (Tp) flash problem, must be solved separately for the number and type of equilibrium phases and their corresponding compositions and densities.
Equation of State.
In general, equations of state (EOS) are required to model reservoir fluids because some of the components (e.g., CH 4 , N 2 , CO 2 ) and/or mixtures of components can be supercritical at various conditions of temperature and pressure in a reservoir. Using EOS, all phase properties (i.e., density, fugacity coefficients, fugacities, chemical potentials, enthalpies, etc.) can be readily computed. Furthermore, cubic equations are preferred over more complex equations like Statistical Associating Fluid Theory because they have a lower computational overhead and provide results that are within acceptable accuracy. As described later in this article, GFLASH offers the user a number of the more commonly used cubic EOS.
Other Constitutive Equation.
Other constitutive equations are also needed to close the numerical model and allow proper integration of Eqs. (1) and (2). These constitutive equations include Darcy's Law, heat conduction, and when relevant, diffusion equations. Viscosity correlations, slip-flow conditions, capillary-pressure effects, and hold-up in injection and production wells can also be specified.
Darcy's Law.
Darcy's law describes the volumetric flow of each phase, V k , through the porous media as
where κ is an intrinsic rock or soil permeability, R is relative permeability, µ is viscosity, g is the acceleration due to gravity, and z is the coordinate in the direction of gravity.
Heat Conduction Equations.
Heat conduction in each phase is
where K is the thermal conductivity and T is absolute temperature.
Equation Coupling.
The conservation of mass and energy, flow, and conduction through porous media described by Eqs. (1) to (7), and the equations describing the conservation of mass, conservation of energy with heat losses to the surroundings, and phase equilibrium, form a large system of strongly coupled nonlinear algebraic equations. In a hierarchical sense, the EOS lie at the innermost level of the computations and provide the phase densities. Phase densities are used to calculate fugacity coefficients, and fugacities to determine the type and amounts of each phase present in a grid block (i.e., by solving the Tp flash). Flash-calculated phase densities and compositions are then used to determine the unknown variables at the reservoir level (e.g., pressures, saturations, and temperatures) as well as heat conduction fluxes, and each phase's flow through the porous media. If sufficient data are available, viscosity correlations (Lohrenz, Bray, and Clark 1964) , capillary-pressure relations, and well hold-up volumes can be included.
Implementation
As noted in the literature survey, several computer implementations and methods of solving the model equations described in Section 3 are available. In this subsection, the specific implementation of the reservoir model and constitutive equations associated with heat conduction are described. The reservoir model is called Automatic Differentiation-General Purpose Research Simulator (AD-GPRS). AD-GPRS was originally developed and is currently maintained by the SUPRI-B group in the Energy Resources Engineering Department at Stanford University. It enjoys widespread use throughout the reservoir and petroleum engineering communities. AD-GPRS is written in C++. The EOS and flash calculations are implemented in a suite of FORTRAN programs called GFLASH, which was developed and is maintained by A. Lucia.
AD-GPRS.
AD-GPRS is an advanced reservoir simulator with wide ranging capabilities that include:
• Flexible treatment of all nonlinear physics • A fully thermal-compositional formulation for any number of phases • Multiphase CSAT for efficient and robust computation of phase behavior • A variety of discretization schemes in time and space • Thermal geo-mechanical modeling including the effects of fractures • A fully coupled, thermal, multi-segmented well model with drift-flux • An adjoint-based optimization module There are, of course, many details associated with AD-GPRS (Voskov, Zhou, and Volkov 2012) ; here we only summarize its main features.
Formulations.
Both natural and molar formulations are available in AD-GPRS (Voskov and Tchelepi 2012) . Regardless of formulation, the primary dynamic model equations describing the time evolution of material and energy in a reservoir given by Eqs. (1) and (2) are appended with a number of constraint equations to form a differential algebraic equation (DAE) system. The algebraic constraint equations include: 1) Fugacity constraints [i.e., Eq. (3)].
2) Summation equations for the mole fractions in each phase, 1 0 1, , .
3) Saturation-summation equations, 1 0.
4) Volume-balance constraints when the molar formulation is used, 0,
where n i is the overall number of moles of component i in a grid block (fixed for each GFLASH calculation) and  is the volume of a grid block.
Equations (1) to (3) and (6) to (10) comprise a DAE representation of the reservoir equations.
Discretization.
The DAE system described by Eqs. (1) to (3) and (6) to (10), is converted into a set of nonlinear algebraic equations using finite volume spatial and temporal discretizations.
Spatial Discretization.
Spatial representation of a reservoir in discrete form in AD-GPRS uses the Multi-Point Flux Approximation to account for the geometry of fluxes across interfaces (see Zhou, Tchelepi, and Mallison 2011 for details). Consider the flux across the interface shared by two grid blocks, denoted by j 0 and j 1 , and assume that the normal vector at the interface has an orientation that points into grid block j 0 . The overall molar flux of component i from j 1 to j 0 is given by
where λ is the phase mobility. Here, all quantities except ,
where the summation in Eq. (12) is over the number of data points associated with the flux across interface {j 0 ,j 1 } (only one for the Two-Point Flux Approximation), Similarly heat (energy) flux can be expressed as (Voskov, Zhou, and Volkov 2012) ( ) ( )
Temporal Discretization.
Temporal discretization by implicit integration is unconditionally stable. AD-GPRS has a number of the commonly used temporal discretizations -FI, IMPES, IMPSAT, and AIM. As noted in Section 2, each of these methods represents a different approach where different unknown variables and equations are treated either explicitly or implicitly. In AD-GPRS, FIM, IMPES, and IMPSAT are all considered special cases of AIM. Finally, Courant-Friedrich-Lewy (CFL) criterion is used to adaptively determine the level of implicitness to stably solve the model equations.
Solution of Nonlinear Algebraic Equations.
After assembling the Jacobian matrix, the Newton-Raphson method solves the linear system of equations at each iteration. Summation relations, other than the mass conservation equations, are treated as constraints that are local to a grid block. To minimize the size of the global linear system, a Schur-complement procedure is applied to the full Jacobian matrix of each block to express the primary (mass conservation) equation as a function of the primary variables only (Voskov, Zhou, and Volkov 2012) . After the size of the system is reduced, the resulting global linear system of equations is solved for the primary variables using an iterative linear equation solver with pre-conditioning.
After the linear system is solved, the computed changes in the primary variables are used with the secondary equations to determine changes in the secondary variables locally in each grid block. Next, the nonlinear variables are updated using different strategies and safeguards to ensure that the solution remains within physical boundaries. Convergence of NewtonRaphson iteration depends on aspects that include (1) any corrections to updated variables that employ safeguards, (2) various change limiters to updated variables, and (3) the level of implicitness. Several strategies for updating variables and time-step choice are available in AD-GPRS as discussed by Voskov, Zhou, and Volkov (2012) .
Phase-Behavior Computations.
In this section, different approaches to phase-behavior computations in AD-GPRS are described including the use of intermittent flash solutions and CSAT.
Intermittent Flash Problem Solutions.
For phase behavior computations, AD-GPRS uses a two-stage procedure. In the first stage, the number of phases that exist in each grid block is determined. This can be obtained using Gibbs energy minimization or phase-stability analysis (Michelsen 1982a ). In the second stage, flash calculations are performed to determine the compositions of the existing phases (Michelsen 1982b) . At both stages, a combination of Successive Substitution Iteration and Newton's method is used.
As an alternative to this two-stage strategy, a generalization of the negative-flash-based approach of Whitson and Michelsen (1989) can be used (Iranshahr, Voskov, and Tchelepi 2010) . Here, it is assumed that the number of phases present is the maximum possible, and then Eqs. (3) and (5) are solved, allowing for phase fraction to be less than zero, or greater than one. When the phase fractions of a converged negative flash procedure are negative, fewer existing phases are assumed and a similar procedure for this reduced system is initiated (Iranshahr, Voskov, and Tchelepi 2010) .
Compositional Space Adaptive Tabulation.
Solving flash problems for all grid blocks over all nonlinear iterations and time steps is computational demanding. To improve the performance of phase behavior computation in reservoir simulation, the CSAT approach originally developed by Voskov and Tchelepi (2009b, a) is used. CSAT adaptively stores a discrete set of tie-lines at different pressures and temperatures to represent phase behavior during reservoir simulation. This collection of tie-lines is interpolated and used to look up the phase state of the mixture at a particular pressure and temperature. In addition, the number of tie lines is collected adaptively based on the specific attributes of a compositional solution during a reservoir simulation.
CSAT completely replaces the need for phase-stability tests and provides good initial guesses for the standard Tp flash computations.
Compositional Space Parameterization.
The compositional space parameterization (CSP) method Tchelepi 2009a, Zaydullin, Voskov, and Tchelepi 2013) is based on casting the nonlinear governing Eqs. (1) and (2), including thermodynamic phase equilibrium constraints (3), in terms of the tie-simplex space. During a simulation, the tie-simplex space is adaptively discretized using supporting tie-lines. The coefficients for the governing system of equations, including the phase compositions, densities, and mobilities, are computed using multi-linear interpolation in the discretized space.
Using the CSP methodology, phase-behavior computations can be replaced by an iteration-free look-up table procedure during the course of a reservoir simulation, removing the need for standard EOS computations (phase stability and flash). Also, it is important to note that the error associated with multi-linear interpolation is bounded and decreases with grid refinement and therefore only a limited number of supporting tie-lines are needed for the accurate representation of phase behavior, which leads to significant gains in computational efficiency (Zaydullin, Voskov, and Tchelepi 2013) .
Tie-lines or tie-simplexes needed for CSAT and CSP can be parameterized using the generalized negative flash procedure (Iranshahr et al., 2010) or with GFLASH (Section 4.2).
GFLASH.
GFLASH is a FORTRAN suite that models and solves the multiphase, multi-component isothermal, isobaric (Tp) flash problem. That is, given an overall composition for a fluid mixture, temperature, and pressure, GFLASH determines the number of phases that exist at equilibrium and their corresponding compositions, fugacities, densities, and enthalpies. In this section, formulations, overall solution strategies, and methods of solution are described.
Equations of State.
Several commonly used cubic EOS with and without volume translation are implemented in GFLASH:
• Soave-Redlich-Kwong (SRK) equation (Soave 1972) • SRK with the Péneloux volume translation (SRK+) equation (Péneloux, Rauzy, and Fréze 1982) • Predictive SRK (PSRK) equation (Holderbaum and Gmehling 1991) • Electrolyte PSRK (ePSRK) equation ( 
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The resulting single variable function, F(Z), is solved using Newton's method in the complex plane to find any root to an accuracy of |F(Z)| ≤ 10 −12 . The cubic polynomial is then deflated to a quadratic equation, which is solved using the quadratic formula to determine the other two roots. This approach does not require an accurate initial guess for Newton's method, guarantees that all three roots will always be found, and is actually faster than using the analytical solution to a cubic polynomial.
Root Assignment.
Correctly determining which root is liquid and which root is vapor is as important, if not more important, than computing roots to EOS and is particularly challenging under extreme conditions (i.e., high T and high p). The current approach used to assign roots in GFLASH is as follows. For a set of roots given by {Z 1 ,Z 2 ,Z 3 }, where any root has the complex variable form 
where  is the universal gas constant.
Flash Problem Formulations and Method of Solution.
The flash problem is really two problems -a phase-stability problem and a phase equilibrium problem. In GFLASH, the formulations of the phase-stability and phase-equilibrium conditions use the dimensionless Gibbs free energy of mixing, ΔG/T, and the dimensionless Gibbs free energy, G/T, respectively.
Phase Stability.
Minima in ΔG/T often turn out to be inexpensive and good approximations for points of tangency (where the massbalance line is tangent to the ∆G/T surface). The necessary conditions for a minimum in ΔG/T are formulated in terms of the equality of dimensionless chemical potentials, µ i , i = 1,…,C, that are functions of x where µ C is the chemical potential of the last component in the mixture. For the phase-split (or phase-stability) problem, which is always a two-phase determination, the model equations are given by ( ) ( ) ( )
where the superscript 0 denotes standard state and the unknown variables in the preceding equation are the mole fractions, x i , i = 1,…,C − 1. Note that this formulation of the phase-split problem results from the projection of the dimensionless Gibbs free energy of mixing onto the mole-fraction summation equation [i.e., Eq. (8)].
Phase Equilibrium.
Phase-equilibrium equations are also formulated in terms of dimensionless chemical potentials using projection onto the conservation of mass equations. Conservation of mass for the phase equilibrium problem is 0, 1, , ,
n is the number of moles of component i in phase k and the summation in Eq. (18) is over all phases. The phase equilibrium problem is formulated in terms of mole numbers, not mole fractions, because it is a way of exploiting many of the useful mathematical properties of partial molar quantities.
Phase equilibrium is defined by the equality of dimensionless chemical potentials given by 1 2 , 1, , ,
for any number of total phases, P. For each component, Eq. (19) is expressed in the form
and then projected onto the mass-balance constraints in Eq. (18) to reduce the size of the phase-equilibrium problem and to ensure that mass is conserved at each iteration.
Method of Solution.
GFLASH uses a trust-region method to solve both the phase-stability and phase-equilibrium model equations. This methodology is a simple version of the terrain methodology developed by Lucia and Feng (2003) . When applied to phase stability and phase equilibrium, the terrain method seeks a single, stationary point in each of ΔG/T and G/T, respectively.
In addition, when solving flash problems, GFLASH alternates between phase-stability and phase-equilibrium sub- , where || · || 2 denotes the ℓ 2 -norm. In contrast, phase-equilibrium problems, Eq. (20), are solved to an accuracy of ||F(n)|| 2 ≤ 10 −4 for two-phase equilibria and 10 −5 for three-phase equilibria.
The Connection between CSAT and GFLASH.
In this section, the connection between rigorous phase-stability and flash computations using GFLASH and CSAT is described along with the interface between AD-GPRS and GFLASH.
Conventional phase-behavior computations.
The number and types of phases (or phase state) of a mixture in a grid block varies according to the physics driving the system (i.e., p and T). For example, for mixtures that exhibit three-phase behavior, there are seven different possible phase states − three single phase states (i.e., water-rich liquid, vapor, or oil-rich liquid), three different two-phase states (i.e., LLE, water-rich VLE, or oil-rich VLE), or vapor-liquid-liquid equilibrium (VLLE). Thus, the phase state, as well as all corresponding phase compositions, need to be determined for every grid block at each Newton iteration. For the natural formulation, a three-step procedure is used for these computations: 1) For any grid block, the current phase state is determined using a phase-stability test.
2) If the current phase state is different from the previous Newton iteration, flash computations are performed to obtain phase compositions. 3) Phase properties (i.e., fugacities, densities, enthalpies, etc.) are obtained using known phase compositions. Because of the complexity of the ADGPRS-GFLASH interface, both a phase-stability test and flash computations are performed simultaneously.
Phase-behavior computations with CSAT.
As noted, CSAT can significantly decrease the time required for phase-behavior computations in fully compositional reservoir simulation (Voskov and Tchelepi 2009b, a) . The general multiphase implementation of CSAT is a two-step procedure Tchelepi 2009b, Iranshahr, Voskov, and Tchelepi 2010) : 1) Computation of supporting tie-simplexes (or tie-triangles for three-phase systems).
2) Parameterization of tie-simplex subspace (tie-triangle planes for three-phase systems).
In the original CSAT implementation of Iranshahr, Voskov, and Tchelepi (2010) , a generalization of the negative-flash idea (Whitson and Michelsen 1989) for Step 1 and geometric parameterization (i.e.,. tracking tie-lines from each side of a tietriangle) for Step 2 was used. While this approach proves robust for challenging three-phase systems, it requires some preliminary knowledge of the multiphase mixture because the geometry of tie-simplex subspace can be quite complicated.
In this work, a different strategy is used. First, GFLASH provides fugacities for given pressure, temperature, and phase compositions while the generalized negative flash approach finds the supporting tie-simplex for the CSAT procedure (Iranshahr, Voskov, and Tchelepi 2010) . Next, an extension of the tie-simplex is adaptively discretized and GFLASH determines the phase state of a model grid block. Finally, the collection of tie-simplexes and their extensions are interpolated for a particular pressure and temperature and used to look up the phase state of the mixture.
AD-GPRS/GFLASH Interface.
Because AD-GPRS is written in C++ and GFLASH is a FORTRAN suite, the modeling and simulation framework is necessarily mixed language and therefore an interface routine communicates information between the two programs.
Thermal EOR Methodologies
In this section, steam injection and STRIP are introduced along with common performance metrics used to evaluate thermal EOR methods. We refer the reader to the work of Aziz, Rumash, and Woo (1987) , which is the 4 th SPE Comparative Solution Project: Comparison of Steam Injection Simulators, for an introduction to steam injection.
Steam Injection.
Steam injection is generally implemented using surface facilities to generate superheated steam, which is injected into a reservoir through a well. The entering steam heats the formation and lowers oil viscosity, which allows the oil to flow more easily to production wells. In all steam-injection methods, surface generation of steam suffers from a number of disadvantages, not the least of which is energy losses (up to 50%) to the piping system and injection well.
Solvent Thermal Resource Innovation Process.
STRIP, developed by RII North America, is an environmentally friendly approach to EOR, which is deployed into existing wells, so there is little or no disruption of land. Unlike other steam-injection processes, STRIP generates steam and CO 2 by in situ combustion of methane in oxygen, which eliminates energy losses to the injection well and delivers steam directly to the formation. STRIP also provides a co-solvent, CO 2 , which enhances oil recovery by swelling oil and lowering viscosity. The STRIP burner can be placed in a number of configurations, but in this work the STRIP burner resides in a vertical section of the injection well. Because the combustion temperature can approach 3,000°C, the STRIP burner is typically cooled using production water, significantly reducing and often removing the need for municipal water. The nominal composition of CO 2 entering the reservoir formation from STRIP is around 10 mol%.
Performance Metrics.
Several common metrics are used to evaluate the performance of a thermal EOR methodology: (1) sweep efficiency and (2) oil recovery, which, of course, is of primary interest.
Sweep efficiency is defined as
where η denotes the sweep ratio, oil ∆  is the porous volume for which the oil composition has changed by 1% or more and  is the total porous volume available to the oil.
To compare oil recovery, Original Oil in Place (OOIP) at surface conditions, which is a common assumption in the petroleum industry, is defined as oil all blocks oil
where  is the block volume, S oil is oil saturation, and B oil is the surface-to-reservoir formation volume factor.
Numerical Examples
In this section, two reservoir simulation examples are presented to elucidate key points, to compare the performance of steam injection and STRIP, and to demonstrate the reliability and computational efficiency of the modeling framework comprising AD-GPRS and GFLASH. All reservoir simulation runs were performed using an Intel ® Core TM 2 Duo CPU E6750 @2.66 GHz with 1.95 GB of RAM.
Flash Computations.
Several phase diagrams similar to the ones shown in Figure 1 and covering the entire composition space are generated using GFLASH for a number of different temperatures and pressures. This is to ensure that phase boundaries are smooth and that changes in V-only, L-only, VLE, LLE, and VLLE regions make physical sense (i.e., when available, phase equilibria are matched to experimental or field data). These numerical tests are rather challenging. Typically, a composition interval of 0.005 is used for each composition. Thus, for a three-component mixture, roughly 20,000 composition points are generated for each temperature and pressure. Note that the liquid-only, LLE, and VLLE regions shrink in size while the vapor-only and VLE regions expand as temperature increases. Also, phase boundaries are smooth and there are two distinct VLE regions that meet at the CO 2 -rich vertex of the three-phase region. Table 1 gives GFLASH computational details for the rigorous flash tests. Christie and Blunt (2001) In this example, the model is based on a fragment of the up-scaled SPE10 porosity and permeability fields. The original grid size from the upscaled SPE10 problem is 30×110×42 m 3 (see Christie and Blunt 2001 Figure 2 shows the oil saturation in the reservoir for steam injection and STRIP after 2,000 days of operation. 
Oil Production.
The amount of oil produced by each EOR method for the same period of operation and identical energy and water inputs is of primary importance to oil producers. Note that energy losses from surface steam-production facilities to the injector are not considered in this model. These losses in efficiency further decrease steam-injection EOR performance. Figure 4 shows the total cumulative oil recovered during 2,000 days of operation of steam injection and STRIP. Here again, STRIP outperforms conventional steam injection by recovering 16,764 m 3 (105,442 barrels) more oil and leaving less OIP after 2,000 days. Table 3 summarizes the performance of steam injection and STRIP for this example. 
Example 2: Comparisons between conventional EOS and CSAT.
The purpose of this second example is to compare a conventional reservoir simulation approach, which uses an EOS, to one that uses CSAT. For this example, pore volumes and permeability fields were taken from the upper layer of the original SPE10 model (Christie and Blunt 2001) . The simulations were performed using an initial reservoir composition of 1 mol% CO 2 , 49 mol% n-decane, 20 mol% n-hexadecane, and 30 mol% water and the initial reservoir pressure and temperature were 31 bar and 300 K, respectively. One injection and one production well were placed at the opposite corners of the reservoir. The injection well operates under constant pressure and temperature conditions of 60 bar and 500 K. The STRIP injection fluid consisted of 15 mol% CO 2 and 85 mol% water. The production well was set to a constant pressure of 3.45 bar. Input data for this example are shown in Table 4 . 
Main Simulation Results.
The details of the performance of STRIP are discussed along with the performance of the simulator.
Sweep Efficiency.
Oil and gas saturations provide enough information to quantify sweep efficiency. Figure 5 shows the oil and gas saturation in the reservoir for STRIP after 7,000 days of operation. Both the conventional EOS-based (GFLASH) and CSAT approaches are presented, where the x and y axes denote grid blocks and the color bar shows saturations. As expected, both CSAT and GFLASH provide identical results for gas and oil saturation. This is because CSAT only skips phase identification and rigorous flash computations when compositions are far from phase boundaries (e.g., those shown in Figure 1) .
6.3.1.2 Simulation Statistics. Table 5 summarizes the simulation statistics for this example and shows that rigorous flash solutions take the bulk of the simulation time for the conventional EOS approach. CSAT, on the other hand, significantly decreases the number of EOS solves and, therefore, reduces total flash solution time by almost two orders of magnitude. No. of equations/grid block 2 + P -1 + (C − 1)P 2 + P − 1+(C − 1)P 
Conclusions
A new methodology for reservoir simulation was presented. This new modeling and simulation framework consists of AD-GPRS, the Automatic Differentiation-General Purpose Research Simulator, which is built on top of the Automatic Differentiation Expression Templates Library (ADETL), a general, multiphase equilibrium flash suite, GFLASH, and a Compositional Space Adaptive Tabulation (CSAT) approach. The fundamental PDE model equations and methods of solution for the resulting nonlinear algebraic equations at the reservoir scale were provided. Modeling and equation-solving details at the flash level of the computations were also presented and the coupling of the flash and reservoir equations was described. CSAT and the interface between AD-GPRS, which is written in C++, and GFLASH, which is a FORTRAN program suite, were also described. Two numerical reservoir simulation examples were presented to highlight the accuracy, reliability, and computational efficiency of AD-GPRS/GFLASH, including two three-phase reservoir simulation examples with and without the use of CSAT for a highly heterogeneous reservoir formation and for three-and four-component system. Comparisons of steam injection and STRIP in Example 1 clearly demonstrate the superiority of the Solvent Thermal Resource Innovation Process in terms of sweep and oil recovery. Example 2 demonstrates that the AD-GPRS/GFLASH/CSAT framework reduces the simulation time by two orders of magnitude without losses in accuracy or reliability. Future efforts will focus on more advanced simulations including the use of horizontal injection and withdrawal wells. Additional even more complicated problems under development involve those associated with aqueous electrolytes, gas hydrates and ice, bitumen, and asphaltenes. Dealing with these types of compounds requires some solid and wax handling as well as issues at the pore scale of the reservoir model (i.e., pore blocking). 
