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1. Introduction
We consider the slightly compressible isentropic ﬂuids in a bounded domain Ω ⊂R2. The motion
of the ﬂuids is governed by the compressible Navier–Stokes equations:
ρt + div
(
ρu
)= 0, (1.1)
(
ρu
)
t + div
(
ρu ⊗ u)− μu − λ∇ divu + 1
2
∇p(ρ)= 0, (1.2)
where  ∈ (0,1], ρ , u , p are Mach number, density, velocity and pressure, respectively. The ﬁrst
equation represents the conservation of mass, while the second one is the momentum equation. As-
sume that the viscous coeﬃcients μ,λ are constants with μ > 0, λ+μ > 0 for the sake of simplicity.
Suppose that the pressure p = p(ρ) is a C2 function satisfying that p′(ρ) > 0 for ρ > 0 and the
density ρ varies slightly around the reference state ρ¯ = 1, that is,
ρ = 1+ σ . (1.3)
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σt + div
(
σu
)+ 1

divu = 0, (1.4)
ρ
(
ut + u · ∇u
)+ 1

p′
(
1+ σ )∇σ = μu + λ∇ divu . (1.5)
The initial and boundary conditions are
(
σ,u
)∣∣
t=0 =
(
σ0 ,u

0
)
(x), x ∈ Ω, (1.6)
u · n = 0, curlu = 0 on ∂Ω × (0, T ), (1.7)
where curlu = ∂1u2 − ∂2u1 is the vorticity for u = (u1,u2), and n is the unit outer normal to ∂Ω .
One may use the “free boundary condition” (1.7) for the numerical purpose. There are a great deal
of results concerning this kind of boundary condition. See [21–23] for the existence results of various
ﬂuid models, also [35] for the application on inviscid limits.
Note that the boundary condition (1.7) is a special case of the Navier’s slip boundary condition
(cf. [7]):
u · n = 0, 2τ · D(u) · n + αu · τ = 0 on ∂Ω × (0, T ), (1.8)
where τ is the tangential vector to ∂Ω . Such a boundary condition can be used to describe the
interaction between a ﬂuid and a wall. A good example is the motion of oil in a pipe or container.
The boundary condition in (1.7) is also a “complementary boundary condition” in the sense of Agmon,
Douglis and Nirenberg (cf. [1]). Thus the classical theory of elliptic system applies. For other examples,
one may refer to [14,31].
Physically, as the Mach number vanishes, the behaviors of compressible ﬂuid ﬂows would tend
to the incompressible ones (cf. [23]). Mathematically, this is a singular limit. The rigorous justiﬁca-
tion of this limit poses challenging problems mathematically, since both the uniform estimates in
Mach number and the convergence to the incompressible model are usually diﬃcult to obtain. For
the incompressible limits of isentropic models, a lot of results have been proved during the last
three decades since the pioneering works of Ebin [13]. Klainerman and Majda [18,19] proved the
incompressible limit for Euler equations and Navier–Stokes equations with no physical boundary for
“well-prepared” – some smallness assumption on the divergence of initial velocity – Hs initial data
for s > 1+ (space dimensions)/2, and set up a framework for studying this singular limit for smooth
solutions. Later on, Beiraõ da Veiga improved their results by establishing the uniform strong conver-
gence to incompressible Euler equations in L∞T (Hs) (resp. CT (Hs)) topology in [4] (resp. [5]), instead
of the L2T (H
s), L∞T (Hs−δ) and weak-star L∞T (Hs) topology in [18,19].
In R3, Ukai [32] showed the incompressible limit for Euler equations with general data except in a
non-uniform initial time layer by the Strichartz’s estimates. Isozaki generalized this result to the case
of exterior domain [16,17]. However, in the case of periodic boundary or bounded domain, the fast
sound waves remain forever which prevent the solutions from the strong convergence. To overcome
this diﬃculty, Schochet developed a method of rescaled linear group to analyze the resonance in the
periodic case [27]. This method also applies to global weak solution of the barotropic Navier–Stokes
equations with general initial data with various boundary conditions [11,12,24]. Especially, Lions and
Masmoudi [24] studied the incompressible limit for the global weak solutions to the Navier–Stokes
equations under the boundary condition (1.7). It should be noted that their estimates are not uniform
in time.
As for the all-time results for regular solutions, in case of no-slip boundary conditions, Bessaih [2]
established the uniform estimates both in Mach number and time for regular solutions with almost
incompressible initial data, and showed the strong convergence to the solution of incompressible
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rough initial data and no restriction on the size of data for all time in the whole space, provided
that the limiting solutions to the incompressible Navier–Stokes equations are suﬃciently smooth. Let
us also mention that Secchi studied the incompressible limits of 2D Euler equations on any arbitrary
time interval under various boundary conditions [29,30].
For other recent progresses in isentropic regime, one may refer to [8,9,20,28].
We remark that the diffusion effects of Navier–Stokes equations could prevent us from identifying
the acoustic waves from the compressible ﬂuids, no matter the waves are in fast scale or slow scale,
thus the results on Euler equations are not necessary applied to the Navier–Stokes equations. The
purpose of this paper is to generalize the result of Bessaih [2] to the case of slip-type boundary con-
dition. That is, we will investigate the incompressible limits of regular solutions to the compressible
Navier–Stokes equations (1.1)–(1.2) with “well-prepared” initial data in a 2D bounded domain with
slip boundary condition. Note that without the restriction of initial data, the corresponding incom-
pressible limit is not necessarily valid.
A global existence result was already obtained by Zajaczkowski [36] in case of the Navier’s slip
boundary condition (1.8). However, the estimates in [36] may depend on the Mach number  . When
we study the zero Mach number limit, it is desired to obtain the uniform estimates with respect to
the Mach number. In this paper, we obtain the uniform estimates with respect to both Mach number
and time in a new way. Actually, the method used here is simpler than the one in [36]. The key
idea is to estimate the vorticity and divergence of the velocity separately due to the slip boundary
condition, and to deduce a differential inequality with certain decay property, such that the solutions
remain small in any given time interval (see also [2,33]).
First, we obtain the following local existence theorem in the framework of Matsumura and Nishida
[25,26]. The proof will be given in the last section.
Theorem 1.1 (Local existence). Let  ∈ (0,1] and Ω ⊂ R2 be a simply connected, bounded domain with
smooth boundary ∂Ω . Suppose that the initial datum (σ 0 ,u

0) satisﬁes the following conditions,
(
σ0 ,u

0
) ∈ H2(Ω), (σt (0),ut (0)) ∈ H1(Ω), (σtt (0),utt(0)) ∈ L2(Ω),
with
∫
Ω
σ0 dx = 0 and 1+ σ 0 m for some positive constant m. Assume the following compatibility condi-
tions are satisﬁed:
u0 · n = curlu0 = ut (0) · n = 0 on ∂Ω. (1.9)
Then there exists a positive constant T  = T (σ 0 ,u0,m, ) such that the initial–boundary problem (1.4)–(1.7)
admits a unique solution (σ ,u), satisfying that 1+ σ  > 0 in Ω × (0, T ) and
σ ∈ C(0, T ; H2), u ∈ C(0, T ; H2)∩ L2(0, T ; H3),
σ t ∈ C
(
0, T ; H1), ut ∈ C(0, T ; H1)∩ L2(0, T ; H2),
σ tt ∈ L∞
(
0, T ; L2), utt ∈ L∞(0, T ; L2)∩ L2(0, T ; H1). (1.10)
The aim of this paper is to prove the following uniform existence results globally in time and
the corresponding incompressible limits. In order to state this theorem precisely, we introduce the
following notation:
Deﬁnition 1.2.
φ(t) := max
0st
(∥∥(σ,u)∥∥H2 + ∥∥(σt ,ut )∥∥H1)(s) + ess sup
0st
∥∥(σtt ,utt)∥∥L2(s).
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satisﬁed and  ∈ (0, ¯] for some suﬃciently small positive constant ¯  1. Moreover, we assume that
φ(0) α, (1.11)
for some suﬃciently small positive constant α. Then there exists a unique solution (σ ,u) to the initial–
boundary value problem (1.4)–(1.7) in Ω ×R+ , such that
σ ∈ C(R+; H2(Ω)), u ∈ C(R+; H2(Ω))∩ L2(R+; H3(Ω)),
σ t ∈ C
(
R
+; H1(Ω)), ut ∈ C(R+; H1(Ω))∩ L2(R+; H2(Ω)),
σ tt ∈ L∞
(
R
+; L2(Ω)), utt ∈ L∞(R+; L2(Ω))∩ L2(R+; H1(Ω)),
where R+ = [0,+∞). Furthermore, the following uniform estimate in  ∈ (0, ¯] holds:
φ(t)  Cα, ∀t ∈R+, (1.12)
for some positive constant C . Thus u → v in C(R+loc; Hs) as  → 0 for any 0  s < 2. And there exists a
function P (x, t), such that (v, P ) is the unique solution of the following initial–boundary value problem of the
incompressible Navier–Stokes equations:
div v = 0, (1.13)
vt + v · ∇v + ∇ P = μv, (1.14)
v · n = curl v = 0 on ∂Ω × (0, T ), (1.15)
v|t=0 = v0(x), x ∈ Ω, (1.16)
where ‖u0 − v0‖Hs → 0 as  → 0 for any 0 s < 2.
In the following, we shall derive the uniform estimates in Mach number for all time. We will drop
the superscript  of σ ,u, p , etc. for the sake of simplicity. From now on, the positive constants C ,
Ci for i = 0,1, . . . below depend only on Ω , μ, λ, and p, but not on T and  . We will use δ, η, and
ηi for i = 1,2, . . . to denote various small positive constants and Cδ , Cη to denote various positive
constants depending on δ and η, respectively.
The uniform estimate is derived in the next section, then the global existence theorem follows.
To this end, we ﬁrst show the L2 estimate of the solutions. Then the strategy that estimating the
derivatives of the same order as an entity, is employed to obtain the derivative estimates. Finally, a
sketch of the proof of the local existence theorem will be given in the last section.
2. Global-in-time estimate
Suppose that (σ ,u) is the solution to the initial–boundary value problem (1.4)–(1.7) in Ω × (0, T ),
for 0 < T < +∞. Moreover, we assume that 14  ρ = 1+ σ  4, for any (x, t) ∈ Ω × (0, T ). Here and
thereafter,  always belongs to (0,1]. We will derive a differential inequality in the form that
d
dt
Φ(t) + Ψ (t) CΨ (t)(Φ(t) + Φ2(t)), ∀0 t  T ,
where C  1 is a constant, and Φ(t) is an equivalent norm to φ(t). Ψ (t) and Φ(t) are both energies
with Ψ (t) C0Φ(t) for some constant C0 ∈ (0,1]. This inequality is equivalent to
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dt
Φ(t)−Ψ (t)(1− C(Φ(t) + Φ2(t))), ∀0 t  T .
Thus, if Φ(t) is small enough initially, then it will decay forever.
2.1. L2 estimates
From (1.4), (1.6) and (1.7), we deduce that
d
dt
∫
Ω
σ dx = −
∫
Ω
div
(
σu + 1

u
)
dx = −
∫
∂Ω
(
σ + 1

)
u · nds = 0.
Thus we have ∫
Ω
σ dx = 0, (2.1)
from the assumption that
∫
Ω
σ0 dx = 0. Next, we will show that
Proposition 2.1. There exist positive constants C0 and C1 , such that
d
dt
Φ0(t) + Ψ0(t) C1‖σ‖2H2
(‖σ‖2H1 + ‖u‖2H1)+ ‖σt‖2L2 , (2.2)
where Φ0(t) := ‖(√ρu,
√
p′(ρ)σ )‖2
L2
, and Ψ0(t) := C0‖u‖2H1 .
Proof. Multiplying (1.4) by p′(1 + σ )σ and (1.5) by u, and then summarizing the integrals of the
resulting equations on Ω , we obtain that
1
2
d
dt
∥∥(√ρu,√p′(ρ)σ )∥∥2L2 + (μ + λ)‖divu‖2L2 + μ‖ curlu‖2L2
 η‖u‖2H1 + Cη‖σ‖2H2
(‖σ‖2H1 + ‖u‖2H1)+ ‖σt‖L2‖σ‖2H1 . (2.3)
The two large terms of O ( 1 ) in the above computations are not canceled by each other directly, but
dominated by the right of (2.3) through integrating by parts:
∣∣∣∣1
∫
Ω
(
p′(ρ)σ divu + p′(ρ)∇σ · u)dx∣∣∣∣
=
∣∣∣∣
∫
Ω
p′′(ρ)σ∇σ · u dx
∣∣∣∣ η‖u‖2H1 + Cη‖σ‖2H1‖∇σ‖2H1 .
Thus the estimate in (2.2) is justiﬁed by choosing η small enough in (2.3) and applying the following
lemma. 
Lemma 2.2. (See [10].) Let Ω ⊂R2 be a simply connected open and smooth domain. Then for any u ∈ H1(Ω),
with u · n|∂Ω = 0, one has
‖u‖H1  C‖∇u‖L2  C
(‖divu‖L2 + ‖curlu‖L2). (2.4)
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Based on the L2 estimates of (σ ,u), we can obtain the estimates of their ﬁrst order temporal and
spatial derivatives in the following steps. First, by differentiating (1.5) with respect to t , we have
(μ + λ)∇ divut − μ−−→curl curlut − 1

p′(ρ)∇σt
= p′′(ρ)σt∇σ + (ρut)t + σtu · ∇u + ρ(ut · ∇u + u · ∇ut). (2.5)
Here and thereafter, we will implicitly use the notation
−−→
curl = (∂2,−∂1)t and the relation
u = ∇ divu − −−→curl curlu.
Integrating the product of this equality and u gives
d
dt
(
(μ + λ)‖divu‖2L2 + μ‖curlu‖2L2
)+ d
dt
∫
Ω
ρut · u dx+ 1

∫
Ω
p′(ρ)∇σt · u dx
 η‖u‖2H1 + Cη
(‖ut‖2L2 + ‖σt‖2L2(‖σ‖2H2 + 2‖u‖4H2)+ ‖ut‖2H1‖u‖2H1).
On the other hand, we multiply (1.4) by p′(ρ)σt and integrate to get
∥∥√p′(ρ)σt∥∥2L2 − 1
∫
Ω
u · ∇σt p′(ρ)dx
 η‖u‖2H1 + Cη
(‖σt‖2H1‖σ‖2H1 + ‖σ‖2H1(‖σt‖2H1 + ‖u‖2H1)).
Thus we summarize that
Proposition 2.3. There exist positive constants η1 and C2 = C2(η1) such that
d
dt
(
(μ + λ)‖divu‖2L2 + μ‖curlu‖2L2 +
∫
Ω
ρut · u dx
)
+ ∥∥√p′(ρ)σt∥∥2L2
 C2
{‖ut‖2L2 + ‖σt‖2H1(‖σ‖2H2 + ‖u‖4H2)+ ‖u‖2H1∥∥(σ ,ut)∥∥2H1}+ η1‖u‖2H1 , (2.6)
where η1 is small and to be chosen.
Next, we apply ∇ to (1.4) to get
(∇σ)t + ∇2σu + ∇u∇σ + ∇σ divu + σ∇ divu + 1

∇ divu = 0. (2.7)
Then we integrate the product of (2.7) with ∇σ to obtain
1
2
d
dt
‖∇σ‖2L2 +
1

∫
Ω
∇ divu · ∇σ dx C
∫
Ω
(|∇σ |2|∇u| + |σ ||∇σ ||∇ divu|)dx
 η
(‖u‖2 1 + ‖∇ divu‖22)+ Cη‖σ‖4 2 . (2.8)H L H
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∣∣∣∣
∫
Ω
p′(ρ)−1 −−→curl curlu · ∇ divu dx
∣∣∣∣
= 
∣∣∣∣
∫
Ω
curlup′(ρ)−2p′′(ρ)(∂2σ∂1 divu − ∂1σ∂2 divu)dx
∣∣∣∣
 C‖curlu‖H1‖∇σ‖H1‖∇ divu‖L2 .
Therefore, we multiply (1.5) by p′(ρ)−1∇ divu and integrate over Ω to get
(μ + λ)∥∥√p′(ρ)−1∇ divu∥∥2L2 − 1
∫
Ω
∇σ · ∇ divu dx
=
∫
Ω
μp′(ρ)−1
(−−→
curl curlu · ∇ divu + ρ(ut + u · ∇u) · ∇ divu
)
dx
 η‖∇ divu‖2L2 + Cη
(‖ut‖2L2 + ‖u‖2H2(‖u‖2H1 + ‖σ‖2H2)). (2.9)
By choosing η small in (2.8) and (2.9), we obtain the following proposition.
Proposition 2.4. There exist positive constants η2 and C3 = C3(η2) such that
d
dt
‖∇σ‖2L2 + (μ + λ)
∥∥√p′(ρ)−1∇ divu∥∥2L2
 C3
(‖ut‖2L2 + ‖u‖4H2 + ‖σ‖4H2)+ η2‖u‖2H1 , (2.10)
where η2 is small and to be chosen.
Multiplying (2.5) by ut and then integrating the resulting identity over Ω , one shows
1
2
d
dt
‖√ρut‖2L2 +
1

∫
Ω
p′(ρ)∇σt · ut dx+ μ‖curlut‖2L2 + (μ + λ)‖divut‖2L2
 C‖ut‖H1
(‖σt‖H1(‖ut‖L2 + ‖u‖2H1 + ‖∇σ‖L2)+ ‖ut‖H1‖∇u‖L2)
 η‖ut‖2H1 + Cη
(‖σt‖2H1(∥∥(ut,∇σ)∥∥2L2 + ‖u‖4H1)+ ‖ut‖2H1‖u‖2H1). (2.11)
By applying ∂t to (1.4), we have
σtt + u · ∇σt + ut · ∇σ + σt divu + σ divut + 1

divut = 0. (2.12)
Then we multiply both sides of the above equality by p′(ρ)σt and integrate to obtain
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2
d
dt
∥∥√p′(ρ)σt∥∥2L2 − 1
∫
Ω
p′(ρ)∇σt · ut dx
=
∫
Ω
(
p′′(ρ)
(
σt∇σ · ut + 
2
σ 3t
)
+ 1
2
(
p′(ρ)divu − p′′(ρ)∇σ · u)σ 2t
)
dx
+
∫
Ω
p′(ρ)σt(ut · ∇σ + σ divut)dx
 η‖ut‖2H1 + η‖divu‖2L2 + Cη
(‖σ‖2H2‖σt‖2L2 + ‖σt‖4H1)
+ C2‖σt‖2L2 + C
(‖σ‖2H2 + ‖u‖2H1)‖σt‖2H1 . (2.13)
Summarizing (2.11) and (2.13) and choosing η small enough, and applying Lemma 2.2 for ut , we
deduce that
Proposition 2.5. There exist positive constants η3 , Cˆ and C4 = C4(η3), such that
d
dt
(∥∥√p′(ρ)σt∥∥2L2 + ‖√ρut‖2L2)+ Cˆ‖ut‖2H1
 C4‖σt‖2H1
(‖ut‖2L2 + ‖u‖4H1 + ‖u‖2H1 + ‖σ‖2H2 + ‖σt‖2H1)
+ C4‖ut‖2H1‖u‖2H1 + C42‖σt‖2L2 + η3‖u‖2H1 , (2.14)
where η3 is small and to be chosen.
To complete the estimates of ﬁrst order derivatives, it remains to estimate the vorticity. For this
purpose, we rewrite (1.5) as
ut + u · ∇u + 1

p′(1+ σ )
1+ σ ∇σ =
1
1+ σ (μu + λ∇ divu). (2.15)
Noticing that p
′(1+σ )
1+σ ∇σ = ∇G(σ ) for some scalar function G and applying “curl” to the both sides
of (2.15), we get
ρ(wt + u · ∇w) − μw = g, (2.16)
where w := curlu, and
g := −ρw divu − 
ρ
(
∂1σ(μu2 + λ∂2 divu) − ∂2σ(μu1 + λ∂1 divu)
)
. (2.17)
The boundary condition for w is
w|∂Ω = 0. (2.18)
We can easily deduce that
d ‖√ρw‖2L2 + μ‖∇w‖2L2  C5‖u‖2H2
(‖u‖2H1 + 2‖σ‖2H2). (2.19)dt
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η1 <
C0
12 and η2 <
C0
12 in Propositions 2 and 3, respectively. Then the constants C2 and C3 are deter-
mined. Next, we introduce two notations:
Φ1(t) :=
∫
Ω
(
ρu · ut + (μ + λ)(divu)2 + (μ + ρ)(curlu)2
+ |∇σ |2 + C6
(
ρ|ut |2 + p′(ρ)σ 2t
))
dx,
Ψ1(t) :=
∥∥√p′(ρ)σt∥∥2L2 + (μ + λ)∥∥
√
p′(ρ)−1∇ divu∥∥2L2
+ C6Cˆ‖ut‖2H1 + μ‖∇ curlu‖2L2 , (2.20)
where C6 is a positive constant such that C6  2Cˆ−1(C2 + C3) + 1 at least, so that the quan-
tity
∫
Ω
ρu · ut dx in Φ1(t) could be controlled by
∫
Ω
ρ|u|2 dx and C6
∫
Ω
ρ|ut |2 dx, and the terms of
O (1)‖ut‖2H1 on the right sides in previous estimates could be eliminated by Ψ1(t). Note that C6
should be chosen larger in order to complete the energy estimates. Once C6 is ﬁxed, we choose
η3 < (12C6)−1C0, and then C4 is determined. Then it follows from Propositions 2.3–2.5 and the esti-
mates of curlu in (2.19) that
Proposition 2.6. There exists a positive constant C7 such that
d
dt
Φ1(t) + Ψ1(t)
 C7
(‖σt‖2H1(∥∥(σ ,u)∥∥2H2 + ‖u‖4H2 + ‖σt‖2H1 + ‖ut‖2L2)+ ‖σ‖4H2
+ ‖u‖2H2
(‖ut‖2H1 + ∥∥(σ ,u)∥∥2H2))+ C04 ‖u‖2H1 + C6C42‖σt‖2L2 . (2.21)
It is easy to conclude that the low order estimates are complete, since extra small terms on the
right-hand sides of both (2.2) and (2.21) would be absorbed by the multiples of Ψ0(t) + Ψ1(t). For
example, if we choose 1 = min(1, (2C6C4 + 2)−1 min 1
4ρ4 p
′(ρ)), then there exists a positive con-
stant C8, such that for any  ∈ (0, 1],
d
dt
(
Φ0(t) + Φ1(t)
)+ 1
2
(
Ψ0(t) + Ψ1(t)
)
 C8
(‖σt‖2H1 + ∥∥(σ ,u)∥∥2H2)(∥∥(σt,ut)∥∥2H1 + ∥∥(σ ,u)∥∥2H2 + ‖u‖4H2). (2.22)
2.3. Estimates of second order derivatives
These estimates of second order spatial and temporal derivatives rely on the completeness of esti-
mates of lower order derivatives. This is somewhat the usual strategy of global-in-time estimate. Note
that
∫
Ω
∇ divu · −−→curl curlut dx = 0, (2.23)
due to the fact that curl∇ = 0 and the boundary condition curlut |∂Ω = 0. Multiplying both sides
of (2.5) by ∇ divu and integrating the resulting equality on Ω , we obtain that
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2
d
dt
‖∇ divu‖2L2 −
d
dt
∫
Ω
ρut · ∇ divu dx− 1

∫
Ω
p′(ρ)∇σt · ∇ divu dx
 η
(‖∇ divut‖2L2 + ‖∇ divu‖2L2)+ Cη‖ut‖2L2
+ Cη
(‖u‖2H2(2‖σt‖2H1‖u‖2H2 + ‖ut‖2H1)+ ‖σt‖2H1‖∇σ‖2H1). (2.24)
In a similar way, we multiply (2.7) by p′(ρ)∇σt and integrate to get
∥∥√p′(ρ)∇σt∥∥2L2 + 1
∫
Ω
p′(ρ)∇σt · ∇ divu dx η
∥∥√p′(ρ)∇σt∥∥2L2 + Cη‖σ‖2H2‖u‖2H2 . (2.25)
By choosing η small in (2.25), we have the following proposition.
Proposition 2.7. There exist positive constants η4 and C9 = C9(η4) such that
(μ + λ) d
dt
‖∇ divu‖2L2 − 2
d
dt
∫
Ω
ρut · ∇ divu dx+
∥∥√p′(ρ)∇σt∥∥2L2
 η4
(‖∇ divut‖2L2 + ‖∇ divu‖2L2)+ C9(‖ut‖2L2 + ‖σt‖2H1‖σ‖2H2
+ ‖u‖2H2
(
2‖σt‖2H1‖u‖2H2 + ‖ut‖2H1 + ‖σ‖2H2
))
, (2.26)
where η4 < min(
μ+λ
8 min 14ρ4 p
′(ρ)−1, μ+λ6 min 14ρ4 ρ
−1).
With this choice, the second small term η4‖∇ divu‖2L2 will be absorbed by Ψ1(t), and the ﬁrst one
will also be absorbed in later calculations. Now, we have to choose C6  2Cˆ−1(C2 + C3 + Cˆ 8μ+λ + C9)
to eliminate the term C9‖ut‖2L2 in the right side of the above inequality, and make the following
inequality always valid:
∫
Ω
2ρut · ∇ divu dx 1
2
(
(μ + λ)‖∇ divu‖2L2 +
16
μ + λ‖
√
ρut‖2L2
)
. (2.27)
Applying ∂i j to (1.4) for i, j = 1,2, where ∂i j denotes ∂xi x j , we have
(∂i jσ)t + uk∂i jkσ + ∂iuk∂ jkσ + ∂ juk∂ikσ + ∂i juk∂kσ + ∂i j(σ ∂kuk) + 1

∂i jkuk = 0. (2.28)
Here and in the sequel we adopt the Einstein convention about summation over repeated indices.
Multiplying both sides of the above equation by ∂i jσ , and integrating the resulting equation on Ω ,
we obtain
1
2
d
dt
‖∂i jσ‖2L2 +
1

∫
Ω
∂i jkuk∂i jσ dx C‖σ‖2H2‖u‖H3  η‖u‖2H3 + Cη‖σ‖4H2 . (2.29)
Next, we differentiate (1.5) and then rewrite it in the form of Einstein convention:
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
p′(ρ)∂i jσ
= p′′(ρ)∂iσ∂ jσ + ρ(∂itu j + ∂iuk∂ku j + uk∂iku j) + ∂iσ(∂tu j + uk∂ku j). (2.30)
Then we multiply the above equality by p′(ρ)−1∂i jkuk and integrate to obtain
(μ + λ)∥∥√p′(ρ)−1∂i jkuk∥∥2L2 − 1
∫
Ω
∂i jσ∂i jkuk dx
 η
∥∥√p′(ρ)−1∂i jkuk∥∥2L2 + Cη(∥∥∇2 curlu∥∥2L2 + ‖σ‖4H2 + ‖ut‖2H1
+ ‖u‖4H2 + 2‖σ‖2H2
(‖ut‖2H1 + ‖u‖4H2)). (2.31)
Choosing η small in both (2.29) and (2.31), and combining these two inequalities, we get the following
proposition.
Proposition 2.8. There exist positive constants η5 and C10 = C10(η5) > 1 such that
d
dt
∥∥∇2σ∥∥2L2 + (μ + λ)∥∥
√
p′(ρ)−1∇2 divu∥∥2L2
 η5‖u‖2H3 + C10
(∥∥∇2 curlu∥∥2L2 + ‖ut‖2H1)
+ C10
(‖σ‖4H2 + ‖u‖4H2 + ‖σ‖2H2(‖ut‖2H1 + ‖u‖4H2)), (2.32)
where η5 is small and to be chosen later.
Since ρ is bounded from below, we rewrite (2.5) as
utt − ρ−1
(
(μ + λ)∇ divut − μ−−→curl curlut
)+ 1

ρ−1p′(ρ)∇σt
= −ρ−1p′′(ρ)σt∇σ − σt(ut + u · ∇u) − ut · ∇u − u · ∇ut . (2.33)
Note that utt · n|∂Ω = 0, since the time direction is a tangential direction to ∂Ω . Thus by integrating
the product of this identity and ∇ divut , we obtain the following inequality by the boundary condition
curlut |∂Ω = 0:
1
2
d
dt
‖divut‖2L2 + (μ + λ)
∥∥√ρ−1∇ divut∥∥2L2 − 1
∫
Ω
ρ−1p′(ρ)∇σt · ∇ divut dx
 η
∥∥√ρ−1∇ divut∥∥2L2 + Cη(‖σ‖2H2‖curlut‖2H1 + ‖σt‖2H1‖σ‖2H2
+ 2‖σt‖2H1
(‖ut‖2H1 + ‖u‖4H2)+ ‖ut‖2H1‖u‖2H2). (2.34)
Next, we apply ∂t∇ to (1.4) to get
(∇σt)t + u · ∇2σt + ∇u∇σt + ∇2σut + ∇ut∇σ + ∇σ divut
+ σ∇ divut + ∇σt divu + σt∇ divu + 1

∇ divut = 0. (2.35)
A similar calculation yields
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2
d
dt
∥∥√ρ−1p′(ρ)∇σt∥∥2L2 + 1
∫
Ω
ρ−1p′(ρ)∇σt · ∇ divut dx
= 1
2
∫
Ω
((
ρ−1p′(ρ)
)
t + div
(
ρ−1p′(ρ)u
))|∇σt |2 dx
−
∫
Ω
ρ−1p′(ρ)∇σt ·
(∇u∇σt + ∇2σut + ∇ut∇σ + ∇σ divut
+ σ∇ divut + ∇σt divu + σt∇ divu
)
dx
:= I1 + I2.
Clearly,
|I2| η
(‖∇u‖2H2 + ‖ut‖2H2)+ Cη‖σt‖2H1(‖σt‖2H1 + ‖σ‖2H2).
Let G1(ρ) := ρ−1p′(ρ). By the conservation of mass, we have
|I1| = 1
2
∣∣∣∣
∫
Ω
(
G1(ρ) − G ′1(ρ)ρ
)
divu|∇σt |2 dx
∣∣∣∣ η‖divu‖2H2 + Cη‖∇σt‖4L2 .
Then it follows that
1
2
d
dt
∥∥√ρ−1p′(ρ)∇σt∥∥2L2 + 1
∫
Ω
ρ−1p′(ρ)∇σt · ∇ divut dx
 η
(‖∇u‖2H2 + ‖ut‖2H2)+ Cη‖σt‖2H1(‖σt‖2H1 + ‖σ‖2H2). (2.36)
We conclude from (2.34) and (2.36) as follows:
Proposition 2.9. There exist positive constants η6 and C11 = C11(η6) such that
d
dt
(‖divut‖2L2 + ∥∥
√
ρ−1p′(ρ)∇σt
∥∥2
L2
)+ (μ + λ)∥∥√ρ−1∇ divut∥∥2L2
 η6
(‖u‖2H3 + ‖ut‖2H2)+ C11(‖σ‖2H2‖curlut‖2H1 + ‖ut‖2H1‖u‖2H2
+ ‖σt‖2H1
(‖ut‖2H1 + ‖u‖4H2 + ‖σ‖2H2 + ‖σt‖2H1)), (2.37)
where η6 is small and to be chosen.
Next, we estimate the derivatives of curlu. From (2.16), we have
ρ(wtt + u · ∇wt) − μwt = h, (2.38)
where h := gt − σt(wt + u · ∇w) − ρut∇w . Note that
|gt | C
(
|σt ||∇u|2 + |∇ut ||∇u| + 2|σt ||∇σ |
∣∣∇2u∣∣+ (|∇σt |∣∣∇2u∣∣+ |∇σ |∣∣∇2ut∣∣)).
Then it follows that
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‖√ρwt‖2L2 +
μ
2
‖∇wt‖2L2
 C
(
2‖σt‖2H1
(‖wt‖2L2 + ‖u‖2H2‖∇w‖2L2)+ ‖ut‖2H1‖∇w‖2L2
+ 2‖σt‖2L2‖∇u‖4H1 + ‖ut‖2H1‖u‖2H2 + 4‖σt‖2H1‖σ‖2H2‖u‖2H2
+ 2(‖σt‖2H1∥∥∇2u∥∥2H1 + ‖σ‖2H2‖ut‖2H2))
 C12
(‖σt‖2H1(‖ut‖2H1 + ‖u‖4H2 + ‖u‖2H3 + ‖σ‖2H2‖u‖2H2)
+ ‖ut‖2H2
(‖u‖2H2 + ‖σ‖2H2)), (2.39)
for some positive constant C12.
On the other hand, multiplying (2.16) by wt − δw , where δ is a positive constant to be chosen,
and integrating the resulting equality on Ω , we have
μ
2
d
dt
‖∇w‖2L2 + ‖
√
ρwt‖2L2 + μδ‖w‖2L2
 1
4
‖√ρwt‖2L2 + C
(‖g‖2L2 + ‖u‖2H2‖∇w‖2L2)+ 14‖√ρwt‖2L2
+ δ2‖ρ‖L∞‖w‖2L2 + δ2‖w‖2L2 + C
(‖u‖2H2‖∇w‖2L2 + ‖g‖2L2).
We choose δ = μ10 μ(2(1+ ‖ρ‖L∞))−1, then
μ
d
dt
‖∇w‖2L2 +
μ2
20
‖w‖2L2 + ‖
√
ρwt‖2L2  C13
(‖u‖4H2 + ‖σ‖2H2‖u‖2H3), (2.40)
for some positive constant C13.
We introduce the following notations:
Deﬁnition 2.10.
Φ(t) := Φ0(t) + Φ1(t) + Φ2(t) +
∥∥(√p′(ρ)σtt,√ρutt)∥∥2L2 , (2.41)
Ψ (t) := Ψ0(t) + Ψ1(t) + Ψ2(t) + ‖σtt‖2L2 + C˜‖utt‖2H1 + ‖σ‖2H2 , (2.42)
where
Φ2(t) := (μ + λ)‖∇ divu‖2L2 − 2
∫
Ω
ρut · ∇ divu dx
+ ∥∥∇2σ∥∥2L2 + ‖divut‖2L2 + ∥∥√p′(ρ)/ρ∇σt∥∥2L2
+ 60KC10
μ
‖∇ curlu‖2L2 + ‖
√
ρ curlut‖2L2 ,
Ψ2(t) := (μ + λ)
(∥∥√p′(ρ)−1∇2 divu∥∥2L2 + ∥∥
√
ρ−1∇ divut
∥∥2
L2
)
+ ∥∥√p′(ρ)∇σt∥∥2L2 + μ2 ‖∇ curlut‖2L2
+ 60KC10
μ2
‖√ρ curlut‖2L2 + 3C10
∥∥∇2 curlu∥∥2L2 .
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∥∥∇2w∥∥2L2  K‖w‖2L2 , (2.43)
due to the Calderón–Zygmund’s inequality, and C˜ is a positive constant to be determined later. We
conclude from Propositions 2.7–2.9 and the estimates of vorticity in (2.39) and (2.40) that
d
dt
Φ2(t) + Ψ2(t)
 η4
(‖∇ divut‖2L2 + ‖∇ divu‖2L2)+ (η5 + η6)‖u‖2H3 + η6‖ut‖2H2
+ (C9 + C10)‖ut‖2H1 + C10
∥∥∇2 curlu∥∥2L2 + CΨ (t)(Φ(t) + Φ2(t)). (2.44)
Lemma 2.11. (See Bourguignon and Brezis [3].) Let Ω be a bounded domain in RN with smooth boundary ∂Ω
and outward normal n. Then there exists a constant C > 0, s.t.
‖u‖s,p  C
(‖divu‖s−1,p + ‖curlu‖s−1,p + ‖u · n‖s− 1p ,p + ‖u‖s−1,p), (2.45)
for all u ∈ Ws,p(Ω) and 1 < p < +∞.
Take s = 3,2; p = 2 for u and s = 2, p = 2 for ut in Lemma 2.11 respectively, we derive from (2.44)
that there exists a positive constant C¯ , such that
d
dt
Φ2(t) + Ψ2(t)
 (η4 + C¯η6)‖∇ divut‖2L2 + C¯η6‖∇ curlut‖2L2
+ (C¯η6 + C9 + C10)‖ut‖2H1 + C¯(η5 + η6)
(∥∥∇2 divu∥∥2L2 + ‖u‖2H1)
+ (C¯(η5 + η6) + C10)∥∥∇2 curlu∥∥2L2 + (η4 + C¯(η5 + η6))‖∇ divu‖2L2
+ CΨ (t)(Φ(t) + Φ2(t)). (2.46)
Moreover, if we choose η5 (< 1) and η6 (< 1) small enough in (2.46), the highest spatial derivatives of
u and ut would be absorbed by the left side of (2.46). Then we conclude the second order estimates
as follows:
Proposition 2.12. There exists a positive constant C15 such that
d
dt
Φ2(t) + 3
5
Ψ2(t) C15Ψ (t)
(
Φ(t) + Φ2(t))+ (C¯ + C9 + C10)‖ut‖2H1
+ C0
8
‖u‖2H1 +
μ + λ
4
min
1
4ρ4
p′(ρ)−1‖∇ divu‖2L2 . (2.47)
Since the low order estimates are complete, we are ready to estimate σtt ∈ L∞(0, T ; L2) and
utt ∈ L∞(0, T ; L2) ∩ L2(0, T ; H1) to close the energy estimates. The reason is that, the regularity
utt ∈ L2(0, T ; H1) validates the boundary condition utt |∂Ω = 0, which is used in the estimates of
second order derivatives. We derive the following equation by differentiating (1.4) twice with respect
to t:
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+ 2σt divut + σ divutt + 1

divutt = 0. (2.48)
Then it follows from multiplying the above equality by 2p′(1+ σ )σtt and then integrating over Ω
that
1
2
d
dt
∥∥√p′(1+ σ )σtt∥∥2L2 − 
∫
Ω
p′(1+ σ )∇σtt · utt dx
 η
(‖divu‖2H2 + ‖ut‖2H2 + ‖utt‖2H1)+ Cδ(‖σtt‖2L2 + ‖σt‖2H1 + ‖σ‖2H2)‖σtt‖2L2 . (2.49)
Note that the second integral on the left-hand side is singular, we need to cancel it by integrating by
parts. Upon differentiating (2.5) in temporal variable, we get
ρ(uttt + u · ∇utt) + 1

p′(1+ σ )∇σtt − μutt + (μ + λ)∇ divutt = h, (2.50)
where
−h = 2p′′σt∇σt +
(
p′′′σ 2t + p′′σtt
)∇σ + σttut + 2σtutt
+ (ρutt + σttu + 2σtut) · ∇u + 2(σtu + ρut) · ∇ut .
Multiplying (2.50) by 2utt , then integrating on Ω and using the boundary conditions for utt , we
deduce by the interpolation inequality that
1
2
d
dt
∫
Ω
2ρ|utt |2 dx+ 
∫
Ω
p′(1+ σ )∇σtt · utt dx
+
∫
Ω
2
{
(μ + λ)(divutt)2 + μ(curlutt)2
}
dx
 ‖utt‖H1
(‖σt‖H1‖∇σt‖L2 + ‖σt‖2H1‖∇σ‖2H1
+ ‖σtt‖L2
(‖∇σ‖H1 + ‖ut‖H1)+ ‖σt‖H1‖utt‖L2
+ ‖∇u‖H1
(‖utt‖L2 + ‖σtt‖L2‖u‖H2 + ‖σt‖H1‖ut‖H1)
+ ‖∇ut‖L2
(
‖σt‖H1‖u‖H2 + ‖ut‖H1
))
 CΨ (t)
(
Φ(t) + Φ2(t))+ δ‖utt‖2H1 . (2.51)
Note that the above calculations can be veriﬁed rigorously by the method of difference quotient. So
we can derive the following estimates for σtt and utt by Lemma 2.2:
Proposition 2.13. There exist positive constants η9 , C˜ and C16 = C16(η9) such that
d
dt
∥∥(√p′(1+ σ )σtt,√ρutt)∥∥2L2 + C˜‖utt‖2H1
 C16Ψ (t)
(
Φ(t) + Φ2(t))+ 2‖σt‖2H1 + η9(‖u‖2H3 + ‖ut‖2H2), (2.52)
where η9 is suﬃciently small.
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With the estimates in hand, we calculate from (2.12) that
‖σtt‖2L2  C2
(‖u‖2H2‖σt‖2H1 + ‖ut‖2H1‖σ‖2H2)+ ‖divut‖2L2
 C172Ψ (t)Φ(t) + ‖divut‖2L2 . (2.53)
Then it follows from (1.5), (2.1) and the Poincaré’s inequality that
‖σ‖2H2  C‖∇σ‖2H1  C
(‖ut‖2H1 + ‖u‖4H2 + ‖u‖2H3)(1+ ‖σ‖2H1)
 C18
(‖ut‖2H1 + ‖u‖2H3)+ C18Ψ (t)(Φ(t) + Φ2(t)). (2.54)
To close the energy estimates, we redeﬁne the constant (for example)
C6 := 2
Cˆ
(
C2 + C3 + Cˆ 8
μ + λ + C¯ + C9 + C10 + 3
)
. (2.55)
Combining Propositions 2.1, 2.6, 2.12, 2.13, and the estimates in (2.53) and (2.54), then choosing
suitably small η9 and 2 ∈ (0, 1], we have
d
dt
Φ(t) + 1
2
Ψ (t) 1
2
C19Ψ (t)
(
Φ(t) + Φ2(t)), ∀0 t  T , 0 <   2, (2.56)
where C19  1. This inequality is equivalent to
d
dt
Φ(t)−1
2
Ψ (t)
(
1− C19
(
Φ(t) + Φ2(t))), ∀0 t  T , 0 <   2. (2.57)
Then we obtain the following lemma. The proof of the lemma is the same as in [33], but we reproduce
it here for the sake of completeness.
Lemma 2.14. Let Ω ⊂ R2 be a simply connected, bounded domain with smooth boundary ∂Ω . Let (u, σ ) be
a solution to (1.4)–(1.7) in Ω × (0, T ) with 14  1+ σ  4, ∀(x, t) ∈ Ω × (0, T ),  ∈ (0, 2]. Suppose that
Φ(0) β
C19
, β ∈
(
0,
1
2
]
. (2.58)
Then we have
Φ(t) β
C19
, t ∈ [0, T ]. (2.59)
Proof. If (2.59) is not true, then we set
t¯ = inf{t ∈ [0, T ] ∣∣ C19Φ(t) > β}. (2.60)
Clearly, Φ(t¯) = βC19 since Φ(t) is continuous. Then from (2.57) and the fact that
1
Ψ (t) C20Φ(t) (2.61)2
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d
dt
Φ(t¯)−C20Φ(t¯)
(
1− C19
(
Φ(t¯) + Φ2(t¯)))− C20
4C19
β < 0. (2.62)
This is a contradiction to the deﬁnition of t¯ . Thus (2.59) holds. 
Proof of Theorem 1.3. From the embedding H2(Ω) ↪→ C(Ω¯) and the fact that ‖σ‖H2(t)  CΦ(t),
there exists a positive constant C21, such that if
Φ(t) C21,
then
1
2
 1+ σ (x, t) 2, ∀x ∈ Ω¯.
Suppose that Φ(0) C22 := min( 12C19 ,C21). Then σ0(x) satisﬁes that
1
2
 1+ σ0  2.
By the local existence theorem, the problem (1.4)–(1.7) admits a unique solution (σ ,u) in Ω ×[0, T1],
for some T1 > 0. Moreover, σ satisﬁes that
1
4
 1+ σ (x, t) 4, ∀(x, t) ∈ Ω × [0, T1].
Therefore by Lemma 2.14, we deduce that
Φ(t) C22, ∀t ∈ [0, T1],
and thus
1
2
 1+ σ (x, T1) 2, ∀x ∈ Ω¯.
Applying Theorem 1.1 repeatedly, we obtain the global-in-time existence of the solution (σ ,u). The
strong convergence to the solution of incompressible Navier–Stokes equations follows from the uni-
form estimates and the Arzelà–Ascoli’s theorem. 
3. Proof of local existence theorem
Proof of Theorem 1.1. We choose  = 1 without the loss of generality. The key point to obtain the
local solutions to the problem (1.4)–(1.7) is to construct the smooth basis corresponding to the bound-
ary conditions in (1.7), which will be stated below.
First, we linearize (1.4)–(1.7) and show the existence of the approximate system,
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ρ˜ut − μu − λ∇ divu = −p˜ − ρ˜u˜ · ∇u˜, (3.2)
(σ ,u)|t=0 = (σ0,u0)(x), x ∈ Ω, (3.3)
u · n = curlu = 0 on ∂Ω × (0, T ), (3.4)
where σ˜ , u˜ are known functions with u˜ ·n|∂Ω = 0, curl u˜|∂Ω = 0 and ρ˜ = 1+ σ˜ , p˜ = p˜(1+ σ˜ ). Assume
that
σ˜ ∈ C(0, T ; H2), u˜ ∈ C(0, T ; H3),
(σ˜t , u˜t) ∈ C
(
0, T ; H1)2, (σ˜tt, u˜tt) ∈ L∞(0, T ; L2)2,
u˜t ∈ L2
(
0, T ; H2), u˜tt ∈ L2(0, T ; H1), (3.5)
with
max
0tT
(‖σ˜‖H2 + ∥∥(σ˜t, u˜t)∥∥H1 + ∥∥(σ˜tt, u˜tt)∥∥L2)(t)
+ max
0tT
‖u˜‖H3(t) + ‖u˜t‖L2(0,T ;H2) + ‖u˜tt‖L2(0,T ;H1)  M(T ). (3.6)
Since (3.1)–(3.3) are uncoupled, we are able to solve them by different methods. We can solve (3.1) by
the method of characteristics, and (3.2) by the Galerkin’s method. Then we improve the regularities
by energy estimates. Finally, we use the Schauder’s ﬁxed point theorem to show the existence of the
nonlinear system (1.4)–(1.7).
First, we show the existence of (3.1). Deﬁne χ(x, s; t) to be the solution of
{ d
dt
χ(x, s; t) = u˜(χ(x, s; t), t), t, s ∈ [0, T ], x ∈ Ω¯,
χ(x, s; s) = x.
(3.7)
Then σ can be expressed explicitly as
σ(x, t) = σ0
(
χ(x, t;0))−
t∫
0
div u˜
(
χ(x, t;τ ), τ )dτ (3.8)
along the particle path χ˙ = u˜(χ, t). Since u˜ ∈ C(0, T ; H3), we deduce that σ ∈ C([0, T ]; H2) by the
following lemmas:
Lemma 3.1. (See [3].) Assume F ∈ C([0, T ];Wk,p(Ω; RN )) with
k >
N
p
+ 1 and 1 p < +∞.
Then the problem
du
(x, t) = F (u(x, t), t), u(x,0) = xdt
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Dk,p(Ω) = {η ∈ Wk,p(Ω) ∣∣ η is bijective from Ω¯ onto Ω¯, η−1 ∈ Wk,p(Ω)}.
Lemma 3.2. (See [3].) Let k 2 be an integer, and let 1 p  q+∞ be such that p < +∞ and k > Nq + 1.
Let F ∈ Wk,p(Ω), then the mapping G → F ◦ G is continuous from Dk,p(Ω) into Wk,p(Ω).
Thus σt ∈ C(0, T ; H1) by (3.1). Then we can show that σtt ∈ L∞(0, T ; L2) by the Gronwall’s in-
equality. Additionally, we can show the energy estimates of σ and their temporal derivatives which
depend only on  and initial data, by the Sobolev’ inequality and the interpolation inequality.
Next, we show the existence of (3.2). First of all, we construct the basis functions. Denote
V = {u ∈ H1(Ω) ∣∣ u · n = 0 on ∂Ω}.
Consider the following eigen-problems (Chatelon and Orenga [6]):
(P1)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−r = λr in Ω,
∇r · n = 0 on ∂Ω,∫
Ω
r dx = 0,
(P2)
{−q = λq in Ω,
q = 0 on ∂Ω.
Then {ri}i∈N and {q j} j∈N are both orthogonal bases in L2(Ω), where {ri}i∈N is the entity of solutions
to (P1), and {q j} j∈N is the entity of solutions to (P2). Furthermore, we can verify easily that X =
{∇ri,−−→curlq j}i, j∈N forms an orthogonal basis in L2(Ω)2 and in V . Note that −−→curlq · n = ∂q∂τ = 0 on
∂Ω since q = 0 on ∂Ω . Since ri(x), q j(x) are smooth in Ω¯ , we have also curl(∇ri) = 0 on ∂Ω , and
curl(
−−→
curlq j) = −q j = λq j = 0 on ∂Ω .
At this stage, we can use X as a smooth basis to construct approximate solutions to the linear
system
ρ˜ut − μu − λ∇ divu = f in Ω, (3.9)
u|t=0 = u0(x), x ∈ Ω, (3.10)
u · n = curlu = 0 on ∂Ω, (3.11)
where ρ˜  C0 > 0, f := −p˜(∇ θ˜ + ∇σ˜ ) − ρ˜ + u˜ · ∇u˜, with f ∈ C(0, T ; H1), ft ∈ C(0, T ; L2) and
ftt ∈ L∞(0, T ; H−1).
We deﬁne the weak solution to the problem (3.9)–(3.11) as the function u satisfying
∫
Ω
(
ρ˜ut · φ + μ curlu curlφ + (μ + λ)divu divφ − f · φ
)
dx = 0, (3.12)
for any φ ∈ H3(Ω)2 with φ · n|∂Ω = 0. Then we can prove easily that u ∈ L∞(0, T ; H2) ∩ L2(0, T ; H3),
ut ∈ L∞(0, T ; H1) ∩ L2(0, T ; H2) and utt ∈ L∞(0, T ; L2) ∩ L2(0, T ; H1), by the Galerkin’s approxima-
tions. Due to the regularity theory, u ∈ C(0, T ; H2), ut ∈ C(0, T ; H1). Note that the boundary con-
ditions are “complementary” in the sense of Agmon, Douglis and Nirenberg [1]. The veriﬁcation is
tedious but direct. Thus we deduce that u ∈ C(0, T ; H3) by regarding f − ρ˜ut as source term. The
energy estimates depending only on  and initial data are standard as in [34].
This ﬁnishes the proof of Theorem 1.1. 
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