In this paper, we report measurements in Colorado and Utah of the disturbed very-low-frequency (VLF) signals from the NML Navy transmitter in North Dakota during the 2017 solar eclipse. Using an occultation mask of solar fluxes together with detailed chemistry and VLF propagation simulations, we quantify the D-region response to the eclipse, in terms of electron density variation, as well as the expected signatures of VLF transmitter signals. The VLF measurements, including an anomalous amplitude enhancement recorded in UT, can be quantitatively explained using the Wait and Spies ionospheric profile with a sharpness parameter of β = 0.3 km −1 above ∼55 km and an increase in the D-region ionosphere height of h 8 km. This sharpness parameter is consistent with previously reported rocket measurements and first-principles calculations. The best-fit results suggest a reduction of D-region electron density by ∼90% during the eclipse in the D-region, implying an occultation of Lyman-α by nearly 99%. This finding agrees with detailed calculations of time-dependent obscuration factors utilizing the He 30.4-nm images from Solar Dynamics Observatory as a proxy for the distribution of Lyman-α across the solar disk and limb. Moreover, the present results show that subionospheric VLF propagation is sensitive to the sharpness parameter of the electron density profile in the D-region. Previously reported first-principles simulations have shown that the sharpness parameter is mostly controlled by the background concentration of minor neutral species. Thus, the VLF technique can be likely used to remotely sense these neutral species at and below the effective reflection altitudes of VLF waves.
I. INTRODUCTION
T HE D-region of the ionosphere between 60-and 90-km altitude is integrally important in a number of areas of heliophysics, aeronomy, and long-range communications. It couples to the higher regions of the ionosphere and to the neutral atmosphere through atmospheric gravity waves [1] , energetic particle precipitation, and transport [2] . Energetic particles precipitating from the radiation belts, a region of space near the earth (approximately from 1.2 to 7 earth radii) with relatively high-energy charged particles, can deposit their energy in the D-region, where ion chemistry determines the production of odd nitrogen and its descent to lower altitudes [3] , [4] . The D-region also controls the propagation of very-low-frequency (VLF) waves, with frequencies of 3-30 kHz, used for long-range communications [5] . Moreover, the D-region dynamics is crucial for the coupling of terrestrial VLF waves (for example, from atmospheric lightning discharges) to the outer ionosphere [6] .
Despite the above-mentioned importance, the D-region ionosphere is particularly difficult to measure due to the very low electron densities. High-power incoherent scatter radars (ISRs) have been recently employed to investigate the D-region [7] , but only during periods of enhanced ionization and using long integration times. Riometers measure HF absorption through the D-region [8] but can only infer the electron density as a single pierce point. The most sensitive method to measure the D-region is using VLF subionospheric remote sensing (SRS). This technique is highly sensitive to D-region fluctuations; VLF frequencies can propagate in the earth-ionosphere waveguide over long distances with low losses (∼2 dB per megameters); the received VLF signals are modulated by the D-region ionosphere and thus carry direct information about D-region variability [9] . Moreover, it has been recently suggested that the group velocity of extremely low-frequency (ELF) waves has a particular sensitivity to the sharpness of electron density profile in the D-region [10] .
Solar eclipses have historically provided insightful information about the D-region characteristics and ionization sources [11] - [15] . Using rocket experiments, Sears et al. [13] directly investigated the variation of electron density in the D-region ionosphere during the 1966 solar eclipse in South America. However, previous studies of the solar eclipse using rocket sounding mostly measured the electron density at altitudes above ∼70 km [16] - [19] and the electron concentration below this altitude remains poorly investigated. More recently, a detailed modeling study of the solar eclipse in Europe on August 11, 1999 [14] revealed that the amplitude of VLF signals was usually enhanced for relatively short propagation paths (<2000 km) and diminished for relatively long propagation paths (>10000 km). In contrast, our VLF observation in UT during the 2017 eclipse exhibited distinctive characteristics: for a short propagation path, the VLF amplitude first decreased by ∼7.5 dB as the eclipse moved toward the path and was then temporarily enhanced by ∼1.5 dB at the onset of the eclipse. Moreover, this anomalous enhancement was correlated with a C-class solar flare event that occurred near the time of totality. To explain this abnormal VLF signature associated with both solar flare and eclipse events represents a major goal of this paper.
The 2017 solar eclipse provided a unique opportunity to study the D-region electron density and to validate atmospheric chemistry models. With both satellite and VLF measurements, the eclipse provided a controlled experiment in that the solar input into the ionosphere was measured by space-borne instruments, while the outcome of the ionospheric disturbance was measured by ground-based receivers. In this paper, VLF measurements and satellite data of solar fluxes are used, together with numerical simulations of the D-region chemistry and VLF propagation, to quantify the D-region response to the eclipse. The abnormal VLF measurements in UT can be explained without taking the effects of solar flare event into account. Moreover, by comparing eclipse-modulated VLF signals with modeling results obtained using different ionospheric profiles, this paper explores the D-region electron density at relatively low altitudes, which is inadequately investigated by previous rocket measurements during a solar eclipse.
II. EXPERIMENTAL SETUP
The total solar eclipse began at 16 Fig. 1 shows the totality path of the solar eclipse, as well as the great circle paths for the experiment configuration between NML and the VLF receivers in CO and UT (denoted as the NML-CO and NML-UT paths hereafter). The black lines show the path of maximum totality (solid) and the edges of totality (dashed). The VLF receivers were developed based on the AWESOME receiver system [20] , [21] ; the two receiver locations were well suited for the eclipse observation; both NML-CO (∼921 km) and NML-UT (∼1145 km) are short compared to typical paths used for VLF remote sensing.
Also shown is the fraction of obscuration at 75-km altitude for the far-/mid-ultraviolet (FUV/MUV) and extreme ultraviolet (EUV) wavelength range at 17:50 UT, which is calculated utilizing the methodology described in [22] - [24] based on earlier work of Marriott et al. [25] . This methodology is based on the measurements by the Solar Dynamics Observatory (SDO) Atmospheric Imaging Assembly (AIA) [26] during the eclipse. Specifically, the occultation factors were computed from high-resolution SDO AIA images of the solar disk using the Naval Observatory Vector Astrometry Software [27] . These factors, with values between 0 and 1, describe the reduction in solar radiation caused by the eclipse. For the simulations presented here, these factors are calculated over the simulation domain at 1-min cadence with 1 • resolution in latitude and longitude.
The obscuration of EUV and FUV/MUV sources is different: the FUV/MUV wavelengths are blocked over a notably larger area. In the totality region, solar photons in the FUV/MUV range can be fully obstructed by the moon's shadow, whereas the maximum reduction in EUV photons is ∼80%. The noncircular patterns for the occultation factors in the EUV range are caused by the nonuniform distribution of EUV fluxes across the solar disk as a result of active regions and corona structure.
III. MODEL FORMULATION
To understand the eclipse-induced effects, we begin by forward-modeling the D-region and VLF responses to solar eclipse using the occultation factors and first-principles models. These simulations were performed in order to examine: 1) the dependence of D-region electron density on the occultation of solar inputs and 2) if the VLF measurements can be explained through first-principles modeling. However, the occultation mask utilized here only describes the solar obscuration as two wavelength channels and the occultation data of Lyman-α radiation, which is the major ionization source of D-region [28] , is not explicitly available. To resolve this uncertainty, we have also quantified the ionosphere response by finding the D-region parameters that best fit the VLF measurements using the Wait and Spies (WS) ionospheric profile [29] . The goal is to: 1) compare the electron concentration in the D-region; 2) inversely estimate the D-region variation and Lyman-α occultation; and 3) check if the derived Lyman-α occultation is consistent with the occultation mask and/or satellite measurements.
In the forward simulation, two numerical models are employed, including the Sodankylä ion and neutral chemistry (SIC) model [30] and a finite-difference, time-domain (FDTD) model [31] . First, we incorporate solar occultation factors into the SIC model. Second, a sequence of 2-D (range, altitude) slices of the electron density profiles between the transmitter and VLF receivers are extracted from the chemistry modeling results; 30 locations were uniformly chosen along each transmitter-receiver path, up to a distance of 1500 km away from the transmitter. Finally, these profiles are used as the input to the FDTD VLF propagation model to simulate the expected VLF amplitude and phase at the receivers. As the eclipse moves across the country, in order to capture the temporal evolution, the electron density profiles are updated at 1-min time intervals and the VLF propagation model is rerun with updated inputs.
The occultation mask provides the eclipse-induced obscuration for solar input in two wavelength regimes at the time when forward simulations were carried out. As such, this model leaves out important wavelength-dependent characteristics of solar fluxes, particularly Lyman-α emission (1214 Å). In this mask, Lyman-α falls under the EUV but, in reality, originates primarily from the chromosphere and transition region of the solar atmosphere [32] . It is also inaccurate to use the average value of EUV and FUV/MUV occultation factors because Lyman-α radiation is neither limb brightening nor darkening.
Because of this uncertainty, we have calculated the ionospheric profiles for two scenarios: the occultation of Lyman-α follows that of solar fluxes either in the EUV or FUV/MUV wavelength range (denoted as the SIC-EUV and SIC-FUV profile hereafter). In reality, the occultation of Lyman-α during the eclipse lies between these two limiting cases. Therefore, they provide reasonable bounds on the eclipse-induced effects in D-region ionosphere. When comparing the derived solar occultation with satellite measurements [ Fig. 7(d) ], occultation factors are calculated separately using the images of He 30.4-nm emissions as an approximate guess for Lyman-α. We emphasize that these factors are well between the EUV and FUV/MUV factors and this scenario is also captured by the SIC-EUV and SIC-FUV profiles [see Fig. 7 (c) and (d)]. As explained later in this paper, using these factors as the obscuration of Lyman-α in chemistry simulations cannot reproduce our VLF measurements because of the steepness of ionospheric profiles at altitudes between ∼55 and ∼72 km.
The SIC model is a 1-D atmospheric chemistry model that dynamically solves for the concentration of 16 minor neutral species and 72 ionic species at altitudes between 20 and 150 km with 1-km resolution. This model has been widely used to simulate the atmospheric chemistry changes induced by energetic particle precipitation [30] , [33] , [34] . Vertical transport is included through molecular and eddy diffusion, neglecting transport by prevailing neutral wind. The latest version of this model takes into account 389 ionneutral and neutral-neutral reactions and 2523 ion-ion and electron-ion recombination reactions; the negative ion chemistry considered in the SIC model is identical to the Whole Atmosphere Community Climate Model with D-region ion chemistry (WACCM-D) [33] . SIC is mainly driven by solar radiation and the background profile of the neutral density is obtained from the NRLMSISE-00 model [35] using the daily average values of solar radio flux (F 10.7 ) and the geomagnetic activity index ( A p ). More details about the SIC model can be found in [30] and [36] .
The FDTD model [31] was modified for long-range VLF propagation by Marshall et al. [37] , which calculates the electromagnetic fields in the time-domain from Maxwell's equations, and the currents in the ionosphere using the Langevin equation. This model can simulate the propagation of frequencies from ∼100 Hz up to 500 kHz and can include arbitrary ground conductivity, ionospheric density, atmospheric density, and the earth's magnetic field. The FDTD model extracts the amplitude and phase along the ground at discrete frequencies by calculating cumulative discrete Fourier transforms at specified grid locations. It has been validated through a direct comparison with the long wave propagation capability (LWPC) code [38] , both in [37] and in simulations for this paper. Using identical ionosphere and ground parameters, FDTD results show very good agreements with the LWPC code; the maximum amplitude difference is approximately 1 dB with a phase difference typically less than a few degrees, for different simulation paths and transmitter frequencies [37] . Due to a larger obscuration of solar FUV, the variation of D-region electron density is more pronounced in the SIC-FUV profile. For both the transmitter-receiver paths, the altitude at which the density equals to 10 2 electrons/cm 3 is increased by approximately 5 km during the eclipse in the SIC-EUV profiles VLF amplitude and phase data recorded by the receiver located at TMC, are presented in Fig. 4(a) , while measurements near BLU, are presented in Fig. 4(b) . The VLF amplitude in CO increased by ∼10 dB while the phase decreased by ∼140 • . Conversely, VLF measurements in BLU showed an amplitude drop of ∼7.5 dB followed by a temporary The VLF amplitude and phase calculated using FDTD simulations are also shown in Fig. 4 as dashed lines. These results are obtained by propagating VLF signals through either SIC-EUV or SIC-FUV profiles, using the FDTD model with a spatial resolution of 1 km and a temporal resolution of 1 min. For the CO site, the simulated amplitude change is −0.6 and −1.3 dB for the SIC-EUV and SIC-FUV profiles, respectively. The corresponding phase change is −29 • and −47 • . For the BLU site, the simulated amplitude change is +1.7 and +2.7 dB for the SIC-EUV and SIC-FUV profiles, respectively. The corresponding phase change is −27 • and −50 • . It is clear that these SIC-estimated ionospheric profiles do not reproduce the observed VLF response. The main reason, as will be explained later, is that the default profiles of minor neutral species in the SIC model cannot produce sufficient electron density at altitudes between 55 and 72 km. 
IV. RESULTS

A. SIC Ionospheric Profile
B. Ionospheric Profile Fitting
To explain the observed VLF signals, as motivated by previous studies [14] , [15] , we employ the two-parameter WS profile [29] . In this profile, the ionosphere electron density n e [electrons/m 3 
In this parametric study, the WS ionosphere and FDTD model are utilized in an optimization algorithm in order to explain the VLF measurements, with three constraints. First, β is assumed to be invariant throughout the eclipse. This is motivated by the SIC results presented in Figs. 2 and 3 , showing that the vertical structure of the density profile is almost unchanged throughout the eclipse in both SIC-EUV and SIC-FUV profiles. Second, the ionosphere is assumed to be homogeneous along the transmitter-receiver path; the electron density profile at any location along the path follows the same WS formula. This assumption is adopted because we focus on quantifying the average eclipse-induced effects on the propagation path, which allow direct comparison with satellite observation of solar input reduction. It has been verified through simulations of lightning sferics that VLF propagation is mostly controlled by the path-average ionospheric height and sharpness, even in the presence of significant inhomogeneities in these parameters [39] . We emphasize that varying the ionospheric height and sharpness along the transmitter-receiver path can precisely reproduce the measured VLF signals, but then this optimization problem is loosely constrained and multiple solutions can be obtained for our VLF measurements.
Finally, to limit the degrees of freedom in this optimization problem, the relative variation of characteristic height during the eclipse, i.e., relative change in h versus time t: h (t) = h (t) − h (t = 0), is assumed to be the same for the two propagation paths. This assumption is valid considering that the solar obscuration along these two paths is comparable (see Fig. 1 ), and thus, the corresponding evolution of electron density in the D-region, which is related to h (t) in WS profiles, should be similar. The initial value h (t = 0) is not necessarily the same because the undisturbed electron density before the eclipse was almost certainly different to some degrees for the two paths. Nevertheless, in reality, these two paths were not simultaneously influenced by the solar eclipse, and this assumption introduces a time shift in the simulated VLF signals. For the sake of direct comparison, we have corrected this effect [Figs. 5(d) and 7(a)] using the time difference in terms of maximum eclipse effects between the two paths (∼4 min).
For the sake of completeness, we calculate the VLF amplitude and phase changes for all possible combinations of h and β. We vary β between 0.2 and 0.35 km −1 (step: 0.01 km −1 ) and h between 70 and 86 km (step: 0.1 km). The ionosphere fitting procedure is specifically as follows. First, for each β value, we curve fit the amplitude measurements in CO using FDTD results corresponding to different h values [ Fig. 5(a) ]. To imitate the day-night transition, we consider that h increases and decreases monotonically before and after the onset of the solar eclipse, respectively. A set of h values (h (t)) and h (t) is then found for each β. Next, for each β value, the VLF amplitude measured in BLU is fitted using h (t) obtained in the previous step for CO measurements, but with different initial values [h (t = 0)]. We evaluate the goodness of curve fitting using the least-squares criterion. Finally, among all the h and β combinations, the sequence of ionospheric profiles [β and h (t)] that best explain the observational data in CO and UT are determined. Fig. 5(a) shows the FDTD results of VLF amplitude changes calculated using the WS profile with arbitrary combinations of h and β for a location that is 921 km away from NML, representing the VLF receiver installed in CO. Similar results for the BLU receiver are shown in Fig. 5(c) . These amplitude results are shifted based on the minimum value of each β so that the lowest amplitude change in these plots is 0 dB. Among these h and β combinations, the best fits to VLF amplitude measurements in CO and UT are shown in Fig. 5(b) and (d) (Top), respectively. Corresponding phase changes in CO and UT calculated using the best set of WS profiles are shown in Fig. 5(b) and (d) (Bottom), respectively.
Using a single set of ionospheric sharpness and h (t), our measurements of VLF amplitude and phase in both CO and UT can be excellently explained. These profiles have the same β value of 0.3 km −1 , but h increases from ∼75 km to ∼83 km and from ∼71 km to ∼79 km for the NML-CO and NML-UT paths, respectively. The change in h is shown separately in Fig. 7(a) . More interestingly, the anomalous amplitude measurements in UT, including the 7.5-dB drop from 16:30 to 17:42 UT and the abnormal enhancement at the onset of the eclipse, are also quantitatively captured by this set of profiles. Of note, no flare-induced ionization is included in the present modeling. The good agreements shown in Fig. 5(d) indicate that the anomalous enhancement measured in UT was a result of waveguide propagation effects but not induced by the solar flare. This finding is not unreasonable considering that the NML-CO and NML-UT paths are close to each other so we would not expect only one of the paths to be affected by the solar flare event.
To better understand the abnormal VLF signature, we have plotted the temporal evolution of VLF amplitude versus the distance from NML, as shown in Fig. 6. Fig. 6(a) shows the VLF amplitude change calculated using the set of best-fit WS profiles for the NML-CO path before (16:30 UT), during (17:43, 17:51, and 17:59 UT) and after (18:24 UT) the solar eclipse. Similar results for the NML-UT path are presented in Fig. 6(c) . Fig. 6(b) and (d) shows the zoomed-in view of the amplitude change near the TMC and BLU stations, respectively. Both VLF receivers were likely located close to an amplitude null as caused by the interference of propagating modes, for example, two modes with similar amplitudes and a phase difference of 180 • that cancel each other. Due to the reduction of solar input and variation of D-region electron density, VLF waves were reflected at considerably higher altitudes during the eclipse maxima. The amplitude null was shifted back and forth along the transmitter-receiver path, as indicated by the dashed arrows in Fig. 6(a) and (c). Consequently, the VLF amplitude response became highly nonlinear and complicated. Nevertheless, both the large enhancement measured at TMC and the nonmonotonic response measured at BLU can be fully captured by the best-fit WS profiles as clearly shown in Fig. 6(b) and (d) , respectively.
The temporal evolution of the D-region electron density that best explains the VLF measurements in CO is shown in Fig. 7(b) . As a zero-order steady-state approximation, the electron concentration in the D-region is roughly proportional to the square root of the intensity of Lyman-α source [30] . Using this relation, we can estimate the occultation factor for Lyman-α radiation during the eclipse. Fig. 7(c) shows the comparison between the derived occultation and the average value of EUV and FUV/MUV occultation factors in the totality region along the NML-CO path (see Fig. 1 ), while Fig. 7(d) shows the comparison with the observations by the SDO AIA. Unlike the EUV and FUV/MUV reported in previous works that account for solar limb brightening and solar limb darkening, respectively, the factors presented in Fig. 7(d) are calculated as an approximation for Lyman-α utilizing the SDO AIA 30.4-nm images since these two emissions have similar optical depth properties across the solar disk. Fig. 7(e) shows the comparison of an altitude profile of electron density measured by rocket at Wallops Island, Virginia in September 1965 [40] , a characteristic ionospheric profile calculated using first-principles models [41] , SIC-EUV Fig. 7(f) shows a similar comparison, but with the WS profiles along the NML-CO path (16:30 and 17:54 UT). Note that, at 16:18 UT, the SIC-EUV profile is the same as SIC-FUV.
As shown in Fig. 7(a) , the eclipse-induced D-region variation can be briefly summarized as that the effective reflection altitude increased by ∼8 km, approximately from 71 to 79 km for the NML-UT path and from 75 to 83 km for the NML-CO path. Moreover, this change in h indicates a reduction of up to ∼90% in electron density at the reflection altitudes of VLF signals. To explain this variation of electron density, a reduction of nearly 99% in solar Lyman-α is required in the chemistry simulations, significantly more than that predicted by the EUV occultation, but close to FUV/MUV. A reasonable proxy for the true obscuration of Lyman-α taking into account the variation due to active regions in the solar disk is the He 30.4-nm emission line. As evidenced in Fig. 7(d) , the derived occultation agrees with that calculated using the SDO AIA image of 30.4-nm emission, especially the falling part. We emphasize that the derived occultation is obtained using a zero-order approximation that the D-region electron density is roughly proportional to the square root of the intensity of solar Lyman-α. However, the electron recombination processes and ion chemistry are not considered in this calculation; in reality, the D-region chemistry is significantly more complicated than this simplification. The time difference between the occultation factors defined in the solar mask and those derived using VLF data is mainly due to D-region chemistry.
C. Difference Between SIC and WS Profiles
The set of WS profiles that explain VLF measurements is different from SIC results in mainly two aspects, as shown in Fig. 7 (e) and (f). First, the reduction of the D-region electron density derived from the WS profiles is more dramatic than the SIC profiles. More importantly, the WS profiles have the same sharpness parameter of 0.3 km −1 at the reflection altitudes of VLF waves (between 60 and 80 km), whereas this parameter of SIC profiles sharply changes from ∼0.25 to ∼0.5 km −1 below 72 km. A direct comparison between the VLF results calculated using the WS and SIC-FUV profiles (Figs. 4 and 5) shows that the discrepancy in the simulated VLF signals is caused by the difference in the sharpness parameter.
As evident in Fig. 7(f) , the WS profiles derived from the ionospheric fitting are consistent with both previously reported rocket measurements [40] and first-principles calculations [41] ; there indeed exists an ionospheric profile with a sharpness parameter close to 0.3 km −1 . We also emphasize that the sharp change of β value in SIC profiles is not unrealistic [28] , but these profiles are not the correct solution to the present VLF problem and the SIC-calculated electron density is likely different from the true ionospheric condition prior to the eclipse.
To quantify the altitude range in which SIC underestimates the electron density, we adopt a "knee"-like ionospheric profile with a "knee" altitude h kn [km] . This is utilized to imitate the SIC profiles in which the electron density above and below 72 km can be approximated by two different β values. In this "knee" profile, at and above h kn , n e is calculated using the WS formula with the β value of 0.3 km −1 and different h values (between 70 and 86 km). Below h kn , β is chosen to be the same as that of SIC profiles below ∼72 km (0.5 km −1 ) and n e is calculated using the electron density at h kn (n kn ) n e (h) = n kn e (0.5−0.15)(h−h kn ) for h < h kn .
(2) Fig. 8 shows an example of the "knee" profile calculated using a h value of 80 km and different h kn values (55, 60, 65, and 70 km). Defined this way, this "knee" profile is mostly controlled by h kn and, in this study, we vary h kn between 50 and 70 km (step: 1 km). If h kn is sufficiently low that the electron density change below this altitude does not significantly influence VLF propagation, it is conceivable that the "knee" profile becomes equivalent with the WS profile. Thus, the VLF signature would be similar and the "knee" profiles can also explain our VLF measurements. Here, we aim at determining a critical value for h kn and this value reveals the minimum altitude at which SIC underestimates the electron density. We note that β is chosen to be 0.5 km −1 at altitudes below h kn and only with this assumption we can directly compare the VLF results obtained using the SIC and "knee" profiles. However, VLF propagation is also sensitive to the sharpness parameter below h kn and future study could take this effect into account.
To this end, we first simulate the VLF propagation using different h and h kn values. To directly compare between WS and "knee" profiles, we consider that the variation of h during the eclipse [h (t)] is the same as the best-fitting obtained in the ionospheric fitting [ Fig. 7(a) ]. For each h kn , the evolution of VLF amplitude and phase in CO and UT can be then obtained using the "knee"-profile-calculated results corresponding to h (t). The comparison with eclipse measurements is shown in Fig. 9 . One clearly sees that, as h kn decreases from 70 to 55 km, the "knee"-profile-calculated VLF results gradually converge to those of WS profiles [see Fig. 5 ]. The altitude range in which the SIC model underestimates the electron density is between 55 and 72 km. Moreover, these comparison results show that our VLF measurements can be satisfactorily explained as long as the sharpness parameter is 0.3 km −1 above 55 km. This ionospheric profile is close to the rocket measurements reported by Mechtly and Smith [40] [see Fig. 7(f) ].
As pointed out by Barabash et al. [41] , the sharpness factor at altitudes above 70 km is most sensitive to variations of NO concentration, while the concentration of O and O 3 can strongly influence the electron density at altitudes below 70 km. The main reason for the difference between SIC and WS profiles is the default profiles of minor neutral species used in the SIC model, as well as the poorly known negative ion photochemistry [33] and poorly investigated NO abundance. This underestimation can be also caused by either a too large reaction coefficient for negative ion attachment or an inefficient/missing photodetachment process. We note that the latter reason is more likely since more efficient chemical processes can also minimize the time difference between the VLF measurements and modeling results obtained using the SIC profiles (see Fig. 4 ). 
V. CONCLUSION AND DISCUSSION
In this paper, using the NRL solar occultation mask and the SIC model, we have modeled the response of D-region ionosphere to the 2017 total solar eclipse. We have also calculated the VLF signals that would be measured by our receivers during the eclipse using SIC, WS, and "knee" ionospheric profiles. The WS profiles can quantitatively explain the VLF amplitude and phase measurements in both CO and UT, including the anomalous amplitude enhancement. Moreover, we demonstrate that the set of WS profiles that reconcile satellite and VLF measurements indeed exist as they are consistent with previously reported rocket measurements [40] and first-principles calculations [41] .
Because of the default profiles of minor neutral species, the D-region response simulated directly through the SIC modeling using the solar occultation mask is insufficient to reproduce the observed VLF signals. The VLF propagation in the earth-ionosphere waveguide is highly sensitive to the ionospheric density profiles along the path and exhibits a complicated response, due to the interference of propagating modes in the waveguide. Doubling or halving the electron density, as well as changing the steepness of density profile at reflection altitudes, can have a pronounced but nonmonotonic effect on the VLF response. As pointed out by Barabash et al. [41] , the ionospheric sharpness parameter is closely related to the concentration of minor neutral species in the D-region ionosphere. Therefore, the VLF technique may provide a means to remotely sense the concentration of minor neutral species at and below the effective reflection altitudes of VLF waves.
In the D-region ionosphere, the occultation of solar Lyman-α has the greatest control over the variation of electron density at the altitudes of interests [28] . Our parametric study has found that a reduction in electron density by ∼90% is required to explain the VLF measurements, corresponding to an average occultation of solar Lyman-α by nearly 99%. As clearly shown in Fig. 7(d) , our finding of average Lyman-α occultation, as inversely derived from VLF measurements, turns out to be consistent with SDO observation of He 30.4-nm emission, as well as previously reported solar measurements that Lyman-α radiation originates mostly from the chromosphere and transition region of the solar atmosphere [32] . The slight difference is likely due to the zero-order approximation and/or solar scattering by the atmosphere/interstellar/heliosphere hydrogen.
Although SIC profiles are different from those best-fitting found in the parametric study, an ionospheric profile such as that calculated by Barabash et al. [41] , especially that measured by Mechtly and Smith [40] , would be capable of fully explaining our VLF measurements during the 2017 eclipse. However, it is particularly difficult to reproduce this ionospheric profile considering the complexity of chemical reactions included in the SIC model, which is also beyond the scope of this paper. The challenge for future work is to quantify the realistic initial conditions, including profiles of minor neutral constituents and occultation factor of solar Lyman-α, which are consistent with not only space-borne measurements but also ground-based VLF observations.
