Cortical spreading depression (CSD) is associated with migraine, stroke, and traumatic brain injury, but its mechanisms remain poorly understood. One of the major features of CSD is an hour-long silencing of neuronal activity. Though this silencing has clear ramifications for CSD-associated disease, it has not been fully explained. We used in vivo whole-cell recordings to examine the effects of CSD on layer 2/3 pyramidal neurons in mouse somatosensory cortex and used in vitro recordings to examine their mechanism. We found that CSD caused a reduction in spontaneous synaptic activity and action potential (AP) firing that lasted over an hour. Both pre-and postsynaptic mechanisms contributed to this silencing. Reductions in frequency of postsynaptic potentials were due to a reduction in presynaptic transmitter release probability as well as reduced AP activity. Decreases in postsynaptic potential amplitude were due to an inhibitory shift in the ratio of excitatory and inhibitory postsynaptic currents. This inhibitory shift in turn contributed to the reduced frequency of APs. Thus, distinct but complementary mechanisms generate the long neuronal silence that follows CSD. These cellular changes could contribute to wider network dysfunction in CSD-associated disease, while the pre-and postsynaptic mechanisms offer separate targets for therapy.
Introduction
Spreading depolarizations (SD) have been implicated in the pathophysiology of migraine (Lauritzen 1994; Cao et al. 1999; Hadjikhani et al. 2001; Pietrobon and Moskowitz 2013 ), brain trauma (Hartings et al. 2009; Lauritzen et al. 2011) , stroke (Strong et al. 2002; Fabricius et al. 2006) , and subarachnoid hemorrhage (Dreier 2011) . Despite their relevance to disease, our understanding of SD and their effects on neuronal function in vivo remain limited.
SD involve synchronous and massive wave-like depolarization of neurons and glia; however, equally prominent is a longlasting depression of cellular activity that follows the wave (Leao 1944; Sugaya et al. 1975; Somjen 2001) . Cortical spreading depression (CSD), the proposed mechanism of the migraine aura, is actually named after the depression of activity, as it was the first phenotype observed by its discoverer Leão (Leao 1944 (Leao , 1947 . After more than 70 years, its mechanisms remain unclear.
We examined the intrinsic and synaptic properties of neurons undergoing CSD, in order to understand the mechanisms causing silencing. We used in vivo whole-cell recordings in layer 2/3 pyramidal cells in mouse sensory cortex, supplemented with in vitro recordings to dissect excitatory and inhibitory currents. We found that CSD alters both excitatory and inhibitory input, through both pre-and postsynaptic mechanisms, for at least an hour after passage of the wave. The net result is a strong decrement in synaptic function, which is the likely foundation for the neuronal and network silencing after CSD.
Mice (males, 2-3 months old; C57Bl/6J) were anesthetized with 4% isoflurane and killed by rapid decapitation. Brains were removed to ice-cold cutting solution containing (in mM) 220 Sucrose, 3 KCl, 10 MgSO 4 , 1.25 NaH 2 PO 4 , 25 NaHCO 3 , 25 Glucose, 1.3 CaCl 2 . The somatosensory cortex was cut into 350 μm coronal sections using a Leica VT-1000S Vibratome (Leica Microsystems, Wetzlar, Germany). Slices were transferred to a storage chamber maintained at 32-34°C, filled with ACSF containing (in mM) 125 NaCl, 3 KCl, 10 MgSO 4 , 1.25 NaH 2 PO 4 , 25 NaHCO 3 , 25 Glucose, 1.3 CaCl 2 , and saturated with 95% O 2 /5% CO 2 . The slices were rested for >1 h before being transferred to a submerged recording chamber.
To isolate spontaneous excitatory and inhibitory postsynaptic currents (sE/IPSCs), we used an internal solution that was composed of (in mM) 130 CsMeSO 4 ; 3 CsCl; 10 HEPES; 2 MgATP; 0.3 Na 3-GTP; 5 EGTA; 10 Phosphocreatine; 5 QX-314; 8 biocytin (adjusted to pH 7.3 with CsOH, 295 mOsm). Membrane potential (Vm) was clamped at −70 mV to record sEPSCs, and Vm was clamped at +10 mV to record sIPSCs.
Miniature EPSCs and IPSCs (mE/IPSCs) were recorded by adding 1 µM TTX to the bath. To confirm that the EPSCs were AMPA/ NMDA receptor-mediated, the slices were bathed in AMPA receptor antagonists (DNQX, 50 µM) at the end of the experiment. To confirm that the IPSCs were GABA A -receptor mediated, the slices were bathed in picrotoxin (100 µM).
The use of Cs and TTX precluded analysis of membrane potential characteristics and neuronal firing patterns. In a subset of experiments, we used potassium gluconate internal solution (identical to in vivo experiments) in current clamp mode to examine these characteristics and record KCl-induced membrane depolarization. We then recorded spontaneous E/IPSCs in voltage-clamp mode.
KCl-Induced Cortical Spreading Depression
In vivo-pressure ejection pulses of 1 M KCl at 1.5 µL/min were applied through a 30-gauge needle onto Layer 1, using a pneumatic drug ejection system for 30-40 s (0.75-1 µL total ejection). In vitro-CSD was induced by pressure ejection (0.5 bar) of 3 M KCl using a pico-spritzer and 0.5 MΩ glass pipette (Tottene et al. 2009 ).
Data Analysis

In Vivo
We recorded from pyramidal cells, identified by regularly spiking (RS) or intrinsically bursting (IB) phenotypes, and confirmed in selected recordings by 2-photon microscopy with genetically encoded indicators (see Supplementary Materials). RS and IB cells had similar CSD and post-CSD characteristics so analysis was performed for both groups together. We also identified interneurons, by firing pattern and 2-photon microscopy, but these were not considered for analysis. For additional details on cellular characterization, see Supplementary Materials.
We verified viability of recordings with access (series) resistance. Access resistance was compensated online and was monitored throughout current clamp recordings (typically 24-28 MΩ). If initial access was >50 MΩ and/or values changed >20% during experiment, the recording was not included for further analysis. After CSD, we observed changes in access resistance on the order of 5-10% (8.22 ± 2.46%). Clampfit software (Molecular Devices, Sunnyvale, CA, USA) was used to determine the width at half amplitude of action potentials (APs) and the duration, amplitude, frequency of PSPs. To study AP firing patterns, voltage responses to stepped current injection (−50 to + 500 pA; 1000 ms long square step pulses; frequency-current curve, F-I curve) were recorded. The resting membrane potential (RMP) was the intercept of the fit to the plot of current versus voltage for all nonspiking sweeps. Membrane input resistance (R in ) was the slope of the fit to the same plot. Rheobase was the smallest current that evoked an AP. We recorded PSPs at the cells' RMP (approximately−60 mV). Membrane potential variance for each recording was analyzed from 15 upstate and downstate events. CSD-associated depolarization was defined by using the second derivative of the membrane potential trace to localize onset (local maximum in second derivative), maximum depolarization (second derivative zero), and recovery (local minimum in second derivative). The amplitude, frequency, and duration of PSPs in layer 2/3 pyramidal neurons from pre-and post-CSD groups were measured during 180-s periods for each cell (Wan et al. 1997; Halabisky et al. 2010 ) and compared at 2 different times after CSD. To understand immediate and late effects of CSD on intrinsic and synaptic properties, we analyzed data at 5 and 30 min after membrane potential recovered from the depolarization wave. When Vm recovered to baseline, we assigned that time as the zero point from which 5 and 30 min time points were calculated (this is in contrast to calculating timings from the beginning of the wave). For data beyond 60 min after CSD, we were unable to maintain viable recordings (due to access resistance changes >20%, which tended to begin after 40-50 min). For these time points, we recorded from a second cell patched 60-90 min after CSD. In order to control for possible effects of intracellular buffering associated with whole-cell recordings, we also patched cells 5 and 30 min after CSD.
In Vitro
Each PSC was characterized by the following parameters: peak amplitude, duration, rise time constant, and decay tau. All parameters were measured using Clampfit (Molecular Devices, Sunnyvale, CA, USA). The first 25-30 individual nonoverlapping events were selected from 3 min recordings for pre-and post-CSD groups, and then the composite average was calculated. Rise time constant was measured automatically using Clampfit. Decay tau was calculated from double exponential fits (Chebyshev method). Excitatory and inhibitory synaptic charge was analyzed by calculating the area under the curve of individual event. The shift in the balance between excitation and inhibition was analyzed by calculating ratios of sEPSCs to sIPSCs or mEPSCs to mIPSCs, and then comparing between baseline and post-CSD groups. As some of the E/IPSC data was not collected simultaneously, events were randomly assorted to generate a randomized sequence for each current, before and after CSD. Ratios were taken for each sequential event in the randomized sequence, and compared using cumulative distributions.
Statistics
Paired t-tests were used to compare in vivo intrinsic properties of neurons before and after CSD, where the datasets were found to be normally distributed, as indicated by non-significant ShapiroWilk normality test. Unpaired t-tests were used to compare data for >60 min post-CSD data. Paired t-tests were used to compare the interval and amplitude of PSCs between pre-and post-CSD groups. Statistical significance for nonparametric data was determined using the Kolmogoroff-Smirnoff (KS) test. Statistical analyses were performed using SPSS statistics (version 19), GraphPad Prism (version 5.00 for Windows, GraphPad Software), and Matlab (version 7.8.0). Data are expressed as mean ± SEM otherwise stated. For all figures: *P < 0.05; **P < 0.005.
Results
In Vivo Whole-Cell Recording of CSD Whole-cell recordings of CSD were made in current clamp mode from 23 pyramidal neurons in Layer 2/3 of mouse somatosensory cortex. Cells had either a regular spiking (RS) or IB phenotype, consistent with prior in vivo whole-cell recordings from this region (RS cells, n = 16 cells, 16 mice; IB cells, n = 7 cells, 7 mice; see Supplementary Fig. 1 for additional characterization). Typical membrane voltage recordings are shown in Figure 1 . Mean RMP for neurons undergoing CSD was −59.55 ± 1.76 mV; mean membrane input resistance was 140.2 ± 4.9 MΩ. After induction of CSD, changes in membrane potential typically began with a relatively small and slow depolarization ("depolarization ramp"; median amplitude: 9.75 mV; median duration: 28.13 s; n = 15 cells, 15 mice; see Fig. 1 and Table 1 ) before the onset of a burst of APs, concurrent with a steep decrease in the membrane potential that heralded the classically defined onset of CSD (Somjen 2001) . Membrane potential reached +10 mV (median; range: −7 to +25 mV) at maximum depolarization. The depolarization phase lasted 237.5 s (median; range: 137.6-345.6) followed by recovery of the membrane potential to within 0.5 mV (median; range: −6.7 to +7.4 mV) of pre-CSD baseline values. (Fig. 1 and Table 1 ). As a control, injection of NaCl under identical conditions to KCl did not elicit any changes in the membrane potential (n = 5 cells, 5 mice).
Intrinsic Membrane Properties After CSD In Vivo
We hypothesized that changes in intrinsic neuronal excitability could account for the reduction in activity after CSD. In vitro preparations support the idea of intrinsic changes; however they show mixed effects: decreased membrane input resistance consistent with reduced excitability, but increased AP firing rate to depolarization steps (Ghadiri et al. 2012) . We examined intrinsic neuronal excitability after CSD in vivo. Compared with pre-CSD baseline, there was no difference in RMP at 5 min after the end of the depolarization ( pre, −56.57 ± 2.87 mV vs. 5 min post-CSD, −55.54 ± 2.56 mV; n = 8 cells, 8 mice; P > 0.05, paired t-test; Fig. 2A ). Interestingly however, at 30 min post-CSD, membrane potential was slightly but significantly depolarized relative to baseline ( pre, −59.20 ± 3.35 mV vs. 30 min post-CSD, −48.14 ± 0.97 mV; n = 6 cells, 6 mice; P = 0.02, paired t-test). In order to show that the depolarized membrane potential at 30 min post-CSD was not due to the rundown of whole-cell recordings, we analyzed RMP from cells that we recorded without inducing CSD and found no difference in membrane potential in this group ( pre, −60.88 ± 2.19 mV vs. 30 min, −56.11 ± 2.22 mV; paired t-test, P > 0.05; n = 5 cells, 5 mice). Finally, in a separate set of experiments, we recorded >60 min after CSD (n = 5 cells, 5 mice), from pyramidal cells patched after passage of the wave (holding a cell through and after CSD for that long was not possible in vivo). We found no difference in RMP ( pre, −57.45 ± 5.27 mV vs. post-CSD, −57.13 ± 4.28 mV). We concluded that a transient, non-artifactual depolarization of membrane potential occurred tens of minutes after CSD, and subsequently recovered. We found no change in neuronal membrane input resistance at either 5 min, 30 min, or >1 h after CSD ( pre, 126.4 ± 6.94 MΩ vs. 5 min post-CSD, 135.0 ± 5.94 MΩ; n = 8 cells, 8 mice; pre, 132.3 ± 7.92 MΩ vs. 30 min post-CSD, 117.3 ± 4.29 MΩ; n = 6 cells, 6 mice; paired t-test, P > 0.05; pre, 130.1 ± 15.11 vs. > 60 min post-CSD, 129.8 ± 11.71; n = 5 cells, 5 mice; unpaired t-test, P > 0.05). In control cells, recorded for 30 min without CSD induction we observed similar characteristics to the values recorded after CSD ( pre, 144.7 ± 3.72 MΩ vs. 30 min post, 130 .4 ± 5.67 MΩ; paired t-test, P > 0.05; n = 5 cells, 5 mice).
The frequency-current (F-I) curve, measuring the frequency of APs in response to intracellular current pulses, was also analyzed 5 and 30 min post-CSD. There was no change in F-I slope at either time point (P > 0.05; paired t-test). Rheobase (minimum current required to evoke an AP) was increased at 5 min after CSD, but not at 30 min or > 60 min after CSD ( pre-CSD, 162.5 ± 33.74 pA vs. 5 min post-CSD, 293.8 ± 19.9 pA; P = 0.004; n = 8 cells, 8 mice; pre-CSD, 200 ± 54.77 pA vs. 30 min post-CSD, 241.7 ± 27.13 pA; P > 0.05, n = 6 cells, 6 mice; paired t-test; >60 min after CSD: pre, 212.5 ± 85.09 pA vs. post, 162.5 ± 55.43 pA; P > 0.05, n = 5 cells, 5 mice; unpaired t-test; Fig. 2B ). Pearson correlations were computed to determine relationships between rheobase and membrane properties after CSD. There was no significant correlation (vs. RMP: Pearson r = 0.04, P = 0.83; vs. membrane input resistance: Pearson r = 0.23, P = 0.59), indicating that changes in rheobase at 5 min post-CSD did not vary with changes in RMP and membrane input resistance.
Taken together, these data reveal relatively mild changes in intrinsic properties after CSD in vivo, suggesting that synaptic properties might play a greater role in the post-CSD phenotype.
Spontaneous Synaptic Activity After CSD In Vivo
Decreased Amplitude and Frequency of Spontaneous Postsynaptic Potentials Spontaneous postsynaptic potentials (sPSPs), "upstate events" (spontaneous membrane depolarizations >200 ms long; Timofeev et al. 2000; McCormick et al. 2003) and APs were routinely observed at baseline prior to CSD (Figs 1 and 3A) . Though they were also observed after CSD, their characteristics were substantially different.
There was a significant reduction in sPSP frequency both 5 and 30 min after the end of the depolarization (5 min: P = 3.78 × 10 −8 ; 30 min: P = 4.59 × 10 −10 ; 2-sample KS test; n = 6 cells, 6 mice; Fig. 3C ). There was also a significant reduction in sPSP amplitude at 5 and 30 min post-CSD (5 min: P = 2.01 × 10 −12 ; 30 min: P = 2.77 × 10 −8
; 2-sample KS test; Fig. 3D ). Finally, sPSP duration was significantly reduced 5 min post-CSD, returning toward normal values 30 min after CSD (5 min: P = 1.38 × 10 −8 ; 30 min: P = 0.05; KS test; data not shown).
In a separate group of recordings, we recorded from 5 to >60 min after CSD, from cells patched after passage of the event. Here also, there was a significant decrease in sPSP frequency and amplitude in Layer 2/3 neurons when recorded in the 5-30 min period after CSD (frequency: P = 3.10 × 10 −11
, amplitude: P = 1.98 × 10 −24
, 2-sample KS test; n = 5 cells, 5 mice; see Supplementary Fig. 3A,B) , showing that CSD affects the synaptic network irrespective of the recording conditions, and that rundown of intracellular recordings was unlikely to account for the phenotype. At >60 min after CSD, sPSP frequency and duration had returned to values indistinguishable from pre-CSD baseline (P > 0.05, KS test; n = 5 cells, 5 mice; data not shown). However, sPSP amplitude remained lower at >60 min post-CSD (P = 3.86 × 10 at least 30 min after the end of the depolarization, and a decrease in amplitude of sPSPs that persists for more than an hour. These findings are consistent with reduced AP firing or release probability of presynaptic neurons; a net inhibitory shift in postsynaptic excitation/inhibition balance; or both.
Decreased Frequency of Spontaneous APs AP frequency was significantly reduced for tens of minutes after CSD (Fig. 3F) . AP frequency during pre-CSD baseline was 0.21 ± 0.16 Hz (range: 0.01-1.13 Hz), consistent with previous intracellular in vivo recordings that show sparse AP firing rates in Layer 2/3 pyramidal neurons (Moore and Nelson 1998; Zhu and Connors 1999; Brecht et al. 2003; Petersen et al. 2003; Kitamura et al. 2008) . Five minutes after CSD, we observed no suprathreshold activity in any of the recordings. APs had returned by 30 min after the end of the depolarization (0.04 ± 0.02 Hz, range: 0-0.1 Hz) but remained reduced for more than an hour compared with pre-CSD (pre: 0.65 ± 0.33 Hz vs. >60 min post-CSD: 0.05 ± 0.04 Hz). Thus, CSD caused a massive suppression of suprathreshold activity, with complete silence for at least 5 min after the wave, and persistent reductions lasting at least an hour after passage.
To further examine AP firing after CSD, we performed loosecell-attached recordings from Layer 2/3 pyramidal neurons (n = 6 cells, 6 mice). Here again we found reduced firing rates after CSD ( pre: 1.92 ± 0.88 Hz vs. post: 0.46 ± 0.23 Hz; P = 0.03, Wilcoxon matched-pairs t-test; Fig. 3F lower panel) , suggesting that the reductions observed in whole-cell recordings were not artifactual to the preparation. Taken together, AP data from whole-cell and loose-cell-attached recordings of Layer 2/3 pyramidal cells after CSD suggest that the reduction in frequency of PSPs is due (at least in part) to the reduced activity of excitatory inputs. Conversely, the PSP reduction might account for reduced AP generation.
Decreased Amplitude and Frequency of Upstate Events
At baseline, pyramidal neurons from superficial layers under anesthesia displayed a biphasic membrane potential phenotype, with quiet periods near the RMP (downstates), and periods of depolarization by approximately 20 mV (upstates; Steriade 1997 Steriade , 2006 Timofeev et al. 2000; Lemieux et al. 2015) . Downstates showed low membrane potential variance (0.54 ± 0.18 mV 2 ) and upstates much larger variance (8.65 ± 2.31 mV 2 ), which is consistent with relative synaptic silence during the downstate, and increased synaptic input during the upstate (Steriade et al. 2001; Hughes and Crunelli 2013) .
Upstates were significantly different after CSD, showing reduced frequency (at 5 min: P = 0.004; at 30 min: P = 4.91 × 10 −9 ; KS test; n = 6 cells, 6 mice; see Supplementary Fig. 4A ,B) and amplitude (at 5 min: P = 1.78 × 10
; at 30 min: P = 6.18 × 10
; KS test; see Supplementary Fig. 4A ,C) both 5 and 30 min after passage of the wave. Upstate frequency at >60 min post-CSD had recovered to baseline levels (P > 0.05 compared with baseline; KS test; data not shown); however, amplitude had not (P = 1.34 × 10 −28 ; KS test; see Supplementary Fig. 4D ). Upstates are due to recurrent network activity (Petersen et al. 2003) ; suppression of these events suggested that CSD effects go beyond local synaptic connections.
Excitatory Synaptic Transmission Onto Pyramidal Cells After CSD In Vitro
Decreased Frequency, Mixed Effects on Amplitude of Spontaneous Excitatory Postsynaptic Currents Although net neuronal activity is critically determined by the excitatory/inhibitory synaptic inputs a neuron receives, the effects of CSD on excitatory and inhibitory neurotransmission are incompletely understood. Our in vivo recordings were consistent with a reduction in excitatory input, an increase in inhibitory input, or both, on Layer 2/3 pyramidal cells after CSD. We turned to brain slice recordings for the voltage-clamp experiments necessary to dissect excitatory and inhibitory currents. In voltage-clamp recordings held at −70 mV (cesium internal solution), following KCl administration, we observed a large inward current (duration: 190.4 ± 29.82 s, amplitude: −1.62 ± 0.64 nA; n = 7 cells, 7 mice) that reflected the depolarization wave (Czeh et al. 1993; Aiba and Shuttleworth 2014) . In recordings holding the cell at +10 mV (the voltage used for recording IPSC's), a large outward current was observed (119.8 ± 35.85 s and 0.94 ± 0.3 nA; n = 7 cells, 7 mice). Membrane potential changes obtained in current clamp mode ( potassium gluconate internal solution) from in vitro recordings were consistent with in vivo recordings during CSD (without TTX); membrane potential changes from RMP to the peak potential were similar in magnitude (in vivo: 57.78 ± 2.82 vs. in vitro: 50.59 ± 6.41 mV). Following depolarization, neurons returned to membrane potential of median −0.9 mV (range: −8.5 to 7.3 mV; Table 1 ). Figure 4A shows sEPSCs (confirmed by elimination with AMPA receptor blockade), recorded from a pyramidal cell held at −70 mV. Frequency of sEPSCs was reduced both 5 and 30 min after the end of the depolarization (5 min: P = 1.62 × 10 2-sample KS test; pre: 719 ± 246.8 ms vs. 5 min post: 434.9 ± 115 ms vs. 30 min post: 820.3 ± 237.7 ms; 5 min post-CSD: n = 5 cells, 5 mice and 30 min post-CSD: n = 7 cells, 7 mice; Fig. 4B ). This reduction in sEPSC frequency was also observed in recordings performed using potassium gluconate internal solution ( pre vs. 30 min post-CSD: P = 3.53 × 10
; 2-sample KS test; n = 6 cells, 6 mice; see Supplementary Fig. 5A ). sEPSC amplitudes were also reduced 5 min after CSD (P = 3.02 × 10 −4 ; 2-sample KS test; pre vs. post-CSD: −21.91 ± 2.48 pA vs. −25.92 ± 5.15 pA; Fig. 4C ). However, at 30 min amplitudes were increased (pre: −21.91 ± 2.48 pA vs. post: −24.14 ± 3.26 pA; P = 1.72 × 10 −4
, 2-sample KS test; Fig. 4C ). Similar results were obtained with potassium gluconate internal solution ( pre vs. 30 min post-CSD: P = 1.42 × 10 −85 ; 2-sample KS test;
see Supplementary Fig. 5B ). Reduction in both frequency and amplitude of sEPSCs at 5 min suggests decreases in presynaptic transmitter release probability, decreased postsynaptic receptormediated excitation, or both. The decrease in frequency and increase in amplitude at 30 min are still consistent with reduced presynaptic release, but suggest increased postsynaptic excitation.
Decreased Frequency, Mixed Effects on Amplitude of Miniature Excitatory Postsynaptic Currents
To assess the relative contribution of miniature events to the decreased sEPSC frequency observed after CSD, we recorded in the presence of 1 µM TTX. TTX treatment also gave the opportunity to examine the effect of sodium channel blockade on the CSD phenotype. We found that TTX significantly altered CSD characteristics (n = 7 cells, 7 mice; Fig. 5A Table 1 ).
When we compared mEPSCs obtained after CSD induced under TTX, we found no significant differences in their amplitude or frequency either 5 or 30 min post-CSD (P > 0.05, 2-sample KS test; n = 4 cells, 4 mice; data not shown). We concluded that an event induced by KCl in the presence of TTX is phenotypically different than the wave without TTX, and that the lack of changes in mEPSCs might be a result of the much smaller depolarizations we observed. The significant effect of TTX on CSD characteristics prompted a modification of experimental protocol. Rather than recording events in the same cell during a potentially unrepresentative CSD event, we compared miniature events from 2 populations of cells, with TTX added either after CSD or after control recordings without CSD. Under these conditions, with "intact" CSD waves, we observed significant changes in miniature events 30 min after the end of the depolarization (Fig. 5B) . (Because it took >5 min to wash on TTX, 5 min post-CSD recordings were not possible for these experiments.) There was a significant decrease in the frequency (intervals: control: 607.7 ± 176.9 ms vs. post-CSD: 1274 ± 562.9 ms; P = 1.7 × 10 −4
, 2-sample KS test; control: n = 4 cells, 4 mice and CSD: n = 6 cells, 6 mice; Fig. 5C ) and increase in the amplitude (control: −12.37 ± 2.37 pA vs. post-CSD: −15.15 ± 2.15 pA; P = 1.31 × 10 −31
; KS test; Fig. 5D ) of mEPSCs recorded from Layer 2/3 pyramidal neurons at 30 min post-CSD.
Taken together, the in vitro data on EPSCs suggest that a decrease in excitatory presynaptic activity contributes to the decrease in frequency of sPSPs and APs we observed in vivo. However, the increased amplitude of s-and mEPSCs would be expected to generate an increase in sPSP amplitudes, rather than the decrease we observed in vivo. We hypothesized that the increase in EPSCs would have to be met by a larger increase in IPSCs to generate this phenotype.
Inhibitory Synaptic Transmission Onto Pyramidal Cells After CSD In Vitro
Decreased Frequency, Increased Amplitude of Spontaneous Inhibitory Postsynaptic Currents The reduction in spontaneous synaptic activity we observed after CSD could be due to reduced excitatory input, increased inhibitory input, or both. EPSC recordings were consistent with reduced presynaptic excitatory input, but a larger excitatory postsynaptic response. To examine the effect of inhibitory inputs, we measured changes in sIPSCs and mIPSCs (confirmed at the end of each experiment with GABA blockade).
Similar to sEPSCs, the frequency of sIPSCs was reduced at 5 and 30 min post-CSD (intervals: pre: 403.2 ± 126 ms vs. ; KS test; Fig. 6C ).
Decreased Frequency, Increased Amplitude of Miniature Inhibitory Postsynaptic Currents Next, we examined the effects of CSD on AP-independent inhibitory synaptic transmission (control: n = 5 cells, 5 mice and CSD: n = 6 cells, 6 mice). Similar to mEPSCs, mIPSC frequency was ; KS test, Fig. 7C) .
We interpreted the decrease in s-and mIPSC frequency as evidence of decreased presynaptic interneuronal AP firing or reduction in transmitter release probability at inhibitory synapses -this could be expected to mitigate the effects of s/mEPSC reductions, though presumably not enough to change the depression of sPSPs observed in vivo. The consistent increase in amplitude of s/mIPSCs at both 5 and 30 min could be expected to oppose the increased s/mEPSC amplitude and contribute to the overall decrement in sPSP amplitude after CSD. However, which effect is dominant ultimately depends on the relative strength of excitation and inhibition. We approached this question in 2 ways:
Increased Decay Constant of Miniature Postsynaptic Currents mE/IPSC kinetics can be used to assess changes excitatory and inhibitory synaptic strength at both pre-and postsynaptic levels (Otis et al. 1994; Jones and Westbrook 1997; Turrigiano et al. 1998; Postlethwaite et al. 2007 ). We calculated rise and decay time constants for mE-and IPSCs before and after CSD. We saw no change in rise and decay time constants for mEPSCs after CSD (rise time constant, control: 0.35 ± 0.08 ms vs. CSD: 0.52 ± 0.16 ms; decay time constant, control: 3.35 ± 0.7 ms vs. CSD: 4.0 ± 0.78 ms; both P > 0.05, unpaired t-test). In contrast to mEPSCs, while there was no difference in mIPSC rise time constants after CSD (control: 0.29 ± 0.05 ms vs. CSD: 0.82 ± 0.23 ms; P > 0.05, unpaired t-test), there was a significant increase in decay time constants (7.55 ± 0.61 and 11.18 ± 0.47 ms in control and CSD neurons, respectively; P = 0.001, unpaired t-test). This is evidence of an increased postsynaptic inhibitory response, not seen for excitation, which could help explain the large decrement in sPSP amplitude after CSD in vivo.
Inhibitory Shift in Synaptic Current Balance
Next, we examined the balance of excitation and inhibition by comparing the ratio of both amplitude and charge for s-and mE/IPSCs. sEPSC/sIPSC amplitude ratio was significantly reduced post-CSD (P = 2.59 × 10 −24 ; 2-sample KS test; n = 5 cells, 5 mice; Fig. 8A ). mEPSC/mIPSC amplitude ratio was similarly reduced (2.51 × 10 −12 ; KS test; n = 4-6 cells, 4-6 mice; Fig. 8B ). However, it is possible that our amplitude-based analysis, which is based on individual thresholded events, missed counting smaller events that might contribute substantially to excitation/inhibition balance. We used charge analysis, which computes area under the current trace, to control for this possibility. Here again both sEPSC/sIPSC (P = 0.004; KS test, n = 5 cells, 5 mice; Fig. 8C ) and mEPSC/mIPSC ratios (P = 1.08 × 10 −17 ; 2-sample KS test, n = 4-6 cells, 4-6 mice; Fig. 8D ) were significantly reduced after CSD. We concluded that there was a significant increase in relative inhibitory synaptic strength after CSD, likely explaining the persistent reduction of sPSP amplitude observed in vivo.
Discussion
Silencing of Neuronal Activity After CSD
A signature feature of CSD-discovered before the depolarization itself-is the profound silencing of spontaneous neuronal activity after passage of the wave (in vivo: Leao 1944; Grafstein 1956; Marshall 1959; Sugaya et al. 1975; in vitro: Jing et al. 1991; Takano et al. 2007; Aiba and Shuttleworth 2012) . This feature is of clear importance to all disorders affected by CSD and indeed all SD in general (Dreier 2011; Theriot et al. 2012 ), yet its mechanisms are only beginning to be understood. Our principal finding is that CSD induces distinct but complementary pre-and postsynaptic changes that combine to explain this long-lasting suppression (Fig. 8E) .
Intrinsic Membrane Properties Are Unlikely to Explain Post-CSD Silencing
A possible explanation for the pronounced decrement in spontaneous neuronal activity after CSD is a change in intrinsic membrane properties. We did observe significant changes in these properties, though overall they were less dramatic than synaptic changes (Fig. 2) .
Resting Membrane Potential Depolarization RMP was mildly but significantly depolarized 30 min post-CSD. A depolarized membrane potential could explain the reduced amplitude of sPSPs that also occurred 30 min after CSD, due to a reduced driving force for excitation and increased driving force for inhibition. However, we observed a similar but larger reduction in sPSP amplitude 5 min post-CSD, with no concomitant change in RMP. We tested for a correlation between PSP amplitude and membrane potential found none ( post-CSD 5 min, Pearson r = 0.58, P = 0.31; post-CSD 30 min, Pearson r = −0.22, P = 0.73). We thus consider it unlikely that RMP changes played a major role in the suppression of spontaneous neuronal activity. However, the RMP changes may provide an explanation for a second extracellular negative direct current shift that occurs tens of minutes after CSD (Chang et al. 2010) ; compare Figure 1 with Figure 4a of Chang et al.) . We had speculated that these changes could be due a variety of factors including tissue impedance and astrocytic or vascular depolarization, in addition to neuronal membrane depolarization. Though our findings do not rule out these other causes, they confirm neuronal depolarization as part of the mechanism of the second direct current shift.
The ultimate causes of depolarized membrane potential, sometime after passage of the CSD wave, are unclear. Depolarized RMP could indicate deficiency in energy metabolism, as membrane potential is ultimately ATP dependent (Calabresi et al. 1995; Balestrino et al. 1999) , and long-lasting changes in neurovascular coupling and metabolism occur after CSD (Piilgaard and Lauritzen 2009; Chang et al. 2010) . Another possible explanation for depolarized RMP after CSD is downregulation of potassium leak conductance (Hille 2001 ). Because we saw no changes in RMP following control saline ejection, and access resistance was maintained in all of our 30 min recordings, we do not suspect the RMP changes are artifactual to our whole-cell recording conditions.
Increase in Rheobase
Changes in spontaneous neuronal activity after CSD could also be caused by decreases in membrane input resistance. We observed a change in rheobase 5 min after CSD that might be reflective of a decreased membrane input resistance. We did not detect any significant changes in membrane input resistance; indeed there was a trend for increase at 5 min post-CSD ( pre, 126.4 ± 6.94 vs. 5 min post-CSD, 135.0 ± 5.94 MΩ). However our recordings of membrane input resistance may reflect changes at the soma and not at the level of dendrites where most excitatory synapses are located (Bernander et al. 1994) . A shunting mechanism underlying CSDinduced depression of sPSPs thus cannot be ruled out at 5 min; however it is less likely to explain the changes we observed at 30 min and >60 min after the event.
Significant changes in intrinsic membrane properties would be expected to change the probability of AP generation, and thus the slope of the frequency-current (F-I) curve. However, we saw no significant changes in F-I characteristics at any of the post-CSD time points. This is consistent with observations that APs are energetically less expensive than synaptic potentials Presynaptic decrease in AP firing and release probability combine with a postsynaptic inhibitory shift in excitation/inhibition ratio to generate the sustained depression in neuronal activity observed after CSD. (Alle et al. 2009; Belanger et al. 2011) , and thus might be expected to recover faster after CSD. Interestingly, our in vivo F-I curve results diverge from in vitro studies, where increases in evoked firing (as well as reduced membrane input resistance) were observed (Ghadiri et al. 2012) . Taken together, our data reveal relatively mild changes in neuronal intrinsic properties after CSD that do not appear to explain the long-term synaptic silencing we observed.
Changes in Synaptic Properties Account for Post-CSD Silencing
CSD Decreases Presynaptic Release Probability
The major changes we observed in vivo after CSD were decreases in the frequency and amplitude of synaptic activity, and a (likely concomitant) decrease in AP firing. Though these changes could have explanations based on altered intrinsic membrane properties, our data suggest that this is unlikely. We thus examined excitatory and inhibitory synaptic properties in greater depth at the in vitro level. In contrast to intrinsic properties, we found that changes in excitatory and inhibitory synaptic transmission explained the post-CSD phenotype well. Frequency of synaptic events is primarily controlled by presynaptic factors such as the number of synaptic terminals, the activity of presynaptic neurons, or the probability of vesicle release from the terminal (Kerchner and Nicoll 2008) . Though CSD causes transient dendritic beading during passage of the wave (Takano et al. 2007) , there is no evidence that CSD causes changes in presynaptic terminal number, so we focused on the latter 2 factors.
Both whole-cell and loose-cell-attached recordings in vivo showed a significant decrease in AP firing after CSD (see Fig. 3F ). This clearly shows a decrease in net neuronal excitability, which we ultimately attribute to an inhibitory shift in excitation/ inhibition balance (see below). Though we only recorded after CSD from pyramidal cells, our in vitro data show that both sEPSC and sIPSC frequency are reduced after CSD. Thus, CSD likely affects the sub-and supra-threshold activity of both excitatory and inhibitory neurons.
Our data also show that CSD affects presynaptic release probability. Both spontaneous and miniature E-and IPSC frequency was significantly reduced 30 min after wave passage. sE/IPSC events can be due to both AP-dependent and -independent processes, but mE/IPSCs are AP independent, and thus provide evidence for an effect on presynaptic release machinery rather than just global cellular excitability. A potential candidate for presynaptic activity suppression is adenosine, which acts at presynaptic A1 receptors to inhibit glutamate release at excitatory terminals (Yoon and Rothman 1991; Prince and Stevens 1992; Dunwiddie and Masino 2001) , by inhibiting calcium influx through voltage-gated channels (Yawo and Chuhma 1993; Wu and Saggau 1994) , or by interfering with phosphorylation of presynaptic proteins (Scanziani et al. 1992; Thompson et al. 1993) . Indeed adenosine is released during and after CSD (Kaku et al. 1994; Shuttleworth 2012, 2014) , and is responsible for evoked PSP suppression during and a few minutes after the passage of the wave (Lindquist and Shuttleworth 2012) . However, the duration of adenosine increase after CSD is on the order of 5-10 min unless metabolism is impaired (Lindquist and Shuttleworth 2014) ; thus, purinergic activity is less likely to explain our findings at 30 min or >60 min after wave passage. Additionally, there is evidence that adenosine does not affect inhibitory neurotransmitter release (Yoon and Rothman 1991; Prince and Stevens 1992) . Activity at GABA B (Laviv et al. 2010 ) and cannabinoid receptors (McAllister and Glass 2002; Chevaleyre et al. 2006 ) could cause decreases in release probability, but one might expect similar release kinetics to adenosine-that is, associated primarily with the wave itself, not the tonic release necessary to exert effects 30 min after wave passage. Depletion of transmitter pools is a possible mechanism for decreased excitatory and inhibitory release probability, but repletion of these pools is very rapid compared with the time scale of post-CSD suppression (even reserve pools replete within a few minutes; Rizzoli and Betz 2005) so it is unlikely to account for the long-lasting effects we observe. Finally, it is possible that persistent disruptions in ionic homeostasis, membrane polarization, and metabolic activity could contribute to reduced transmitter release probability. There is ample evidence of metabolic compromise after CSD, mainly associated with altered neurovascular coupling (Scheckenbach et al. 2006; Piilgaard and Lauritzen 2009; Chang et al. 2010) . However, these changes are associated with tissue (Chang et al. 2010 ) and cellular (Figs 1 and 2 ) depolarization, which one might expect to increase release probability.
At the 30 min time scale after CSD, it is quite possible that Hebbian plasticity mechanisms are operant [homeostatic plasticity changes are thought to occur on longer timescales, in response to longer-duration stimuli (Turrigiano 2012) ]. It is possible that the reduced release probability we observe represents presynaptic long-term depression (LTD) induced by CSD. We have observed changes consistent with LTD in evoked sensory activity after CSD (Theriot et al. 2012) . Moreover, presynaptic LTD is known to be induced by presynaptic NMDA receptor activation (Atwood et al. 2014) , which occurs during CSD (Zhou et al. 2013) . Interestingly, though purinergic and cannabinoid effects are typically thought of as reversible, there is some evidence that A1 and CB1 receptor-mediated activity can also cause LTD (Heifets and Castillo 2009; Atwood et al. 2014) . Adenosine (Lindquist and Shuttleworth 2012) and possibly cannabinoids ) released during CSD thus might not have to be tonically active to exert the long-term effects we observe (Castillo 2012) . Finally, given the significant astrocytic depolarization that accompanies CSD (Sugaya et al. 1975 ) and the role of astrocytes in both excitatory and inhibitory plasticity (De et al. 2015; Haydon and Nedergaard 2015) , the potential role of gliotransmission also needs to be considered. Whatever the underlying stimulus, our data clearly show that CSD reduces presynaptic release probability, through a combination of reduced AP firing and effects on presynaptic release machinery. We speculate that the latter is due to presynaptic LTD; the former is likely due to increased inhibitory tone (see below).
CSD Causes Inhibitory Shift in Excitation/Inhibition Ratio
After CSD in vivo, we observed a significant decrease in the amplitude of spontaneous PSPs that lasted beyond the maximum duration of our experiments (>90 min). In vitro experiments showed an increase in the amplitude of both spontaneous and miniature E-and IPSCs, but the IPSC changes were temporally more consistent, and were of greater amplitude, leading to a shift in the excitation/inhibition ratio toward inhibition (see Fig. 8 ). We believe this increase in inhibitory tone, rather than a change in intrinsic properties, is responsible for the large decrement in AP firing after CSD. Reduced AP firing, like PSP amplitude changes, lasted at least an hour after the event. We believe the increased inhibitory tone also explains the >1 h decrement in the amplitude of upstates, as these events are ultimately determined by the balance of network-based excitation and inhibition impinging on a cell (Wilson 2008) . The change in upstate phenotypes is relevant, because it is evidence that CSD exerts effect on network characteristics, in addition to cellular excitability.
The amplitude of PSCs is determined largely by postsynaptic mechanisms, most prominently the number and conductance of postsynaptic receptors (Jonas et al. 1993; Perkel and Nicoll 1993) . However, presynaptic mechanisms can also contribute, via increases in vesicle size or release synchrony, if postsynaptic receptors are not saturated (Frerking et al. 1995; Forti et al. 1997; Liu et al. 1999) . A reduced number of larger presynaptic release events could provide a single unifying explanation for the decreased frequency and increased amplitude we observed in both spontaneous and miniature E-and IPSCs after CSD.
To determine whether pre-or postsynaptic mechanisms were involved in post-CSD synaptic amplitude changes, we examined the amplitude distribution and kinetics of mPSCs. In both control and post-CSD groups, for both mE-and mIPSCS, amplitude histograms were unimodal, with no significant difference in shape. In the event of increased vesicle synchrony, a multipeaked histogram would have been expected (Bekkers et al. 1990; Edwards et al. 1990; Ulrich and Luscher 1993) . Synchronous multivesicular release also produces a prolonged rise time constant because of temporal jitter in the time between vesicle releases (Otis et al. 1994; Raghavachari and Lisman 2004; Lisman et al. 2007 ). We observed no significant differences in rise time between control and post-CSD mE-or mIPSCs. Thus, it appears unlikely that synchronous multiquantal release is responsible for increased amplitude of mPSCs after CSD. Changes in quantal/vesicular size are very unlikely in our preparations: they are typically associated with increases rather than decreases in PSC frequency (Gao et al. 1998; El-Husseini et al. 2000) , and to our knowledge they have not been demonstrated on the time scale we observed. Thus, postsynaptic rather than presynaptic mechanisms likely account for the changes in post-CSD synaptic amplitude.
Both receptor insertion and increased channel conductance could contribute to a postsynaptic increase in current amplitude. Unfortunately, the nature of our data did not allow for the nonstationary noise analysis that could dissect these contributions (Otis et al. 1994) . In epilepsy models, which arguably have conditions most resembling CSD, (GABA) receptor insertion rather than increased channel conductance is observed (Nusser et al. 1998) , though this certainly does not rule out conductance changes in CSD. The insertion and removal of AMPA receptors in either Hebbian or homeostatic plasticity paradigms is well known (Malenka and Bear 2004; Shepherd and Huganir 2007; Turrigiano 2012) . Here again, we favor Hebbian plasticity mechanisms over homeostatic plasticity, due to the time course over which we observed the changes. Consistent with this, BDNF, which is known to be released after CSD (Kawahara et al. 1997) promotes postsynaptic potentiation within minutes after highfrequency (Jia et al. 2010) or weak (Kovalchuk et al. 2002) synaptic stimulation. What is interesting is that in the case of CSD, excitatory and inhibitory synaptic activity moves in the same direction (i.e., increased amplitude in both, albeit a significantly larger change in inhibition). Opposite activity for excitation versus inhibition is more typically observed in plasticity paradigms (O'Brien et al. 1998; Turrigiano et al. 1998; Malenka and Bear 2004; Shepherd and Huganir 2007) . We suspect that the diffuse depolarization of CSD resulted in potentiation of both excitatory and inhibitory synapses.
A remaining question is how synaptic inhibition was favored over excitation. Interneurons differ in structure, intrinsic excitability, and plasticity mechanisms from pyramidal cells. It is not difficult to envision differential effects of CSD on the 2 cell types. It is also possible that the location of inhibitory synapses contributed to a greater net inhibition-though there is great diversity, inhibitory synapses tend to be located where they can exert a stronger influence on excitability than excitatory synapses (Markram et al. 2004) . Diffuse potentiation of all excitatory and inhibitory synapses on a cell could thus lead to a net inhibitory shift in tone. Though the inhibitory shift appears to "make sense" from a homeostatic perspective, its specific mechanisms await future work.
Cellular Electrophysiology of CSD in In Vivo
The principal purpose of our experiments was to examine the intrinsic and synaptic effects of CSD; however, our recordings also allow us to examine the wave itself and compare our observations with others made with complementary techniques. In 2 pioneering papers, Higashida et al. (1974) and Sugaya et al. (1975) used sharp electrodes to record from both neurons and astrocytes during CSD in anesthetized cats. Sharp and whole-cell recordings each have advantages and disadvantages. Sharp recordings minimally perturb the intracellular ionic environment; however, they introduce a large membrane leak current that can reduce the cell's membrane input resistance (Spruston and Johnston 1992; Li et al. 2004 ). Whole-cell recordings induce minimal leak current and have greater signal-to-noise for synaptic events, but dialyze the intracellular compartment (Karmazinova and Lacinova 2010) . It is thus instructive to consider sharp and whole-cell recordings together. In addition, given the rarity of in vivo single cell recordings, it is important to compare both in vivo techniques with in vitro work.
Comparing our work with Higashida et al. (1974) and Sugaya et al. (1975) , we found larger changes in membrane potential: 33-72 mV baseline to peak potential versus 20-41 mV in their sharp recordings (Higashida et al. 1974 ). Our observations are closer in depolarization amplitude to recordings from brain slices, where control over membrane variables is presumably tighter than in vivo (Snow et al. 1983; Czeh et al. 1993; Muller and Somjen 2000; Gniel and Martin 2010 ; also see Table 1 ). Interestingly, sharp recordings from brain slices also show a relatively large amplitude (∼40 mV) depolarization (Mody et al. 1987; Ghadiri et al. 2012) . The smaller depolarization values obtained with in vivo sharp recordings may be due to the membrane leakage associated with this type of recording, which might be expected to be larger in vivo (Sugaya et al. 1975 ) than in vitro (Snow et al. 1983; Mody et al. 1987; Ghadiri et al. 2012) . On the other hand, the larger depolarization values obtained in whole-cell recordings could be due to internal solution composition (e.g., by generating a larger driving force for depolarization). It is also noteworthy that only 3 studies of CSD- Higashida et al. (1974) , Snow et al. (1983) , and Ghadiri et al. (2012) -measured true transmembrane voltage by placing the ground electrode adjacent to the recorded cell and thus accounted for the large changes in extracellular ionic concentration that accompany the wave (Somjen 2001). Snow et al. (1983) and Ghadiri et al. (2012) observed a large (>40 mV) depolarization.
We also observed a high incidence of positive membrane potential at peak depolarization ( Fig. 1 and Table 1 ), which is relatively infrequently reported in prior in vivo and in vitro work (Higashida et al. 1974; Sugaya et al. 1975; Snow et al. 1983; Gniel and Martin 2010; Ghadiri et al. 2012) . This again could be due to the composition of our internal solution, though it did not vary significantly from other whole-cell recordings (e.g., Gniel and Martin 2010 ; the other compared studies are all sharp recordings). Another possible confounding factor could be incompletely corrected junction potential, though we had no difficulty correcting for junction potential in vivo or in vitro, and we verified in 3 separate in vivo recordings that the correction (Pipette Offset) was maintained after breaking out of whole-cell recording (data not shown).
It is possible that positive deflections during CSD are simply under-recognized. The 3 studies that account for transmembrane voltage, in vivo (Higashida et al. 1974 ) and in vitro (Snow et al. 1983; Ghadiri et al. 2012 ) all show positive membrane potential deflections. In vivo, 4/5 recorded neurons showed positive deflections; the incidence was lower in the slice studies-1/11 neurons in Snow et al. (1983) and reported "sometimes' in Ghadiri et al. (2012) . Interestingly, we see a similar difference between our in vivo recordings (+10 mV positive deflections; 13/15 cells with positive deflections) and our in vitro recordings (maximum +1.8 mV; 2/8 positive deflections). It should be noted that an excursion to positive values during CSD is not problematic from a biophysical point of view-APs routinely enter the positive range, and modeling studies of CSD also generate positive values (Wei et al. 2014) . Ultimately the endpoint of CSD depends on the driving forces and conductances for transmembrane charge flow-there is no constraint that prevents these flows generating positive membrane potentials.
Duration of depolarization, at approximately 3.5 min in Layer 2/3 (see Fig. 1 ), was longer than that observed by min at 1000 μm depth (Higashida et al. 1974) and at the cortical surface (Sugaya et al. 1975) ] and also longer than that observed in most (∼1.5 min in hippocampus: Snow et al. 1983; Mody et al. 1987 ), but not all (∼3-6 min in layer 5 somatosensory cortex: Gniel and Martin 2010; Ghadiri et al. 2012) brain slice recordings. It is possible that anesthetic variables (isoflurane/urethane vs. pentobarbital) and species (mouse vs. cat) account for some of the in vivo differences. It is also possible that differences between our recordings and others are due to the cell and cortical layer recorded. CSD durations from most (Snow et al. 1983; Mody et al. 1987) but not all (Gniel and Martin 2010; Ghadiri et al. 2012 ) slice CSD recordings are from hippocampus. Both amplitude and duration of CSD vary by hippocampal and cortical layer (Herreras and Somjen 1993; Gniel and Martin 2010) . At least for Layer 2/3 of sensory cortex, the CSD characteristics of 2 populations of pyramidal cells were fairly consistent: in our recordings from RS and IB cells, we did not observe any significant differences between depolarization duration, number of APs firing, and peak amplitude changes during depolarization (see Supplementary Materials).
Conclusion
In conclusion, we show that a long-lasting reduction in synaptic activity underlies the suppression of spontaneous neuronal activity after CSD, and we elucidate the mechanisms of this reduction. A decrease in PSP frequency is mediated by a reduction in presynaptic release probability and decreased presynaptic AP firing. A decrease in PSP amplitude and AP firing is caused by an inhibitory shift in postsynaptic excitation/inhibition ratio. These pre-and postsynaptic mechanisms of post-CSD suppression may explain the effects CSD exerts on circuits of disease, and they offer specific targets for intervention.
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