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Abstract
In this article, basing on NQD samples, we investigate the fixed design nonpara-
metric regression model, i.e. Ynk = g(xnk) + εnk for 1 ≤ k ≤ n, where εnk are pairwise
NQD random errors, xnk are fixed design points, and g(·) is an unknown function.
Nonparametric weighted estimator gn(·) of g(·) will be introduced and its consistency
is studied. As special case, the consistency result for weighted kernel estimators of
the model is established. This extends the earlier work on independent random and
dependent random errors to NQD case.
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1
1 Introduction
In regression analysis, it is common practice to investigate the functional relationship be-
tween the responses and design points. Nonparametric regression model provides a useful
explanatory and diagnostic tool for this purpose. One may see Muller [1] and Hardle [2] for
many examples about this and good introductions to the general subject area.
To begin with, consider the fixed design nonparametric regression model in the paper
Ynk = g(xnk) + εnk, 1 ≤ k ≤ n.
Here xnk, 1 ≤ k ≤ n , are known fixed design points, and εnk are random errors , g(·) is an
unknown regression function. As an estimate of g(·), we consider the following general linear
smoother.
gn(x) =
n∑
k=1
ωnk(x)Ynk,
where the weight functions ωnk(x) depend on x, xn1, · · · , xnn.
It is well known that Georgiev [3] first proposed the estimator above, and the estimator
subsequently have been studied by many authors. A brief review of the theoretic development
in recent years is worth mentioning. Results on εnk being assumed to be independent,
consistency and asymptotic normality have been investigated by Georgiev [4] and Mu¨ller
[5] among others. Results for the case when εnk are dependent have also been studied by
various authors in recent years. Roussas et al. [6] established asymptotic normality of gn(x)
assuming that the errors are from a strictly stationary stochastic process under the strong
mixing condition. Tran et al. [7] discussed again asymptotic normality of gn(x) assuming
that the errors form a weakly stationary linear process with a martingale difference sequence.
Hu et al. [8] gave the mean consistency, complete consistency, and asymptotic normality
of regression models based on linear process errors. Under negatively associated sequences,
Liang and Jing [9] presented some asymptotic properties for estimates of nonparametric
regression models, Yang et al. [10] generalized part results of Liang and Jing [9] for negatively
associated sequences to the case of negatively orthant dependent sequences, and so on.
In this paper, we shall investigate the above nonparametric regression problem under
pairwise NQD errors, which means more general case for sampling.
Definition 1.1. [11] The pair (X, Y ) of random variables X and Y is said to be NQD
(negatively quadrant dependent), if
P (X ≤ x, Y ≤ y) ≤ P (X ≤ x)P (Y ≤ y), ∀x, y ∈ R. (1.1)
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A sequence of random variables {Xn, n ≥ 1} is pairwise NQD random variables(for short,
NQD), if (Xi, Yj) is NQD for every i 6= j, i, j = 1, 2, · · · .
It can be deduced from Definition 1.1 that
P (X > x, Y > y) ≤ P (X > x)P (Y > y), ∀x, y ∈ R. (1.2)
Moreover, it follows that (1.2) also implies (1.1), and hence, (1.1) and (1.2) are actually
equivalent.
The definition was introduced by Lehmann [11], which contains independent random vari-
able, NA(negatively associated) random variable and NOD(negatively orthant dependent)
random variable et al. as special cases. For the reason of the wide applications of NQD ran-
dom variables in reliability theory and applications, the notions of NQD random variables
have received many concern recently. Some properties about NQD random variables can be
found in Lehmann [4], and there are many other meaningful literature (e.g. Matula [12],
Huang et al. [13], Sung [14], Shi [15], Wang et al. [17], Li et al. [18]).
However, the pairwise NQD structure is more comprehensive than the NA (negative asso-
ciated) structure and the NOD (negatively orthant dependent) structure. Concerning to the
study for the theory of pairwise NQD random variables, due to lack of some key technique
tool, such as Bernstain type inequality and exponential inequality etc. still unestablished for
NQD sequences, investigating related result is restraint, especially the estimators of para-
metric and nonparametric components in regressions model under NQD error’s structure.
Hence, extending the asymptotic properties of independent and other dependent random
variables to the case of NQD variables is highly desirable and of considerably significance in
the theory and application.
In this article, basing on several related lemmas, we investigate the fixed design non-
parametric regression model with NQD errors. Nonparametric estimator gn(·) of g(·) will be
introduced and its usual consistency properties of gn(·) including mean convergence, uniform
mean convergence, convergence in probability, et al. are studied under suitable regularity
conditions.
The organization of this paper is as follows. In section 2, we shall present several lemmas
for proof of main results, and give the basic assumptions for the nonparametric estimator.
We give the further assumption and the main results in section 3. The proofs of the results
will be deferred to Section 4.
3
2 Some lemmas and Basic assumptions
2.1 Some lemmas
We shall begin with a few preliminary lemmas useful in the proofs of our main results.
Firstly, a fact about the NQD properties is cited from [11].
Lemma 2.1. [11] Let the pair (X, Y ) of random variables X and Y be NQD, then
(1) E(XY ) ≤ EX ·EY ;
(2) P (X > x, Y > y) ≤ P (X > x)P (Y > y), for any x, y ∈ R;
(3) If f, g are both non-decreasing (or non-increasing) functions, then f(X) and g(X)
are NQD.
Lemma 2.2. [16] Let {Xn, n ≥ 1} be a sequence of pairwise NQD random variables such
that EXn = 0, EX
2
n <∞ for all n ≥ 1, denote Tj(k)
∆
=
∑j+k
i=j+1Xi, j ≥ 0, k ≥ 1 , then
E(Tj(k))
2 ≤
j+k∑
i=j+1
EX2i , E max
1≤k≤n
(Tj(k))
2 ≤
4 log2 n
log2 2
j+k∑
i=j+1
EX2i .
In the rest below, we assume 0 = xn(0) ≤ xn(1) ≤ xn(2) ≤ · · · ≤ xn(n) = 1 and let
δn = max
1≤k≤n
(xn(k) − xn(k−1)) . Furthermore, assume that
(A1) K(·) is bounded and satisfies Lipschitz condition of order α(α > 0) on R
1 , and∫∞
−∞
|K(u)| du <∞ ;
(A2) hn → 0 and δ
α
n/h
1+α
n → 0 as n→∞;
(A3)
∫∞
−∞
K(u)du = 1 ;
Lemma 2.3. If Conditions (A1), (A2) hold, then
lim
n→∞
n∑
k=1
xn(k) − xn(k−1)
hn
∣∣∣∣K(x− xn(k)hn )
∣∣∣∣ =
∫ +∞
−∞
|K(u)| du, x ∈ (0, 1), (2.1)
and for a fixed point τ ∈ (0, 1/2),
lim
n→∞
sup
x∈[τ,1−τ ]
n∑
k=1
xn(k) − xn(k−1)
hn
∣∣∣∣K(x− xn(k)hn )
∣∣∣∣ =
∫ +∞
−∞
|K(u)| du. (2.2)
Proof of Lemma 2.3 Denote H(x) = I(0 ≤ x ≤ 1), where I(·) is the usual indicator
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function, and
n∑
k=1
xn(k) − xn(k−1)
hn
∣∣∣∣K(x− xn(k)hn )
∣∣∣∣−
∫ +∞
−∞
|K(u)| du
= {
n∑
k=1
xn(k) − xn(k−1)
hn
∣∣∣∣K(x− xn(k)hn )H(xn(k))
∣∣∣∣− h−1n
∫ 1
0
∣∣∣∣K(x− uhn )
∣∣∣∣H(u)du}
+{h−1n
∫ +∞
−∞
∣∣∣∣K(x− uhn )
∣∣∣∣H(u)du−
∫ +∞
−∞
|K(u)| du}
∆
= Tn1(x) + Tn2(x)
We look at each term separately. Note that there is θn(k) ∈ (0, 1), (k = 1, 2, · · · , n) by
Mean- value Theorem for integrals such that
|Tn1(x)| =
∣∣∣∣∣h−1n
n∑
k=1
δ˜n(k){
∣∣∣∣K(x− xn(k)hn )
∣∣∣∣H(xn(k))
−
∣∣∣∣∣K(
x− xn(k) + θn(k)δ˜n(k)
hn
)
∣∣∣∣∣H(xn(k) − θn(k)δ˜n(k))}
∣∣∣∣∣
≤ h−1n
n∑
k=1
δ˜n(k){
∣∣∣∣∣K(
x− xn(k)
hn
)−K(
x− xn(k) + θn(k)δ˜n,k
hn
)
∣∣∣∣∣
∣∣H(xn(k))∣∣
+
∣∣∣∣∣K(
x− xn(k) + θn(k)δ˜n(k)
hn
)
∣∣∣∣∣
∣∣∣H(xn(k))−H(xn(k) − θn(k)δ˜n(k))
∣∣∣}
≤ Mh−1n
n∑
k=1
δ˜n(k)(θn(k)δ˜n(k)
/
hn)
α ≤M(δn/hn)
α/hn,
where δ˜n(k) = xn(k) − xn(k−1) , and we use Condition (A1) to the second inequality .
Then, according to Condition (A2), we conclude
lim
n→∞
|Tn1(x)| = 0, and lim
n→∞
sup
x∈[τ,1−τ ]
|Tn1(x)| = 0. (2.3)
As for Tn2(x), when x ∈ (0, 1), we have
|Tn2(x)| ≤
∫ +∞
−∞
|H(x− hnu)−H(x)| |K(u)| du.
Note that by the definition of H(·), lim
n→∞
H(x − hnu) = H(x) for all x ∈ (0, 1) and
u ∈ R1. Under the integrability of |K(u)|, |Tn2(x)| → 0, n→∞ by Dominated Convergence
Theorem, which together with (2.3) implies (2.1).
Again because of
∫∞
−∞
|K(u)| du <∞ and hn → 0, if n large sufficiently, one can choose
a sufficient small positive number τ0, such that when |hnu| < τ0 < τ , there is∫ ∞
−∞
|K(u)| I(|u| ≥ τ0/hn)du <
ε
2
.
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As a result, for x ∈ [τ, 1− τ ], uniformly
|Tn2(x)| ≤
∫ +∞
−∞
|H(x− hnu)−H(x)| |K(u)| [I(|hnu| < τ0) + I(|hnu| ≥ τ0)]du
≤ 2
∫ +∞
−∞
|K(u)| I(|hnu| ≥ τ0)du < ε
Therefore,
sup
x∈[τ,1−τ ]
|Tn2(x)| → 0, as n→∞.
Combining (2.3), then (2.2) holds, as we wanted to show. This completes the proof. 
Lemma 2.4. If Conditions (A1), (A2), (A3) hold, then
lim
n→∞
n∑
k=1
xn(k) − xn(k−1)
hn
K(
x− xn(k)
hn
) = 1, x ∈ (0, 1), (2.4)
and for a fixed point τ ∈ (0, 1/2),
lim
n→∞
sup
x∈[τ,1−τ ]
∣∣∣∣∣
n∑
k=1
xn(k) − xn(k−1)
hn
K(
x− xn(k)
hn
)− 1
∣∣∣∣∣ = 0. (2.5)
Proof of Lemma 2.4 The proof is similar to those of Lemma 2.3 with |K(u)| replaced by
K(u) and using Condition (A3), so is omitted here. 
2.2 Basic assumptions
Unless otherwise specified, we assume throughout the paper that the random sample (xnk, Ynk)
for 1 ≤ k ≤ n come from the regression model
Ynk = g(xnk) + εnk, 1 ≤ k ≤ n, (2.6)
where {εnk, 1 ≤ k ≤ n} from a sequence of zero mean random errors with the same distri-
bution as {εk, 1 ≤ k ≤ n} for each n, {xnk, 1 ≤ k ≤ n} are known fixed design points from a
compact set A in Rd (d is a positive integer), and g(·) is an unknown real valued regression
function and assumed to be bounded on the compact set A.
The present paper investigates the general linear smoother as an estimate of g(·) in the
following, defined by formula
gn(x) =
n∑
k=1
ωnk(x)Ynk, 1 ≤ k ≤ n,
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where the array of weight functions ωnk(x), 1 ≤ k ≤ n depends on the fixed design points
x, xn1, · · · , xnn and on the number of observations n, which ωnk(x) = 0 for k > n.
In the following section, we denote all continuity points of the function g(·) on set A as
C(g). Let the symbol ‖x‖ be the Eucledean norm of x , M a generic positive constant in
the sequel, which could take different values at different places.
3 Main results
We shall establish two different models of convergence for the nonparametric regression
estimate gn(x) at a fixed point x. First, we give some assumptions on weight function ωnk(x)
in the following. The similar assumptions on weighted functions can be found in Georgiev
et al. [4], Hu et al. [8], Liang et al. [9]and Yang et al. [10], etc.
(B1 )
n∑
k=1
ωnk(x)→ 1, as n→∞;
(B2 )
n∑
k=1
|ωnk(x)| ≤M, ∀n;
(B3 )
n∑
k=1
ω2nk(x)→ 0, as n→∞;
(B4 )
n∑
k=1
|ωnk(x)|I(‖xnk − x‖ > a)→ 0, as n→∞, for a > 0.
The weights ωnk(x), 1 ≤ k ≤ n in the assumptions is relatively extensive in practice,
which can be easily satisfied by the commonly adopted weights used, such as the well-known
nearest neighbor weights.
Example 3.1. Let g(·) be continuous on interval A
∆
= [0, 1]. Without loss of generality,
put xnk = k/n, 1 ≤ k ≤ n. When |xni − x| = |xnj − x|, assume that |xni − x| is ahead
of |xnj − x| for xni < xnj , then a permutation for |xn1 − x| , |xn2 − x| , · · · , |xnn − x| can be
given as follows
∣∣xnR1(x) − x
∣∣ ≤ ∣∣xnR2(x) − x
∣∣ ≤ · · · ≤ ∣∣xnRn(x) − x
∣∣ , x ∈ A.
Let kn = o(n), if define the nearest neighbor weight as
ωnk(x) =


1/kn, |xnk − x| ≤
∣∣∣xnRkn (x) − x
∣∣∣ ,
0, otherwise.
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Then, one can easily verify by the choice of xni and the definition of Ri(x) that Conditions
(B1) ∼ (B4) are satisfied.
We now state our first result for the mean convergence of gn(x), which, on the opinion
of statistics, is asymptotically unbiased of g(x) in the proof of Theorem 3.1.
Theorem 3.1.(Mean convergence) Assume that Conditions (B1) ∼ (B4) hold. Let {εn, n ≥
1} be a mean zero pairwise NQD sequences with sup
n≥1
Eε2n <∞, if 0 < p ≤ 2, then
lim
n→∞
E(gn(x)− g(x))
p = 0, (3.1)
for ∀x ∈ C(g).
Another similar form of mean convergence, by using the inequality (
∑n
k=1 |ai|
β)1/β ≤
(
∑n
k=1 |ai|
α)1/α, 1 ≤ α ≤ β, for any real number sequence {ai, 1 ≤ i ≤ n}, is that.
Theorem 3.1.′(Mean convergence) Assume that Conditions (B1), (B2) and (B4) hold. Let
{εn, n ≥ 1} be a mean zero pairwise NQD sequences with sup
n≥1
Eεpn <∞ for some 1 < p ≤ 2,
if
n∑
k=1
|ωsnk(x)| → 0, as n→∞, with 1 < s ≤ p . then (3.1) holds for ∀x ∈ C(g).
For any fixed point x on a compact set A in Rd, (d ≥ 1), in order to obtaining uniform
convergence for the estimator of g(x), some uniform version of assumptions on ωnk(x) are
necessarily replaced by that as follows.
(B′1 ) sup
x∈A
∣∣∣∣
n∑
k=1
ωnk(x)− 1
∣∣∣∣→ 0, as n→∞;
(B′2 ) sup
x∈A
∣∣∣∣
n∑
k=1
ωnk(x)
∣∣∣∣ ≤M, ∀n;
(B′3 ) sup
x∈A
n∑
k=1
ω2nk(x)→ 0, as n→∞;
(B′4 ) sup
x∈A
n∑
k=1
|ωnk(x)|I(‖xnk − x‖ > a)→ 0, as n→∞, for a > 0.
Then we are in the position to give the following result.
Theorem 3.2.(uniform mean convergence) Assume that Conditions (B′1) ∼ (B
′
4) hold. Let
g(·) be continuous on the compact set A , {εn, n ≥ 1} a mean zero NQD sequence. If
sup
n≥1
Eε2n <∞, then
lim
n→∞
sup
x∈A
E(gn(x)− g(x))
p = 0, (3.2)
for 0 < p ≤ 2.
Remark 3.1. Since NA sequence and NOD sequence are NQD sequence, we generalize some
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results of Liang et al. [9]and Yang et al. [10] to the case of NQD errors, respectively. And as
a consequence, one may get consistency property for the weighted kernel estimators in the
model (2.6).
Corollary 3.1. Assume that Conditions (A1), (A2), (A3) hold, and
(A4)
n∑
k=1
xn(k) − xn(k−1)
hn
∣∣∣∣K(x− xn(k)hn )
∣∣∣∣ I(
∣∣xn(k) − x∣∣ > a)→ 0, as n→∞, for a > 0.
Let {εn, n ≥ 1} be a mean zero pairwise NQD sequences with sup
n≥1
Eε2n <∞, g(·) a continuous
function on interval (0, 1), if 0 < p ≤ 2, then
lim
n→∞
E(
n∑
k=1
xn(k) − xn(k−1)
hn
K(
x− xn(k)
hn
)Ynk − g(x))
p = 0, (3.3)
for ∀x ∈ (0, 1).
Furthermore, if (A4) is replaced by
(A4)
′ sup
x∈[τ,1−τ ]
n∑
k=1
xn(k)−xn(k−1)
hn
∣∣∣K(x−xn(k)hn )
∣∣∣ I(∣∣xn(k) − x∣∣ > a)→ 0, for a > 0,
then
lim
n→∞
sup
x∈[τ,1−τ ]
E(
n∑
k=1
xn(k) − xn(k−1)
hn
K(
x− xn(k)
hn
)Ynk − g(x))
p = 0, (3.4)
for 0 < p ≤ 2.
Next, we shall give the weak consistency for the estimator of g(x) under existence of
absolute mean for variable.
Theorem 3.3. (convergence in probability) Assume that Conditions (B1), (B2), (B4) hold.
Let {εn, n ≥ 1} be a mean zero pairwise NQD sequences and uniformly bounded by a random
variable X in the sense that sup
n≥1
P (|εn| ≥ x) ≤ P (|X| ≥ x) for all x > 0. If E |X| <∞ and
sup
k
|ωnk(x)| = o(1) , then
gn(x)→ g(x), in probability as n→∞, (3.5)
for ∀x ∈ C(g).
Corollary 3.2. Assume that Conditions (A1) ∼ (A4) hold, and {εn, n ≥ 1} be a mean zero
pairwise NQD sequences and uniformly bounded by a random variable X in the sense that
sup
n≥1
P (|εn| ≥ x) ≤ P (|X| ≥ x) for all x > 0, g(·) a continuous function on interval (0, 1). If
E |X| <∞ and δnh
−1
n = o(1), then
n∑
k=1
xn(k) − xn(k−1)
hn
K(
x− xn(k)
hn
)Ynk → g(x), in probability as n→∞,
for ∀x ∈ (0, 1).
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4 Proofs for main results
Proof of Theorem 3.1 We write firstly the triangle inequality that
E |gn(x)− g(x)|
p ≤ME{|gn(x)− Egn(x)|
p + |Egn(x)− g(x)|
p}. (4.1)
By Jensen’s inequality, Lemma 2.2, Condition (B3) and sup
n≥1
Eε2n < ∞, and note that
{εnk, 1 ≤ k ≤ n} has the same distribution as {εk, 1 ≤ k ≤ n}, we have for 0 < p ≤ 2
E |gn(x)− Egn(x)|
p ≤ (E(
n∑
k=1
ωnk(x)εk)
2)p/2
≤ (
n∑
k=1
ω2nk(x)Eε
2
k)
p/2 → 0, as n→∞, (4.2)
x ∈ C(g), since {ωnk(x)εk, 1 ≤ k ≤ n} are also NQD according to Lemma 2.1.
Meanwhile, for the bias Egn(x)− g(x), choose a number a > 0, we can get the following
upper bound:
|Egn(x)− g(x)| ≤
n∑
k=1
|ωnk(x)| · |g(xnk)− g(x))| [I(‖xnk − x‖ ≤ a)
+I(‖xnk − x‖ > a)] +
∣∣∣∣∣
n∑
k=1
ωnk(x)− 1
∣∣∣∣∣ · |g(x)| , x ∈ C(g).
Because of x ∈ C(g), for any ε > 0, there exists a δ > 0 such that |g(xnk)− g(x)| < ε
whenever ‖xnk − x‖ < δ. Thus, by setting 0 < a < δ, Conditions (B1), (B2), (B4) together
with the arbitrary of ε > 0 imply that the estimate gn(·) is asymptotically unbiased for g(·),
and then
|Egn(x)− g(x)|
p → 0, n→∞, x ∈ C(g). (4.3)
Therefore, we can deduce from (4.1),(4.2),(4.3) that (3.1) follows, this ends the proof. 
Proof of Theorem 3.2 Note that in a compact set A, g(·) is uniformly continuous if it is
continuous. Consequently, similar proof as Theorem 3.1, we can get that
sup
x∈A
E(gn(x)− g(x))
p
≤ M{sup
x∈A
E |gn(x)−Egn(x)|
p + sup
x∈A
|Egn(x)− g(x)|
p},
tends to zero if n→∞, which means the desired result (3.2). 
Proof of Corollary 3.1 Note that under Condition (A2),
n∑
k=1
(
xn(k) − xn(k−1)
hn
K(
x− xn(k)
hn
))2 ≤M
δn
hn
n∑
k=1
∣∣∣∣xn(k) − xn(k−1)hn K(
x− xn(k)
hn
)
∣∣∣∣→ 0,
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as n→∞.
And there are
n∑
k=1
xn(k) − xn(k−1)
hn
∣∣∣∣K(x− xn(k)hn )
∣∣∣∣ ≤ M, ∀n,
n∑
k=1
xn(k) − xn(k−1)
hn
K(
x− xn(k)
hn
)→ 1, x ∈ (0, 1),
by Lemma2.3 and Lemma2.4, respectively. Therefore, according to Theorem 3.1, (3.3) fol-
lows.
As to (3.4), similar as above, one may verify, on the interval [τ, 1−τ ], the condition of The-
orem 3.2 by the second result of Lemma2.3 and Lemma2.4, i.e. (2.2) and (2.5), respectively.
This ends the proof. 
Proof of Theorem 3.3 Since x ∈ C(g), the same reason as before, for any ε > 0, there is a
number δ > 0, when a ∈ (0, δ), one may get that |Egn(x)− g(x)| tends to zero by arbitrary
of ε > 0 and Conditions (B1), (B2), (B4). For proving (3.5), note that
|gn(x)− g(x)| ≤ |gn(x)−Egn(x)|+ |Egn(x)− g(x)| (4.4)
We now prove that the random part of r.h.s. in (4.4) tends to zero in probability as
n→∞ . Observe that
|gn(x)−Egn(x)| =
∣∣∣∣∣
n∑
k=1
ωnk(x)εnk
∣∣∣∣∣
Next introduce truncated variables below.
X
(1)
nk
∆
= −I(ωnk(x)εnk ≤ −1) + ωnk(x)εnkI(|ωnk(x)εnk| < 1) + I(ωnk(x)εnk ≥ 1),
Xnk
∆
= ωnk(x)εnkI(|ωnk(x)εnk| < 1), and Sn(x)
∆
=
∑n
k=1 ωnk(x)εnk, S
(1)
n (x)
∆
=
∑n
k=1X
(1)
nk .
From E |X| <∞, it follows that
nP{|X| > n} → 0, as n→∞.
Then for ∀x ∈ C(g), when n→∞,
P (S(1)n (x) 6= Sn(x)) ≤
n∑
k=1
P (|X| ≥ |ωnk(x)|
−1)→ 0,
since Condition (B2) and sup
k
|ωnk(x)| = o(1).
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It suffices to show that S
(1)
n (x) converge to zero in probability for ∀x ∈ C(g). Observe
that {X
(1)
nk , 1 ≤ k ≤ n} are also NQD by lemma 2.1, hence by Chebyshev inequality,
P (
∣∣S(1)n (x)∣∣ > ε) ≤ ε−2
n∑
k=1
E(X
(1)
nk )
2I(
∣∣∣∣∣
n∑
k=1
X
(1)
nk
∣∣∣∣∣ > ε)
≤ ε−2[
n∑
k=1
P (|ωnk(x)εnk| ≥ 1) +
n∑
k=1
ω2nk(x)Eε
2
nkI(|ωnk(x)εnk| < 1)]
∆
= ε−2(In1 + In2), (4.5)
where the first inequality is due to lemma 2.2.
When it come to In1,
In1 ≤
n∑
k=1
P (|ωnk(x)X| ≥ 1) ≤ sup
k
|ωnk(x)|
n∑
k=1
E |X| I(|ωnk(x)X| ≥ 1)→ 0, (4.6)
as n→∞.
Now, choose a number A such that for x ≥ A, P (|X| ≥ x) ≤ εx−1 . We have
t−1
∫ t
0
xP (|εk| ≥ x)dx ≤ t
−1
∫ t
0
xP (|X| ≥ x)dx ≤ t−1M + ε,
which means that t−1
∫ t
0
xP (|εk| ≥ x)dx→ 0 when t→∞.
Again
0 ≤
∫
|x|<t
x2dP (εk < x) = −t
2P (|εk| ≥ t) + 2
∫ t
0
xP (|εk| ≥ x)dx ≤ 2
∫ t
0
xP (|X| ≥ x)dx.
Therefore, it follows that
In2 =
n∑
k=1
ω2nk(x)Eε
2
kI(|ωnk(x)εk| < 1)
≤ 2
n∑
k=1
ω2nk(x)
∫ |ωnk(x)|−1
0
uP (|εk| ≥ u)du
≤ 2
n∑
k=1
ω2nk(x)
∫ |ωnk(x)|−1
0
uP (X ≥ u)du→ 0, as n→∞. (4.7)
Hence, the theory follows from (4.4) ∼ (4.7). This ends the proof. 
Proof of Corollary 3.2 By the discussion in Corollary 3.1, it is the direct result of Theo-
rem 3.3. This completes the proof of Corollary 3.2. 
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