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ABSTRACT
The adsorption of Ru(NH3)6 3+, Co(sep) 3+ (sep=C12H30Ns), Co(en)3 3+ (en=C2HsN2), and
Co(bpy)3 3+ (bpy = 2,2/-bipyridine) in clay montmorillonite was studied using UV
spectroscopy and electrochemistry. The observed potential shift between divalent and
trivalent species at clay-modified electrode (CME) was correlated with the calculated
adsorption energy difference from lattice minimizations. CME was also used to monitor
the diffusion of the metal complexes through the clay over time. Molecular dynamics
simulation based on atomistic modeling was performed to compare with these
experimental observations. The calculated rate of diffusion measured by mean squared
displacement (MSD) was consistent with the observations monitored by CME. The
same study was repeated for the divalent cobalt trisbipyridal complexes, Co(bpm)3 2+
(bpm = 2,2/-bipyrimidine), Co(bpy)/+, and Co(bpz)3 2+ (bpz = 2,2/-bipyrazine). Relative
order of calculated diffusion rate by MSD analysis of these cobalt complexes in clay
interlayer region was again consistent with the experimental results. These cobalt trisligand complexes were also studied for the quantum mechanical electronic structure
calculations. The previously observed divalent ruthenium trisbipyridine complex was
used for the computation to make sure if our computational approach is valid. The
trends in calculated LUMO energies were consistent with the trends in electrochemical
reduction potential of ruthenium trisbipyridine complex. Trends in calculated electronic
xx

transition energies for the metal-to-ligand charge transfer (MLCT) were also consistent
with the trends for observed spectroscopic results. Cobalt trisbipyridal complexes were
studied for comparison of calculated LUMOs and reduction potentials. Good correlation
was obtained for trends with these cobalt tris-ligand complexes. The previously
proposed mechanism of electrochemical cleavage of phenylsulfones was elucidated by
quantum mechanical electronic structure calculations. The results from the Hartree-Fock
calculations were consistent with the proposed mechanism of two electron reduction
scheme. The molecular orbital surface and spin density was used to interpret the
possible site of electron transfer. The calculated Mulliken and Lowdin bond orders were
also consistent with the possible location of reduction of 6-substituted PSTHPs (5phenylsulfonyl-3,4,5,6-tetrahydropyran-2-one). Overall, the computational technique
based on atomistic modeling with molecular dynamics simulation as well as quantum
mechanical Hartree-Fock calculations produced good consistency with trends in
electrochemical and spectroscopic observations.

xxi

Chapter I.
Clay and Clay Minerals
A. Background
1. Contents of Clay

a. Clay, the Definition.
Clay minerals are hydrous aluminosilicates formed at the Earth surface as a
result of chemical-weathering of primary minerals in rocks (Bleam et al., 1993).
Recently, both the nomenclature committees of AIPEA and CMS reported the agreed
definition of clay and clay mineral (Guggenheim et al., 1995). Here, those definitions
are rephrased for the better understanding.
The term "clay" refers to a naturally occurring material composed primarily of
fine-grained minerals, which is generally plastic at appropriate water contents and will
harden with dried or fired. Although clay usually contains phyllosilicates, it may contain
other materials that impart plasticity and harden when dried or fired. Associated phases
in clay may include materials that do not impart plasticity and organic matter.
The term "clay mineral" refers to phyllosilicate minerals and to minerals which
impart plasticity to clay and which harden upon drying and firing.

b. Formation of the clay; The difference from soils
Soils are porous media created at the land surface by weathering processes
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derived from biological, geological, and hydrologic phenomena. From the chemical
point of view, soils are multi-component, open, biogeochemical systems containing
solids, liquids, and gases. Soils exchange both matter and energy with the surroundings
such as atmosphere, biosphere, and hydrosphere. These flows of matter and energy
cause the development of soil profiles and govern the patterns of soil fertility (Sposito,
1989).
The term clay mineral is often used to refer to minerals with the sheet silicate
structures of the phyllosilicates. They are called clay minerals because the clay-sized
fraction of many soils consists largely of phyllosilicates, plus small amounts of other
crystalline and amorphous materials. Clay minerals also can refer to soil inorganic
materials less than 2 µmin effective diameter. Due to its sheet-like structure of
phyllosilicates, the term layer silicate is often used as a descriptive name for the clay
mineral (Bohn et al., 1979).

c. Structure of Clay Minerals
The scientific importance of clay minerals is due to their large surface and their
characteristic lattice structure. This layered structure is a key feature used to distinguish
different types of clay minerals:
1) The 2:1 type consisting of two layers of Si04 -tetrahedrons, all tetrahedrons sharing
corners with each other and with an octahedral layer of e.g. Al04 (0Hh, situated in
between. The thickness of this three-layered unit, to be referred to as "platelet", is
about 10 A.
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2) The 1: 1 type, in which one tetrahedral Si04-layer shares corners with an octahedral
layer of e.g. Al0 2(0H)4. The thickness of this two-layered unit is about 7 A.
In both types, aluminum ions in the octahedral layer may be substituted by
magnesium ions. This layered structure explains why the clay minerals occur in plateshaped crystals. One way to visualize this extremely thin clay layer is that the area to
mass ratio of these plates is hundreds of square meters per gram (Bolt et al., 1978).

d. What is the Classification of Clay Minerals/Phyllosilicates?
Depending on the number of tetrahedral and octahedral units, clay minerals
usually are classified into three layer types, 1: 1 layer type, 2: 1 layer type, and the 2: 1
layer with hydroxide interlayer. With respect to the different kinds of isomorphic cation

substitutions, clay minerals are also categorized into five subgroups. The layer types are
shown in Figure 1, and the five groups are shown in Table 1.
There are three soil clay mineral groups with this structure in the 2: 1 layer type.
They are illite, vermiculite, and smectite. Among the smectites, those in which the
substitution of Al for Si exceeds that of Fe(II) or Mg for Al are called beidellite, and
those in which the reverse is true are called montmorillonite. The sample chemical
formula in Table 1 for smectite represents montmorillonite. In any of these 2: 1 minerals,
the layer charge is balanced by cations that reside on or in the cavities of the basal plane
of the oxygen atoms of the tetrahedral sheet. These interlayer cations are represented by
M in the chemical formula (Table 1). The 2: 1 layer type with hydroxide interlayer is
represented by dioctahedral chlorite in soil clays (Sposito, 1989).

Table 1. Clay Mineral Groups

Layer

Clay Group

2:1

2: 1with

1

Bas al Spacing

2

CEC3

Chemical Formula*

x-1.0(e)

(A)

(meq/100 g)

Kaolins
(Kaolinite)

<0.01

7.14

1-10

[Si4]Al4010(0H)s•nH20 (n=O or 4)

Smectite
(Montmorillonite)

0.5-1.2

12.4-17

80-120

Mx[Sis]Al3.2Feo.2Mgo.6020( OH)4

Vermiculites

1.2-1.8

9.3-14

120-150

Mx[ShAl]AhFeo.sMgo.s020(0H)4

Illite
(Hydrous Micas)

1.4-2.0

10.0

Chlorite

Variable

14.0

Structure
1:1

Layer Charge

~

30

10-40

Mx[Si6.sAl1.2]AhFeo.2sMgo.1s020(0H)4

(Al(OH)2.ss)4[Si6.sAl1.2]Al3.4Mgo.6020(0H)4

Hydroxide

1

Sposito, G. The Chemistry of Soils; Oxford University Press: New York, 1989.
Tan, K. H. Principles of Soil Chemistry; 2nd ed.; Marcel Dekker, Inc.: New York, 1993.
3
Bohn, H.; McNeal, B.; O'Connor, G. Soil Chemistry; John Wiley & Sons, Inc.: New York, 1979.
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Figure 1. Clay Layer Types
The figure shows three kinds of clay layer types.
(a) 1: 1 layer type; eg. Kaolinite
(b) 2: 1 layer type; eg. Montmorillonite
(c) 2: 1 layer with hydroxide layer; eg. Chlorite
Blue (dark shaded) spheres are the hydroxides and red (light shaded) spheres are
oxygens. The small dots indicate silicon ions (Si4+) and the large dots indicate metal
ions (aluminum: Al 3+, Mg 2+, or Fe 2+).
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(a)

(b)

(c)
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2. Properties of Clay

a. Cationic Exchange
Negatively charged clay surfaces are compensated by cations from the bulk
solution, and a cation excess and an anion deficit is found at the surface as a result
(Newman, 1987). One common example of this kind is the replacement of the univalent
interlayer salt (such as Na+) by an incoming divalent adsorbate (such as Fe2+ and Co2+)
or pillaring agents. Quantitative measurements of the cationic exchange ability of the
clay surface is often referred to be CEC 1 (cationic exchange capacity). The cationic
exchange capacity (CEC) is often calculated easily by displacement studies of the
cationic adsorbates in clay suspension. The amount of CEC is commonly expressed in
mequiv/g.

b. Colloidal Property
The physical size of a colloid is between 0.01 and 10 µmin its diameter. Water
insoluble colloids remain as a solid phase in suspension which are easily visible. The
chemical composition of clay colloidal suspension is different depending on the type of
the clay. Colloidal suspensions are considered to be stable unless there is a measurable
gravitational settling of the suspension over practical time periods (e.g., 2-24 h). Stable
suspensions of soil colloids lead to soil erosion and clay illuviation 2 because the

1

the number of ionic sites on the packing that can take part in the exchange process
The deposition in an underlying soil layer of colloids, soluble salts, and mineral particles leached out of
an overlying soil layer.

2
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particles entrained by the soil solution remain highly mobile (Sposito, 1989). Stable
suspensions also have an effect on the mobility of inorganic and organic adsorbates.
Therefore the chemical transport in clay is also influenced by the colloidal stability.
If the colloidal suspension becomes unstable, gravitational settling leads to

coagulation 1• Depending on the surface chemistry, geometry of the colloids, pH, ionic
strength, and composition of the soil suspension, either flocculation 2 or aggregation 3
occurs.

c. Water-Clay Swelling
In clay minerals, Si, Al, Fe, and Mn, and some organic macromolecules are
responsible for most wettability properties. Wettability of clay minerals is a crucial
problem, faced in various industrial technologies, such as metallurgy (molding sands),
drilling fluids, painting, oil refining and decolorization, water clarification, catalysis,
and production of ceramics, papers, adhesives, portland cements4 , plastics, rubber,
medicines, cosmetics, etc. (Schrader et al., 1992).
For our montmorillonite clay, which is a 2: 1 TOT (Tetrahedra-OctahedraTetrahedra) type clay, crystalline clay swelling was attributed to the interlayer water
content. This interlayer space of a TOT clay mineral is the space between two parallel
silicate layers, sandwiched by two oxygen planes of siloxane groups. The clay swelling
in the interlayer space is the result of (i) thermal motion of water molecules in the

1

The process by which a colloidal suspension becomes unstable and undergoes gravitational settling.
bulky, settled masses of particles with high water contents
3
dense and organized masses of settled particles
4
or Portland cement. A hydraulic cement made by heating a mixture of limestone and clay in a kiln and
pulverizing the resulting material.
2
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environment of the mineral, (ii) electrostatic attraction forces between water molecules,
and the exchangeable cationic species, and (iii) attraction and dispersion forces between
the TOT layers (Schrader et al., 1992). The geometric organization of different types of
smectites was related to clay swelling using TEM analysis (Hetzel et al., 1994).
Significant uptake of water content causes expansion of the clay crystal along the c axis
which defines the direction between two parallel silicate layers of clay, and this
expansion can be monitored by the use of adsorption isotherms. The interlayer water
swelling was measured with XRD (X-ray Diffraction) technique in terms of the cspacing data (Shang et al., 1995).
In most cases swelling has been determined under air atmosphere or under
various controlled humidities. Clay interlayer swelling was studied in aqueous
suspensions (Slade et al., 1991) and under the influence of water vapor (Mooney et al.,
1952a; Mooney et al., 1952b). Changes in the properties of a water swelled
montmorillonite interpreted as a "hysteresis" during the adsorption and desorption of
water vapor have been studied (Fu et al., 1990).

3. Environments and Clay
The disposal of nuclear wastes produced by nuclear installations has been a
important matter last decades. The most commonly accepted method for disposing of
low-level solid wastes is shallow land burial. For high-level nuclear wastes, a deep
bedrock repository method has been favored but currently there are no operating sites
(Lee et al., 1985). Due to its importance in environmental utility, the sorption properties
of clays for dissolved radionuclides in aqueous solutions have been investigated under a
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variety of geochemical conditions (Seme et al., 1977). The mechanisms involved in
radionuclide removal from liquid phase by clay are ion exchange sorption,
chemisorption, and precipitation. Ion exchange of clay was already mentioned above.
Chemisorption is usually characterized by a very limited exchangeability of adsorbed
ions as a result of the high adsorption energy (Haan et al., 1976). On the other hand,
ions which penetrate the coordination shell are bound by covalent bonds directly via
their oxide and hydroxyl groups to the structural cation (Schwertmann et al., 1977).
Because the swelling capacity varies among clay minerals, preparation of
properly mixed clay has been proposed to control the swelling capacity to have a desired
mixture for sealer and backfill material (Chen et al., 1975). In waste disposal and
repository systems, clays are potentially effective retardation media for radionuclides in
the waste and fluid flow within the hydrologic compartment as in situ mineral
components in soils, residua, and host rocks. The chemical and hydrological
retardations will delay the transit period from a point source to accessible environment
for hundreds to thousands of years. The major portion of radioactivity would decay
during the containment periods.
Clay swelling also has played an important role in the petroleum industry.
During oil and gas exploration and production, serious problems are frequently
encountered in shale formations which contain a high fraction of compacted 2: 1 clay
minerals such as smectites. These problems include borehole instability, associated with
the uptake of water by smectites from the drilling fluid (Boek et al., 1995a; Boek et al.,
1995b).
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B. Experimental Studies of Clay Adsorption
Pillaring, adsorption, sorption, racemic adsorption, intercalation, interlamellar 1
binding, and surface selective dispersion are the vocabularies that may describe the
study of adsorption of material (chemical compounds here) to the clay. There have been
numerous reports of clay's adsorption properties due to its ionic (charge bearing)
characteristics and large surface areas (van Olphen, 1991; Giiven, 1988). The
experimental studies of clay adsorption are summarized here because the present study
is based on clay-chemical compound interaction (or adsorption).
The sorption of organic cations on soils and clays was first reported by Lloyd in
1916 when he found that fuller's earth adsorbed nicotine from aqueous solution,
especially when the alkaloid was in the salt form (Zhang et al., 1993). The definition of
the adsorption as the net accumulation of matter at the interface between a solid phase
and an aqueous solution phase and the different types of adsorption mechanisms were
explained and categorized by Sposito (Sposito, 1989). Clay adsorption studies
performed on the colloidal form of clay rather than clay surface may require special
attention. The clay-modified electrode study is based on well ordered clay surface while
the clay suspension lacks well oriented structure. (See chapter II for more details on well
ordered clay structure in clay-modified electrode). Although the basic process or the
mechanism to form a clay-chemical adsorption product is attributed mostly to the

1

Lamella means a thin plate or layer in Latin. Therefore interlamellar can be used to describe the region
between two thin clay platelets. Also known as interlayer.
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coulombic interaction between the adsorbate and the adsorbent , the intercalation or
interlamellar binding describe more accurately the interaction behavior occurred during
the diffusional transport of electrochemical species through the interlamellar region of
the clay in CME.
Yamagishi and co-workers found that there is a chiral selectivity in the
adsorption of clay with metal complexes by using the colloidal clay (Yamagishi, 1983;
Yamagishi et al., 1981; Yamagishi, 1982; Yamagishi, 1985). Binding of the selected
enantiomeric 3 and racemic 4 metal complexes with sodium montmorillonite were studied
by means of X-ray diffraction and electric dichroism measurements (Taniguchi et al.,
1991). Abdo and co-workers reported the photochemical and photocatalytic properties
of adsorbed organometallic compounds in the interlamellar space of clay by using
infrared spectroscopy (IR) and X-ray photoelectron spectroscopy (XPS) techniques
performed on colloidal form of clay suspension (Abdo et al., 1981 ). Giannelis and
Pinnavaia found that the intercalation of metal complexes in smectite clay is governed
by the accessibility of Na+ exchange ions on the basal surfaces5 (Giannelis et al.,
1985b). The same metal complexes are selectively dispersed at or near edge surface
sites and the greater degree of cluster dispersion was reported (Giannelis et al., 1985a).

1

A solid, liquid, or gas which is adsorbed as molecules, atoms, or ions by such substances as charcoal,
silica, metals, water, and mercury. In this study, the interlamellar cationic complexes.
2
A solid or liquid that adsorbs other substances; for example, charcoal, silica, metals, water, and mercury.
In this study, the clay surface or colloidal form of clay.
3
One of an isomeric pair of crystalline forms or compounds whose molecules are non-superimposable
mirror images.
4
Often called as racemic mixture, compound which is a mixture of equal quantities of optical isomers
(enantiomers).
5
The surface perpendicular to the long, or c, axis in all crystals except those of the isometric system.
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When the intercalated cations function as molecular props or pillars between the silicate
layers, they create a highly porous structure with a large intracrystalline surface area
suitable for molecular absorption and catalysis (Christiano et al., 1985). Cationic
surfactants 1 including quaternary amines and thiol functionalities have been studied
heavily recently due to the promoted sorption of hydrophobic organic compounds
(HOC) to the modified surface (Wagner et al., 1994; Mercier et al., 1995; Smith et al.,
1994; Zhang et al., 1993; Xu et al., 1995). Clay adsorption studies have also been
extended to the preparation of the cyclodextrin within the interlayer region of the
montmorillonite clay (Kijima et al., 1984). They proposed this immobilized artificial
enzyme to model the membrane enzymes.

C. Clay Adsorption Modeling
I.Introduction
Modeling of clay can be attempted in many different ways. Here the basic
modeling schemes of clay attempted in the past are reviewed. Past modeling works with
clays place more emphasis on Monte-Carlo simulations. Finally, the studies of
molecular mechanics and molecular dynamics which most likely represent the clayintercalated chemical reaction we are interested in are reviewed. Here "clay adsorption"
modeling includes adsorption of water (swelling) as well as adsorbate cationic
compounds.

1

Surface-active agent
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2. Basic (General) Modeling
Adsorption of nucleotides on homoionic bentonite clays were modeled by
semiempirical quantum mechanical calculation INDO (Intermediate Neglect of
Differential Overlap) by Liebmann and co-workers (Liebmann et al., 1982). They
characterized the binding of five different nucleotides when they are adsorbed in the
interlamellar space of bentonite clays. The energetics of complex formation and modes
of cation-nucleotide binding were also obtained and the preference of the bindings
among nucleotides was studied.
A model to describe the structural disorder in natural kaolinite material was
proposed, based on the stacking of two 1: 1 layers and their enantiomorphs 1 by Artioli
and co-workers (Artioli et al., 1995). Their computer simulations used a general
recursive 2 algorithm applied to a new structural model of the stacking disorder based on
the X-ray diffraction powder patterns of kaolinites.
A macroscopic energy balance model for crystalline swelling of 2: 1
phyllosilicates was devised by Laird (Laird, 1996). The method uses a balance among
the potential energies of attraction, repulsion and resistance. They predicted the basal
spacing of the clay swelling as a function of interlayer cation and layer charge.
However, their modeling results did not support the experimental findings in basal

1

Either of a pair of crystals, molecules, or compounds that are mirror images of each other but are not
identical. Also called enantiomer.
2
A function that calls itself, either directly or indirectly, is referred to as recursive function (Lippman,
1993).
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spacing. This discrepancy was attributed to the wrong assumption of their continuous
and non-hysteretic 1 crystalline swelling.
The electronic structures of the phyllosilicates were investigated using ab-initio
molecular orbital calculation by Gibbs and Newton (Newton et al., 1980; Gibbs, 1982).
They obtained optimized linked silicate (Si044-) tetrahedral structure in terms of bond
lengths and bond angles to represent a clay structure. They compared the geometries and
charge distributions for

~Si04

and H6Sii07 with experimental values for silicates and

siloxanes.
A model for the occurrence of isopotential 2 points in tris(2,2"-bipyridine)
cobalt( +2)-montmorillonite clay adsorption/diffusion study on clay-modified electrode
was developed in our group (Edens et al., 1991). The results from this model supplied
the information of the reaction between the metal complex and the clay as a function of
pore size of the clay film and the presence of the competing ion-exchange cations.
British scientists, Skipper and co-workers performed computer calculations of
water-clay interactions using atomic pair potentials (Skipper et al., 1989). They used an
MCY (Matsouka-Clementi-Yoshimine) model (Matsouka et al., 1976) for water-water
interactions. They also proposed the energetically preferable site for water molecules to
reside as the top of the interlayer hydroxyl groups located inside of the unique
hexagonal holes of silicon oxide tetrahedral layer.

1

The lagging of an effect behind its cause, as when the change in magnetism of a body lags behind
changes in the magnetic field. Clay swelling and interlayer cation content is in hysteretic relation.
2
At isopotential of MSCV (Multisweep Cyclic Voltammogram) of CME, the peak decrease of previously
enhanced peak is changed into another peak development. Throughout the MSCV observation, the
isopotential point remains at the same potential.
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3. Monte Carlo Simulations on Clay Modeling.
Monte Carlo (MC) simulations on the clay adsorption system have been studied
by many researchers worldwide during the last 5-6 years. The use of MC on clay was
popular because this stochastic Metropolis algorithm has been used for many other
liquid phase chemical systems successfully. This method has strong advantages in
sampling conformational surface, and this advantageous technique was used to find the
clay-adsorbate low energy conformation.
One of the earliest application of MC for the clay system was done by Skipper
and co-workers (Skipper et al., 1991 ). Their use of MC in the study of the interaction
between clay, water, and interlayer cations to find a starting point of the clay swelling
properties enabled them to calculate the interlayer spacings of hydrated Na and Mg
smectites. They proposed an interlayer cation solvation model with water forming
octahedrally coordinated 6(H20) complexes. The interlayer swelling was attributed to
solvation of interlayer cations which they believe hold the clay platelets apart.
Relatively good correlation with the experimental results were obtained.
The French scientist Alfred Delville also performed Monte Carlo simulations
independently to study the clay-water interface and published his results in the same
year as Skipper's group (Delville, 1991). He, however used the water-water potential
parameters from TIP4P 1 model of Jorgensen and co-workers (Jorgensen et al., 1983)
instead of the MCY used by Skipper's group. He used a MINDO (Modified

1

In this model, the water molecule is rigid and has four intermolecular interaction sites.
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Intermediate Neglect of Differential Overlap) quantum mechanical calculation to
determine the parameters for clay-water and clay-cation energies. The phenomenon of
clay swelling was again attributed to the salvation of the interlamellar cations. The mean
water organization of sodium montmorillonite and the description of the immersion
enthalpy were reported to be in a good correlation with the experimental results. Since
then, Del ville and co-workers have performed series of MC computations to study the
clay system. Modeling the organization of water molecules and the interlayer sodium
counter ions as a function of the pore width was attempted (Delville, 1992; Delville,
1993). The wettability of the clay minerals is also related to their surface charge and
chemical composition (Delville et al., 1993; Delville, 1995).
Skipper and co-workers continued to develop the model for the clay hydration
system (Skipper et al., l 995a). Both the effects of simulation cell size and shape and the
effects of potential function model were thoroughly studied to prepare a solid
methodology of modeling the clay swelling system using Monte Carlo simulations.
They then performed MC with their clay system in the form of monolayer hydrate
model with the previously developed methodology (Skipper et al., l 995b ). They found
that water molecules are induced to interact with the siloxane surface oxygen atoms
through hydrogen bonding as the percentage of tetrahedral layer charge increases. They
also found that sodium counter-ions are induced to form inner-sphere surface
complexes. From their simulation, they suggested the need for new careful diffraction
study on a series of monolayer hydrates of montmorillonite where the charge of the
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interlayer region and isomorphic substitution at the tetrahedral portion of the clay can be
systematically varied.
A study of adsorption/desorption hysteresis loops in the swelling process
previously observed experimentally by Fu and co-workers (Fu et al., 1990) was also
tackled by Monte Carlo simulation (Boek et al., 1995). They conducted a series of
simulations in which the interlayer water content is increased systematically from 0 to
300 mg/g of clay. Then the calculated clay layer spacing values as a function of water
content were compared with experimental data. They claimed that their simulation
established, for the first time, the true equilibrium clay layer spacings of the system.
The role of potassium as a clay swelling inhibitor was studied using MC
simulation modeling by Boek and co-workers (Boek et al., 1995). The driving force of
their attention on this matter is due to the previously mentioned property of clay to fall
apart during oil well drilling through shales. 1 They performed series of MC on different
type of montmorillonites which contain sodium, lithium, or potassium cation in the
interlayer dimension. Their simulations showed that a water content increase in the
interlayer region resulted in the induced hydration of Na+ and Li+ which in tum
increased the interlayer spacing. However, K+-montmorillonite didn't show the
increased in the interlayer spacing. This experimentally observed behavior was
confirmed and attributed to K+ ion migration and tight binding with the clay surface

1

In the petroleum engineering, the borehole instability associated with the uptake of water by smectites
from the drilling fluid. See Environments and Clay section of Clay, Clay Minerals for further explanation
and reference.
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instead of solvation.
Sato and co-workers in Japan also studied the same montmorillonite clay system
using MC (Sato et al., 1992a; Sato et al., 1992b). They attempted the modeling of the
clay system in order to find the theoretical support for their group's earlier finding,
'chirality effects of the clay' (Yamagishi, 1983; Yamagishi et al., 1981; Yamagishi,
1982; Yamagishi, 1985). The free energy of binding, the roles of the upper and lower
clay sheets in determining the orientation of a adsorbates, and the effects of water on the
binding were studied. They claimed that their simulations of cationic metal complexes
as binding guest of the interlayer surface of montmorillonite clay showed a more
detailed picture about the bound structure of the chelate than the experimental results.
They also performed MC on intercalation of the same metal complexes on a different
clay substrate, saponite (Sato et al., 1996).

4. Molecular Mechanics/Molecular Dynamics on Clay Modeling
While numerous works of Monte Carlo simulations were carried out for the
study of the clay system, especially in terms of clay swelling and interlayer cation
solvation, molecular dynamics (MD) (which has about the same length of history as
MC) has only recently been used. 1 While MC has an advantage in conformation
searching in the entire system in equilibrium by its stochastic method, MD is more
suited for the pre-equilibrium or diffusion properties of the chemical system. Here,

1

More complete definition of Monte Carlo (MC) and molecular dynamics (MD) will be discussed in
Chapter III.
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several examples of using MD techniques on clay material are reviewed for
understanding of the current activities in this field.
Keldsen and co-workers used the MD technique to calculate the enthalpies of
adsorption of series of hydrocarbons on a smectite clay (Keldsen et al., 1994). The rigid
model of clay structure was used while the hydrocarbons were allowed to move freely
during the course of simulations. Then, two different forcefields, MM2 by Allinger
(Burkert et al., 1982) and Hopfinger's forcefield (Hopfinger, 1973) were used to
calculate the enthalpy of adsorption both from energy minimization and molecular
dynamics. The average error less than 2.0 kcal/mol between the theoretical and
experimental data was reported from the molecular dynamics using Hopfinger' s
forcefield and parameters.
The chiral recognition previously studied by Yamagishi and co-workers
(Yamagishi, 1983; Yamagishi et al., 1981; Yamagishi, 1982; Yamagishi, 1985) was
chosen for the forcefield study in the form of molecular mechanics by Breu and Catlow
(Breu et al., 1995). They performed lattice minimization technique on the 2 dimensional
molecular organization of a monolayer of tris(2,2 '-bipyridine)cobalt(2+) complexes.
They proposed that the chiral recognition of clay is the result of the lateral interactions
between the guest complexes as modified by the corrugation of the silicate layer of the
clay. Different two dimensional arrangements of ruthenium cation complexes were
obtained for enantiomeric and racemic forms. They also reported smaller interlayer
spacing from their simulation and claimed that this result is due to a 0 K temperature
treatment.
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Recently, both molecular dynamics and Monte Carlo simulations were used to
study the mechanism of swelling of sodium-montmorillonite clay by Karabomi and coworkers (Karabomi et al., 1996). In their simulation, the distance between the clay
layers was fixed after each incremental increase in the interlayer distance, and the
system was allowed to take or reject water molecules until equilibrium was reached.
Their simulation showed that there are four stable states at basal spacings of 9.7, 12.0,
15.5, and 18.3 angstroms. They claimed that the amount of swelling in terms of basal
spacing showed good agreement with the experimental data.

Chapter II.
Clay-Modified Electrode (CME)
A. Introduction
Clay-modified electrode (CME) is an electrode with its electrode surface
modified with clay minerals. The modification of electrode and its electrochemistry is
also found for other immobilized material at the electrode surface such as zeolites, and
many other polymers (Murray, 1992).
The first clay-modified electrode was prepared from mixtures of sodium
Wyoming montmorillonite (Na+ SWy-1) and small amounts of poly (vinyl alcohol)
(PVA) by Ghosh and Bard (Ghosh et al., 1983). They prepared the electrodes of about
3-µm thick clay films on tin oxide on glass, Pt, and glassy carbon (GC) substrates. Then
the diffusion of some chemicals such as ruthenium (II) trisbipyridium (Ru(bpy )32+),
ferrous trisbipyridium (Fe(bpy) 32+), and methyl viologen (MV2+) were studied by
soaking the CME in solutions of these species for cyclic voltammetric (CV)
measurements.
Cyclic voltammetric measurements of diffusive chemicals at the clay-modified electrode
supply the information about the interaction between clay and the probe molecule. The
interaction can be measured by comparing the peak potential of clay-modified electrode
to that of bare electrode system. This electropotential shift has been
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measured for several metal complexes to find its interaction strength with clay (Liu et
al., 1985; Ege, et al., 1985; Fitch et al., 1988). The shift in peak potential was also found
to be dependent on the concentration of supporting electrolyte (Fitch et al., 1988; Carter
et al., 1987). The electroactive species held within the clay interlayer region in these
experiments were also found to show bigger peak currents than those in the bulk. These
current enhancements were measured and related to the effective electroactive
concentrations within the clay (Liu et al., 1985; Ege et al., 1985). Since pillaring of the
clay layer is already found to give weak CV (Cyclic Voltammetric) response (Rudzinski
et al., 1986; Itaya et al., 1985), these findings also indicate that there is diffusion of the
species through the interlayer region instead of immobile attachment to the clay.
Electrochemistry and photochemistry of pillared clay-modified electrodes were studied
and a mechanism of electrochemical and photo-electrochemical charge transfer was
proposed (Rong et al., 1990). The surface of montmorillonite films are found to be
capable of assembling electroactive cationic and anionic pairs through ion-exchange and
intercalation mechanism (Petridis et al., 1991).
Rong and co-workers demonstrated that axial ligation of a metalloporphyrin, and
consequent modulation of its electrochemical properties, can act to gate electron transfer
in bilayer devices composed of a cationic silane polymer and an anionic pillared clay.
They observed a pH-sensitive gate for electron transfer to and from the cations adsorbed
to the montmorillonite clay. They claimed that their results suggest new possibilities for
the preparation of micro-electrochemical devices that are sensitive to specific ligands
(other than H+ used in pH sensors) that bind metalloporphyrins.
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In our group, the clay-modified electrode has been used extensively to study
many aspects of clay chemistry. The conductivity of a clay-modified electrode was
examined and correlation of hydration effects with the electrolyte cation concentration
was studied (Lee et al., 1990). The association of face-to-face montmorillonite clay with
a metal complex was studied (Fitch et al., 1988). Effect of clay charge on swelling for
various clay minerals was studied (Fitch et al., 1995). Effect of clay type on the
diffusion property of a clay was also studied (Stein et al., 1996). A dual-electrode for
multisweep cyclic voltammetry was used both with the computerized system and
without it (Fitch et al., 1993; Stein et al., 1994; Stein et al., 1995). Molecular structure
effects on diffusion of cations in clays were studied (Fitch et al., 1996). Diffusional
properties of various chemical compounds were measured with CME (Edens et al.,
1991; Subramanian et al., 1992; Fitch et al., 1993; Joo et al., 1996; Fitch et al., 1996).
Clay-modified electrodes have attracted the attention of many electrochemists
because of the ion exchange properties of the clay and because of the unique structure of
the material. The clay-modified electrode is a useful tool to study and model the
naturally occurring pollutant transport in our environment (shown in Figure 2). More
detailed reviews of the clay-modified electrodes are available (Fitch, 1990; Macha et al.,
1997).

B. Immobilization of Clay on Electrodes
The net negative charge of the clay due to the isomorphic substitution in the
crystal lattice imparts polarity to the clay. The polar nature of clay allows it to be easily
attached to metal surfaces or metal oxide surfaces (polar) which are usually used for
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Figure 2. Pollutant Transport
The properties of transport of pollutants (solutes) in clay films are used for clay liners
and clay barriers.
(a) Clay is used for the liner in waste disposal site; containment technology shown is
above- and below-ground landfill
(b) Clay can also be used for a barrier to protect the water source (river) from possible
pollutants from the ground.
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the electrode surfaces. Therefore, the electrode (e.g., Pt, pyrolytic graphite, etc.) which
is encased in a non-conducting material (inert shield) such as glass, Teflon, or Torr Seal
is doped with clay mineral. The modification of the entire electrode surface and inert
shield must be made. The usual techniques of clay immobilization on electrode used in
our lab involves two different methods 1) oven-drying and 2) spin coating. While ovendrying results in the edge-to-face or house of card structure of clay platelets, the spin
coated electrode ensures the unique uniform 'well ordered' face-to face clay structure
shown in Figure 3. Scanning electron microscopy (SEM) of the clay films generally
shows a rough, "waffle-like" structure in which no major cracks or holes found (Bard et
al., 1992). The detailed method of spin-coating preparation of CME is given in Method
section (Chapter VI).

C. Diffusional Transport Study with CME and This Study
1. Introduction
As mentioned previously, the study of diffusional transport of various chemical
compounds through clay-modified electrode is well established laboratory technique in
our group. The results from our lab showed that the diffusional property of chemicals
through clay is influenced by the size of the interlayer spacing due to salt concentration,
clay type, molecular structural effect, and so on. The anion of the host inorganic salt in
the clay may also influence the properties of diffusion and this can be studied with
CME.

28

(a)

(b)

Figure 3. Face-to-Face and Edge-to-Face Clay Structure
(a) face-to-face (well ordered) clay platelet structure
(b) edge-to-face (house of card) clay platelet structure
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Many studies of contaminant transport in clay without using CME have also been done
at macroscopic level. Those macroscopic measurements often require high pressure

(50-100 MPa) instrumentation and relatively large size (1.0 cm thick by 4.2 cm
diameter) of clay sample (Hoh, 1992). HPLC columns packed with the dark sand have
been used to study the transport of dissolved organic macromolecules and their effect on
the transport of phenanthrene (Magee et al., 1991). The apparatus specially designed by
altering of a 50-mL gas/liquid syringe was also used to study the diffusion of an organic
compound in soil (Overcash et al., 1991). The effect of compaction on gas diffusion
coefficients in soils was studied by Xu and co-workers (Xu et al., 1992). They also used
high pressure diffusion chamber. They measured the concentration of N 2 diffusing
through metal cores where they applied the pressure to the soil sample. The diffusion
coefficient was calculated by fitting an analytical solution of the transient diffusion
equation to the measured N 2 concentration in the diffusion chamber as a function of
time.

2. Cyclic Voltammetry
Cyclic Voltammetry (CV) is one of the most common and useful techniques in
electrochemical analysis. In CV, a triangular potential waveform as shown in Figure 4 is
applied to an electrochemical cell. The current measurement of working electrode as a
function of the applied potential during this potential scan yields both qualitative and
quantitative information about the system used. Because the applied potential varies
linearly with time, the horizontal axis of a resulting cyclic voltammogram can be
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Figure 4. Triangular Potential Wave and CV for Fe(CN) 63(a) Typical excitation signal for cyclic voltammetry: this specific CV scans from Ei
(0.8V) to Es (-0.15V); voltage values are vs. SCE.
(b) Cyclic voltammogram of 6 mM K3Fe(CN)6 in 1 M KN03 . The excitation signal for
this voltammogram is given above (a) (Sawyer et al., 1984).
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considered as a time axis. One can obtain multiple cycles from same potential scan
range to obtain the change of the current with the time change.
A typical cyclic voltammogram is shown in Figure 4. The potential excitation
signal used for this voltammogram is shown in Figure 4. The potential is applied from
the initial potential, Ei to the switching potential, Es where the scan direction changes
and scanning goes back again to the Ei. The ordinary cyclic voltammogram uses the
negative scan direction where Es is more negative to Ei. The reduction peak is observed
from the forward potential sweep (as indicated by the arrow; from Ei to Es) and the
oxidation peak is observed from the backward potential sweep (from Es to Ei). The
formal potential E°1 for the reduction for a reversible redox 1 couple is then obtained
from the midpoint between the two current peaks.

[l]

where Epa is the anodic peak potential from the oxidation peak and Epc is the cathodic
peak potential from the reduction peak.
When the reduction process is reversible, the peak current at room temperature is
given by the Randles-Sevcik equation:

where ip is the peak current observed in amperes (A), n is the number of electrons
involved in the reduction process, A is the area of the electrode in cm2 , Dis the

1

reduction-oxidation
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diffusion coefficient for the oxidized species in cm /s,

c!' is the bulk concentration of

the oxidized species before the electrochemical perturbation is applied, in mole/cm3,
and vis the applied potential scan rate in V/s.

3. Diffusion Information from Clay-modified Electrode
The peak current at a clay-modified electrode (see Figure 5) is described by the
equation (Fitch et al., 1995):

where n is the number of electrons in redox system, m is the total number of clay
platelets, (d Eb) is the interlayer dimension available for charge transport composed of
interlayer spacing of the clay (d) and the length of the clay platelet edge (bi), r is the
tortuosity factor accounting for the lateral drag along the surface due to clay's plate-like
structure, Dc1ay is the clay diffusion coefficient assumed to apply within the claymodified film of CME,
bulk solution, and

K: is

the partition coefficient between the clay domain and the

c!' is the concentration of the electroactive species in the bulk

solution (see Figure 5).
Often current at the clay-modified electrode (ip(CME)) is normalized by the
current at the bare electrode (ip(bare)):

[4]
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Figure 5. Clay-modified Electrode and Clay Interlayer Dimensions
(a) A typical clay-modified electrode; Pt wire is sheathed in glass and modified
with 5 to 10 µm of clay which swells in contact with solution. An
electroactive probe (A) diffuses through the clay to the Pt surface where a
potential perturbation causes the reduction of the probe (K). A depletion or
diffusion region near the surface (-0.15 µm) as a result of the potential
perturbation at the time of reduction is also shown.
(b) A schematic diagram showing well ordered thin (5µm) clay film; dis the
gallery dimension or interlayer spacing for well swollen clay in NaCl
solution and b is the length of the clay platelet edge. The direction of the
diffusional transport through the clay interlayer spacing is also shown.
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where Dsotn is solution diffusion coefficient (cm/s

2
)

and A is the area of underlying

electrode. Here, band 'rare constants for a given clay. The interlayer spacing d due to
swelling is also constant for the same concentration of electrolyte. By using the same
electrode throughout the experiments for the different probes, A is also constant. The
constant value of -r 112dI:b/A was observed from the transport of an un-retained complex
where K is 1 (Fitch et al., 1988).
If we assume Dsotn and

JC are

similar for the metal complex probes of our interest, R

is proportional Dclay112 • Therefore the ratio of the cathodic peak height of clay-modified
electrode to the cathodic peak height of bare electrode for a given probe supply the
information about the diffusion constant in clay as described above. In addition, by

comparing R vs. time plot for different probes obtained from multisweep cyclic
voltammetry, we can compare the diffusional properties of the probe molecules through
the clay interlayer region with respect to time.

4. Intermolecular Differences in Diffusive Probes
The accumulation of the diffusional transport data in our clay system has been
our focus on the study with CME. We found that there are structural or some internal
differences among the diffusive molecules which make their diffusional characteristics
unique in terms of cyclic voltammetry. Questions regarding these intermolecular
differences in diffusive probes lead to this study. Our goal is to find out how molecular
differences produce the different diffusional properties. The internal differences in terms
of electrostatic charge which is attributed to the major long range interaction between
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clay and host diffusive molecule was tackled by the quantum mechanical study at the
atomic level. The "how it makes the diffusion different" part has been studied through
Molecular Dynamics Simulation which combined the atomistic electrostatic charge data
as one of input parameter.

Chapter Ill.
Computational Chemistry
A. History
The first great use of the computer in the name of computational chemistry was
found in 1953. The first type of computer simulation of a liquid using 'Monte Carlo'
method (this statistical stochastic method will be discussed later in this chapter). This
first time big scale computational chemistry activity was performed by Metropolis and
co-workers (Metropolis et al., 1953) with the computer called MANIAC at the Los
Alamos National Laboratories in the United States. The MANIAC (Mathematical
Analyzer, Numerical Integrator And Computer) was one of the most powerful computer
at that time. MANIAC was the copy of the previous computer developed called EDVAC
(operational as of 1951) which came just after ENIAC, the world's first ever stored
program computer built by J. Presper Eckert and John Mauchly of the Moore School of
Electrical Engineering at the University of Pennsylvania. MANIAC was originally
funded by military and first sent to Los Alamos National Lab in 1952 for the hydrogen
bomb design. It has been there for 10 years and the dimension was 3 feet x 8 feet x 100
feet with a 20 ten-digit number memory capability and with the speed of 800 operations
per second. The 10 years of MANIAC' s service recorded more calculations than those
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of 800 operations per second. The 10 years of MANIAC's service recorded more
calculations than those by entire human race until that time. One can visualize the size
and the complex shape of the computer by comparing it to the telephone network. One
can also realize the rapid development of computer technology when comparing
MANIAC with its descendent 'Paragon' built in 1994 by Intel Corporation with the size
of 6 feet x 4 feet x 18 feet, 2000 processors, 120 Gigaflops, 64 Gigabytes of memory,
and 20 million dollar price. (See Figure 6).
One can imagine how the computational chemistry researchers were system
availability dependent when he or she finds how often Bernard Ransil, one of the most
prominent scientists in the field of quantum mechanical computation at the time, had to
fly from Chicago, Illinois to Dayton, Ohio to use the UNIVAC computer, one of the rare
computers at the time belong to Wright Field Air Force Base. Since the famous physical
chemist ROBERTS. MULLIKEN 1 at the University of Chicago attracted the attention
to his quantum mechanical study, Ransil at the same institution developed a program for
computing open shell LCAO-MO-SCF wavefunctions (Mulliken, 1989).
The introduction of computers in chemistry was relatively fast (see Figure 7 for
the milestones in computer hardware development). The mathematical stochastic Monte
Carlo approach (Metropolis et al from Los Alamos National Laboratories in 1953), the
first extensive molecular orbital calculation (Ransil et al from the University of Chicago
in 1955), and the first Molecular Dynamics calculation (Alder et al, 1957; Alder et al.,

1

1966 Nobel Prize Laureate for his fundamental work concerning chemical bonds and the electronic
structure of molecules by the molecular orbital method
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Abacus

ENIAC

PARAGON

Figure 6. Computer Hardware Development (Speed and Power).
(a) Chinese abacus (2000 B.C.)
(b) ENIAC; the first stored program computer (1951)
(c) Paragon; 120 gigaflop supercomputer (1994)
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1959) are the prominent leaders in the computational chemistry. The smart use of
computers with in-depth physical chemical background, with findings from
experimental organic chemistry, or with the good understanding of more complex
biological system made many chemists move forward in this relatively new field of
chemistry. John A. Pople and W. Kohn developed quantum mechanical calculation
methods based on the approximate solution of Schrodinger equation (Pople et al., 1954;
Kohn et al., 1965). Organic chemist E. J. Corey at Harvard made the first application of
computers to synthetic chemistry, through the use of machine computation to generate
the chemical pathways for the synthesis of complicated organic molecules (Corey et al.,
1969). Large molecules such as proteins have been studied by Karplus et al with the
molecular dynamics simulation technique which has become a model for the
computational biochemistry (McCammon et al., 1977, 267, 585-90).

B. Application of Computer Simulations in Liquids
1. Introduction
For the study of chemical reactions, computer simulations have been used to
answer many of the questions arising from the experimental findings. How do chemical
reactions take place? The study of equilibrium kinetics, transition state, photo-reaction,
and diffusion are some of the examples of such questions arising from everyday
experimental chemistry. Most of these phenomena occur in the liquid phase into which
neither the perturbation of ideal gas nor the perturbation of the independent harmonic
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oscillator model for solids may fit. The liquid system with these inherent difficulties of
the theoretical treatment demands a more powerful numerical statistical treatment.
One of the earliest models of liquids without use of the computer goes back to
Morrel and co-workers (Morrell et al., 1936) and Rabinowitch and co-workers
(Rabinowitch et al., 1936). Both groups used rigid balls to represent the liquid system
either by packing or caging large numbers of balls. Although their approach is
macroscopic rather than a microscopic system to represent the real liquid phase, they
could look at the dynamics of individual atoms and molecules and use that information
to understand the solution reaction process. The physical models have inaccuracies
arising from unwanted gravity. Current computational methods can alleviate some of
these inaccuracies.
As previously stated, 'Monte Carlo' and 'Molecular Dynamics' simulations are
the two big monuments of studying the liquid system. Both of these independently
developed techniques study particles in liquid phase and they share certain features or
methodology, however there are still some significant differences. These will be
discussed in the subsequent sections.
2. Monte Carlo Simulation (MC)
The method of Monte Carlo simulation is often called a Metropolis method
since it is introduced by Metropolis and co-workers (Metropolis et al., 1953). Monte
Carlo techniques in general provide data on equilibrium properties only whereas MD
gives pre-equilibrium properties and transport properties as well as equilibrium
properties.
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As indicated by its name, MC is a stochastic method which uses random
numbers to generate a sample population of the system from which one can determine
the properties of interest. As stated earlier, the random nature (even if it is much more
complex to treat than the gaseous system) of the particles in liquid phase made this MC
as a popular tool to study liquid phase chemistry. The Metropolis algorithm allows one
to calculate expectation value of property F from a canonical ensemble 1 using the
equation:

JFe-ElksT dqdp
[5]
where

f

<F>=----e-Elk 8 T dqdp

<F>

is the expectation value of property F, k 8 is the Boltzmann constant, Tis the

temperature of the system, dqdp is a volume element in phase space2 , and Eis the
energy of the system. This integral is not trivial to solve analytically. A numerical
simulation with a sufficiently large sample is required. The F calculated from the
simulation with Ne. the number of total sample configurations considered, is written as:
NC

L
[6]

F =

Fce-EclksT

~c=""""1_ _ __

L
Ne

e-EclksT

c=l

where Fe and Ee are the property and the energy at configuration c, respectively. The
complex analytical integration over the phase space is now replaced by the numerical

1

also called as NVT ensemble because the number of particles, the volume, and the temperature of the
system are constant.
2
phase space in canonical dynamics is composed of qx, qy, q2, P:v py, and Pz considering heat transfer and
momentum change over the 3 D space.
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summation over a large number configuration set.
A particle selected at random is moved in a random way within the prescribed
limits, and it will have new configuration. According to Metropolis algorithm, this
configuration is selected depending on the Boltzmann factor

e-EclksT

before and after the

move. If the new configuration, Ec+J is smaller than that of Ee, the new configuration is
accepted. Otherwise, the acceptance of the new configuration is controlled by selecting
a random number i (0 < i < 1), and comparing it in following way:

< i, accept the new configuration.

(1)

If

(2)

If e-<Ec+i-Ec)ksT~ i, keep the original configuration and start new selection of an atom

e-<Ec+i-Ec)ksT

randomly for another displacement in the space and calculate Ec+i -

Ee.

Then step (1)

is repeated.
Over the course of perhaps several hundred thousand to several million
attempted steps, a large number of energetically accessible configurations of the system
are acquired. This collection of energetically accessible configurations, or the states, is
called an ensemble. Thermodynamic and other properties of the system can be
computed as ensemble average during the simulation. Some properties converge more
rapidly than others. For example, average internal energy may converge relatively
quickly, but heat capacity may require a much large ensemble sample to compute
reliably.
The random nature of Monte Carlo simulation makes it a useful tool for
sampling conformational space. Although the efficiency of sampling conformational

46

space is not as great as MD, the power of MC is in the fact that it can search much more
space in a stochastic way which is impossible in the case of MD simulation. For
instance, the Dihedral Probability Grid Monte Carlo method can rotate a dihedral angle
in a single step without regard to an energy barrier which might prevent the same
rotation in molecular dynamics (Mathiowetz, 1993). Monte Carlo simulation is good for
coarse-grained sampling of conformational space while MD technique with forcefield
minimization is a good tool for the complementary searching for the optimized
conformation.

3. Molecular Dynamics Simulation (MD)
The Molecular Dynamics method was introduced in chemistry in 1957 to solve
chemical problems in liquids. In MD, the motion of particles in a system is simulated as
they react to forces caused by interactions with other particles in the system while MC
stochastic treatment neglects these interactions. Therefore, this dynamic feature of MD
allows us to study time-dependent processes occurring in chemistry.
Molecular Dynamics calculations evaluate the forces acting on each particle and
use these to determine the accelerations these particles undergo. Particle velocities are
initially determined by a random distribution calibrated to give a Maxwell-Boltzmann
distribution at a given simulation temperature, then the following velocities are updated
according to the calculated accelerations. The trajectory of each particle (each atom in
the molecule) is then obtained by solving classical Newtonian dynamics over time for
the system. If there are N number of atoms in the molecule and each atom is denoted by
subscript i, the forces acting on atom i are:
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[7]

d 2 1j (t)
F; (t) =mi dt 2 , i = 1, N (N =number of atoms)

where Fi(t) is the force on atom i at time t, ri(t) is the position of atom i at time t, and mi
is the atomic mass. The force on atom i at time tis also defined as the negative gradient
of the potential energy function:
[8]

where V(r) is the potential energy at position r. The analytical solution of the integration
of this equation of motion is not trivial and many algorithms have been introduced to
solve the motion. One of the most welcomed algorithms in the field of MD may be the
summed Verlet algorithm (Swope et al., 1982) which is known to be more accurate and
less sensitive to numerical error than the previously introduced standard Verlet (Verlet,
1967). The summed Verlet algorithm is often called a 'leapfrog formulation' due to its
updating of velocities and coordinates at every half-time step intervals (Berendsen et al.,
1984). The velocities at time increment n +Vi are obtained from the previous velocities
and the new accelerations:
[9]

V

1

n+2

=V

1

n-2

+hF(tn)

where h is the time increment and tn is the time at nth step.
The new velocities Vn+I/2 are then used to update the coordinates for time step n+ 1:
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where Rn is the nth coordinate, his the time increment, and nn+I/2 is the new velocity at
time increment n+ 112. The resulting coordinates are then the inputs in computing of
forces at the current conformation. This process is repeated until the desired time period
is reached. Therefore, the simulation of a molecule is no longer stochastic but
deterministic with respect to the time dependent trajectory through the potential surface.
The usual length of dynamics varies from several to a thousands of picoseconds
(nanoseconds).
While the integrating classical Newtonian description of equations of motion
alone can give us information regarding the constant-energy surface, one may wish to
explore the equilibrium thermodynamic properties of a system. If a microscopic
dynamic variable A takes on values A( tn) along the trajectory at the time step tn, then the
following time average:
[ 11]

A

= lim-f1
f~oo

i' A(tn )dt
0

will give the measured thermodynamic value for the selected variable. This dynamics
variable can be any function of the coordinates and momenta of the particles of the
system. Through time averaging one can compute properties such as internal energy,
kinetic energy, and pressure regardless of the type of ensemble employed. However,
properties like specific heats, compressibilities, and elastic constants depend upon the
type of ensemble used. Therefore, it is important to choose a correct ensemble to
perform the dynamics simulations. Constant NVT (constant number of particles,
volume, temperature) dynamics, called canonical dynamics, has been used for this
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study. Other types of ensemble such as constant NVE (microcanonical; constant number
of particles, volume, energy) and constant NPT (constant number of particles, pressure,
temperature) ensembles are also available.
For the canonical dynamics simulation, the temperature (T) is held constant by
coupling to a thermal bath. Nose (Nose, 1984; Nose, 1984) and Hoover (Hoover et al.,
1985) suggested different methods of thermal coupling for canonical dynamics.
Canonical dynamics using Hoover's heat bath gives the trajectory of particles in real
time while the molecular dynamics based on Nose's bath does not give the trajectory of
particles in real time due to its time scaling method. Therefore, for a real time evaluation
of the system, Hoover's heat bath should be used for the canonical MD.
Constant NPT dynamics should only be used for periodic systems where the size
and shape of the unit cell may vary to accommodate the volume change. Microcanonical
ensemble (constant energy and volume) dynamics and constant enthalpy (constant NPH)
dynamics are also used in the MD simulations and details are explained elsewhere
(Allen et al., 1989).

Chapter IV.
Quantum Mechanical Electronic Structure Methods
(Molecular Orbital Calculations)
A. Introduction
The theory of quantum mechanics began in the 1920's with the goal to study
chemical interactions. The first reliable calculations were performed by Hartree in the
1930s using a hand held calculator and applying the Self Consistent Field (SCF)
method. Due to the rapid development of computer along with efforts to develop the
basis sets for more complicated systems, it is now possible to utilize this convenient tool
to the molecular systems including all main group elements and many transition metal
elements in many cases. The solution of the Schrodinger equation however, is still based
on the one-electron representation systems.
The theoretical background shown here is brief. The detailed theory of classical
Hartree-Fock type molecular orbital calculation is also found in reviews (Zemer, 1991;
Cioslowski, 1993), 1-33), books (Hehre et al., 1986; Pople et al., 1970), and theses
including the thesis by the author of this study (Park, 1994).
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Quantum mechanical calculations view a molecule as a collection of point-like
nuclei and electrons with fixed masses and charges. The energy terms include the
kinetic energy of each particle and the coulombic energies between the particles
(repulsion between nuclei, attraction between the nucleus and an electron, and repulsion
between electrons).
The time-independent Schrodinger equation used in quantum mechanical
calculations is:
[12]

H'P = F>P

where E is the total energy, qs is the molecular wave function from which all chemical
properties can be calculated, and H is the molecular Hamiltonian:

[13]

H=

L.(-mi
v; + L qiqjJ
2
j~i

i

where mi is the mass,

qi

~j

is the coulombic charge of particle i, and rij is the distance

between particle i and particle j.

v; is the Laplacian operator applied to particle i:

[14]

The kinetic energy is shown in the first term and the coulombic interaction is shown in
the second term. The subscript i and j denotes the summation is over all electrons and
nuclei. Only certain solutions are allowed and hence the equation is an eigenvalue
function where E is the eigenvalue and Y is the eigenfunction. The square of the
wavefunction is the physically observed property called "electron density".
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The Schrodinger equation can not be solved analytically without
approximations. Time independency, neglect of relativistic 1 effects, Born-Oppenheimer
approximation, and orbital approximation as a combination of mathematical functions
(orbitals) are the approximations implemented in quantum mechanical molecular orbital
theory (Boyd, 1990). The treatment of the motion of the nucleus as independent from
the motions of the electrons make the computation simpler. Under these conditions, the
potential energy surface is only a function of the nuclear position. This is called "BornOppenheimer Approximation". The potential energy of a diatomic molecule as a
function of inter-nuclear distance is shown in Figure 8. Molecular orbitals are
approximated by a linear combination of atomic orbitals (LCAO-MO method). Iterative
calculations continue until the solution of the total energy is self-consistent (SCF) and
the electron density is calculated from the wavefunction. The eigenvalue acquired as a
result of self consistency gives the description of energy at each molecular orbital.
The Hartree-Fock-Roothan equation (Hartree, 1957) is the most commonly used
approximated Schrodinger equation:
[15]

FC = SCE

where Fis the Fock operator whose matrix elements are constituted by one-electron
terms and two electron repulsions, S is the overlap matrix, E is the energy, and C is the
matrix of coefficients for the atomic orbitals constituting molecular orbitals. An initial

1

The Hamiltonian of the SchrOdinger equation is non-relativistic. It is therefore not appropriate as the
velocities of the particles, particularly electrons, approach the velocity of light.
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Figure 8. Potential Energy vs. Inter-nuclear Distance
Potential energy of a diatomic molecule at various inter-nuclear distances. This
is obtained by solving the Schrodinger equation at every inter-nuclear distance
along the vibrational mode of a diatomic molecule; Re is the equilibrium bond
length and De is the bond dissociation energy.
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guess of these coefficients is used to construct the first Fock matrix and the new
coefficients are taken from iterative SCF calculation.
Ab-initio quantum mechanics is the most accurate calculation among many
molecular orbital calculations. The accuracy depends on the type of the basis set used.
The contracted gaussian type orbital uses the linear combination of gaussian functions to
replace the Slater 1 type function. ST0-3G is the basis set where three gaussian functions
are used. Basis sets are usually described by the number of gaussians per contracted
gaussian type orbital (CGTO), and the number of CGTOs for each atomic orbital in an
occupied shell (i.e. ls, 2s, 2px. 2py. 2pzfor all second-row atoms). A "minimal" basis set
contains only one basis function per AO (atomic orbital). A double zeta basis set has
two CGTO's per AO. The Pople family of basis sets includes the set of STO-nG (n is
the number of gaussian functions) minimal basis sets and a large number of splitvalence basis sets which have one basis function for the core orbitals and two or more
CGTOs for the valence orbitals. The standard Pople nomenclature is L-MJM2M3G,
where L is the number of primitive functions in the single core basis function, the
number of Mi's indicate how many separate basis functions describe the valence region,
and the value of Mi indicates the number of primitive functions in that basis function.
For example, in the 6-31 lG basis set for oxygen, the core ls orbital is described by the
basis function consisting of 6 primitive gaussians. There are three of each of the valence
2s and 2p orbitals, the first containing 3 primitives and the next two consisting of only

1

Slater-type atomic orbitals (STOs) have exponential radial parts and their convergence is not as good as
gaussian functions (Slater, 1930).
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one gaussian function each. The polarization of functions on the non-hydrogen atoms is
indicated by adding a single "*" to the description, or "**" if the hydrogens have p-type
basis functions. Similarly the presence of diffuse functions is indicated by a"+" or"++"
before the "G" (e.g. 6-31 ++G**). Commonly used Pople basis sets and the number of
functions for the second row atoms (Li-Ne) are shown in Table 2.
The need for faster calculations for large molecules gave birth to the semiempirical quantum mechanical methods, where only the outer or valence electrons are
taken into account. The decrease of the number of two-electron integrals shows a big
improvement in terms of convergence speed. The inner electrons are considered to be
less important for chemical phenomena, and are therefore parameterized empirically.
The amount of neglect of the diatomic differential overlap integrals is the major
discrimination between most semi-empirical methods. The CNDO (Complete Neglect
of Differential Overlap) and INDO (Intermediate Neglect of Differential Overlap)
methods started an era of development of approximate molecular orbital methods (Pople
et al., 1970). The MNDO (Modified Neglect of Diatomic Overlap) method (Dewar et
al., 1977), AMI (Dewar et al., 1985), PM3 (Stewart, 1989; Stewart, 1989), and SAM
(Dewar et al., 1993, 23, 5003) are all semiempirical molecular orbital calculation
methods. Detailed theory of these semiempirical methods and the practical use in
chemical structure and energy calculation is reviewed by Clark (Clark, 1985).

B. Restricted Hartree-Fock vs. Unrestricted Hartree-Fock
Most molecules have an even number of electrons in their ground (lowest-energy) states
and may be represented by closed-shell wavefunctions with orbitals either doubly
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Table 2. Commonly Used Pople Basis Sets and the Number of Functions for
the Second Row Atoms (Li-Ne).

Basis
Set

Number of
functions

Basis Set

Number of
functions

Basis Set

Number of
functions

ST0-3G

5

6-31G

9

6-311G

13

3-21G

9

6-31G*

15

6-31 lG*

18

4-31G

9

6-31+G*

19

6-311+G*

22

The 6-31 G* basis set usually include 6d-type polarization functions, others include 5dfunctions.
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occupied or empty. For open-shell systems, in which electrons are not completely
assigned to orbitals in pairs, the Roothaan-Hall equations need modification. This
applies to doublet free radicals or triplet states, for which one component will have an
1

excess of a-electrons • For doublets, there will be one extra a-electron, for triplets, two
extra a-electrons, and so forth. Simple molecular orbital theory can be extended to
open-shell systems in two possible ways. The first is described as spin-restricted
Hartree-Fock (RHF) theory. In this approach, a single set of molecular orbitals is used,
some being doubly occupied and some being singly occupied with an electron of a spin.
This is the case illustrated for a three electron doublet state for lithium (Li) in Figure 9.
The spin orbitals used in the single determinant are then ('lf 1a)

('lf 1 ~) ('lf2a).

The

molecular orbital expansion coefficients, cµi for the linear combination of the atomic
orbitals for the corresponding molecular orbital (LCAO-MO) are still same as those of
spin restricted closed shell system:
N

[16]

l/fi =

'L cµi<1>µ
µ=l

where l/fi is an individual molecular orbital and</>µ is a basis function. Their optimum
values are still obtained from the variational method:
[17]

JE'

-;---= 0 (allµ, i).
ocµi

1

An electron spin can take only two orientations with respect to a specified axis. An a-electron is one
with spin quantum number ms= + 'h and ~-electron is one with ms = - 1/2.

58

(a)

(b)

<l>2sa

RHF

UHF

Figure 9. Restricted Hartree-Fock (RHF) vs. Unrestricted Hartree-Fock (UHF).
Three electron doublet state for lithium (Li) is used for this example. Notice
the different energy levels for the alpha spin (upward arrow) and a beta spin
(downward arrow) for the first two electrons in the case of UHF. For the same
electrons, alpha and beta spin are treated to be in the same molecular orbital (1 s)
in RHF calculation.
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where E" is the expectation value of the energy and Cµi is the molecular orbital
expansion coefficient. However, details are more complicated since different conditions
apply to singly- and doubly-occupied orbitals.
The second type of molecular orbital theory in common use for open-shell
systems is spin-unrestricted Hartree-Fock (UHF) theory. In this approach, different
spatial orbitals are assigned to a- and

~-electrons.

Thus, there are two distinct sets of

molecular orbitals \j/ai and \j/13i (i=l ,... , N). The previously doubly-occupied orbital is
now replaced by two distinct orbitals. The wavefunctions for lithium (Li) with both
RHF and UHF configuration are given in Figure 9.

C. Atomic Charges
Atomic charge is not a measurable physical property since the electrons are
considered a diffuse charge distribution that can arbitrarily be assigned to any atomic
center. However, the atomic charge as the net electronic and nuclear charge on each
atom is a frequently used term to explain observed chemical behavior.
Mulliken Population Analysis (Mulliken, 1955a; Mulliken, 1955b; Mulliken,
1955c), Natural Population Analysis (NPA), and Molecular Electrostatic Potential
(MEP) are among the most frequently used charge partitioning schemes. Mulliken
Population Analysis (MPA) assigns the charge to an atomic center on the basis of the
total electron density in basis functions located on that center. MPA is known to be
basis set dependent and having problems with many modem basis sets (Bachrach,
1994). Natural Population Analysis developed by Reed and co-workers (Reed et al.,
1985) divides the electron density matrix into sub-blocks with appropriate symmetry.
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The NP A method is much less basis set dependent than the Mulliken Populations
method. The Molecular Electrostatic Potential (MEP) method first introduced by
Bonaccorsi and co-workers (Bonaccorsi et al., l 972a; Bonaccorsi et al., 1972b) allows
chemists to predict reactivity based on atomic charge distribution. (See Chapter V for
more detailed explanation of MEP scheme.)

D. Frontier Molecular Orbital Theory
The concept of the Frontier Molecular Orbital Theory is that the overlap between
orbitals may favor the reaction between an electron donor and an electron acceptor. In
this regard, the Frontier Molecular Orbital Theory is different from electrostatic
interactions. In this scheme, a high lying (in energy) occupied orbital (usually the
highest occupied molecular orbital; HOMO) in the donor overlaps with a low lying
unoccupied orbital (the lowest unoccupied molecular orbital; LUMO) in the acceptor.
This feature is shown in schematic diagram in Figure 10. This leads to a net
stabilization. Therefore the reactivity of molecules is governed by the energy of these
frontier molecular orbitals, HOMO and LUMO. The HOMO is responsible for
electrophilic attack and the LUMO is responsible for nucleophilic attack in this way.
The interaction strength is dependent on the energy difference between the two
orbitals involved. The smaller energy gap between the orbitals of donor and acceptor,
the stronger interaction is expected. The interaction is also governed by the overlap
between the orbitals. If the overlap is large between the orbitals of donor and acceptor,
there is a larger interaction between them. This explanation scheme can account for the
steric effects which diminish the possible overlaps. For the study of the energetics of
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cytochrome P450 catalysis, the potential for metabolic activation is estimated in terms
of the energy difference between the Frontier Molecular Orbitals by Lewis (Lewis,
1992).

Chapter V.
Molecular Mechanics (MM) and Molecula,r Dynamics (MD)
A. Introduction; Atomic motions in a molecule from one con/ormation to another
The molecular mechanics approach with its empirical force field can be
extended to study in great detail how the atoms of a molecule move as it vibrates and
undergoes internal rotation at some thermal energy corresponding to a specified
temperature. The idea is as follows. One places the atoms of the molecule in a starting
geometry where not all the atoms are in their equilibrium position. Consequently, in the
empirical force field, the atoms feel forces and move in response. We ask the program
to solve Newton's laws of motion and to move them a tiny distance in the direction they
would really go if subject to those forces. This constitutes one small time step. Now the
forces are re-calculated and the process repeated. Thus time step by time step we
calculate and follow the motion of each atom. For this to work, the time steps must be
very small. In practice, each step is often only one femtosecond long. But vibrations
take picoseconds, so the simulation must continue for 20 to 100 picoseconds. This type
of calculation goes under the general name of Molecular Dynamics.
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B. Forcefield, the Basis of the Evaluation of the Interatomic Energy
The results of a molecular mechanics (MM) or molecular dynamics (MD)
calculation depend directly on the forcefield. The quality of the forcefield describing the
energetics of the system is greatly important. This is because the most important and
fundamental part of MM and MD computation is the calculation of the potential energy
for a given configuration of atoms. The calculation of this energy, along with its first
and second derivatives with respect to the atomic coordinates, yields the information
necessary for minimization and dynamics simulations. The forcefield is composed of a
functional form of this expression and the parameters needed to fit the potential energy
surface (Ermer, 1976; Hagler, 1985).
It is important to understand that the forcefield, both the functional form and the

parameters themselves, represents the single largest approximation in molecular
modeling. In a MD simulation with no experimental restraints, any results depend
critically on the details of the forcefield function and the simulation parameters. If one is
refining the forcefield with respect to an extensive NMR data set, then presumably the
experimental data are the most important factor determining the final structures.
1. The Energy Expression

Molecular mechanics is based on a classical mechanical picture of a molecule
rather than a quantum mechanical one. Neither explicit consideration of electrons nor
the quantum mechanic treatment of potential energy is made. (In quantum mechanics
the potential energy is represented as a sum of the nuclear repulsion energy and the
electronic energy obtained from an approximate solution to the Schrodinger equation).
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The potential energy in this classical molecular mechanics (MM) or molecular dynamics
(MD) model is written as a superposition of various two-body, three-body, and four
body interactions. The potential energy is expressed as a sum of valence or bonded,
cross valence, and non-bonded interactions.
[18]

Etotal = Ebonded + Ecross-tenn +Enon-bonded

where the valence (bonded) interactions consist of bond stretching (ER), bond angle
bending (Ee), dihedral angle torsion (E<fJ), and inversion terms(Ew). The non-bonded
interactions consist of van der Waals (Evdw) terms and electrostatic (Eez) terms. The
valence cross-term set generally consists of bond-angle and angle-angle terms. Cross
terms are used to improve the accuracy of modeling mechanical properties. The pictorial
representations of these individual energy terms are shown in Figure 11.
During the last decade, several forcefields have been developed. AMBER,
CHARMm, DREIDING, and Universal Force Field (UFF) are some of these. AMBER
and CHARMm have been used most widely, especially in the biological or biochemical
field. A recent development is Universal Force Field by Rappe and co-workers. This
excellent, general purpose force field that has been parameterized for the full periodic
table. The form of the expression of the potential energy in UFF is given by following
equation:
[19]

E =ER+ Ee+ E¢+ Ew+ Evdw + Eet

where the name of each potential energy term at the right hand side of the equation is
already explained above.
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Figure 11. Pictorial Representation of Energy Terms Used in Forcefield
Calculations (dotted line denotes the interactions between nonbonded atoms).
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2. Bond Stretch
The bond stretch of UFF is described as a harmonic oscillator :

ER

[20]

=V2 ku (r-ru) 2

or as the Morse function:

where ku is the force constant in units of (kcal/mole)/A, ru is the standard or natural
bond length in Angstroms, Du is the bond dissociation energy (kcal/mol), and the
exponential factor a is given by:
1/2

ku
a= [ 2Du ]

[22]

The Morse function is known to be more accurate due to its implicit inclusion
of anharmonic terms near equilibrium (ru). The Morse potential goes to a finite energy
(Eb

=D

0)

for R = oo and should be used for systems where a covalent bond is allowed

to break. The forces with the Morse term go to 0 as R ~

oo .

Consequently, this is not a

good form to use when sketching molecules or otherwise starting from a poor geometry.
The natural bond length ru is assumed to be the sum of single bond radii which is
specific to the atom type, bond order correction, and an electronegativity correction:

The bond radii, r1 or r1 , were obtained from experimental bond distances which includes
X-ray structures obtained from Cambridge Database (see reference for Kennard, 0.,
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Cambridge Crystallographic Data Centre). The bond order correction, r8 o, is a Pauling
type (Pauling, 1960) used to modify the single bond radii:
[24]

rso =-A (r1 + r1) ln(n)

where the proportionality constant A= 0.1332 A was determined for propane, propene,
and propyne. The term n is for the bond order, where r80 would be zero for the bond
order n

= 1. Here, the structural-electronic effects such as resonance, metal-ligand 7t

bonding, metal-ligand 7t back bonding, and the trans influence are considered to predict
the molecular structure. The electronegativity correction, rEN, is used according to the
suggestion by O'Keeffe and Brese (O'Keeffe et al., 1991) in the form of:

[25]

where Xi and

x,

are GMP (Generalized Mulliken-Pauling) electronegativity (Rappe

et al., submitted).

3. Angular Bendings
The Universal Force Field uses a three-term Fourier expansion to describe all
angular distortions:
[26]

Ea = K9 (C + C1 cos8 + C2 cos28)
0

where the coefficients are:
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[29]

C2 = 4 Sln
. z un

0

where Ke is the Fourier expansion parameter and 80 is the bond angle for given any two
bonds to a common atom. As shown above, the only inputs are Ke and 80 •

4. Dihedral Angle Torsions
The formula expression regarding dihedral angular torsion is rather complicated
without definition of torsional angle along with a descriptive picture. The picture
showing the dihedral angle is given in Figure 12. If two bonds U and KL are attached to
a common bond JK, then the dihedral angle <!> is defined as the angle between the JKL
plane and the UK plane as shown in Figure 12. Looking from J toward K, clockwise
orientation as shown is considered to be positive. The trans configuration is when
dihedral angle

<j>

is zero and the cis configuration is when <j> is 180°. The torsional energy

is then given by:
[30]

where

</J

is the angle between the JKL plane and the UK plane, n is the periodicity of the

potential (n= 1,2,3,4,5,6), and d is the phase factor (d =± 1).
5. Inversions

For UFF, a one or two term cosine Fourier expansion in w is used for atoms I
bonded exactly to three other atoms J, K, L:
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K

Figure 12. Angles for Torsions and Inversions.
(a) dihedral angle for torsion; the angle that IJ and KL makes when
looking down JK bond.
(b) angle between IL and IJK (plane) for inversional term.
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where KIJKL is the force constant in (kcal/mole) and

WIJKL

is the angle between the IL

axis and the IJK plane (See Figure 12).
6. van der Waals

Non-bonded interaction terms in UFF can be one of two different types. A
Lennard-Jones 6-12 potential is:

where the input of inter-atomic distance R is given in terms of van der Waals bond
length Ru (in

A) and bond strength Du (in kcal/mole). The exponential-6 form is given

by the equation,

where A is pre-exponential term, Bis dispersive attractive term, C is repulsive
exponential, R is interatomic distance, D0 is bond strength (well depth) in kcal/mole, Ru
is bond length in

A, and yis the scaling factor. The 6-12 Lennard-Jones form is better

performing than exponential-6 form in terms of its numerical stability. The exponential6 form blows up for small internuclear separations.
7. Off-diagonal VDW

UFF assumes standard geometric combination rules for the van der Waals
potential between hetero atoms (off-diagonal VDW) using diagonal values (between the
same atoms):
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where Dn, Dn, Rn, and Rn and are the diagonal VDW term for energy and bond length
while Du and Ru are pertaining to off-diagonal VDW.
An alternative way of doing combination rule on these off-diagonal VDW' s is
the simple arithmetic mean:

where Ru is the Lennard-Jones distance for off-diagonal atoms and Rn and Rn are those
for diagonal atoms.
While the CHARMm and Dreiding-I force fields use arithmetic mean as a
default, AMBER, Dreiding-II, and UFF uses geometric combination rule by default. In
general, the geometric rule for the combination rule describes the summation of van der
Waals terms for crystalline system better than arithmetic rule.

8. Electrostatic Interactions (Coulombic Interactions)
Electrostatic interaction plays a very important role in the study of drug-receptor
interactions and structure of inorganic systems. The study of interaction energy in our
clay-intercalated chemical complex system is also greatly dependent on the electrostatic
interactions. The total electrostatic energy is written as:

[37]

Ecou1

~~ QiQj
=Ca~~ eR ..
l

j>l

lj
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where Qi> Qj are the charges in electron units (e), R;j is the distance between offdiagonal (hetero) atoms in A,£ is the dielectric constant (£=1 used for a vacuum), and

c

0

is a conversion factor (=332.0637) which accounts for the unit of Ecoul in kcal/mol.
For a molecule having N atom components, there are N(N-1)/2 Coulombic

interactions. The study of clay lattice in our unit cell in this study (320 atoms) with
hexaamineruthenium(3+) complex (25 atoms) has 59,340 non-bond interactions to
evaluate. We should be able to cut down this number of non-bonded interactions to save
our computation time. However, a difficulty arising from this approximation approach is
that the Coulombic potential is relatively very long range and it is significant even at a
distance of 1OOA. For non-periodic systems, we use a cutoff distance to include only the
most effective charges. For periodic systems, one of the most well known approaches is
to use an Ewald summation scheme. Discussion of Ewald summation will be found in
the later part of this chapter.

9. Non-bonded VDW and Electrostatic Energy Exclusion (Valence Exclusion)
Most force fields define non-bonded interactions including van der Waals and
electrostatic energy terms so as to exclude the components between atoms that are
already considered under previous valence (bonded) terms (this is rather expensive step
in terms of computation time even though most of computational package performing
this step). Commonly excluded non-bonded terms throughout the force fields are those
called 1-2 interaction (between atoms that are bonded together) for van der Waals
interactions and 1-3 interactions (between atoms that are bonded to a common atom) for
electrostatic and VDW interactions. For the 1-4 interaction (between atoms that are
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considered as the terminal dihedral torsional opponents), the exclusion fashion is
different depending on the type of the force field used. Some force fields also exclude
the non-bonded terms between atoms in 1-4 interaction. A force field like AMBER
usually uses half scaled values of this 1-4 non-bonded interaction for van der Waals and
coulombic interactions while UFF only excludes 1-2, and 1-3 interaction by default. The
pictorial representation of these 1-2, 1-3, and 1-4 interactions is found in Figure 13.

C. Energy Minimization
Because the concept of structure is central to chemistry, finding the energy
minima of complex, multidimensional surfaces itself has been one of the most
extensively studied fields. By simply minimizing energy, stable conformations can be
identified. This is known as a classical treatment of the molecular geometry. In the real
(quantum mechanical) world, molecules are never at rest and molecular structure is a
dynamical concept involving oscillations of the nuclear positions about equilibrium
geometries (Bartett et al., 1994).
Minimization of a molecule is done in two steps. First, an equation describing
the energy of the system as a function of its coordinates must be defined and evaluated
for a given conformation. Target functions may be constructed that include external
restraining terms to bias the minimization, in addition to the energy terms. Next, the
conformation is adjusted to lower the value of the target function. A minimum may be
found after one adjustment or may require many thousands of iterations, depending on
the nature of the algorithm, the form of the target function, and the size of the molecule.
The efficiency of the minimization is therefore judged by both the time needed to
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Figure 13. Nonbonded Exclusion Terms
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evaluate the target function and the number of structural adjustments (iterations)
needed to converge on the minimum.
The potential energy calculated by summing the energies of various interactions
is a numerical value for a single conformation. This number can be used to evaluate a
particular conformation, but it may not be a useful measure of a conformation because it
can be dominated by a few bad interactions. For instance, a large molecule with an
excellent conformation for nearly all atoms can have a large overall energy because of a
single bad interaction, for instance two atoms too near each other in space and have a
huge van der Waals repulsion energy. It is often preferable to carry out energy
minimization on a conformation to find the best nearby conformation. Energy
minimization is usually performed by gradient optimization: atoms are moved so as to
reduce the net forces on them. The minimized structure has small forces on each atom
and therefore serves as an excellent starting point for molecular dynamics simulations.
The conjugate gradient algorithm (Fletcher et al., 1964) was used for this study.
There are other methods available to find a global minimum conformation (see Figure
14 for the types of minima) of a molecule such as the steepest descent (Levitt, 1969),
Newton-Raphson methods (a quadratically-convergent method for finding a root of an
equation, and its variants), and quasi Newton-Raphson method. Detailed treatments of
Newton methods can be found in the literature (Fletcher, 1987; Gill et al., 1983; Dennis
et al., 1983).
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Figure 14. Local and Global Minima
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1. Steepest Descent (SD)

Steepest descent is one of the oldest and simplest methods. In general, SD
converges rapidly near the initial conformation but slowly near the minimum. This is
why it is often used to clear bad contacts in the initial stage of minimization. At each
iteration, coordinates are displaced in a direction opposite to the gradient of the potential
energy. At each iteration of SD, the search direction is taken as -gb the negative gradient
of the objective function at Xk· The new line search is always perpendicular to the
previous gradient. This is especially inefficient where the energy surfaces have narrow
valleys. A more detailed discussion of SD is found elsewhere (Dennis Jr. et al., 1983).

2. Conjugated Gradient (CG)
The deficiency of refining the direction of the minimization direction in SD is
improved in the conjugated gradient method. CG algorithm makes use of previous
minimization steps as well as the current gradient to determine the next step. The
convergence rate of this conjugated method is very rapid. Convergence can be quadratic,
rather than linear as for SD, and is especially improved near the minimum. In CG,

h;+J.

the new direction vector leading from point i+ 1, is computed by adding the gradient at
point i+ 1, gi+ 1, to the previous direction h; scaled by a constant 11:
(38]

hi+I

= gi+I + yihi

where Yi is a scalar defined by Fletcher and Reeves (Fletcher et al., 1964) as following
equation:
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[39]

CG is the good choice for minimization of large systems. It requires only previous 3N
(N is the number of atoms in the system) gradients and directions for storage to
determine next iteration while Newton-Raphson scheme needs a relatively big storage
for the second-derivative matrix (N(N+ 1)/2). This efficiency and the ensured mutually
conjugate directions are also accomplished by more complete line search minimization.

D. Long Range Corrections of Non-bonded Interactions
The treatment of long range non-bonded interactions is important especially in
the case that we have many atoms in a widely spread lattice or 3 dimensional glob such
as big protein molecule. The computational cost of calculating every non-bonded (VDW
and electrostatic) interaction is very high in terms of time. The system which has 350
atoms inside exceeds 60,000 interaction pairs. I also mentioned that some kind of
approximation scheme is necessary to cut down the huge number of non-bonded
interaction pairs which both MM and MD algorithm have to go through at every step for
their own energy calculation. Therefore the accuracy of the results in MM and MD will
greatly depend on the quality of approximation used.
If one uses cutoff distances for the minimization or dynamics for a system, one

may acquire undesired border artifacts in which the energy jumps abnormally at the
border when an atom moves in and out of this cutoff range. Inclusion and the exclusion
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of the non-bonded energy term with respect to the cutoff distance is no longer valid. The
direct method with fixed cutoff distance is also very slow for large cutoff distances.
An improvement can be made to reduce the large jump of the direct method with
the cutoff distance. In this method, called the spline switching method, the energy is
multiplied by a spline function. Instead of fixed single cutoff, two different parameters
called spline-on and spline-off distances are used to define the cutoff. Within the splineon/spline-off range, the non-bonded interaction energy is reduced according to the
spline function while it is ignored beyond the spline-off distance. The narrower the
spline-on/spline-off range, the faster the interaction energy converges. One may want to
extend the spline-on/spline-off range to increase the accuracy of the computation.
However the computational time, at the same time, will increase dramatically.
Ewald summation is one of the procedures developed to solve the problems
mentioned above. While VDW has rapid potential drop across certain interatomic
distances due to its 6-12 exponential function, the electrostatic interaction's
convergence over the interatomic distance variation is very slow due to its l/r
dependency. The use of a two step summation (one in real space and one in reciprocal
space) for the periodic system will give a more accurate value for the electrostatic
interactions (Ewald, 1921 ). One summation is carried out in reciprocal space while the
other is carried out in real space. Based on Ewald's formulation, the simple lattice sum
can be reformulated to give absolutely convergent summations which define the
principal value of the electrostatic potential, called the intrinsic potential. Given the
periodicity present in both crystal calculations and in dynamics simulations using
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periodic boundary conditions, the Ewald formulation becomes well suited for the
calculation of the electrostatic energy and force. It was originally developed for the
study of ionic crystals. In Figure 15, hydrogen HlA of the cobalt trisbipyridine trivalent
cation interacts with hydrogens, H2A, H2 8 , H2c, H2n, and all other mirror images of
hydrogen H2A. These hydrogens are shown in darkened circles. Potential energy can be
written as:

[40]

where qi, qj. are the charges. The conversion factor of 47tto is omitted for simplicity and
this corresponds to adopting a non-SI unit of charge. The sum over n is the sum over all
simple cubic lattice points, n

=(nxL, nyL, NzL; nx, ny, nz are integers and L is the length

of the unit lattice). This vector represents the shape of the unit cell. The prime after the
summation sign indicates that we should omit the potential term when i = j for n = 0.
This conditionally convergent long range potential sum is then converted into a two
term convergence unit of real space and reciprocal space as stated earlier. This two term
convergence equation is a result of multiplying a function to the equation just shown,
the so-called convergence function. The convergence function for the electrostatic
energy and the dispersive energy was used by Karasawa and co-workers (Karasawa et
al., 1989).
The Ewald method is significantly more accurate than the atom-based
calculation with a large cutoff. Ewald processing time grows as N 1·5, where N is.the

82

.

Figure

15 Ewald Summation

·

83

number of atoms in the unit cell. The estimation of the cutoff and convergence constants
for Ewald method, however, is more difficult. The automation of parameter choice has
been used with the inputs of accuracy and a time ratio (Karasawa et al., 1989). The
value chosen for the time ratio does not affect the accuracy of the calculation, only the
time taken to perform it.
The method called 'minimum image convention' is also used for limiting the
non-bonded interactions to those within the unit cell. A two dimensional representation
of the minimum image convention is shown in Figure 16. For the atom lA in the cell A,
only interactions within the volume of the unit cell centered on the atom lA are
considered. The cutoff (equal to the circle radius) must be less than half the shortest
perpendicular distance between the faces of the cell. For a 3-D cubic system the
maximum cutoff is half the unit cell length. This method was first used in the famous
Monte Carlo simulation by Metropolis and co-workers (Metropolis et al., 1953).

E. Obtaining Atomic Charges
Atomic charge is the parameter which is responsible for the non-bonded
electrostatic energy involved in a molecular mechanics and dynamics calculation. Even
though atomic charge information is necessary to achieve this interatomic interaction
potential calculation, there is no unique way to obtain it from experiment or calculation.
From the quantum mechanical point of view, a molecule is composed of nuclei and
electrons. Each nucleus bears positive charge equal to its own atomic number while
each electron bears a charge of -1 e. While the point charge treatment of nuclei is
reasonable considering their relative stationary state compared to electrons, the
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treatment of electrons should be more detailed. It is probable to find electrons both
around the individual nuclei and in between nuclei which are close together and forming
a bond. The isodensity surface of electrons may well correspond to a van der Waals
surface which contains a large fraction of the total electron density. However, there is no
clear-cut way to divide this electron density surface attributed by each individual atom.
Therefore, atomic charge is not a molecular property, and it is not possible to define its
identity. X-ray diffraction can provide us with molecular charge distributions, but there
is also no way to partition them with respect to the atomic centers.
There are two widely employed methods to obtain atomic charge information.
The first method of calculating atomic charge is based on partitioning the electron
distribution. The second is based on a fitting scheme in which a distribution of
interaction energies between a point positive charge and a molecule is fit to atomic
charges.

1. Partitioning Schemes
The electron density function p(r) is:

[41]

Jp(r)dr = n

where p( r )dr is probability of finding an electron in a small volume element dr, and n is
the total number of electrons when the integration is carried out over all space. In
Hartree-Fock theory,

[42]

p(r)

N

N

µ

v

=LL pµv<I>µ <l>v
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where Pµv is an element of the density matrix(µ by v), and the summations are carried
out over all atom-centered basis functions, </>µ and </Jv. This leads to:
N

[43]

N

Jp(r)dr =LLv Pµv J<I>µ <l>vdt
µ

N

N

=LL
PµvSµv = n
µ v
where Sµvare elements of the overlap matrix. Similar types of expressions may be
constructed for density functional, correlated models, and other semi-empirical
molecular orbital calculations. Notice that overlap matrix, Sµv is a 8 function whose

J

value equals 1 if µ=v ( </>µ = </Jv; Sµv = <I>µ <I> vd-r: = 1) and 0 if µ;ev. It is also important that

the total number of electrons in a molecule is now expressed as a sum of products of
density matrix and overlap matrix elements.
In the Mulliken procedure (Mulliken, 1955), the above summation over pairs of
atomic basis functions is divided into two parts: diagonal (µ=v; SµFl) and off-diagonal

(µ;ev).

µ

v

µ

µ<v

The second part of the right hand side of the equation describes the off-diagonal element
of density matrix multiplied by overlap matrix. This only describes the case when </>µ
and </Jv reside on the same atom. When</>µ and </Jv reside on different atoms, Mulliken's
simplistic assumption, giving each of the two centers half of the total overlap, fails.
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Within the Mulliken charge scheme, a gross population, qµ, for basis function </>µ
can be defined as:
[45]

qµ

= Pµµ

+

L

PµvSµv

µ#V

Atomic populations, qA, and atomic charges, QA, are:
and

where ZA is the atomic number of atom A.

2. Fitting Schemes
The most widely used fitting scheme, the method used for the minimization and
dynamics simulation in this study, is that based on the molecular electrostatic potential,
Ep

(Chirlian et al., 1987; Breneman et al., 1990). Molecular Electrostatic Potential

(MEP) used represents the energy of interaction between a point (positive) charge and
the nuclei and electrons of a molecule. For a point positive charge located at p, the
molecular electrostatic potential, cp is given by the equation:

[47]

where the first summation is over the nuclei A with charges (atomic numbers) ZA and
separated from p by distances RAP' and the second (double) summation is over the entire
set of N atomic basis functions

<f>;

Pµv are elements of the one electron density matrix,

which may be derived either from a Hartree-Fock wavefunction, and the integrals
involve the operator llr1p, the separation between electron 1 and the test charge p. The
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uses of MEP for the charge calculation for the Lattice Minimization and Molecular
Dynamics simulation are found elsewhere (Breu et al., 1995, 34, 4504-4510; Sato et al.,
1992).
So far I compared two different methods to compute the atomic charge. The
demand to acquire the atomic charge data is due to increased use in empirical molecular
mechanics and molecular dynamics calculations. Hartree-Fock models with MEP fitting
is widely used and the utilization of density functional (Broclawlk et al., 1996;
Holthausen et al., 1996; Li et al., 1995) or MP2 correlated models in place of HartreeFock models are also found (Yamanaka et al., 1994).

Chapter VI.
Methods
A. Diffusion of Intercalated Cationic Compounds, Ru(NH3)/+,
Co(en)/+, Co(NH1)/+, Co(sep/+, and Co(bpy)/+ in montmorillonite
1. Materials and Methods Used for Experiments
a. Chemicals
Standard Wyoming sodium montmorillonite (SWy-1) was obtained from the
Source Clay Repository (University of Missouri, Columbia, MO) and purified (Stein et
al., 1995). Cobalt(III) sepulchrate trichloride [Co(sep )Ch] (Aldrich), Ruthenium(III)
hexamine trichloride [Ru(NH3)6 Ch] and Tris(ethylenediamine)cobalt(Ill) chloride
dihydrate [Co(en) 3Ch·2H20] (Alfa-Aesar), and Cobalt(III) hexamine trichloride
[Co(NH3)6Ch] (Johnson Matthey) were used as received. Tris(2,2'-bipyridine)
cobalt(II)perchlorate dihydrate Co(bpy)3(Cl04h·2H20 previously synthesized in our
group as described (Fitch et al., 1993) was used.

b. Electrochemical Measurements
Electrodes were polished using 0.05 mm alumina and copious amounts of water.
The electrodes were then rinsed and sonicated to remove any remaining alumina at the
surface of the electrode. This procedure was performed prior to the coating of clay for
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surface of the electrode. This procedure was performed prior to the coating of clay for
the CME (clay-modified electrode) and prior to the beginning of any cyclic
voltammetric run for the bare electrode. SPCMEs (spin-coated clay-modified
electrodes) were prepared by applying lµL of a 35 g/L clay solution to the electrode.
The electrode was inserted into an inverted Pine MSR electrode rotator and spun at 800
rpm for 20 minutes. Electrodes were visually inspected for cracks under the microscope.
Those with cracks were discarded and a new clay film was coated. Acceptable films
were allowed to pre-swell for five minutes in the N 2-purged electrolyte and then
switched to the same electrolyte containing the electroactive probe molecule. An SCE
(Saturated Calomel Electrode) and a Pt wire were used as reference and counter
electrodes, respectively.
Cyclic Voltammetric (CV) measurements for Co(sep) 3+, Ru(NH 3) 63+, Co(en) 33+,
Co(NH3) 63+, and Co(bpy) 33+ were carried out in a standard three electrode configuration
with an AgCl/Ag used as a reference electrode. The original measurements, except
Co(bpy) 33+ were accomplished previously in our group (Fitch et al., 1996) and the same
experiments have been repeated for confirmation. A PAR 175 universal programmer
and PAR 173 potentiostat (E.G.&G) were used with data collected to a Gateway 486
using Cio-DAS 08 AID converter (Computer Boards, Inc., MA) and Snap-Master Data
acquisition software (HEM Data Corp, Ml) for data collection. Multiple sweep cyclic
voltammograms were obtained at a concentration of lmM probe and 0.1 M NaCl and a
sweep rate of 50 mV/s between the potentials of 0.4V and -0.8V for Co(en) 33+.
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2. Computational Methods
a. The Clay Model.
The clay montmorillonite that we have studied is based on natural Wyoming
montmorillonites. The ideal formula for this type of dioctahedral smectite clay when
there is no metal atom substitution is Al4 Si 8020(0H)4. We used a well known ideal
isomorphic substituted formula for the clay montmorillonite (Sposito, 1989):

[48]

[Si7.7sAlo.2sHAh.sMgo.s]020(0H)4

Our simulation unit cell contains 8 (4x2xl, xyz) unit cells for montmorillonite clay,
obtained from X-ray data (Maegdefrau et al., 1937). A slab size of 21.12A by 18.28A by
6.56A of clay was used (Figure 17). Our 4x2 model bears a negative charge of 6
electrons (2 electrons from substituted Al in the tetrahedral position of Si and 4
electrons from substituted Mg in the octahedral position). This corresponds to the
negative charge of 0.375 electrons per formula unit of A}zSi4010(0H)z and it also
satisfies the requirement of natural Wyoming montmorillonite bearing negative charge
of 0.25 to 0.6 electrons for the same formula (Bohn et al., 1979; Moore et al., 1989). A
complete 2: 1 layer containing an octahedral aluminum oxide layer sandwiched by two
Si04 tetrahedral layers was used. The charge to each of the atoms in the structure was
assigned based on previous works (Skipper et al., 1995a; Skipper et al., 1995b) and
given in Table 3. The H atoms in structural OH groups are assigned to have the positive
charge found in the water molecule for MCY model (see Chapter I). For the atomic
charge for the oxygen, -0.8e from the earlier semi-empirical calculation was used
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Figure 17. Unit Lattice.
Clay montmorillonite unit lattice; contains 4x2xl unit cells from X-ray
crystallography. A slab size of 21.12 A by 18.28 A by 6.56 A of clay is
used. The space between two clay layers is called interlayer spacing.
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Table 3. Atomic Charge (e) of the ~lay Atoms in the Fragment
and Their Cartesian Coordinates (A). See ref. (Skipper et al., 1995b).
Atom
01
02
03
04
H5
Si6
Si7
08
09
AllO
Alll
012
013
014
015
H16
Sil 7
Si18
019
020
Al21
Al22
023
024
025
026
H27
Si28
Si29
030
031
032
033
034
035
H36
Si37
Si38
039
040

x

y

2.6400
1.3200
3.9600
5.2800
6.1615
2.6400
0.0000
2.6400
0.0000
4.4000
4.4000
0.0000
3.9600
1.3200
2.6400
3.5215
0.0000
2.6400
0.0000
2.6400
1.7600
1.7600
0.8800
2.2000
4.8400
3.5200
2.6385
0.8800
3.5200
0.8800
3.5200
3.5200
4.8400
2.2000
0.8800
0.0015
3.5200
0.8800
3.5200
0.8800

0.0000
2.2800
2.2800
0.0000
0.0000
1.5200
3.0500
1.5200
3.0500
1.5200
7.6200
4.5700
6.8500
6.8500
4.5700
4.5700
6.0900
7.6200
6.0900
7.6200
6.0900
3.0500
0.0000
6.8600
6.8600
0.0000
0.0000
7.6200
6.0900
7.6200
6.0900
4.5700
2.2900
2.2900
4.5700
4.5700
3.0500
1.5200
3.0500
1.5200

z
3.2800
3.2800
3.2800
1.0601
1.4341
2.7300
2.7300
1.0601
1.0601
0.0000
0.0000
3.2800
3.2800
3.2800
1.0601
1.4341
2.7300
2.7300
1.0601
1.0601
0.0000
0.0000
-3.2800
-3.2800
-3.2800
-1.0601
-1.4341
-2.7300
-2.7300
-1.0601
-1.0601
-3.2800
-3.2800
-3.2800
-1.0601
-1.4341
-2.7300
-2.7300
-1.0601
-1.0601

Charge (e)
-0.800
-0.800
-0.800
-1.717
0.717
1.200
1.200
-1.000
-1.000
3.000
3.000
-0.800
-0.800
-0.800
-1.717
0.717
1.200
1.200
-1.000
-1.000
3.000
3.000
-0.800
-0.800
-0.800
-1.717
0.717
1.200
1.200
-1.000
-1.000
-0.800
-0.800
-0.800
-1.717
0.717
1.200
1.200
-1.000
-1.000
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(Delville, 1992). Al and substituted Mg in the octahedral sheet are assigned to have
unscreened ionic charge of +2e and +3e. The substitutional disorder for the constructed
4x2x 1 clay model was carried out within Cerius2 molecular simulation software
package to consider the negative charge of clay due to its isomorphic substitutions in the
octahedral Al 3+ by Mg 2+ and in the tetrahedral Si 4+ by Al3+. These assigned ionic formal
charges of octahedral metals are balanced by placing -1 e on each of the coordinating 0
atoms (apical 0 of the Si04 tetrahedra).
In summary, the assignment of atomic charges we used and previously used by
Skipper and co-workers is with respect to oxygens in the tetrahedral silicate layer. Other
atoms are adjusted or assigned to give the clay neutrality or to consider the formal
charge of the octahedral metal atoms. This approach is valid because the previous abinitio studies suggest that the valence electrons in small fragments of clay are centered
on the oxygen atoms. The rough treatment of formal charge assignment can be justified
when we consider that the net negative charge of montmorillonite clay comes mostly
from the tetrahedral layer not from the octahedral layer due to its remote (> 3 A)
location from the basal plane surface of the clay mineral.
The inter-atomic potentials for clay to metal complex were obtained from the
parameterized Universal Force Field (UFF) without attempting any separate quantum
energy parameterization due to the large numbers of the atoms in the metal complex of
interest with respect to the clay fragment.
The total energy of the system, in which a metal complex is interacting with the
clay surface, is expressed as a sum of bonded interactions and non-bonded interactions:
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[49]

£total =£bonded +Enon-bonded

The bonded interactions consist of bond stretching, bond angle bending, dihedral angle
torsion, and inversion terms.
[50]

£bonded =£bond +£angle+ £torsion+ £inversion

The non-bonded interactions consist of electrostatic (coulombic) and van der Waals
terms.
[51]

Enon-bonded

=

E cou/

+E

vdw

The electrostatic energy is given by

where Qi and Qj are atomic charges in electron units; Rij is the distance between atoms
in A;£ is dielectric constant(£= 1 for vacuum); and C0 is a conversion factor
(332.0637); resulting Ecoul in kcal/mol (Skipper et al., 1995).
Lennard-Jones 12-6 potentials are used for van der Waals interaction:

where D 0 is bond strength (well depth) in kcal/mol; R 0 is the equilibrium bond length in

A; and R is bond length in A. The values of the van der Waals parameters shown in this
equation for the atoms in the clay are given in Table 4.
For the long range corrections of non-bonded interactions, we first attempted the
spline switching method. Within the spline-on/spline-off range (8.0 A - 8.5 A), the nonbonded interaction energy is attenuated by the gradual function instead of the abrupt

96

change. Beyond the spline-off distance, nonbonded interactions were ignored (> 8.5 A).
This relatively narrow on/off range method gave quick results. However, this treatment
does not account for the possible longer range(> 8.5

A) non-bonded interactions which

may be of importance in periodic models like ours.
The Ewald summation technique was then attempted and the results obtained
were far different from the earlier values using spline method. Therefore, the spline
method may have substantial error which is associated with the cutoff distance. The
border artifacts due to our periodic infinite system seemed to be solved by this two sum
technique developed by Karasawa and co-workers (Karasawa et al., 1989). Ewald
summation converts the coulomb and dispersion terms into two different summations
(one in real space and one in reciprocal space). Estimation of the Ewald cutoff and
convergence parameter is known to be difficult and the automated estimation of these
parameters developed by Karasawa and co-workers (Karasawa et al., 1989) was used
within Cerius 2 •

b. Metal Complex Models
Ab-initio molecular orbital calculations with ST0-3G basis set were performed
on Co(sep) 3+, Ru(NH3)63+, Co(en)3 3+, Co(NH3)63+, and Co(bpy)l+ using the Spartan
quantum mechanics software package (Spartan 3.0, 1993). Ab-initio calculations on
same complexes with divalent charges, Co(sep) 2+, Ru(NH 3)62+, Co(en)3 2+, Co(NH 3)62+,
and Co(bpy )32+, were also carried out. The van der Waals parameters (UFF) for these
metal complexes are listed in Table 4.
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Table 4. van der Waals Parameters Used for Metal Complexes and Clay Atoms
(in eq. 53).

Atom

Do (kcal/mol)

R0 (A)

Co

0.0140

2.8720

Ru

0.0560

2.9630

N

0.0690

3.6600

c

0.1050

3.8510

H

0.0440

2.8860

Al

0.5050

4.4990

Si

0.4020

4.2950

0

0.0600

3.5000
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The basis functions used for the metal complexes were ST0-3G basis set. The
Gaussian exponents a and linear expansion coefficients d have been chosen as leastsquares fits to Slater orbitals with exponent

s

3d

s= 1. The standard valence-shell scale factor

for cobalt complexes was set to be 4.10 and

s for ruthenium complexes was set to
4d

be 3.20. The detailed method of these ST0-3G minimal basis sets for first and secondrow transition metals is found in a previous work by Pietro and co-workers (Pietro et al.,
1983). The use of the ST0-3G basis functions for transition metal complexes such as
Ru(bpy) 32+ and Co(en)3 3+ were also found in the earlier work by Sato and co-workers
(Sato et al., 1992). They also used the effective charge data from this ST0-3G ab-initio
calculation to study some experimental results of clay-metal complex adsorption.
The atomic charges of the metal complexes from this ab-initio molecular orbital
calculation are determined by the Molecular Electrostatic Potential (MEP) fitting
scheme (Chirlian et al., 1987). MEP is a quantum mechanical property which we can
calculate from the density matrix by solving Schrodinger's equation. The atomic
charges with MEP are obtained when we fit the electrostatic potential to a series of point
charges (often called grid of points) around the molecule centered on the atomic nuclei.
In our computation, the electrostatic energy may be the most important parameter for
both minimization and dynamics. MEP has been the standard tool for analyzing and
predicting molecular reactivity. Detailed theory and the equation are found in Section E2 of Chapter V (eq 47).
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c. S imulation Methods
The montmorillonite clay surface was set to be rigid throughout both lattice
minimization and molecular dynamics calculations. A previous molecular dynamics
study of water near silicate surface also used rigid parallel planes of oxygen atoms to
describe silicate surface (Low et al., 1984). Recent computer simulations of clays have
started to use the non-rigid clay system in which the deformation of the clay layer
structure due to the interaction either with the interlayer water content or with the guest
molecules bound to clay are taken into account (Skipper et al., 1991; Breu et al., 1995).
However, a large number of simulations still use a rigid structure of the clay for the
clay-water or clay-compound interaction (Karaborni et al., 1996; Boek et al., 1995a;
Keldsen et al., 1994; Delville, 1992; Sato et al., 1992a; Sato et al., 1992b). Because our
goal is to obtain relative trends between cationic complexes we felt justified in fixing
the lattice as an "inert" matrix. We can then focus on the difference in the movement of
cationic complex within the region. Our rigid clay simulation is also justified by the fact
that we are only taking part of the clay structure in the unit cell and the fact that the
number of the component atoms in the metal complex is exceeded by that of the clay
model. Full atomic motion was allowed for the corresponding freely moving metal
complex. Lattice minimization was followed by the molecular dynamics simulation in
each metal complex-clay system.

100

J) Minimization.

Lattice minimization of the metal complex within the system was performed
with basal spacing of 20 A (the vertical distance between octahedral aluminum layers of
bottom clay surface to another octahedral aluminum layers in upper clay surface). The
20 A basal spacing was chosen to match the swelling of the clay platelets in the
electrolyte concentration used (- O.OlM NaCl). This 20 Abasal spacing corresponds to
14.56 A of interlayer spacing which defines the space for the diffusional motion of the
cationic complexes. Each single metal complex was located in the center of the unit cell
for the simulation. A conjugated gradient 200 algorithm was employed for 3000 steps
(Fletcher et al., 1964).
The vacuum permitivity (E) of 1.0 was used for the in-vacuo circumstances
throughout the computation. Here we used the dielectric continuum model without
applying the distance dependent dielectric which maybe useful for isolated biological
system. A more complete treatment will be possible by including water molecules
instead of treating the system in-vacuo. However, our focus, again, is to see the relative
difference in the interaction of a single cationic complex with clay. Our unit cell only
include single cationic complex and clay bilayer. Other effects such as probe-probe,
anion effect, salt effect, and water molecules were not considered. Assuming these
parameters within the unit cell for each probe molecule are of no great importance, we
compared the general trends of clay-complex interaction among different probes.
The convergence of the minimization was obtained when root mean square force
(RMS force) is less than 0.1 (kcal/mol)/A.
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2) Molecular Dynamics Calculation (MD)
We have used the same procedure for all metal complexes. An isothermal
equilibrium dynamics ensemble was chosen. The constant volume and constant
temperature condition was used for all metal complex systems throughout the dynamics
time span. The number of resulting pair interactions was 37,755 for cobalt sepulchrate
complexes, 27,916 for cobalt ethylenediamine complexes, 18,734 for ruthenium
hexaamine complexes and 45,300 for cobalt bipyridine complexes. The pair list was
updated every 50 steps. The time step used in the dynamics was lfs (0.001 ps) because
the system always includes the hydrogen atoms where the fastest motions (hydrogen
stretches) have periods of 0.01 ps (ref. Cerius2, 1992). The time step must be
significantly smaller (about factor of 10) than the fastest local motion for the numerical
integration of Newton's equations of motion to be stable; that is, to generate a reliable
molecular dynamics trajectory. The temperature of the system was maintained constant
at 300K by coupling it with the Hoover thermal bath (Hoover, 1985), MD calculations
were performed for 70 ps on the whole system. In the first 14 ps, the system was
gradually heated by performing MD runs of 2.0 ps at the following temperatures: 10, 50,
100, 150, 200, 250, and 300 K. In all simulations a constant energy value was obtained
within the 2.0 ps run. Another 56 ps of constant volume and constant temperature
dynamics was performed at 300 K and used for data analysis.
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B. Diffusion of Cobalt (II) Complexes Containing
2,2 "-Bipyridine, 2,2 "-Bipyrazine, and 2,2 "-Bipyrimidine Ligands in Montmorillonite.
1. Materials and Methods Used for Experiments
a. Chemicals

(Cl04)2·2H20 were prepared in the laboratory procedure (Wang, 1997). Elemental
analysis of [Co(bpy)3](Cl04)2 (CoC30H240sN6Ch, calculated(%) C, 49.60; H, 3.34 and
N, 11.57, found C, 49.60; H, 3.31 and N, 11.61), [Co(bpm)3](Cl04h·H 20

1

(CoC 24H 20 0 9N12Ch, calculated(%) C, 38.42; H, 2.69 and N, 22.41, found C, 38.49; H,
2.45 and N, 22.38) and [Co(bpzh](Cl04)2·H20 (CoC24H2009N12Ch, calculated(%) C,
38.42; H, 2.69 and N, 22.41, found C, 38.43; H, 2.55 and N, 22.17). These compounds
will be referred to as Co(bpy)/+, Co(bpmh 2+, and Co(bpz)/+ for the rest of the study.
The clay sample used in this study was SWy-1 sodium montmorillonite which
was purified as previously described (Stein et al., 1995; Lee et al., 1990; Fitch et al.,
1988). The clay has a cation exchange capacity of 0.76 mmole equivalent charge per
gram (mmeq/g) of clay.

b. Spectroscopic Measurements.
Clay/Complex equilibrium adsorption was studied by UV-VIS spectroscopy. In
a 1 mL plastic centrifuge tube, mixture of a clay suspension containing 350 µg of SWy1 and a aqueous solution containing cobalt complex was shaken with vortex mixer for

1

The ligand abbreviation "bpm" is often used for 4,4'-bipyrimidine and "bpym" is used for 2,2'bipyrimidine. Here, we consider "bpm" as 2,2'-bipyrimidine for simplicity.
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30 seconds and sat to equilibrium for 50 minutes. The supernatant was separated by
high speed centrifugation and the amount of unbound cobalt complex in the supernatant
was measured by UV-VIS absorption with Hewlett Packard 8452A Diode Array
Spectrophotometer.

c. Electrochemical Measurements.
Transient interactions with the clay were studied by multi-sweep cyclic
voltammetry (MSCV). Clay-modified electrodes (CME) were prepared by spin-coating
the glassy carbon working electrode with 5 mL of clay suspension containing 17 .5 g/L
of the SWy-1 montmorillonite. As discussed in Chapter II, clay films coated in this
method have a well ordered structure of overlapping clay layers on the electrode surface
(Fitch et al., 1993; Fitch et al., 1993). The clay-modified electrode was then placed in a
electrochemical cell containing 6 mL of N2-purged solution for CV measurement. In
subsequent experiments, the clay-modified electrode was first soaked and the potential
scanned in 0.01or0.1 M of NaCl solution for 5 minutes prior to sample measurement to
allow to swelling and for impurities in the film be removed. The clay-modified
electrode was quickly transferred to the sampling solution containing 1.5 cobalt(II)
complex as a probe molecule and 0.01 Mor 0.1 M NaCl as supporting electrolyte.
Cyclic voltammograms were obtained on a PAR 273 potentiostat with a Houston 2000
XY recorder using a 5.5 mm-diameter glassy carbon as working electrode and Ag/AgCl
as reference electrode.
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2. Methods in Computer Simulations

a. Modeling of the system.
For the clay model, the same single clay model with same charge information as used in
earlier work ( See this method section A.2.a.) was used. For the metal complexes in this
study, ab-initio molecular orbital calculations with ST0-3G basis set were performed on
Co(bpy)/+, Co(bpm)3 2+, and Co(bpz)/+using the Spartan quantum mechanics software
package. Ab-initio calculations on same complexes with trivalent charges, Co(bpy)/+,
Co(bpm) 33+, and Co(bpz)3 3+, were also carried out. The structure of these relatively
symmetric metal complexes have been obtained by minimization with Universal
forcefield and used for ab-initio calculation. The van der Waals parameters (UFF) for
cobalt complexes are listed in Table 4. The atomic charges have been obtained by
Molecular Electrostatic Potential (MEP) fitting scheme.

b. Simulation Methods.
The montmorillonite clay surface was set to be rigid throughout both energy
minimization and molecular dynamics calculations. For the corresponding cobalt
complex, full atomic motion was allowed to describe its diffusive motion in the
interlayer region. Lattice minimization was followed by the molecular dynamics
simulation in each metal complex-clay system.

I) Minimization.
Lattice minimization of the metal complex within the system was performed
with basal spacing of 20 A. Each single cobalt complex was located in the center of the
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unit cell for the minimization. A conjugated-gradient 200 algorithm was employed for
3000 steps. The vacuum permitivity of £=1.0 was used for the in-vacuo system. The
convergence of the minimization was obtained when root mean square force (RMS
force) is less than 0.1 (kcal/mo I)/A.
2) Molecular Dynamics Calculation (MD)
We have used the same procedure for all cobalt complexes. An isothermal
equilibrium dynamics ensemble was chosen. The constant volume and constant
temperature condition was used for all metal complex systems throughout the dynamics
time span. The number of resulting non-bond interactions was 45,300 for Co(bpy)/+,
41,159 for Co(bpm)/+, and 41,091 for Co(bpz)/+. The pair list was being updated
every 50 steps. The time step used in the dynamics was Ifs (0.001 ps). The temperature
of the system was maintained constant at 300K by coupling it with the Hoover thermal
bath (Hoover, 1695). MD calculations were performed for 70 ps on the whole system. In
the first l 4ps, the system was gradually heated by performing MD runs of 2.0 ps at the
following temperatures: 10, 50, 100, 150, 200, 250, and 300K. In all simulations a
constant energy value was obtained within the 2.0 ps run. Another 56 ps of constant
volume and constant temperature dynamics was performed at 300 K and used for data
analysis. Another series of MD calculations were performed for 1Ops at 300K without
temperature increasing steps other than coupling with the Hoover heat bath in the
beginning.

Chapter VII.
Results and Discussion
A. Diffusion of Intercalated Cationic Compounds,
Ru(NH3)/+, Co(en)/+, Co(NH3)/+, and Co(sep)3+ in Montmorillonite
1. Cyclic Voltammetric Results
The multisweep cyclic voltammograms for the clay-modified electrode (CME)
containing species of Ru(NH 3) 63+, Co(en)3 3+, and Co(sep) 3+ are shown in Figure 18. The
electrochemical study of Co(NH3) 6 3+ has been substituted by that of Ru(NH 3) 63+ due to
the extreme !ability of the cobalt complex upon reduction (Fitch et al., 1996). First,
notice that there is a peak shift between the bare electrode and the last peak of the CME.
The peak shifts for Ru(NH 3) 63+, Co(en)3 3+, and Co(sep) 3+, Co(bpy) 33+were, -25 mV, -10
mV, -35 mV, and+ 10 mV respectively for the given experiment. Then, notice that all of
the species showed significant peak development over time indicating that the flux of
these electroactive species have been enhanced in the presence of the clay. Molecular
mechanics (or minimization) between clay and these series of metal complexes may
supply the information regarding the interaction between these electroactive metal
complexes and clay.
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molecule in terms of cr bonding and 7t back bonding, one should use Mulliken charge
instead of MEP charge.
Also notice the atomic charges of multiple nitrogens in Co(sep )2+ and Co(sep )3+
are different. This may be due to the lack of symmetry for the complexes and
consequent fitting procedure between total electrostatics of the grid point potential sum
and the atomic charges lead to explicit charge value at the specific atomic location. The
atomic charge of Co(sep) 3+ is less positive than that of Co(sep) 2+. This seems to be also
strange but the topological MEP charge for complex Co(sep) 3+ is considered to have net
charge of +3 instead of formal charge on cobalt. Then the grid point summation of
electrostatics can account for the atomic charges to be more positive at the outer-sphere
region of the molecule where the test point positive charge grid points are found. This
may explain the discrepancy between the formal charge and MEP derived atomic charge
for the well buried cobalt atoms in Co( sep )2+ and Co( sep )3+.
We do not claim that the cationic metal complex used for the MEP charge
calculation is at the global minima. The structure of each complex was first constructed
and minimized with UFF (Universal Forcefield parameter) without any atomic charge
data. Then, the formal potential was redistributed to this minimized structure using
Charge Equilibration (QEq) method developed by Rappe and co-workers that predict
the charges given the geometry and electronegativities of the various atoms (Rappe et
al., 1991 ). This QEq charge distributed complex is then minimized again to consider all
possible coulombic interaction within the molecule. This structural information, after
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Table 5. Atomic charges of cationic metal complexes.
(a) Co(NH3)6 3+ and Ru(NH3)6

•
•
•

+.

Co(NH3)6 3+

Ru(NH3)6 3+

1.574

1.136

N

-0.740

-0.682

H

0.328

0.336

H

0.323

0.333

H

0.329

0.334

Atom
M (M

3

=Co or Ru)

Here atomic charges are shown for one ligand only.
For Co(NH3)63+, atomic charge for N is between -0.729 and -0.755; and atomic
charge for His between 0.321and0.331.
For Ru(NH3)63+, atomic charge for N is between -0.682 and -0.698; and atomic
charge for H is between 0.325 and 0.340.
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Table S Atomic charges of cationic metal complexes.
(b) Atomic charge of Co(en)/+ (c) Atomic charge of Co(bpy)/+.

•
•
•

Atom

Charge (e)

Atom

Charge (e)*

Mulliken Charge(e)

Co

1.063

Co

-1.177

1.326

NI

-0.31S

N

0.26S

-0.3S8

H2

0.220

Cl

0.13S

0.123

H3

0.2Sl

C2

-0.162

-0.042

N4

-0.290

C3

0.107

o.oos

HS

0.21S

C4

-0.098

-0.039

H6

0.2Sl

cs

-0.031

0.077

C7

-0.02S

H6

0.138

0.12S

H8

O.llS

H7

0.107

0.144

H9

0.080

H8

0.124

0.132

ClO

-0.061

H9

0.128

0.109

Hll

0.120

H12

0.087

* MEP (molecular electrostatic potential) charge
Atomic charges are shown for one ligand only (figures also show the corresponding
ligands). The difference in atomic charge between ligands are negligible (-0.0le).
Atomic charges for Co(bpyh 3+ are different throughout the molecule. For complete
information of atomic charges of Co(bpy)/+, see Table 6.
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Table 5 Atomic charge of cationic metal complexes.
3
2
Atomic charges; (d) Co(sep) + (e) Co(sep) +.

Atom
N
Co
N
N
N
N
N
N
N

c
c
c
c
c
c
c
c
c
c
c
c

H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H

Position
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45

Co(se12}~+
0.021
0.139
-0.105
0.055
-0.076
0.062
0.075
-0.357
-0.320
-0.008
-0.016
-0.087
-0.252
-0.039
-0.161
-0.050
-0.056
-0.219
-0.105
-0.054
-0.063
0.113
0.087
0.100
0.108
0.120
0.120
0.102
0.121
0.102
0.078
0.104
0.092
0.111
0.082
0.079
0.066
0.108
0.089
0.118
0.114
0.107
0.113
0.120
0.027

Co(se12} 3+
-0.011
0.605
-0.136
0.021
-0.109
0.025
0.044
-0.326
-0.291
-0.037
-0.044
-0.109
-0.260
-0.058
-0.172
-0.066
-0.077
-0.227
-0.126
-0.078
-0.087
0.137
0.122
0.126
0.141
0.144
0.151
0.123
0.154
0.128
0.112
0.120
0.127
0.134
0.115
0.099
0.104
0.143
0.112
0.144
0.146
0.132
0.145
0.143
0.131
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discarding the QEq charge data (which was only used to obtain chemical structure), is
then further used for the quantum mechanical calculation to obtain the MEP charge for
each atom in the complex by ab-initio method. No geometry optimization was carried
out for the ab-initio calculation (i.e. single point energy calculation) due to both the
large number of atoms and the complexity of the basis set (which include metal d
orbitals). Therefore, we do not claim that the structure of each cationic complex used for
our lattice minimization and molecular dynamics for the clay-complex system is at the
global minimum. Also notice that the lattice minimization and the minimization for
each complex was at 0 K.
The problem involved in the use of cationic complex possibly located at a local
minimum instead of global one may be further improved by the molecular dynamics at
room temperature. The use of statistical average value instead of single minimized value
for the clay-complex interaction should give a more realistic picture of the molecular
interaction. We used the molecular dynamics to describe the diffusional motion of the
cationic complex within the clay.
The atomic charge of Co(bpy)3 2+, Co(bpy)/+, Co(bpm)/+, Co(bpm)/+,
Co(bpz) 3 2+and Co(bpz)/+ are shown in Table 6. The differences in the atomic charges
for the same element are due to the use of the structure minimized QEq charge and the
MEP calculation based on this non-optimized structure as explained above. The
difference in the atomic charges of the equivalent atoms are attributed to the non-global
minima of the structures. The discrepancy between the formal charge and the MEP
derived atomic charge for cobalt in each divalent and trivalent complex can be
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Table 6. Atomic Charge of Cobalt Complexes
(a) Atomic Charges of Co(bpy)3 2+
Atom

Charge

1

0.0924
-0.1084
-0.0859
0.2570
-0.9108
0.2458
0.1287
0.1161
0.2726
0.0073
-0.1011
0.1157
-0.1584
0 .13 60
0.1004
0.1212
0.1433
-0.1572
0.1212
-0.1210
0.0189
0.1406
0.1293
0.1009
0.1327
0.2227
-0.0655
-0.1194
0.0294
0.0807
-0.1696

H

c
c

2
3
N 4
Co 5
N 6
c 7
c 8
N 9
c 10
c 11
c 12
c 13
H 14
H 15
H 16
H 17
c 18
c 19
c 20
c 21
H 22
H 23
H 24
H 25
N 26
c 27
c 28
c 29
H 30
c 31

Atom

c
c
N

c
c
c
c
H
H

H
H
H
H
H
N

c
c
c
c
c
c
c
c
H
H
H
H
H

H
H

Charge

32
0.0034
33
0.0785
34
0.2313
35 -0.0932
36 -0.1251
37
0.0492
38 -0.1754
39
0.1209
40
0.0853
41
0.0974
42
0.1201
43
0.1161
44
0.0918
45
0.1136
46
0.2855
47 -0.1017
48 -0 .1327
49
0.0358
50 -0.1652
51
0.0262
52
0.0163
53 -0.1624
54
0.0295
55
0.0836
56
0.1171
57
0.1185
58
0.0840
59
0.0995
60
0.1110
61
0.1255

15
16

44

55
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Table 6. Atomic Charge of Cobalt Complexes
(b) Atomic Charges of Co(bpy )33+
Atom

Charge

Atom

Charge

1

0.1201
-0.0830
-0.0245
0.2762
-1.1778
0.2648
0.1035
0.0946
0.2847
-0.0314
-0.0917
0.1029
-0.1465
0.1371
0.1064
0.1202
0.1283
-0.1448
0.1080
-0.1126
-0.0195
0.1272
0.1283
0.1070
0.1333
0.2518
-0.0021
-0.0914
0.0983
0.1070
-0.1430

c 32
c 33

0.0767
0 .13 50
0.2653
-0.0306
-0.0982
0.1071
-0.1624
0 .13 77
0.1071
0.1240
0.1281
0.1358
0.1228
0.1095
0.3033
-0.0325
-0.1021
0.1003
-0.1447
0.1057
0.0707
-0 .1345
0.0931
0.1079
0.1335
0 .13 51
0.1075
0.1269
0.1205
0.1205

H

c
c

2
3
4
N
Co 5
6
N
c 7
c 8
9
N
c 10
c 11
c 12
c 13
H 14
H 15
H 16
H 17
c 18
c 19
c 20
c 21
H 22
H 23
H 24
H 25
N 26
c 27
c 28
c 29
H 30
c 31

N 34

c
c
c
c
H
H
H
H
H
H
H
N

c
c
c
c
c
c
c
c
H
H
H
H

H
H
H

35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61

15
16

44

55
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Table 6. Atomic Charge of Cobalt Complexes
(c) Atomic Charges of Co(bpm)l+
Atom

Charge

1
c 2
c 3
4
N
Co 5
6
N
c 7
c 8
N
9
c 10
c 11
c 12

0.4606
-0.6275
0.5377
0.0242
-0.3922
0.1683
0.1845
0.0919
0.4352
-3.2183
0.5435
-0.6538
0.5705
0.0231
-0.4147
0.1697
0.2295
0.0904
0.3476
0.4012
0.4549
0.1345
0.0946
-0.3798
0.1637
0.5330
0.0127
-0.6076

H

c

13

H
H
H
H

14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

c
c
c
c
H
H
H
H
N

c
c

Atom

c
c
c
c
c
N

c
c
c
c
H
H
H
H
H
H
H
N

c
c
c
c
c
c
c
c
H

29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55

Charge
0.5267
0.4316
0.3588
0.1558
0.1014
-0.3626
0.1521
0.5215
0.0243
-0.6386
-0.6336
0.5492
0.0224
-0.3726
0.1610
0.1582
0.0978
0.4428
0.4867
0.4656
-0.6318
0.0972
0.5531
0.0140
-0.3927
0.1665
0.1675

41

~:t
:•o~
11

14J4

7'8

15

;J(.

N..

I

48 N.,

N~N
11
19-co...--N30
/

N2

1

N

5
235554
50
N22
21
24 59

:if

~

BN~026

4
6

52

3

N3a

3

37

N,.

27
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Table 6. Atomic Charge of Cobalt Complexes
(d) Atomic Charges of Co(bpm) 33+
Atom

Charge

1
c 2
c 3
N 4
Co 5
N 6
c 7
c 8
N 9
c 10
c 11
c 12

0.5061
-0.6268
0.5996
0.0400
-0.4058
0.1877
0.2331
0.0956
0.3943
-3.1104
0.5553
-0.6419
0.6113
0.0374
-0.4098
0.1863
0.2522
0.0963
0.3246
0.4565
0.4146
0.2013
0.1006
-0.3896
0.1869
0.6011
0.0318
-0.6062

H

c

13

H
H
H
H

14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

c
c
c
c
H
H
H
H
N

c
c

Atom

c
c
c
c
c
N

c
c
c
c
H
H
H
H
H
H
H
N

c
c
c
c
c
c
c
c
H

Charge

29
0.5713
30
0.3975
31
0.3251
32
0.2180
33
0.1073
34 -0.3683
0.1746
35
36
0.5866
37
0.0428
38 -0.6344
39 -0.6219
40
0.5900
41
0.0374
42 -0.3667
43
0.1785
44
0.1870
45
0.1023
46
0.4137
47
0.5038
48
0.5129
49 -0.6327
50
0.1031
51
0.6205
52
0.0309
53 -0.4089
54
0.1877
55
0.2194

41

~:tN39
14~
17

15

M

718

~
48 N.,

N46

I

~
5

N~N
11
1 9 - c o ..--N'°
/

23

N
~
N2

4

1

6

5554

~

N22
21
24

8N~26
31
N

~;tf
3 N38
3
37

52

28

59
27
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Table 6. Atomic Charge of Cobalt Complexes
(e) Atomic Charges of Co(bpz)3 2+
Atom

c
c
H
N

c
H

c
H
N

c
c
c
H
N

c
H

c
H
N

c
H
N

c
H

c
H
N

c

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

Charge

Atom

Charge

-0.2945
0.3762
0.0614
-0.5558
0.4513
0.0368
-0.5443
0.1847
0.9870
0.3434
-0.2768
0.3809
0.0566
-0.5234
0.4305
0.0378
-0.4892
0.1782
0.9162
-0.2557
0.0739
0.9433
-0.4289
0.1816
0.4424
0.0572
-0.5120
0.4113

H 29
c 30
N 31
Co 32
c 33
H 34
c 35
H 36
N 37
c 38
c 39
H 40
N 41
c 42
H 43
c 44
H 45
N 46
c 47
H 48
c 49
N 50
c 51
H 52
c 53
H 54
N 55

0.0528
-0.2006
0.9221
-2.6188
-0.4356
0.1948
0.4635
0.0456
-0.4979
0.3547
-0.3528
0.0649
0.8796
-0.4843
0.1792
0.4514
0.0368
-0.5658
0.4401
0.0386
-0 .1513
0.8461
-0.4590
0.1742
0.4266
0.0402
-0.5152

JC
45

9
>

N~43

3

1

N9

12

I
11
N14
·~N·•-co__..N,r,:k
4
10
/
24
18
16
N#
3
55

54

N23

~
a N,,

51 52
34

30 20

35

3

26

29

N 38
37

21
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Table 6. Atomic Charge of Cobalt Complexes
3
(f) Atomic Charges of Co(bpz) 3 +
Atom

c
c
H
N

c
H

c
H
N

c
c
c
H
N

c
H

c
H
N

c
H
N

c
H

c
H
N

c

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

Charge

Atom

Charge

-0.2253
0.3717
0.0855
-0.4808
0.4566
0.0650
-0.4759
0.1976
0.9940
0.3645
-0.2630
0.3980
0.0755
-0.4854
0.4634
0.0618
-0.4512
0.1918
0.9342
-0.2695
0.0844
0.9513
-0.4456
0.1828
0.4545
0.0682
-0.4962
0.4294

H 29
30
N 31
Co 32
c 33
H 34
c 35
H 36
N 37
c 38
c 39
H 40
N 41
c 42
H 43
c 44
H 45
N 46
c 47
H 48
c 49
N 50
c 51
H 52
c 53
H 54
N 55

0.0629
-0.2126
0.9323
-2.6681
-0.4563
0.1968
0.4782
0.0561
-0.4850
0.3711
-0.2860
0.0822
0.8777
-0.4156
0.1902
0.4531
0.0639
-0.4933
0.4377
0.0610
-0.1456
0.8665
-0.4327
0.1881
0.4614
0.0628
-0.4842

c

:XN
5
2
4

7
45

4

•1
10

39

N

N#
54

3
1

9

N.,-co_...-N,~
/

55

3

1

24
N23

18

16
26

~N,,

51 52
34 - ; . 30 20 a
3
29
35
N 38 21
3
37
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explained by the MEP grid point charge fitting scheme and the shielded effect of the
well buried cobalt atom. The more positive atomic charges for cobalt atoms in Co(2+)
complexes (less negative) than those for cobalt atoms in Co(3+) complexes are
consistent with the previous results for the Co(sep) 2+ and Co(sep) 3+.

B. Motion of Intercalated Cationic Compounds,
Ru(NH3)/+, Co(en)/+, Co(NH3)/+, and Co(sep)3+ in Montmorillonite
I. Cyclic Voltammetric Results
The multisweep cyclic voltammograms for the clay-modified electrode (CME)
containing species of Ru(NH 3) 63+, Co( en)/+, and Co(sep) 3+ are shown in Figure 18. The
electrochemical study of Co(NH3) 6 3+ has been substituted by that of Ru(NH3 ) 63+ due to
the extreme lability of the cobalt complex upon reduction (Fitch et al., 1996). First,
notice that there is a peak shift between the bare electrode and the last peak of the CME.
The peak shifts for Ru(NH 3) 63+, Co(en)/+, and Co(sep) 3+, Co(bpy) 33+were, -25 mV, -10
mV, -35 mV, and +10 mV respectively for the given experiment. Then, notice that all of
the species showed significant peak development over time indicating that the flux of
these electroactive species have been enhanced in the presence of the clay. Molecular
mechanics (or minimization) between clay and these series of metal complexes may
supply the information regarding the interaction between these electroactive metal
complexes and clay.
The capability of montmorillonite clay to adsorb electroactive probes is shown
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Figure 18. Multisweep Cyclic Voltammograms (MSCV) for the Clay-modified
Electrode (CME) Containing Ru(NH 3)63+, Co(en)/+, and Co(sep) 3+.
MSCV obtained at 50 mV /s;
(a) 0.01mMRu(NH3) 6Ch,0.01 M Na2S04 , potential swept between 0 and-0.7 V vs.
SCE. Scale is 500 nA.
(b) 0.5 mM Co(sep)Ch in 0.1 M NaCl, potential swept between 0.1 and -0.85 V vs.
SCE. Scale is 500 nA.
(c) 0.5 mM Co(en)3Cl 3 in 0.1 M NaCl, potential swept between 0.3 and -0.85 V vs.
SCE. Scale is 500 nA.
The single sweep, time invariant, signal for the bare electrode is also indicated for each
metal complex (Fitch et al., 1996).

120

I

500 nA

500

nAJ

(b)
(a)

bare

(c)

121

as the increased peak height (current) after each scan as shown in Figure 18. The
cathodic peak development over the series of potential sweeps shown as contour-like
lines also reflects the differential amount of electroactive species available for reduction
at the electrode over time. This can be monitored more readily if one plots the peak
height (current in A) against the time change. Instead of the direct plot between current
and time taken, the ratio of peak current of CME to that of bare has been plotted against
time (see Figure 19). This normalizes for changes in electrode area. Our greatest
interest, the diffusional behavior of each metal complex, is represented as its increased
current over time.
2. Lattice Energy Minimization to Account for Potential Shifts in CME
The total energy of the minimized structure of each compound is obtained from
lattice minimization with the parameters both from preceding ab-initio molecular
electrostatic potential (MEP) charge calculation (Table 5) and the UFF forcefield sets.
The total energy (given by eq 49), van der Waals energy (eq 53), and the electrostatic
energy (eq 52) obtained from minimization are listed in Table 7.
We do not claim that this structure is at the global minimum as explained above.
However, the energy of the minimized structure may be able to tell the relative trends in
the interaction energy between the clay and the each cationic complex.
The radius, in

A, was determined for each cationic complex after the lattice

minimization by taking the greatest length between central metal atom to the farthest
atom (hydrogen) from it. Therefore this radius roughly measures the compactness or
bulkiness of the complex. The difference between the divalent and trivalent complex
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Figure 19. Reduction currents vs. time for Ru(NH 3)t, Co(sep)3+, and Co(en) 33+
Plot ofR vs time is obtained at the clay-modified electrode normalized by the
currents at the bare electrode as a function of time.
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Table 7. Lattice Minimization vs. Experimental Results.
Complex

r (A)

total E

vdWa

(kcal/mol) (kcal/mol)

electrostatic E

E3-

(kcal/mol)

E2b

Mg2+

CECC

~o

(meq/g) (mV)d
0.74

Co(NH3)63+

2.5

112.5

-4.58

117.1

Ru(NH3)6 3+

2.68

-496.3

-4.7

-491.6

Ru(NH3)6 2+

2.67

-290

-8.7

-281.3

Co(en)3 3+

3.81

-491.5

-11.7

-479.8

Co(en)3 2+

3.77

-289.0

-15.1

-273.9

Co(sep)3+

3.77

-488.7

-21.7

-467.0

Co(sep) 2+

3.77

-201.8

-15.5

-186.3

Co(bpy)3 3+

5.79

-381.7

-30.5

-351.2

Co(bpy)3 2+

5.77

-170.9

19.6

-190.5

0.703
-210

0.840

-25

-206

0.304

-10

-281

0.078

-35

-161

0.069

10

a. vdW =van der Waals
b. Differences in calculated electrostatic energy (column 5) between divalent and
trivalent complex.
c. CEC = cation exchange capacity (Fitch et al., 1996).
d. ~ is the difference in measured formal potentials (Fitch et al., 1996) for the
complex in an aqueous solution and in the clay (E0 soln - E 0 c1ay).
0
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with the same metal and ligand is of no importance because we didn't use the quantum
mechanically optimized structure for the two different formal charge state of the
complex for the lattice minimization. The difference may be the result of the different
electrostatic interaction which is mostly affected by the outer-sphere region of the
molecule. However, the radius data is still valid when we compare different complexes
having either different central metal or different ligands. In general, the larger the
computed radius of the compound, the smaller the total energy and the smaller the
electrostatic component.
The total energy and electrostatic energy of Co(NH3) 6 3+ is inconsistent with
other complexes considering its similarity with Ru(NH 3) 63+. It is not even similar to any
other cobalt complex. The positive energy value may indicate that Co(NH3) 63+ is
trapped at the local minima which has relatively high repulsive interaction (-112
kcal/mol).
Figure 20 provides a graphical display of these observations. The minimized
energy configurations of the compounds are displayed. Co(sep )2+ and Co(sep )3+ show a
significant difference in spatial orientation and the relative distance from the clay
surface. The distances between metal atom center and the clay surface are also shown in
the caption of Figure 20. The distance does not follow the trend in size of the probe
molecule directly. This is not surprising when we consider that the location of the
energetically favored minimized probes within the clay interlayer region is not a result
of the effect due to their size but a result of the interaction between the probe molecules
and the clay due to their structural differences and charge distribution. Also note that
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Figure 20. Minimized energy configurations of cationic metal complexes.
The minimized structure of each metal complex is shown in clay interlayer
3
region for the graphical display; (a) Co( en)/ +; (b) Co(en) 3 +; (c) Co(bpy)t ;
(d) Co(bpy) 33+; (e) Co(sep)2+; (f) Co(sep) 3 +; (g) Ru(NH3)/+; (h) Ru(NH 3)t .
The minimized distances between the metal center of the complex and the
clay surface are 3.88, 3.80, 6.88, 6.70, 6.71, 4.10, 3.72, 3.61 A respectively
from (a) to (h).
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Co(bpy)3 2+ and Co(bpy)l+ do not have as much space as other complexes in the
direction perpendicular to the clay surface. Therefore minimization of these complexes
most likely involves rotation of molecule instead of translational steps. The specific
orientations of the metal complexes such as Ru(bpy) 32+ and Ru(phen)l+ (phen=l,10phenanthroline) in terms of the angle between the C 3 symmetry axis of the complex and
the z axis (axis perpendicular to the clay surface) were reported from a previous
experiment (Abdo et al., 1981) and from a simulation (Sato et al., 1992b), respectively.
The minimized structure we obtained for Co(bpy )3 2+ showed the angle, - 20° between C2
axis and z axis. This is a comparable angle previously obtained for Ru(bpy) 32+ and
Ru(phen) 32+. Abdo and co-workers obtained 15° for Ru(bpy)l+ from their X-ray
diffraction experiment and Sato and co-workers obtained 25-30° for Ru(phen)3 2+ from
their simulation. Since we started the lattice minimization where the angle between C 2
and z axis almost 0°, the rotation of the molecule was the major readjustment during the
minimization process.
The computed total energies are 1OOs of kcal/mol, values which exceed realistic
interaction energies. This is likely due to the use of a dielectric model for the water in
the interlayer. There have been many models which neglect the solvent and treated it as
a continuum (Sullivan, et al., 1978; Snook et al., 1979; Sullivan, et al., 1980; Torrie et
al., 1988; Aloisi et al., 1989). The electrostatic contributions to enzyme-substrate
recognition was studied and showed that the dielectric model had a much greater effect
on the absolute magnitude of electrostatic energy than the directionality or relative
magnitude of the externally felt electric field (Getzoff et al., 1983).
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At large interlayer distances (> 20 A), the interaction with the clay is well
described by the DLVO theory (Derjaguin and Landau, 1941; Verwey and Overbeek,
1948) treating clay structures as suspensions. However, this continuum theory fails at
smaller interlayer distances, where we should treat the system at the molecular level.
In general, the properties of a solvent at liquid-solid interface are different from
those of the bulk liquid. An earlier experiment showed that this structural difference of
the confined liquid leads to layering near the solid surface due to the interaction between
two different phases (lsraelachvili, 1985). Many computer simulations also confirmed
this layering effect of liquid near the clay surface (Karabomi et al., 1996; Boek et al.,
1995; Delville et al., 1993; Delville, 1992). Therefore we should treat solvent (water)
explicitly at the molecular level to model the clay-water-cationic complex interactions
within the interlayer region.
The non-continuum effect of water medium was also modeled for the clay
simulation by using a distance dependent dielectric constant (Sato et al., 1992)
according to the preceding literature concerning with the binding of a protein and DNA
(Jayaran and Beveridge, 1990). However, this shielded dielectric treatment still does not
describe the clay-solvent-complex interactions at the molecular level.
Similar high energy value of the clay -cation-hydrated complexes was obtained
and the trends of the energy value were used in the earlier computation for the
adsorption of nucleotides on bentonite clays (Liebmann et al., 1982). Some realistic
bonding energies (-10s of kcal) were found from the earlier simulations. They either
used the Lennard-Jones potential alone without considering the coulombic interaction or
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used the distance dependent dielectric constant to consider the water layers as shielded
barriers (Sato et al., l 992a; Sato et al., 1992b). By doing this, the electrostatic
interaction was significantly decreased and the total energy was mostly described in
terms of the van der Waals interaction.
We chose the continuum model as there has been some debate over the nature of
the dielectric constant near the clay charged surface. Consequently, in all subsequent
discussions focus will be on trends in energies across the class of compounds as
opposed to comparisons of individual energies with measured values.
The equilibrium measured interaction of these compounds with the clay contains
other energetic components such as ion-ion pairing, probe-probe pairing, probe-clay
hydrogen bonding, and hydrophobic driving forces. Consequently, it is not surprising
that the computed trends in energy do not follow the trends in the measured adsorption
of these complexes. The measured values (Fitch et al., 1996) for equilibrium adsorption
are also given in Table 7 in the column labeled cation exchange capacity, CEC (meq/g).
This number represents the displaceable amount of the complex. CEC includes
adsorbate-adsorbate interaction which is not considered for our simulation where the
single cationic complex is located at the clay interlayer region. For Mg 2+', saturation of
the clay with the ion and subsequent removal results in a displaceable Mg 2+ ion content
of 0.74 meq/g, the reference cation exchange capacity of the clay. The ions Ru(NH 3) 6 3+
and Co(NH 3) 63+ are completely exchangeable, indicating that the mechanism of
retention of these ions at equilibrium is similar to that of the simple monatomic cations.
While the remaining three cations would be predicted, based on an electrostatic
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computational model, to have equivalent or higher exchangeability with lower
interaction energies, the equilibrium experimental data shows that the extent of retention
increases with ion size. This indicates that the equilibrium mode of retention is not
electrostatic in nature, but is driven by the other factors mentioned: ion-ion pairing,
probe-probe pairing, probe-clay hydrogen bonding, and hydrophobic driving forces (see
Figure 21).
This might suggest that computations based on a single molecule approaching
the clay surface in a dielectric continuum model shed little light on real world processes.
This is true if we confine our attention to equilibrium processes. If we look at nonequilibrium data one finds that the computational model accurately predicts the behavior
of these probes. Consider a probe molecule that has been trapped in the electric field of
the clay. It can continue to travel within the electric field in response to a diffusion
gradient across the clay, or it can come to equilibrium with the clay surface. In Figure
21, this would be a transfer from the channel to a pocket. The rate of equilibration will
be determined in part by the microscopic details of it's molecular structure. Thus, if the
clay film is small enough, and the rate of equilibration is slow enough, the measured
flux of the probe across the film will depend upon the electrostatic component of the
interaction of the probe molecule with the clay surface.
Under such non-equilibrium conditions, the reduction/oxidation potentials will
be perturbed by the variable interaction of the trivalent and divalent species with the
electric field of the clay. The difference between the potential measured under solution
conditions (E0 soin) and that obtained under non-equilibrium conditions in the clay (E0 c1ay)
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Figure 21. Energy well to illustrate the delocalized electric field driven energy channel
and adsorbate-adsorbate driven energy well at a clay surface.
The transport within in clay films depends strongly on the degree of loading of the clay.
These points are illustrated in this Figure. The clay surface can have specific adsorption
sites, the energetics of which depend upon co-adsorbates. At further distances from the
surface a delocalized electric field weakly retains cationic solutes. The equilibrium state
for an intercalated cation may be in such an adsorbate-adsorbate well. Consequently,
transport occurring under non-equilibrium conditions will be significantly different than
transport occurring under equilibrium conditions.
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is shown in Table 7 (page 123; shown as AE0 value in mV). For the electrochemical
signal associated with the reduction of the complexes, overall reaction is:

We can write out the equations for the reduced species and oxidized species:

[55]

Red+2NaX

[56]

Ox+3NaX

Ku

Km

)

)

RedX 2

OxX 3

+ 2Na+

+ 3Na+

K

K

[RedX ][Na+]2

- - -2- - -

u -

[Red][NaX]2

[OxX ][Na+]3

m

3
=----

[Ox][NaX] 3

where RedX 2 is the clay (X) associated reduced (Red) species, OxX3 is the clay
associated oxidized (Ox) species, NaX is the sodium filled clay sites, Km is the
equilibrium constant associated with the exchange of the trivalent species with sodium
saturated clay, and Kn is the equilibrium constant associated with the exchange of the
divalent species with the sodium saturated clay. The following relation is obtained from
the equilibrium constants (eq 55 and 56) for the reduced species and oxidized species:
[57]

_[R_ed_] _ Km[RedX 2 ][NaX]

[Ox]

Ku[OxX 3 ][Na+]

The general form of the Nemst equation is:
[58]

E

0

= Esoin -

RT

[Red]

nF In [Ox]

where R is the natural gas constant, T is the temperature, n is the number of electrons
involved in the oxidation reduction process, F is the Faraday's constant. Eq 58 can be
rewritten by substituting the concentration ratio between reduced species and oxidized
species obtained in eq 57(Fitch, 1990; Naegeli et al., 1986).
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[59]

E=E 0
soin

RT

Km

RT

[NaX]

--ln---ln
nF Ku nF [Na+]

RT

[RedX

]

2
-ln--nF
[OxX 3 ]

When we consider a half-reaction for the reduction of the oxidized species within the
clay,

the Nemst equation for this reduction (eq 60) is written as:
[61]

E = E0

_

CME

R_T ln-[R_e_dX_2_]
nF
[OxX 3 ]

_

By comparing eq 59 and eq 61, the formal potential for the exchange process in the clay
is given by the first three terms in the right hand side of eq 59:
[62]

E0

0

CME

RT

Km

RT

[NaX]

= E soln - ln----ln--nF Kll nF [Na+]

If the number of exchange sites occupied by sodium are constant, as might be expected

to occur just as the clay is filling or as the clay has reached nearly full saturation, and if
the concentration of sodium in the bathing solution is constant, then:
[63]

0
0
M., complex
-- E so In

RT

Km

E CME = -Fl n K - +canst.
0

-

n

II

or:
[64]

nFM;omplex = RTlnKm - RTlnKII +canst.

Eq 64 can be rewritten in terms of Gibbs free energy (G) using following relationships:
[65]

~Grxn =-RT ln /Cxn

[66]

~G

= -nFE

=LGreactants - LGproducts
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(67]

A AG=

L.l.Ll

~Grxn
III

_

~Grxn
II

= -RTlnKrxn
-(-RTlnKrxn)
I/I
II

= { Grn - (Gctay + G3+)} - {Grr- (Gctay + G2+)}

where G values are the free energy of the trivalent species and divalent species, and the
subscripts II and III denote the total energy values for the divalent and trivalent complex
with the clay. Subscripts 2+ and 3+ denote the total energy values of divalent and
trivalent complex alone without the clay. The larger the association of the trivalent
species with the clay surface as compared to the divalent species, the larger the shift
negative in potential. We can use the difference in the minimized energies {(Em-E3+) (Err - E 2+)} as a measure of ~G. As a result, eq 67 predicts that reduction potential shift

should be proportional to the difference in minimized energies.
Table 7 and Figure 22 show the experimental potential shifts and the differences
in minimized energy values. A very nice agreement in the general trend is found. An
increase in the difference in relative electrostatic energies is followed by an increase in
the relative difference in measured potential shifts. This data shows a very nice
predictive pattern between computational studies of cationic probe molecules in an
electric field and the electrochemical measurements associated with the
reduction/oxidation of those probes.
There is no trend in E0 with radii or with change in radii (Table 7). This may be
due to the fact that we did not use a quantum mechanically optimized. There is also no
trend with respect to radii across molecular species. This suggests that non-equilibrium
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effects between the probe and the planar charged surface is affected not just by overall
valence and size but by the distribution of partial charge throughout the molecule. This
point is well illustrated by noting the variable distribution of charge in Co(sep )2+ and
Co(sep )3+ in the trivalent and divalent states (Table 5). In the trivalent state the metal
ion has a less positive charge density relative to the metal atom in the divalent complex.
Furthermore, 12 carbon atoms (Table 5) are differently charged based on the overall
valency of the compound. Charge is distributed back to four of the 8 nitrogen atoms in
both complexes. However nitrogens 8 and 9, the exposed nitrogens, are more heavily
negatively charged in the divalent complex than in the trivalent. It may be this different
distribution of charge that affects the relative charge stability of this compound in the
clay (E3-E 2) instead of volume changes (there are none as the radius is constant) or
overall charge changes.

3. Molecular Dynamics to Account for the Observed Transport in CME
a. Statistical Analysis
The statistical analysis of the trajectory of each dynamics simulation is shown in
Figure 23. All of the energy plots shown here are the time dependent running average.
The corresponding energy values were accumulated over time and the calculated
averages were plotted against time. The absolute value of these energies or the relative
magnitude of the energy differences between diffusing chemical probes will not give the
information of the diffusional transport characteristics. However, the energetics of
diffusing probes within the simulation cell over the dynamics run time were shown and
this can be used to understand the interaction energy between particles, bonds, angles,
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Figure 23. Statistical Analysis for Molecular Dynamics Simulations for Metal Complexes.
(a) Total Energy; (b)Valence Energy; (c) Non-bond Energy; (d) vdW Energy; (e) Electrostatistic Energy
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and so on under the influence of valence forcefield, van der Waals, and electrostatics.
For example, one general trend is that Ru(NH3) 63+ is the lowest in energy throughout the
dynamics run in all of five energy properties shown. The attractive coulombic
electrostatic interaction of Ru(NH3) 6 3+ is particularly strong compared to Co(sep )3+ or
Co(en) 33+. Also notice that the change of the calculated nonbonding energy, as well as
electrostatic energy, of Ru(NH3) 6 3+ over time is noticeable. That of Co(sep) 3+ and
Co(en) 3 3+ are not. Further investigation of this behavior should be done because it can
give the information of the diffusional behavior of the molecule. The differential of the
energy with respect to time can give the displacement, velocity, and acceleration which
is directly related to diffusion.

b. Displacement Analysis
As mentioned earlier, the energy profile of the system with time itself doesn't
supply the explanation of the diffusional behavior. One useful value of molecular
dynamics to study the diffusional behavior is the mean square displacement (MSD):
[68]

f)-ilr;(t)-('i)l
n
s

2

MSD = }_

i=I

j=I

where ri is the position of ith atom,

fj

the jth time step, s the total time of dynamics

simulations for analysis, and n the total number of atoms in the molecule.
The solution to the diffusion equation indicates that the displacement along an x, y or z
axis from the origin follows a Gaussian distribution. The second moment of this
Gaussian, is the mean square displacement (MSD or variance) and is related to the self
diffusion equation via the Einstein relationship (Haile, 1992; Mtiller-Plathe et al., 1993).
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[69]

MSD

= 2dDt

where dis the number of spatial dimensions (i.e. 3 for 3 dimensional space). This
relationship has been found to depend upon the density of the system explored. When
the density of the system investigated is low, quadratic dependencies on time can
develop in the initial phase of simulation. Although the initial quadratic dependency is
not very well shown in Figure 24 (maybe found at very early stage of the MD; 1ps or
so), the appropriate correlation of MSD with D has been considered at sufficiently
longer times (>4 ps) to exclude any possible quadratic dependency at the very early
stage of the simulation. In addition, it is necessary to have non-periodic boundary
conditions within the simulation (Diinweg et al., 1993; Magda et al., 1983).
Mean square displacements (MSD) of the probe molecules are shown in Figure
24. The isotropic mean square displacement (MSD) is denoted by <D2>. The anisotropic
components of MSD are shown as <x2>, </>,and <z 2>. Among these <z2> is the
displacement which is perpendicular to the clay surface and the other two are for the
motion parallel to the clay surface. For all compounds shown in Figure 24, there is a
steep initial slope (< 4ps; quadratic dependencies) for all directions of motion. Most
displacement is made in x and y direction which is parallel to the clay surface. The
graphical data following this steep initial slope (4 - 15 ps) also shows that the
diffusional motion mostly occurs parallel to the clay surface.
In the case of Ru(NH3) 63+, MSD plot shows leveling off after 20 ps of dynamics
simulation time. This may indicate the trajectory taken over this time period was at the
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local minimum or trapped. However, complete statistical treatment to relate MSD to the
motion within the clay domain is still valid assuming the leveling off does not go to an
extreme. Molecular dynamics simulation for a longer period of time for this purpose
may solve this problem.
MSD plots have been previously related to measurements of diffusion by
macroscopic experiments (Catlow et al., 1995). It is interesting to note that the
diffusional motion represented by relative magnitude of <x 2 > and <l> is in the order
Ru(NH3)63+>Co(sep) 3+·-Co(en)l+. This order is observed experimentally (Figure 19,
p.122). Ru(NH3)63+ shows the greatest linear increase after the time lag.

C. Motion of Cobalt (II) Complexes Containing 2,2 "-Bipyridine,
2,2 "-Bipyrazine, and 2,2 "-Bipyrimidine Ligands in Montmorillonite
1. Introduction
In the previous section, the differences in the diffusional transport of cationic
compounds, Co(sep) 3+, Ru(NH 3)63+, Co(en)3 3+, Co(NH3)63+, and Co(bpy) 33+ observed
from the cyclic voltammetry are attributed to their molecular differences. Molecular
dynamics simulation of these cationic compounds in the clay interlayer region was then
applied to show that the differences in the diffusional behavior of these probes are
attributed to their structural differences and charge distribution.
This time, cobalt complexes, Co(bpy)/+, Co(bpm)/+, and Co(bpz)3 2+ are
considered for the motional study in the clay montmorillonite.

142

Co(bpy)a2+

Co(bpm)a2+

Figure 25. Structure of cobalt(II) complexes containing bpy, bpm, and bpz.

The study of these probes may be able to give more information about the role of
charge distribution of the molecule in clay diffusion. They are all divalent species
having formal charge of 2+. They are also structurally very similar as shown in Figure
25. Moreover, they are electronically isoelectric (having same number of electrons; 271
electrons). Therefore, the greatest differences of these cobalt complexes should be
attributed to their different charge distribution throughout the molecule due to either
lack (Co(bpy) 32+) or different location (Co(bpm)3 2+ and Co(bpz)3 2+) of the nitrogens
which are not coordinated to the metal center.

2. Spectroscopic Determination of Adsorption
UVNIS spectra of aqueous solution of cobalt(II) complexes showed strong
absorption in the UV region and weak absorption in visible region. As explained in
Methods, our sample includes the unbound amount of metal complex after claycomplex formation. Therefore, the high absorption peak in UV range indicates that the
clay-metal complex binding effect is low and vice versa. Using the unbound amount of
the complex and the molarity of the species, the adsorption amount of cobalt complex
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on the clay vs. the equilibrium concentration in liquid phase is plotted and shown in
Figure 26. The order of adsorption ability of cobalt complexes, Co(bpy) 32+ >
Co(bpm)3 2+ > Co(bpz)3 2+ was obtained.
3. Cyclic Voltammetric Diffusion Monitoring
The transport of the cobalt complexes was monitored with multi-sweep cyclic
voltammetry (MSCV). The results are shown in Figure 27. The cathodic peak currents
develop in the order of Co(bpz) 32+ > Co(bpm)l+ > Co(bpy)3 2+ for the earlier stage
(5-10 minutes) of the diffusion through the clay medium monitored by CME. The

extent of SWy-lmontmorillonite clay film swelling is known to be controlled by the
Na+ ion concentration from the earlier study (Fitch, 1992). The diffusion monitored by
the clay-modified electrode with more swollen clay film (which has NaCl concentration
of O.OlM instead of O. lM) showed more rapid increase of the peak development both
for Co(bpm) 32+ and Co(bpy)3 2+. The increased interlayer spacing as a result of greater
swelling may accommodate more electroactive species into the channel, therefore the
total flux arriving near to the electrode surface is increased.

4. Molecular Dynamics Simulations
a. Statistical Analysis
The statistical analysis of the trajectory of each dynamics simulation is shown in
Figure 28. All of the energy plots shown here are the time dependent running average as
used for the previous study earlier in this Chapter. The energetics of diffusing probes
within the simulation cell over the dynamics run time were shown to describe the
interaction energy between particles, bonds, angles, and so on under the influence of all
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forcefields and charge. Notice the general trends where the Co(bpz)3 2+ containing
system is the lowest in energy throughout the dynamics run in all of five energy profiles
shown. Here again, the computed total energies are 1OOs of kcal/mol, values which
exceed realistic interaction energies due to the use of dielectric continuum
approximation previously discussed.

b. Displacement Analysis
The mean square displacement of the probe molecules is shown in Figure 29.
The isotropic mean square displacement (MSD) denoted by <D 2> were shown with 3
different anisotropic components of MSD, <x2>, <y2>, and <z2>. Among these <z2> is
the displacement which is perpendicular to the clay surface and the other two are for the
motion parallel to the clay surface. The trajectory of last 5 ps data out of the 10 ps
simulation has been used. Notice they-axes of all graphs. Most displacement is made in
x and y direction which is parallel to the clay surface. Therefore, the diffusional motion
mostly occurs parallel to the clay surface.
The diffusional motion represented by the relative magnitude of <x 2> and <y 2>
is in the order Co(bpz)3 2+ > Co(bpm) 32+ > Co(bpy)3 2+. The same order was observed
experimentally from CME where Co(bpz) 32+ shows the greatest development of peak
current over time (Figure 27). It is also directly opposite of the adsorption order
obtained from UV Spectroscopy, that is, the compound least adsorbed at equilibrium
showed greater motion.
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D. Conclusions
Clay-modified electrodes were used to monitor the activity of electroactive metal
complexes through montmorillonite clay. The concept of interlayer spacing controlled
by the swelling due to the solvation of interlayer cation was introduced. Some of these
interlayer interaction between clay and chemicals were also observed by simple binding
experiment of clay suspension using ultraviolet spectroscopy.
Molecular simulations based on quantum mechanical parameterization and
forcefield calculations were compared to experiments. Even though we use dielectric
medium instead of water content within the clay system, the consistency between the
simulation vs. experiment was surprising. Use of the mean square displacement and its
slope over time has been used as the main tool to study the diffusional properties of the
probe molecules in the clay interlayer system. The author suggests that the use of this
simulation technique should be continued to understand the system thoroughly in
conjunction with the concurrent clay-modified electrode studies.
Inclusion of water medium may be possible considering recent findings of the
water-clay system using Monte-Carlo simulations (Low et al., 1984; Skipper et al.,
1989; Skipper et al., 1991; Skipper et al., 1995a; Skipper et al., 1995b; Boek et al.,
1995a; Boek et al., 1995b; Delville, 1991; Delville, 1992; Delville, 1993; Delville et al.,
1993; Delville, 1995; Karabomi et al., 1996). Simulation with the water, anions, salts,
and at least one other probe within the simulation cell will better describe the system.

Chapter VIII.
Study of Ligand Effects in Redox Behavior of
Cobalt(II)-Trisbipyridal Complexes:
Electrochemical Results vs. Quantum Mechanical Study
A. Introduction
Metal trisbipyridal complexes have been of interest in many reasons.
The photochemical properties of a ruthenium(II) tris(bipyrazyl) dication, Ru(bpz) 32+ for
use as a photosensitizer in solar energy conversion schemes and Ru(bpy) 32+ as an energy
conversion catalyst have been studied by spectroscopy and electrochemistry (Crutchley
et al., 1982). They observed the low energy band in the visible region and attributed it to
ruthenium's metal-to-ligand charge transfer (MLCT) as Krumholtz did for the similar
system (Krumholtz, 1971) previously . The higher energy bands were attributed to 7t-7t*
transition within the ligands, bipyridine or bipyrazine. They reported the cyclic
voltammetric experimental results on these compounds and found that both Ru(bpy) 32+
and Ru(bpz)3 2+ shows one oxidation and three reductions in acetonitrile (See Table 8 for
corresponding electrochemical data). They concluded that the oxidation occurred at the
metal center from their ESR study and reduction at the ligands based on positive shift of
ligands when coordinated to metal. They could not explain why oxidation occurs at the

150

151

Table 8. Electrochemical Data for Bpy, Bpm, Bpz, Ru(bpy)l+, Ru(bpm) 32+,
and Ru(bpzh 2+.
E112 (V)g
Reference

Compound

Oxidation

Reduction

bpy (5.2f

-2.18a, -2.20b

-2.68a (i)d

Ems ta

bpm (1.3f

-l.73a, -l.80b

-2.44a (i)

Kawanishib

bpz (0.8f

- l.66a, - l.76b

-2.38a

Crutchleyc

Ru(bpy)3 2+

1.354

-1.332

-1.517

-1.764

Ru(bpz)3 2+

1.86

-0.80

-0.98

-1.24

Ru(bpy)3 2+

1.27

-1.31

-1.50

-1.77

Ru(bpm)3 2+

1.69

-0.91

-1.08

-1.28

Ru(bpz)l+

1.98

-0.68

-0.87

-1.14

Rilleml

See ref. (Ernst et al., 1986)
See ref. (Kawanishi et al., 1989)
See ref. (Crutchley et al., 1982)
See ref. (Rillema et al., 1983)
(i) denotes irreversible redox processes with peak potentials given.
f The value in parenthesis denotes pKa values of the corresponding ligand. See ref.
(Rillema et al., 1992)
g. Potentials (E 112) are vs. SCE (saturated calomel electrode)
a.
b.
c.
d.
e.
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metal center from their ESR study and reduction at the ligands based on positive shift of
ligands when coordinated to metal. That is, the LUMO of the metal/ligand complex was
lower in energy than the LUMO of the free ligand. They could not explain why
oxidation occurs at the metal or why reduction occurs at the ligands, nor could they
explain why they see three reductions from the ligands. They attributed the shift of 0.5
Vin the reduction potential of bipyrazyl complex compared to bipyridyl complex to the
stabilization of bipyrazyl LUMO n* orbital by 0.5 V compared to bipyridyl. Another
conclusion they made was that the bipyrazyl is not a better 7t acceptor than bipyridyl due
to the lack of strong cr-donor ability which bipyridyl has. This property also may be
studied by the molecular orbital calculations.
Quantum mechanical calculations have been done on the iron(II) tris(bipyridyl)
complex, Fe(bpy)l+ (Jung et al., 1983). The calculations treated the metal system with
approximations because transition metals require both more sophisticated basis sets and
longer calculation time. They reviewed previous calculations (Hanazaki et al., 1969;
Sanders, 1972; Roos, 1966) on similar systems and claimed that they described the
system more accurately. They compared calculated cr-, 7t-, and net charge of Fe(bpy)l+
to other trisdiimine complexes of iron(II) and obtained good results to account for the
shift in MLCT between these complexes in electronic spectra. The other ligands of our
interest, bipyrazine (bpz), and bipyrimidine (bpm), were not studied.
Further experimental works on Ru(bpy) 32+, Ru(bpm) 32+, and Ru(bpz) 32+ were
done by Rillema and co-workers (Rillema et al., 1983). They studied low-energy.MLCT
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transitions and their shifts depending on the mixture of the ligands in bpy-bpz and bpybpm complexes. They also observed one electron oxidations and three electron
reductions in acetonitrile from their cyclic voltammetric measurements (Table 8 for E 112
values). They found that the ease of reduction in the complexes is bpz > bpm > bpy
which roughly parallels the reduction potential differences of the free ligands. (See
Table 8.)
Ruminski and Petersen prepared tris(2,2'-bipyrimidine)cobalt(2+) complex,
Co(bpm)/+, and performed cyclic voltammetric experiments to study its redox behavior
(Ruminski et al., 1984). They compared the results with the redox behavior of
previously studied Co(bpy)/+ (Chen et al., 1982). They observed a -0.7V more positive
reduction peak for the Co(III/11) couple as compared to Co(bpy )/+ and a difference of
1.5 V between the Co(IIl/II) and Co(Il/I) redox couples. They suggested that Co(bpm) 32+
and its derivatives should be studied further for use in storage batteries. In their
continued study on bipyrimidine complexes, they also reported spectroscopic results on
Co(bpm)/+ with other metal complexes (Ruminski et al., 1985). They observed red
shift 1 for the ligand field bands of Co(bpm)3 2+ compared to Co(bpy) 32+.
Coordination characteristics of the ligands bpm and bpz have been studied with
their isomeric bidiazine ligands and compared to that of bpy by using Htickel Molecular
Orbital Calculations by Ernst and Kaim (Ernst et al., 1986). The LUMO (1t*) energies
for the free ligands were reported to be in the order of bpy>bpm>bpz. This is related to

1

shifted to lower energy (bigger Avalue) band.
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the reducibility of their electrochemical data as shown in Table 8. That is, the lower n*,
the more added electrons are stabilized, the more the reduction potential shifts positive.
They claimed the results from their MO calculation are in good agreement with
experimental values. They also used their experimental pKa values of conjugated acids
to compare the a-donating ability. Their results showed that the pKa values of ligands
are in the order of bpy (4.45) > bpm (1.50) > bpz (0.45). The larger the pKa value, the
weaker the ionization of the complex, implying that negative charge is localized more
strongly at the nitrogen group. Consequently, sigma bonding is expected to be greater.
They concluded that bpz is a stronger 1t acceptor than bpy despite its lower lying n* level
(LUMO) because of the weak a bonding due to its poorest basicity. This synergetic
interpretation of "give and take" 1 has been pointed out earlier by Crutchley and Lever
(Crutchley et al., 1982). In summary, Ernst and Kaim attempted MO calculation on
ligands to account for the coordination by ligands bpy, bpm, bpz, and their isomeric
bidiazine ligands.
There is a contradiction regarding the bonding of metal to ligand nitrogens as
pointed out by Rillema and co-workers (Rillema, 1992). The contradiction they pointed
out was on the basis of the studies mentioned above. According to the electrochemical
data both on ligands and ruthenium complexes and the energy of n* LUMOs from
Htickel MO calculations, the bond distances between Ru and N should be Ru-N(bpz) <
Ru-N(bpm) < Ru-N(bpy). On the other hand, the pKa values, or the basicity of the

1

Here "give" means a-donating and "take" for n-back-bonding.
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ligands, predict Ru-N(bpy) < Ru-N(bpm) < Ru-N(bpz) considering the importance of crbonding ability of ligands to the metal, ruthenium. They acquired crystallographic data
on these ruthenium complexes. Their results showed that the bond distances between
ruthenium and the nitrogen do not follow either of the schemes mentioned above. The
actual order of crystallographic measurements of these bond distances is Ru(bpz) 32+ <
Ru(bpy) 3 2+ < Ru(bpm)l+, which have bond lengths of 2.05, 2.056, and 2.067

A,

respectively. It was suggested that a theoretical evaluation of the degree of cr and 1t
bonding in the complexes was necessary to provide a quantitative understanding of the
bonding differences that exist among ruthenium(II) complexes.
Recently, similar electrochemical studies were carried out on cobalt(II)
complexes containing same series of tris-ligands, bpy, bpm, and bpz in our lab. The
same compounds have been used for the probes of diffusion properties of clay medium.
CME and MSCV techniques have been used and molecular dynamics simulations were
performed as written in earlier chapters in this study. In the course of the diffusion
study, the electrochemistry of cobalt complexes containing these ligands in acetonitrile
was studied. We performed the full level of currently available ab-initio molecular
orbital calculations on Co(bpm)3 2+, Co(bpy)3 2+, and Co(bpz)3 2+ along with calculations
on the ligand alone to obtain information on the cr and 7t bonding of these ligands to
cobalt. Also, calculations for the ruthenium complexes were performed to compare with
the previous X-ray crystallographic result (Rillema et al., 1992).
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B. Methods
Quantum mechanical calculations on the ligands, bpm, bpy, and bpz ligands
were carried out with the 3-210 basis sets. The Hartree-Fock calculations were
performed with 120 basis functions for bpm and bpz while bpy has 124 basis functions.
Total number of shells for bpm and bpz was 48 containing 24 S shells and 24 SP shells
while bpy has 52 shells in which 28 S shells and 24 SP shells are used. All three ligands
are isoelectric having a total number of 82 electrons. Ligand charge of zero and the spin
multiplicity of 1 (singlet) ensured closed shell Hartree-Fock calculations.
Corresponding cobalt (II) complexes were used for ab-initio calculations with
the same 3-210 basis sets. Single point ab-initio calculations without further geometry
optimization were performed on each minimized structure. For minimizations, the
Universal Force Field (UFF) was used. These divalent metal complexes inherently have
one unpaired electron which make the spin multiplicity of 2 (doublet where a and

~

electrons describe the system). The complete open shell unrestricted Hartree-Fock
calculations have been carried out to account for this spin flexibility. In this way a
electrons and

~

electrons will fill up totally independent orbitals which is solely

designated corresponding type of either a

or~

spins.

The divalent ruthenium complexes are already d6 , therefore singlet closed-shell
Hartree-Fock calculations have been carried out. Minimization of each ruthenium
complex with the Universal Forcefield (UFF) was followed by the single point ab-initio
calculation with 3-210 basis sets.
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Both Mulliken Population Analysis (MPA) and Lowdin Population Analysis
(LPA) were performed. Charge calculations were also carried out on these schemes as
well as previously used MEP (Molecular Electrostatic Potential). Electronic populations
based either on MPA or LPA may give better description on intra-structural
characteristics while MEP gives good value for external interactive charge values as
previously mentioned in Chapter IV.
Several graphical representations were also prepared to visualize the electronic
structure or density of electrons throughout the molecules and ligands as well as to see
actual structural shape of the molecular orbitals of interest. These graphical tools should
give a clearer understanding of the resulting molecular orbitals in terms of their relative
shapes and characteristics.

C. Results and Discussion
1. Electrochemical data
The cyclic voltammograms of Co(bpm)3 2+, Co(bpy)l+, and Co(bpz)l+ were
recorded in acetonitrile. The oxidation peak of each complex is reversible and relatively
well consistent with the previous results (Ruminski et al., 1984; Ruminski et al., 1985).
Figure 30 shows a nice reversible peak for the oxidation of Co(bpm) 32+ while at the
same time showing an irreversible reduction peak. The oxidation and reduction
potentials of all complexes are tabulated in Table 9. The reducibility order of bpz > bpm

> bpy follows the same trend as that of free ligands (see Table 8).
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I (µA)
4.0
2.0

E (V)
-1.2

0

0.4

0.8

1.2

-2.0

-4.0

2

Figure 30. Cyclic Voltammogram of Co(bpm)3 +.
2
1.5 mM Co(bpm) 3 +, scan rate 200 mV/sec, glassy carbon working
electrode, Ag/AgCl reference electrode and 10 mM TBATFB used.
Acetonitrile was used for non-aqueous system.
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Table 9. Electrochemical Data for CoL32+ (L = bpy, bpm, and bpz).

Reference

Our Laba

Ruminskib,c

a.
b.
c.
d.
e.

Compound

Reduction

Oxidation

Co(bpy)3 2+

0.44 (rt

-0.86 (i)d

Co(bpm)3 2+

0.70 (r)

-0.63 (i)

Co(bpz)3 2+

0.97 (r)

-0.45 (q)e

Co(bpy)3 2+

0.31b, 0.26c

-0.84

Co(bpm)3 2+

1.02b, a.soc

-0.50

Co(bpz)3 2+

N.A.

N.A.

See ref. (Fitch et al., submitted)
See ref. (Ruminski et al., 1984)
See ref. (Ruminski et al., 1985)
(r) denotes reversible redox processes with peak potentials given.
(i) denotes irreversible redox processes with peak potentials given.
f (q) denotes quasi-reversible redox processes with peak potentials given.
g. Potentials (E 112) are vs. SCE (saturated calomel electrode)
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2. Quantum Mechanical Results
As discussed in earlier, Ernst and Kaim attempted the Hlickel calculations on
ligands bpm, bpy, and bpz and acquired some relative measurements of 7t-perturbation
and compared these to electrochemical and spectroscopic data (Ernst et al., 1986).
However, molecular orbital calculations on ligands explain only the part of the
complicated metal-ligand system where relative energetics and mixing of orbitals
between metal d orbitals and ligand n* orbitals occur in a non-uniform pattern. Ligand
MO calculations are able to explain the case of the reduction of the metal complexes
such as Ru(bpy)/+, Ru(bpm)l+, and Ru(bpz)/+ where ligand n* orbitals are the first
LUMO and easily accessible energetically. This is why the reduction peak potentials of
the complexes show the same pattern as the ligands. However, use of ligand MO may
fail to describe electronic transitions occurring from the ground state to the excited state
of the complex. Metal-to-ligand-charge-transfer (MLCT) occurs from metal d orbitals to
ligand 7t orbitals. Therefore, a correct description of the system using molecular orbitals
should include both metal d orbitals and ligand 7t orbitals in coordination. This complete
quantum mechanical approach will also be able to supply information about the net
effect of a bonding and 7t-back bonding (metal-N bond distance) discussed before
(Rillema et al., 1992). We attempted a MO calculation of the metal/ligand system which
could describe the metal-to-nitrogen bond distance. First, we tested the accuracy of our
quantum mechanical calculation on the ruthenium trisdiimine system. We applied the
same methodology to our cobalt system with the same ligands.
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First, we examined the ligands. The bpy, bpm, and bpz ligands differ in the
position (bpm vs. bpz) or the numbers of N atoms (bpy vs. bpm and bpz)

0-0
N

N

bpy

l
)
{_):
( H~)
~N
N
N
N

bpm

bpz

Figure 31. Structure of Bpy, Bpm, and Bpz.
as shown in Figure 31. Figure 32 shows graphical representations of these ligands as a
result of ab-initio calculations. The structures of bpy, bpm, and bpz were shown with
their own total electron density, actual HOMO (highest occupied molecular orbital), and
LUMO (lowest unoccupied molecular orbital). From this result shown in Figure 32, the
electron density was drawn with 0.08 electrons/au 3 and this size of the isosurface
describes chemical bonds instead of the overall size of the molecule. Notice the encoded
red sphere appears at the nitrogens indicating the existence of the lone pair electrons.
Also notice that the LUMO of these ligands are composed of p orbitals which are
perpendicular to the bipyrimidine-type ring. They are also in anti-bonding pattern within
the ring (this is shown by the vectoral representation shown by color; blue is positive
and red is negative). Notice the well built p orbitals at the nitrogen (red sphere) which
will coordinate to the metal. Then* (LUMO) ligand orbitals are known to function as
electron acceptors which stabilize electrons in the ring at the time of electrochemical
reduction. MLCT transition in electronic spectroscopy is also occurring at this ligand
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Figure 32. Molecular Orbitals of the Ligands Bpy, Bpm, and Bpz.
The structure and molecular orbitals for (a) bpy, (b) bpm, and (c) bpz ligands are shown.
( 1) Tubular representation of the ligands
(2) Electron density with 0.08 electrons/au3 and this size of isosurface describes
chemical bonds instead of the overall size of the molecule;
(3) HOMO (highest occupied molecular orbital) of the molecule
(4) LUMO (lowest unoccupied molecular orbital) the molecule
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(b)

(c)
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LUMO. As mentioned earlier, the calculated energy of the LUMO can now be
correlated to the experimental one electron reduction potential from electrochemistry.
The reduction potentials of the ligand bpy, bpm, and bpz are given in Table 8. The
LUMO energies calculated with ST0-3G basis sets and 3-21 G basis sets are shown in
Table 10. The absolute magnitude of these energies are in 0.05 to 0.2 eV. Ernst and
Kaim gave relative LUMO energy (EwMo) ratio between free ligands. Instead of giving
any absolute value for the orbital energy, they used the relative correlation of orbital
energy to the Coulomb integral parameter (hN). They set the energy of SLUMO (second
lowest unoccupied molecular orbital) of bpy at hN = 0 as 1.0 and plotted other molecular
orbitals relative to this value. The estimated ratio of EwMo (bpy) to EwMo (bpz) from
their calculation was 1.15. The relative ratio of the LUMO energy of bpy to that of bpz
calculated from our Table 10 is 1.21 (ST0-3G) and 1.58 (3-21G). Therefore, their
semiempirical results are close to our minimal basis set (ST0-3G) ab-initio results. The
calculated LUMO energies were plotted against the experimental reduction potentials
and shown in Figure 33. Both basis sets give a reasonable correlation with the trends in
the experimental data.
Table 10. LUMO Energies for Ligands, Bpy, Bpm, and Bpz
ELUMo (eV)

Ligand

ST0-3G

3-21G

Bpy

0.20355

0.09084

Bpm

0.17023

0.06382

Bpz

0.16829

0.05762
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Figure 33. Reduction Potentials vs. Calculated LUMO Energies of Bpy, Bpm, and Bpz.
Two different reduction potential values from previous experiments were compared.
(a) For the reduction potential, see ref. (Ernst et al., 1986)
(b) For the reduction potential, see ref. (Kawanishi et al., 1989)
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We next examined the ruthenium complexes, Ru(bpy) 32+, Ru(bpmh 2+, and
Ru(bpzh 2+. The redox potentials are given in Table 8. As we did for ligands, we can
correlate the calculated energy of the LUMO of the ruthenium metal complexes (not just
ligand) to the one electron reduction potential. We can also correlate the HOMO energy
to the oxidation potential. The calculated LUMO and HOMO energies of Ru(bpy) 32+,
Ru(bpm)/+, and Ru(bpz)3 2+ from the ab-initio calculations with 3-21G basis sets are
shown in Table 11. Calculated LUMO and HOMO energies were plotted against the
Table 11. Calculated LUMO and HOMO Energies for
Ru(bpy)3 2+, Ru(bpmh 2+, and Ru(bpzh 2+.
Complex
Ru(bpy)3 2 +
2

Ru(bpm)3 +
2

Ru(bpz)3 +

EHOMO (eV)

EwMo (eV)

-0.52856

-0.14476

-0.56576

-0.17880

-0.57419

-0.19199

experimental reduction potentials and oxidation potential, respectively, and shown in
Figure 34.
The correlation of the electronic spectra to the results from the molecular orbital
calculations requires further identification of the molecular orbitals and their energies to
obtain correct match of the molecular orbital pair to the corresponding electronic
transitions in spectroscopy. Only metal to ligand charge transfer (MLCT) bands of
ruthenium complexes have been considered for correlation. (7t-7t* transition within the
ligand can also be done in the same way by looking for their corresponding energies
further down in the MO output.)
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Figure 34. Redox Potential vs. LUMO and HOMO of RuL32+
Redox Potential vs. Molecular Orbital Energies for RuL3 (L = bpy, bpm, bpz):
(a) LUMO energy vs. Reduction potential (Ered)
(b) HOMO energy vs. Oxidation potential (Eox)
(NOTE) For reduction and oxidation potential, see ref. (Rillema et al., 1983).
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Crutchley and coworkers (Crutchley et al., 1982) assigned the metal to ligand
transitions of Ru(bpy) 32+ at 22, 125 cm-I, 28,985 cm-I, and 30,960 cm-I. For the
calculation of a theoretical wavenumber for MLCT bands of Ru(bpy) 3 2+, the eigenvalues
for the molecular orbitals around the HOMO and LUMO were used to draw the
molecular orbital vs. energy diagram. The energy levels for the molecular orbitals which
are responsible for the MLCT transition were determined by considering corresponding
energies of metal d orbital and ligand 7t* orbitals. For the ligand 7t* orbitals, their
degeneracies were also examined. As a result, the molecular orbital at -0.52856 e V was
assigned to the metal (Ru) d orbital responsible for MLCT transition. On the other hand,
the molecular orbitals at -0.14476, -0.10659, and -0.09251 were assigned to the ligand
n:* orbitals responsible for the first, the second, and the third MLCT transition,

respectively, according to their relatively higher lying non-degenerate energies. The
calculated energies of MLCT transitions (EMo) are tabulated with the experimental
values (Espec) in Table 12. The energy difference between molecular orbitals in eV can
Table 12. Metal to Ligand Charge Transfers (MLCT) and
Calculated MO Energies of Ru(bpy) 32+
transition
MLCT 1

Eiigand-EHoMO(metal)

EMo (cm-I)

Esoec (cm-I)l

-0.5286 - 0.14476

3095.5

22125

MLCT2

-0.5286 - 0.10659

3403.4

28985

MLCT3

-0.5286 - 0.09251

3516.9

30960

be converted to wavenumber in cm-I by using Planck's equation:

1

See Ref. (Crutchley et al., 1982).
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[70]

he
_
E=-=hev

A

where his the Planck's constant (6.62608 x 10-34 Js), e is the speed of the light
(2.99792458 x 108 ms-1), Ais the wavelength, and vis the wave number (cm-1). The
conversion factor he ( = 1.98645 x 10- 23 J cm) can be used for convenience. Also,
[71]

1eV=96.485 kJmor 1•
The calculated transition wavenumber (in cm- 1) was plotted against the

experimental MLCT wavernumbers as shown in Figure 35. There is a good correlation
between the trends in calculated transition energy for MLCT and the experimental
trends in transition energy. However, the absolute value of the calculated MLCT
transition energy did not give a good value which is close to the measured spectroscopic
value. Ernst and Kaim also did not attempt to provide direct comparison between their
calculation results and the measured MLCT energies (Ernst et al., 1986).
Next, we examine the argument Rillema and co-workers made for the net effect
on the bond between ruthenium and the coordinated nitrogen. There are several ways to
get the information about the total overlap or population of the electrons found in the
molecular orbitals or atoms such as Mulliken Population Analysis (MPA) and Natural
Population Analysis (NPA). It would be most useful if we can have information
regarding amount of bonding between atoms which include all a and 7t electron effects
arising between the atoms of our interest. Here, I used the Mulliken bond order matrix
and Lowdin bond order matrix to examine and correlate with the bond lengths studied
for Ru-N distance in RuL 32+ complexes (L = bpy, bpm, and bpz) by X-ray
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Figure 35. Calculated MLCT from Molecular Orbital Calculations vs.
MLCT from UV Spectroscopy.
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crystallography. The crystallographic results (Rillema et al., 1983) of the bond lengths
for the ruthenium complexes are shown in Table 13.
Table 13. Ru-N Bond Distance in Ruthenium(II) Complexes.
Complex

Bond Length; Ru-N (A) 1

Ru(bpy)3 2+

2.056 (2)

Ru(bpm)3 2+

2.067 (4)

Ru(bpz)l+

2.050 (1)

The Mulliken bond order is introduced by Mayer and detailed definition should
be consulted if needed (Mayer, 1983; Mayer, 1984). Mulliken bond order is based on
Mulliken's population analysis (see Chapter IV section C) while Lowdin bond order
analysis is based on symmetrical orthogonalization of orbitals (Lowdin, 1970). From the
results of the MO calculations on ruthenium complexes, these two bond order matrices
were obtained. The corresponding pair of Ru-N bonds were examined by both the
Mulliken bond order scheme and Lowdin bond order analysis. The direct comparison of
bond order vs. bond length of Ru-N is given in Table 14.
Table 14. Bond Order vs. Bond Length of
Ru-Nin Ru(bpy)3 2+, Ru(bpm)3 2+, and Ru(bpz) 32+.
0

Complex

Ru-N (X-ray) (A)

Mulliken bond order

Lowdin bond order

Ru(bpy)3 2+

2.056

0.28502

0.577245

2

2.067

0.28296

0.58979

2

2.05

0.28553

0.588775

Ru(bpm)3 +
Ru(bpz) 3 +

1

See Ref. (Rillema et al., 1983).
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While Mulliken bond order shows good inverse correlation between the bond order and
bond length from the crystallography, Low din bond order scheme does not. The
resulting Mulliken bond order has been plotted against the X-ray crystallographic bond
length data and shown in Figure 36.
In summary, computations performed on the free ligands and the ruthenium
complex systems show similar trends in oxidation potential with HOMO, reduction
potential with LUMOs, experimental (X-ray crystallographic) bond length with bond
order, and experimental MLCT with calculated MLCT. The absolute magnitudes of
these latter numbers are off by an order of magnitude. The deviation may be due to the
fact that purely theoretical quantum mechanical calculation does not account for many
experimental parameters such as solvent effect, the use of reference electrode to
measure the relative potential, and instrumental errors.
Finally, the tested molecular orbital calculations are extended to the cobalt metal
complexes CoL/+, where Lis bpy, bpm, and bpz. Co2+ is d7 which bears one unpaired
electron within the metal d orbital. This makes the system spin multiple meaning that
the reduction of the system involves either accepting a electron or~ electron. Full
treatment of unrestricted open shell calculations have been performed to account for
spin multiplicity.
As shown in Figure 30, Co(bpmh 2+has a nice reversible oxidation peak and an
irreversible reduction peak. Other cobalt complexes also have nice reversible oxidation
peaks with either irreversible (Co(bpy)3 2+) or quasi-reversible (Co(bpz) 32+) reduction
peaks. Quantum mechanical calculations were used to obtain both energy of the HOMO
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Figure 36. Bond Length (X-ray crystallography) vs.
Calculated Mullikne Bond Order.
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and energy of the LUMO for correlation with oxidation and reduction potentials,
respectively. (See Table 9 for redox potentials of cobalt complexes.) As was obtained
for the Ru(bpyh 2+ complex, there was a good correlation in trends between the
oxidation potential and the energy of the HOMO. The correlation in trends between the
reduction potential and energy of the LUMO was also relatively good considering the
reduction peak's irreversibility. (See Figures 30 and 37.) As shown in the Figure, the
oxidation potential was correlated with a spin HOMO (highest occupied molecular
orbital) while the reduction potential was correlated with both a spin LUMO

and~

spin

LUMO.
The absolute magnitude of the orbital energy (e V) is similar to the values
obtained by Sun and co-workers (Sun et al., 1994). However, these do not match the
magnitude of experimental reduction potential due to solvation effects (Meites et al.,
1977).

D. Conclusions
The method of quantum mechanical calculations has been used to study one of
the most studied metal chelates, Ru(bpy) 3 2+. The attention to this compound was due to
its historical photochemical importance and possible use in energy containing device
molecules. Study of ligand alone, as others previously did, gave a good descriptive
measure of one electron reduction of ligands and this was used to interpret the result of
metal complex reduction. We extended computational studies to the metal chelates to
explain bond distances and MLCT bands. Correlation of well known RuL32+ (L = bpy,
bpm, and bpz) to experimental results were successful and easy to understand due to its
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Figure 37. Redox Potential vs . HOMO and LUMO Energies of
Co(bpy)32+, Co(bpm)32+, and Co(bpz)32+
(a) oxidation potential vs. a-spin HOMO energy; (b) reduction potential vs.
a-spin LUMO energy; (c) reduction potential vs. ~-spin LUMO energy.
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clean spin state (d6) with no open shell property involved. The electrochemical redox
potentials were correlated with the energies of corresponding LUMO and HOMO. A
successful description in MLCT transition of spectrometry using the molecular orbitals
and their energy differences was obtained. Bond order using Mulliken analysis gave an
explanation of the determination of bond length Ru-Nin ruthenium trisdiimine
complexes. Lowdin bond order analysis did not give the same results.
The use of quantum mechanics in open shell system in cobalt trisdiimine also
gave appropriate trends. The experimentally observed nice reversible oxidation peaks
were well correlated with the energy of the HOMO of the corresponding complex. In the
case of reduction, experimentally observed irreversible peaks as well as the doubly
available LUMO due to its spin multiplicity made the interpretation more complex.
However, the correlation between the observed reduction potential with the calculated
LUMO energies both in a spin state

and~

spin state was relatively in good agreement

considering the irreversibility of the reduction peaks.

Chapter IX.
Effects of the Substituent Group on Electrochemical Cleavage of
5-(Phenylsulfonyl)-3,4,5,6-tetrahydropyran-2-one (PSTHP):
Electrochemical Observation vs. Quantum Mechanical Calculations
A. Introduction
Lactones are important compounds in biology. Lactones can be used to derive
pheromones 1 such as sulcatole (Byrne et al., 1974; Mori, 1975):

Scheme III.
0

1. LAH
2. AC20
3. Na•Hg

Bu

1

pheromone: A chemical secreted by an animal, especially an insect, that influences

the behavior or development of others of the same species.
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A synthetic route to lactones has been proposed in which an a-carboxylate (4phenylsulfonylbutanoic acid (4-PSBA)) is reacted with a ketone (HCOR1) to give the
sulfone substituted lactone (Thompson, 1987) as shown in Scheme IL

Scheme IL
4-PSBA

PhSO~O
0

TFAA

-

9~

R~c
y02
Ph

In order to remove the sulfone substituted group which is no longer needed, reductive

cleavage is necessary. In developing the reductive cleavage of the phenylsulfone group
shown in scheme II, possible locations of electroactive groups within the compound are
examined. The R 1, ester, and sulfone groups are indicated. Since activation of the
phenyl (activated by an unsaturated group) and ester groups (activated either in the a or
~position)

is not apparent, the most likely position is the sulfone group (denoted as c in

Scheme II).
The phenyl group attached to sulfone group gives great stability to the leaving
group due to its ability to delocalize charge. This delocalized effect from phenyl ensures
that the cleavage is being made at sulfur-carbon bond (shown as cleavage point_c in
Scheme II). The delocalization of the sulfone group with the aryl group was attributed to
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electronic coupling of the 3d orbitals centered on S with 7t orbitals in the aryl system
(Lamm, et al., 1974).
Recently, the application of electrochemical cleavage to remove the sulfone
group utilized in the chemical synthesis has been proposed in our lab (Lohr Jr., 1996).
The purpose of the original study was to provide the electrochemical technique to
remove the phenylsulfones from molecules to produce lactones and lactams. On the
basis of already known electrochemical behavior of sulfones (Baizer et al., 1983) and
the use of Simonet Diagram (Manousek et al., 1968), the general mechanism of
cleavage of phenylsulfones was proposed and shown in Figure 38. In general, the
cleavage of all aromatic sulfone groups occurs with the breakage of the C-S bond of the
sulfone anion radical as the fast reaction step (shown as step 2 in Figure 38). If the
reaction of the lactone radical formation is fast and only occurred near the electrode
surface (in step 2), the following reduction is enabled by the electrode and the formation
of lactone anion occurs. Then, the resulting strong base can be protonated by the solvent
or acidic impurities to form a lactone. If the formation of lactone radical is slow, the
lactone radical may well migrate to the diffusion layer or to the bulk, and reduction
occurs from the electron transfer from another phenylsulfone anion radical nearby which
was formed in step 1. (See Scheme III for the reaction.)
Scheme III.

D

A

•
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Figure 38. Electrochemcial Reduction of Phenylsulfones (Proposed Mechanism).
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In Joe Lohr's study of the cleavage of phenylsulfones, the rate of the reduction
and the measurements of the reduction potentials were carried out by cyclic
voltammetry. For his study and my theoretical study, three different compounds have
been used, TB(PSTHP), CH(PSTHP), and P(PSTHP). The structures, full name of the
compounds, and molecular weight are shown in Figure 39.

6-tert-buty1-5-(phenylsulfony1)3,4,5,6-tetrahydropyran-2-one
mwt 292.38

6-cyclohexyl-5-(phenylsulfonyl)3,4,5,6-tetrahydropyran-2-one
mwt 318.43

6-phenyl-5-(phenylsulfonyl)3,4,5,6-tetrahydropyran-2-one
mwt 312.37

TB(PSTHP)

CH(PSTHP)

P(PSTHP)

Figure 39. Structures of Substituted PSTHP.

B. Methods
To investigate the redox behavior of three phenylsulfonyl compounds with
respect to substituents, a total of 12 sets (six for MNDO optimization and another six
for 6-31G single point ab-initio calculations) of quantum mechanical calculations have
been carried out. Reactant molecules (as shown in left hand side of step 1 in Figure 38)
and lactone radicals (as shown in right hand side of the arrow in step 2 in Figure 38)
were used for molecular orbital calculations.
To locate the lowest-energy configurations (global minima), four different
tetrahydropyran-2-one conformers were considered for beginning structures for
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optimization. Depending on the relative position of the alkyl substituent and the phenyl
sulfone group, four different conformers considered are shown in Scheme IV.
Remember that the name of a cis conformer AE denotes the phenylsulfonyl group at 5
position being axial and the alkyl substituent at 6 position being equatorial. All of three
substituted PSTHP structures were built in these four (AE, EA, EE, and AE) conformers
and further minimized by the molecular mechanics calculations within Cerius 2 (see ref.
Cerius 2 , 1992) using a UFF (Universal Force Field). The corresponding structures were

Scheme IV.

trans

cis
H

H

1l

H

H~

HH

PhS~
R

EA

EE

0

R

0

AE

imported to Spartan (see ref. Spartan, 1993) for the further quantum mechanical
calculations. Geometry optimizations using semiempirical MNDO (Modified Neglect of
Diatomic Overlap, see Chapter IV for more) basis sets were carried out for the
minimized conformers. Finally, single point calculations using ab-initio 6-31G basis set
were performed for the electronically optimized conformers.
Population analysis in terms of bond order was used to explain the possible
location of bond breakage at the time of electrochemical reduction. Geometry optimized
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structures of all conformers were examined to find the differences between the
electronically favored (low in formation energy) structure and others. Molecular
orbitals, especially, HOMO and LUMO of the favored structures were also used to
examine the previously proposed mechanism of electrochemical reduction. Molecular
orbital energies of the favored substituted PSTHP conformers were compared and
related with their electrochemical reduction potentials.

C. Results and Discussion
For comparison purposes, the previous electrochemical data for the redox
potentials of the compounds, TB(PSTHP), CH(PSTHP), and P(PSTHP) are given in
Table 15.

Table 15. Electrochemical Data of Phenylsulfones.

Reduction Potential vs. Ag!AgCI
Substituent

Ered

1

(V)

2

Bred

(V)

Phenyl

-2.1

-2.5

Cyclohexyl

-2.1

-2.4

t-butyl

-2.4

> -2.8 1

As shown in the table, the reduction of phenyl substituted compound and cyclohexyl
substituted compound showed very similar reductions for both the first and the second
electron. However, t-butyl substituted compound was harder to reduce than cyclohexyl
or phenyl substituted compounds shown by a more negative reduction potential for the

1

reduction peak not observed within the scan range
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first electron than other two compounds. The second reduction peak was not observed
from the scan between -l.7V and-2.8V vs. Ag/AgCI. Therefore the second reduction of
this compound appears to occur at more negative potential than -2.8V vs. Ag!AgCI.
The calculated heats of formation for the geometry optimized conformers
representing local minima are listed in Table 16. Notice the lowest energy conformers

Table 16. Calculated Heats of Formation of
Low Energy Conformers of Substituted PSTHP

Heat of formation

Trans
(Initial conformation)

Cis
(Initial conformation)

AA

EE

EA

AE

phenyl-PSTHP

-95.004

-96.206

-95.601

-92.284

cyclohexy1-PSTHP

-140.318

-139.268

-140.497

-131.993

t-butyl-PSTHP

-124.089

-124.160

-118.871

-117.068

(kcal/mol)

for phenyl and t-butyl substituted PSTHP occur in 'trans' conformation while the
cyclohexyl-PSTHP has a 'cis' conformation based on the original structure (before
geometry optimization).
Two things can be observed from the table. The first is the absolute magnitude
of the heats of formation in kcal/mol. These relatively large negative values are
consistent with other computations of this type. For trans-1,2-difluorocyclohexane, the
calculated (AMI semi-empirical) heat of formations of -127.19 kcal for AA (axial-axial
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substituted) and -128.68 kcal/mol for EE (equatorial-equatorial substituted) were
previously reported (Hehr et al., 1993).
The second point to note from the table is the fact that there is relatively little
energy difference between any of the four initial conformers, except that, in general, a
trans conformation appears to be favored. Figure 40 shows minimized results of 4
different initial conformers for cyclohexyl-PSTHP. As shown in the figure, none of
these conformers are structurally close. However, two low energy conformers, AA and
EA in Table 16, are clearly different with respect to the orientation of the substitution.
Therefore, they are at different local minima. On the other hand, the conformer EE
looks more like AA after the optimization and we can say that axial substitution is
preferred to equatorial in the case of 'trans' conformer.
From our results, the naming of these conformers of axial (A) and equatorial (E)
as shown in Table 16 are no longer applicable for some of the low energy structures
(local minima). However, I will use same naming scheme for convenience. Notice that
the alkyl groups are at equatorial position for phenyl and t-butyl substituted PSTHP
while cyclohexyl-PSTHP has axially substituted alkyl group. The structures of these
lowest energy conformers are shown in Figure 41. None of these optimized structures
adopt a text book aa, ea conformation.
The lowest energy phenyl substituted PSTHP is in a trans configuration as
mentioned above. Previous NMR and isolation results by Thompson and co-workers 1

1

NMR measured by C. Thompson, Loyola University, Chicago.
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Figure 40. Geometry Optimized Structures of Cyclohexyl-PSTHP From 4 Different
Initial Conformers
The geometry optimization was started from the following four different initial
conformers:
(a) AA (both phenylsulfone and cyclohexyl groups at axial position)
(b) EE (both phenylsulfone and cyclohexyl groups at equatorial position)
(c) EA (phenylsulfone at equatorial and cyclohexyl at axial)
(d) AE (phenylsulfone at axial and cyclohexyl at equatorial)
*The conformers AA (trans) and EA (cis) can be still called as AA and EA,
respectively after geometry optimization as shown in (a) and (c). However, the
conformer EE in (b) is no longer in its EE substitution pattern. Instead, it is more like a
form of AA. Therefore AA conformation is preferred for the trans conformer. For more
accurate information about the most preferred conformation with respect to substitution,
more complete configuration search may be desired (Monte Carlo calculation does this
more efficiently).
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Figure 41. The Lowest Energy Conformers of Substituted PSTHPs.
Skeletal structures showing the calculated lowest energy conformers for the substituted
PSTHPs are given. To search the lowest energy structure, MNDO geometry
optimizations were performed with d orbitals included for sulfur atom in phenylsulfone
group; (a) phenyl-PSTHP; (b) cyclohexyl-PSTHP; (c) t-butyl-PSTHP.
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indicated a 95/5 % trans/cis isomer ratio. Notice the 'EE' conformer of phenyl-PSTHP
trans isomer does not experience much steric effect even though pheny lsulfone and
phenyl group substituent are in equatorial position. Other conformers of phenyl-PSTHP
were also examined. The steric effect is found to be the greatest in the case of AE (cis)
conformer where the phenyl substituent and phenylsulfone's phenyl ring are oriented
face to face.
Notice the 'EA' conformer (cis) of cyclohexyl-PSTHP has a good distance
between the cyclohexyl substituent and the phenylsulfone. The chair configuration of
original 'EA' conformer as shown in Scheme N is relatively well kept after geometry
optimization except for the ketone group having a different orientation from the one in
Scheme IV.
The lowest energy structure for t-butyl-PSTHP is 'EE' (trans) conformer as
shown in Table 16. However, the structure of EE conformer shown in Figure 41 no
longer looks like 'EE' conformer of 'trans'. The tetrahydropyran (THP) moiety loses its
chair conformation. The t-butyl substituent and phenylsulfone make somewhat AA" or
EA" like conformer. The previous NMR data by Thompson and co-workers also showed
the existence of a single conformation which is best described as intermediate between
the 'cis' and 'trans' forms. They also attributed this hybrid state to the existence of
bulky t-butyl group.
From the proposed mechanism of electrochemical cleavage of the
phenylsulfones shown in Figure 38, the first electron was postulated to produce the
phenylsulfone anion. One way to study this mechanism is by examining the LUMO of
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the molecules. The LUMO of the lowest energy conformers of TB(PSTHP),
CH(PSTHP), and P(PSTHP) are shown in Figure 42. Notice LUMOs for all substituted
PSTHP are located at phenyl rings of phenylsulfones. The overlap between the sulfone
and corresponding carbon in phenyl shows that there is a well developed orbital overlap
between sulfur and phenyl ring. The delocalization of the sulfone group with the aryl
group was previously attributed to electronic coupling of the 3d orbitals centered on S
with 1t orbitals in the aryl system (here, phenyl group). This delocalized LUMO may
explain delocalization of the electron uptake centered at sulfonyl moiety at the time of
electrochemical reduction. As a result, phenylsulfones behave as a good leaving group
and bond breakage occur between lactone ring and phenylsulfone.
Direct comparison of calculated bond orders of all possible electroactive sites
may also give some hints on where the first electron reduction occurs. The comparison
of bond orders for sulfone to lactone (c in Scheme II), 0-C bond in possible ring
opening site in lactone (bin Scheme II), and alkyl substituent to lactone (a in Scheme II)
for the lowest energy conformers is shown in Table 17. From both Mulliken bond order
analysis and Lowdin bond order analysis, the bond between sulfone group and lactone
ring is the weakest bond (bond order of 0.83 - 0.90). Considering the definition of bond
order that bond order of 1 describes the single bond and bond order of 2 means double
bond, the lower the bond order, the weaker the bond strength, the longer the bond
length. The correlation between the calculated bond order and experimental bond length
of conjugated ring system was studied by using semiempirical molecular orbital
calculations (Jung et al., 1983). They obtained bond order of 0.776, 0.658, 0.547, and
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Figure 42. The LUMOs of Substituted PSTHPs.
The calculated LUMO surfaces are shown for PSTHPs. The geometry of these were
obtained by MNDO semiempirical calculations with d orbitals included. Then the
Hartree-Fock ab-initio calculations with 6-3 lG* basis set were carried out for the final
electronic structure calculations; (a) phenyl-PSTHP; (b) cyclohexyl-PSTHP; (c) t-butylPSTHP.
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(a)

(b)

(c)
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Table 17. Bond Order Analysis for Substituted Phenylsulfones.
Mulliken

Low din

Bond Order

Bond Order

0.83477

0.89202

0.93480

1.21847

0.98715

1.01385

0.84730

0.90036

0.95058

1.23435

0.94853

1.00683

0.85704

0.89523

0.94753

1.22941

0.95303

0.97658

Sulfone-lactone (1)
PhenylPSTHP

(Ssulfonone-Clactone)
Ring Opening (2)
(Oester-Cattached to R')
LactoneSubstituent (3)
Sulfone-lactone( 1)

CyclohexylPSTHP

(Ssulfonone-Clactone)
Ring Opening (2)
(Oester-Cattached to R')
LactoneSubstituent (3)
Sulfone-lactone( 1)

t-butylPSTHP

(Ssulfonone-Clactone)
Ring Opening (2)
(Oester-Cattached to R')
LactoneSubstituent (3)

,150

0

R

(2)

(1

O==~I
0
-..;;:
~ §
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0.513 for different compounds and related with IR-stretch data of 1564, 1514, 1443, and
1414 cm- 1, respectively. Therefore, the 10% difference between the bond order of
sulfone-lactone (0.83-0.86) and that of other possible positions of electrochemical
reduction (0.93-0.99) can be considered significant. The weakest bond order of sulfone
leaving group is consistent with the proposed mechanism where the first electron
reduction occurs at the phenylsulfone making a phenylsulfone anion.
To compare with the experimental reduction potentials, the energy of the
LUMOs of each energetically preferable substituted PSTHP was obtained and listed
with its reduction potential in Table 18. The total energy of each substituted compound

Table18. Calculated LUMO energies of substituted PSTHPs
compound

Ehartree

(a.u.

1
)

EwMo (eV)

Ered

1

(V)

conformation

phenyl-PSTHP

-1349.9

0.07727

-2.1

trans EE

cyclohexyl-PSTHP

-1353.4

0.07110

-2.1

cisEA

t-butyl

-1276.5

0.07283

-2.4

hybrid

from the geometry optimization was also given for reference. The magnitude of these
numbers (total energies in hartree or a.u.) can also be compared with other
computational results. For example, the calculated total energy of axial and equatorial
chlorocyclohexane by ab-initio calculations with 3-21G basis set are -689.73222 and 689.73386 a.u. (Hehr et al., 1993).

1

1 a.u.

= 627 .5 kcal/mol
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The LUMO of the each substituted PSTHP was not very different. Therefore the
difference in the reduction potential oft-butyl PSTHP in the first reduction as shown in
Table 15 may not be entirely explained by LUMO energies for the lowest energy
conformers.
Lactone ring systems are known to flip between the conformational isomers.
Experimentally, the trans form of the phenyl substituted PSTHP and t-butyl PSTHP are
reduced at values differing by 300 mV despite small differences in the calculated
LUMO. This may suggest that the 'trans' form of either phenyl or t-butyl substituted
PSTHP further go through an electrochemical chemical electron transfer (CE) step
where the trans configuration of the lactone ring flips to another conformational isomer

as shown in Scheme V:
Scheme V.
H

H

H

EE

AA

Remember the configuration shown above for EE and AA conformers are ideal (but
naming scheme was used for convenience) and the low energy structures obtained are
not exactly same as the ones shown in Scheme V. If phenyl-PSTHP and cyclohexylPSTHP convert to a different conformational isomer through conformational inversion
(ring flipping) while t-butyl-PSTHP does not go through ring flipping, we may be able
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to explain the differences in their reduction potentials. Remember we only searched the
lowest energy conformers based on four (ideal) possible chair conformations. For the
ring flipping consideration, a more complete structural search such as Monte Carlo
simulation should be done. However, the reason that trans conformer of t-butyl-PSTHP
doesn't go through this flipping may be attributed to its bulky substituent (t-butyl). Atbutyl group is frequently employed for rigid stereo-chemical control of a ring (Eliel et
al., 1965).
If one wants to see the electronic environment before the second electron

electrochemical reduction, this is shown in terms of HOMO (highest occupied
molecular orbital) in Figure 43. Well developed delocalization of electrons in phenyl
ring in the case of phenyl substituted lactone as shown in Figure 43 is observed as it was
for phenyl-PSTHP. This can contribute to the observed ease of reduction of the phenyl
substituted PSTHP through mitigating the high LUMO of the intact compound.
The spin density map also supplies the information regarding the unpaired
electron produced as a result of first electron reduction. The spin density maps for the
substituted lactone radicals of interest are shown in Figure 44. The prevailing spin
density at the cleaved carbon site of the lactone ring is a good indicator of the
distribution of unpaired electron. Notice that there is also spin density development
located on phenyl substituent in phenyl substituted radical. This may reflect the ideal
representation of the spin density at the highest occupied molecular orbital (HOMO)
assuming all electrons except that occupying the highest-energy molecular orbital, of a
spin are paired. This misleading spin density property can be visualized when we see the
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Figure 43. HOMOs of Substituted Lactone Radicals
The calculated HOMO (highest occupied molecular orbital) surfaces are shown for
substituted lactone radicals. The geometry of these were obtained by MNDO
semiempirical calculations. Then the Hartree-Fock ab-initio calculations with 6-31 o*
basis set were carried out for the final electronic structure calculations; 1. phenyl-THP
(phenyl substituted lactone fragment); 2. cyclohexyl-THP (cyclohexyl substituted
lactone fragment); 3. t-butyl-THP (t-butyl substituted lactone fragment). Two different
HOMOs for a and~ spin states are shown for open shell calculations; (a) a-HOMO; (b)
~-HOMO.
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1.

2.

(a)

(a)

(a)

(b)

(b)

(b)
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Figure 44. Spin Smfaces of Substituted Lactone Radicals
The calculated spin surfaces are shown for substituted lactone radicals. The geometry of
these were obtained by MNDO semiempirical calculations. Then the Hartree-Fock abinitio calculations with 6-3 lG* basis set were carried out for the final electronic
structure calculations. Notice the major spin cloud at radical location of the lactone
moiety (shown as on hydrogen attached carbon at the six membered ring in each
structure; (a) phenyl-THP (phenyl substituted lactone fragment); (b) cyclohexyl-THP
(cyclohexyl substituted lactone fragment); (c) t-butyl-THP (t-butyl substituted lactone
fragment).
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(a)

(b)

(c)
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HOMO of phenyl substituted lactone radical previously presented in Figure 43.
As discussed, the proposed mechanism of the electrochemical cleavage of
phenyl sulfones is a two electron reduction process (Figure 38). So far, only the
reduction by the first electron was discussed. The second electron was introduced at the
lactone radical produced from the earlier phenylsulfone cleavage (step 3 in Figure 38).
Although this mechanism is acceptable as long as the lactone ring is intact after
successful cleavage of the phenylsulfone group from the first electron reduction, the
same analysis we made for the complete molecule was also carried out to examine if the
second reduction most likely occur at the radical located at cleavage point to produce
the lactone.
First, the LUMO of each lactone radicals were examined as shown in Figure 45.
Electron deficiency and the large pz-shape LUMO are found at the cleaved radical site
guaranteeing the second electron attack at this site. Since there is no conjugated 7tstructure throughout the lactone ring, this LUMO is regiospecific unlike the classical
resonance structure found in the structure such as planar benzyl cation shown in Scheme
VI.

Scheme VI.
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Figure 45. LUMOs of Substituted Lactone Radicals.
The calculated LUMO (lowest unoccupied molecular orbital) surfaces are shown for
substituted lactone radicals. The geometry of these were obtained by MNDO
semiempirical calculations. Then the Hartree-Fock ab-initio calculations with 6-31 a*
basis set were carried out for the final electronic structure calculations. Notice the huge
unoccupied orbital at the regiospecific radical spot (also shown in Figure 44 for the spin
surface); (a) phenyl-THP (phenyl substituted lactone fragment); (b) cyclohexyl-THP
(cyclohexyl substituted lactone fragment); (c) t-butyl-THP (t-butyl substituted lactone
fragment).
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(a)

(b)

(c)
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Calculated LUMO energy of each substituted lactone radical (geometry shown in Figure
44) is listed in Table 19.

Table 19. The Calculated LUMO Energies for the Substituted Lactone Radicals
EwMo (eV)

substituted

Ehartree(a.u.)

a-spin

~-spin

phenyl

-572.64

0.14749

0.12068

cyclohexyl

-576.14

0.17082

0.12876

t-butyl

-499.25

0.16907

0.12570

Again, the LUMO alone does not correspond well with the observed second electron
reduction potentials, which is not surprising since these second redox potentials are
obtained for irreversible electrochemical (EC) process reflecting protonation reactions.

The total energy from the geometry optimization was given for reference. Since
the reduction peak for the t-butyl substituted lactone radical was not observed within the
potential scan range (Table 15), no comparison between the electrochemical data and
the calculated LUMO energies was made for lactone radicals. The total energy from the
geometry optimization was given for reference. The calculated LUMO energies for the
substituted lactone radicals are given in Table 19.

D. Conclusions
Quantum mechanical calculations have been used to elucidate the mechanism of
pheny lsulfone breakage which is important in terms of usefulness of the synthetic
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technique to produce biologically important lactone. Semiempirical MNDO calculations
were used to search the local minima for the possible conformers in cis and trans
configurations. Then single point ab-initio calculations were performed to see the
electronic environment and orbital energies. The lowest energy structures for phenylPSTHP and t-butyl-PSTHP were consistent with the previous NMR results. The two
electron reduction steps were examined and found to be consistent with the previously
proposed electrochemical cleavage mechanism.
The second electron reduction mechanism was also examined with the ab-initio
results. The size and shape of LUMO of the each substituted THP radical (lactone
radical) was correlated with the regioselective electrochemical reduction of the radicals.
The spin density map was also used to identify the distribution of the unpaired electron.
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