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l. INTRODUCCIÓ 
L'objecte d'estudi de la teoria de la probabilitat són les experiencies aleatories. Considerem 
la realització d 'una certa experiencia, com per exemple, tirar un dau, una moneda, o 
efectuar un cert e>..1>eriment físic o químic. L 'experiencia queda determinada per un conjunt 
de condicion3. Direm que !'experiencia és aleatoria si les condicions sota les quals la 
realitzem no ens permeten precisar "a priori" el seu resultat. Tindrem aleshores un conjunt 
n de possibles resultats. Per exemple, si !'experiencia consisteix en tirar un dau i observar 
el número que surt, el conjunt de resultats sera n = {l, 2, 3, 4, 5, 6}. 
D'altra banda a tota experiencia aleatoria li podem associar un conjunt d'e3deveniment3 
aleatori3 que es poden produir (o no) en ren.litzar !'experiencia. Per c,x('mple, .. que surti 
un tres" o "que surt1 un nombre parell'' són esdeveniments aleatoris en el cas de la tirada 
d 'un dau o "que el resultat numeric estigui comprés entre dos valors donats a i b" en el 
cas d'un experiment científic. 
A cada esdeveniment aleatori A associat a !'experiencia que considerem, .li correspon un 
subconjunt de resultats A d'n format pels resultats que produeixen l'esdeveniment A. Per 
exemple, en el cas del llruu;ament d'un dau, a l'esdeveniment A = "que surti un nombre 
parell" li correspon el conjunt de resultats A= {2, 4, 6}. 
Es diu que una familia de subconjunts d'íl, A C 'P(Q) és una algebra sin e A i si A és 
estable per unions finites i per complementació. 
Aleshores, si representem per A la fami1ia deis conjunts associats a tots els esdeveniments 
aleatoris possibles en una certa experi_encia aleatoria, sembla raonable suposar que A té es-
t_ructura d'algebra. En efecte, si A i B són dos subconjunts d'Q associats als esdeveniments 
A i ÍJ, aleshores A U B és el conjunt de resultats de l'esdeveniment "A ó ÍJ" i A n B és el 
conjunt de resultats de l'esdeveniment "A i ÍJ". També, A e esta associat a l'esdeveniment 
"no A" i els conjunts n, 0 es corresponen amb els esdeveniments "segur" i "impossible", 
respectivament. A partir d'ara identificarem un esdeveniment A amb el conjunt A e Q de 
resulta.ts associat. 
En aquests tipus d'experiencies no tan sois podem dir que en cert esdeveniment A és 
aleatori. sino que ens interessa poder donar una estimació quantitativa de la possibilitat 
que A. es produeixí. Aixo ens porta a introduir la probabilitat d'un esdeveniment .4. com un 
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cert valor numeric P(A), comprés entre O i L associat de forma objectiva a l'es<lewniment. 
Es planteja aleshores el problema de definir i calcular la probabilitat d'un esde,·eniment 
alea.tori. 
La idea de que la probabilítat d'un esdeveniment aleatori A. admeti una evaluació quanti-
tativa mitjanc;ant un nombre p = P(A.), va ésser desenvolupada de forma sistematica per 
primera vegada, en el segle XVII, en els treballs de Fermat (1601-1665), Pascal (1623-
1662), Huygens (1629-1695) i, en particular, Jakob Bernouilli (1654-1705). Les seves 
investigacions, que venien motivades essencialment pels jocs d 'atzar de !'epoca, varen fon-
amentar el calcul de probabilitats. 
Un cert nombre de definicions materna.tiques de probabilitat han estat proposades per di-
versos autors, al llarg de la historia. Cal dir que, com és habitual en l'evolució de la ciencia. 
l'interes pera una fonamentació logica de la teoria de la probabilitat apareix historicament 
més tard que l'habilitat per a determinar probabilítats i dur a terme calculs amb aques-
tes probabilitats, utilitzant els resultats d'aquests cal.cuis en problemes practics i en la 
investigació científica. 
Deíxant de banda les definicions "subjectíves" de probabilitat com a mesura quantitativa 
del "grau de certesa" d l' b d · · · · e o serva or, hí ha dues defimc1ons que cal temr en compte: 
(l) La definició freqüentista de probabilitat com el límit de les freqüencies relatives de 
l'esdeveniment aleatori A en una serie llarga de realitzacions de !'experiencia. Suposem 
que 11n(A) és el nombre de vegades que s'ha produit A en una serie den realitzacions 
de !'experiencia repetides sota les mateixes condicions. Aleshores la Jreqüencia relativa 
es defineix com 
1 
/n(.4) = - lln(A). 
n 
Quan n es fa gran , b . , so serva que fn(A) s'aprox1ma a un valor constant, que pPr 
definició sera. la probabilitat de l'esdeveniment A. 
Aquest tipus de regularitat estadística va ésser observat per primera vegada en 
fenomens demografics· A x· l' . , · ma, any 2238 A. C., en base als cens de poblac10, es 
va veure que la prnnorc · , d . . 
· --,- 1º e nens nats en un any respecte al nombre total de naixe-
ments, en una gran ciut . 
. at, romarua proxima a 0.5 d'anv en any. Més tard. par-
t1cularment en els segles XVII . XV • 
d . 1 • III, estudis més profunc.ls sobre les estadístiques e poblac1ons permeteren r t b 
.. , e ro ar regularitats es~adístiques d'altres característiqnes. 
Aquesta defimc10 empírica ¡ b b"l· 
. e e pro a 1 1tat fou desem·olupada. per Von :\Iises (1883-
1953). La idea de Von :Mises c • t . . 
· ons1s e1x en considerar successions infinites de resnltats 
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d"experiencies aleatories ( anomenades col.lectius ), que presentin una certa regularitat 
estadística. La construcció d'una teoría matematica per aquests col.lectius va trobar 
<lificultats logiques insuperables. 
(2) La definició classica de probabilitat, introdui·da per Laplace l'any 1812, es basa en el 
concepte d 'r.quiprobabilitat com a propietat objectiva c.lels diversos esdeveniment.!< ele-
mentals associats a una experiencia. Aquesta propietat <l 'equiprobabilitat es justifica 
per raons de simetría. 
Ésa dir, si suposem que fl = {w1 ,w2, ... ,wn} és finit i A= P(fl), els esdeveniments 
elementals (o sigui els singletons {w;}) tindran tots la mateixa probabilitat igual a 
¼, i per definició, la probabilitat d'un esdeveniment A valdra 
P(.4) = card(A) = nombre de resultats "favorables" aA. 
n nombre total de resultats 
Per exemple, en el llanc;ament d'un dau, la probabilitat de l'esdeveniment A = "que 
surti un nombre parell" sera P(A) = P( {2, 4, 6}) = ½. 
Aquesta definició no es pot considerar com una veritable definició matematica ja que 
comporta un ·'cercle viciós'': el terme que es vol definir (probabilitat) apareix en la 
propia definició (resultats equiprobables). 
D'altra banda, es facil considerar experiencies aleatories on els resultats elem:entals no 
són equiprobables, com els dos exemples següents: 
Exemple 1.1. Considerem una ruleta on el cercle giratori esta dividit en un cert nombre 
de sectors circulars de diferents colors i amplituds: 
En aquest cas. la probabilitat de cada color és proporcional a l'angle del sector. 
Exemple 1.2. Llancem dues monedes identiques i observem el nombre de cares que 
surten. El conjunt de resultats possibles és fl = {O, 1, 2} i, en aquest cas P( {O}) = 
P({2}) = ¼, P({l}) = ½ · 
La fonamentació teorica de la probabilitat va haver de recórrer a una construcció a..'i:io-
matica, tal i com ja s'havia fet en c.l'altres parts de la matematica com la geometria., la 
topología ... L' axiomdtica de K olmogorov va ésser publicada l'any 1!)33 i relaciona la teoría 
ele la probabi!itat amb la teoría <le la mesura que havia estat recentment desenvolupada 
per I3orel i Lc-besgue. En t>l segiient apartat introdui"rem els espais de probabilitat segons 
els a.xiomes de Kolmogoro\·. 
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2. ESPAIS DE PROBABILITAT 
La següent definí · , 
c10 precisa el model matema.tic ue h . • 
aleatoria. q om assoc1ara a una experiencia 
Deftnició 2 1 Un . 
• • espai de probabilitat és una terna (O A P) tal . 
(') n . ' ' ' que. 
1 es un conjunt format per totes les o "bl . . 
aleatori que estudiem, P 551 es realitzac1ons o resultats del fenomen 
(ü) A és una famíli · a: · 
les " a e parts d'n que té estructura de a-tilgebra és adir que comple1·x. 
seguents propietats: ' 
OeA i.A, · 
' es estable per complement.ació i per unions bl 
("'") , numera es. 
111 P es una apli · , p A [ ] 
, di cac10, : - O, 1 tal que P(0) = O P(n) - 1 . P • dd·~· 
es a r p ( U°':. A ) _ 00 • • • - 1 es u-a i.iva, 
n=:1 n - En:;::J P(An), SI els conJunts A e A so'n di · t d d n SJUD s os a os. 
Observacions 
1.- Si el conjunt n és finit que A si'",; una a 'l b • • 
.i.1- b . , ' o- -a ge raes eqwvalent adir que sigui una 
-e,e ra. Així mateix 1 dd · · · d • P(A ª a-a itivitat e P es equivalent a dir que P sigui additiva: 
de UB) = P(A)+P(B) si .4nB = 0. En el cas d'un conjunt n infinit les hipotesis 
o--a.lgebra i o--additivitat •· d' dr • ' s 1mposen per raons or e tecnic. Per exemple, si volem 
comp~va.r que la probabilitat de l'esdeveniment "que surti alguna vegada cara al tirar 
repet1dament una d " , . . al 
mone a es 1gu a 1, hem de calcular l + 1 + 1 + _ 1 nec 't 2 V lill' • ' ' -
essi em la hipotesi de a-additivitat. 2 ' 
2.- L'adeq~ · • d' cio un determinat es · d b b'li l'axi • . pai e pro ª 1 tat a una certa experiencia no ho resol 
omat1ca de I<olm . , 
teoria • . ogorov I aqueSt es un problema empíric que surt del marc de la 
llla.temat1ca. Per abordar a t bl al . . . . ( com en els • , ques pro ema c ut1htzar arguments de s1metna 
Jº~- el_ atzar) o bé tecniques estadí t· . _ _ s 1ques. • 
Dins !'axioma.tic¡ <le r 1m · 
a la probab'li "º ogorov, el fet que les freqüencies relatives convergeixin cap 
i tat P(A) d'un esdev . al . 
és un teo b' . erument eaton A es pot demostrar rigurosament i 
rema a.sic conegut "L . • com a le1 deis grans nombres•·. 
3.- En el llenguatje de la t . d la 
eona e mesura. (íl. A) és un r.,pai mea4urable i P és una 
me6ura tal que P(íl) = l. 
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Propietats elementals de les u-algebres 
1.- una u-a.lgebra A és estable por interseccions numerables. 
2.- La u-a.lgebra més petita és {0, n} i la més gran 'P{n). 
3.- La intersecció d'una família qualsevol de u-a.lgebres és també una u-a.lgebra. 
4.- Donada una familia C de parts d'íl. designarem per u(C) la u-tilgebra generada per 
C, que per definició sera. la intersecció de totes les u-a.lgebres que contenen C. 
u(C) és la mínima u-algebra que conte C en el sentit que esta continguda en tota 
u-algebra que contingui C. 
Cal observar que aquest concepte de u-a.lgebra generada per una fanu'lia de parts es pot 
introduir també en d'altres tipus d'estructures i així, hom parlara per exemple, de l'a.lgebra 
o de la classe monotona generada per una fa.tnília de parts d-'n. 
Direm que (n, A, P) és un espai de probabilitat finit si A és una. a.lgebra finita (i per tant, 
sera. u-algebra). Es fa.cil veure que tota partició finita n = A 1 U A2 U .•. U Ar del conjunt 
n en r conjunts no buits genera una a.lgebra de 2r elements. Tot esdeveniment no buit A 
és de la forma A = .4;, U ... U .4;,, 1 ~ p ~ r, i la seva probabilitat queda determinada 
per les probabilitats deis elements de la partició: 
En aquest cas, donar una probabilitat P sobre l'espai mesurable (íl, A) equival a escollir 
r nombres Pi, ... ,Pr E (O, l] tals que P2 + · · · + Pr = l. 
El següent resultat ens diu que, recíprocament, tota a.lgebra finita és d'aquest tipus. 
Proposició 2.2. Sigui A una algebra finita de parts d'un conjunt n. Aleshores A esta. 
generada per una partició finita i, en conseqüencia, el nombre d'elements d'A és una 
potencia de 2. 
Demo;tració: Un element .4. :p 0 d'A es diu que és un d.tom si cap subconjunt propi d'A. 
pertany a A. D'aquesta defi.nició es deduiex que si A és un a.tom i B E A, aleshores 
.-l n B = 0 o bé .,l e B. Finalment és facil veure que els a.toms formen una partició finita 
d'íl que genera l'algebra A. • 
Propietats elementals de les probabilitats 
1.- Si .-l C B. alei;hores P(.,l) ~ P(B). 
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En efecte, P(B) = P[A U (B - .-1)] = P(.-1) + P(B - .-1) ~ P(.-1). 
2.- P(.-1 U B) + P(.4n B) = P(.-1) + P(B). 
En efecte, només cal posar A= (A n B) U (A n Be) i B = (B n A) u (B n Ac). 
3.- P és subadditiva: 
n n 
P( LJ A;) 5 ¿ P(A;), 
i:::1 i=l 
E}n efecte, només cal comprovar la propietat per n = 2 (per n > 2 es faria per inducció) i 
en aquest cas és un ·· · · · dº a consequenc1a 1mme 1ata de la propietat anterior. 
Cal fer notar que aquestes propietats són certes si A és un a.lgebra de parts d'fl 
p : A -+ [O, +oo] és una funció additiva tal que P(0) = O. 
6. 
3. PROBABILITAT CONDICIONADA I INDEPENDENCIA D'ESDE-
VENIMENTS 
Sigui ( n. A. P) un espai <le probabilitat associat a una certa experiencia aleatoria. Su-
posem que B E A és un esdeveniment de probabilitat no nul.la. 
Definició 3.1. La probabilitat d'un conjunt A E A condicionada per B es defineix per 
P(A/B) = P(A n B) 
P(B) . 
(3.1) 
Es comprova facilment que P(•/B) : A -+ [0,1) és una nova probabilitat sobre 
l'espai mesura.ble (n, A). Aquesta probabilitat s'introdueix quan sabem "a priori" que 
l'esdeveniment B s'ha realitzat. És a dir, en rebre aquesta informació addicional sobre 
l'expreriencia que estem analitzant, cal modificar la probabilitat ja que, per exemple, 
l'esdeveniment B passa a tenir probabilitat l. 
Proposició 3.2. (Principi de les probabilitats compostes). Siguin A1, ... , An elements de 
A tals que P (.41 n ... n .-l.n-l) > O. Aleshores 
P(.41 n A 2 n ... n An) = P(Ai)P(A.2 /Ai)P(A3/A1 n A2) ... P(An/A.1 n A2 n ... n An-d, 
(3.2) 
Demostració: Es demostra per inducció. Per n = 2 s'obté P(A1 n .42) = P(.-l1)P(.-l2/.-l1) 
que és una conseqüencia immecliata de la definició de probabilitat condicionada. Suposant 
que la fórmula és certa per n - 1, escrivim 
P(.-l.1 n .-l.2 n.,, n .-l.n) = P(.-1i·n .-l.2 n · · · n An-dP(.4n/A,1 n ... n .-l.n-d 
i apliquem la hipotesi d'inducció. • 
Considerem una partició finita del conjunt n, 'P1 = {.-l.¡, .4.2, ....• 4.n} e A on P{.-l.;) > O. 
1 5 i 5 n. Donat un esdeveniment .4. E A la coneixenr:;a de les probabilitats P( .-l.¡) i 
de les probabilitats condiciona<les P(.-1./.-l.¡) permet de calcular la probabilitat d'.-l. de la 
nmnera scgüent: 
n n 
P(.-1.) = ¿P(.-1.n.-l.;) = ¿P(.-1.¡)P(.-l./.-l.;). (3.3) 
i=I i=I 
7 
Fórmules d'inversió de les cond" . 1c1ons 
Si 4:·i B só d d 
• n os es eveniments de probabilitat no nul.la. tindrem 
P(A/B) = P(A n B) = P(B/A) P(A) 
P(B) P(B), (3.4) 
fórmula que permet d'invertir les co d' . . 
, n 1c1ons en el calcul de les probabilitats condicionades. 
Mes generalment co · d d . 
'P2 = {B B ' ns1 erem ues part1cions del conj unt n ' 'P1 = { .41' A2' ... 'An} i 
1• 2•···,Bm} donades · t d'A probabilit t d 1 . per conJun s de probabilitat no nul.la. Coneguda la ª es conJunts de 1 · · • , la ª pnmera part1c10 P(A¡) i la probabilitat dels conjunts de 
segona partició condicio ad Is . . 
probl d n a pe conJunts de la pnmera P(B;/A1), ens plantegem el 
ema e calcular la pr b bTt t d l · d 1 ° ª 1 1 a e s conJunts de la primera condicionada per la dels 
/ a segona P(A;/B;). Utilitzant la fórmula d'inversió (3.4) i la fórmula (3 3) s'obté la 
JOTmula de B · ayes que resol aquest problema: 
P(A;/B;) = P(A;)P(B;/A;) ~ P(A;)P(B;/A;) 
. P(B;) E~=l P(B;/Ak)P(Ak). (3.5) 
Exemple d'apli .. ,.,, . 
b l cacio: .1.erum una urna amb 3 boles blanques i 2 de negres. Treiem dues 
0 es successivam t u 1 1 b .. 
bl en • vo em calcular a pro ab1litat de que la primera bola hagi sigut 
anca sabent l , ' que a segona es negra. 
Podem prendre co . . • { m a conJunt n el producte cartes1a b, n} x { b, n} on b representa treure 
una bola blanc · t . .. ª 1 n reure una bola negra. Cons1derem els seguents esdeveniments: 
81 = "primera bola blanca" = {(b, n), (b, b)}, 
82 = "segona bola blanca" = { ( b, b ), ( n, b)} , 
N -" . 1 - Primera bola negra" = {(n, b), (n, n)}, 
N2 - "s b - egona ola negra"= {(b,n), (n,n)}, 
Les t'. 
par icions són 'Pi= {B1,N1}, 'P2 = {B2,N2} i sabem que 
P(B1 ) = ! -P(..,. .. ) _ 2 
5 , :n¡ - -5' 
P(N2/ B1 ) == ! 
2' 
1 1 
P(N2/N¡) = 4, P(B2/B1) = 2, 
Aleshores, per una a li • , , P cac10 de la formula de Bayes 
P(BifN2 ) = P(B1)P(N2/Bi) _ ~ 
P(B1)P(N2/B1) + P(N1)P(N2/Ni) - 4. 
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Definició 3.3. Es diu que dos esde\·eniments .·L B E A són independents si 
P(.-! n B) = P(A.)P(B). 
Si P( .-! ) > O. el fet de que A. i B siguin independents és equivalent a dir que P( B /A.) = 
P(B). És a dir, si sabem que .-! s'ha realitzat. la probabilitat de B no qneda modifi-
cada. Eu altres paraules, la realització de l'esdeveniment .-! no influeix de cap manera 
sobre l"esdeveniment B. Si P(B) > O podem fer un raonament simetric i en conclusió. la 
definició d'independencia que hem donat equival a la noció intuitiva d'independencia entre 
la reali tzació dels esdeveniments. 
Propietats deis esdeveniments independents 
1.- Els esdeveniments n i 0 són independents de qualsevol esdeveniment A. 
2.- Si un esdeveniment A és independent _d'ell mateix, aleshores P(A) = O ó P(A) = 1. 
3.- Les següents afirmacions són equivalents: 
"A. és independent de B", 
"A. e és independent de B" , 
"A e és independent de Be", 
Deflnició 3.4. Un conjunt d'esdeveniments {.4;, i E I} C A es diu independent si per 
qualsevol subconjunt finit {A;1 ,.,., A,"} es verifica que: 
Aquesta defi.nició d'independencia és més forta que la independencia entre cada parella 
d'esde\·eniments del conjunt {A.;, i E J}. Per exemple, en el cas de tres esde\·eniments 
..J.1, .-!2 , .-!3 , pot acorrer que 
P(.-!1 n .-l.2) = P(.-!1 )P(.-!2), 
P( .-! 1 n .-!3) = P( .-! i)P( A.3) , 
P(A.2 n A1) = P(..:h )P(.4.3), 
pero en canvi. 
Aixo \'<)k\ria clir que els es<lewniments ..J. 1 , .-!2 .• -!3 són indepenclents dos a dos, pero .-!1 n.-!2 
no és indepenclent ele .-!3 . 
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Per exemple, en el llani;ament de dos daus simultaniament. els esde\·eniments A = "el 
-~·esultat del p~mer dau és 1, 2 ó 3", B = ·'el resultat del segon dau és 4, 5, ó 6". i C = "la 
suma dels resultats obtinguts en ambdós daus és 7", són independents dos a dos pero no 
conjuntament, com pot comprovar-se facilment. 
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4. EXTENSIÓ DE MESURES 
En aquest apartat exposarem alguns re~ultats sobre les propietats i la construcció de 
mesures que ens seran d'utilitat en l'estudi de les probabilitats. lntrodui"rem primer algunes 
definicions. 
Deflnició 4.1. Sigui n un conjunt i Cuna col.lecció de parts d'n tal que 0 E C. Considerem 
una funció µ: C-+ [O, +co]. 
(i) Oirem queµ és additiva si µ(A U B) =µ(A)+ µ(B), sempre que A, B, A U B E C i 
AnB = 0. 
(ii) Direm queµ és u-additiva si µ( U;;°=1 A¡) = I::=l µ(An), sernpre que An E C pera 
tot n;::: 1, U;;°:.: 1An E C i An n Am = 0 si n =f m. 
Es pot veure que una funció additiva que no sigui identicarnent infinita cornpleix µ(0) = O. 
Una terna (.Q,A,µ) on A és una u-a.lgebra de parts d'n i µ és u-additiva (amb µ(0) = O) 
s'anomena un espai de mesura. 
Si µ(n) < co, direm que l'espai de mesura és finit. 
Si µ(n) = 1, aleshores (fl,A,µ) és un espai de probabilitat. 
4.1. Caracterització de la o--additivitat 
El segiients resultats ens serviran per a comprova.r si una funció de conjunt µ és u-additiva. 
Si µ és una funció additiva en una algebra, aleshores la o--additivitat equival a la con-
tinuitat de µ sobre successions creixents b decreixents ( en aquest cas, cal afegir la condició 
µ(n) < co). 
Proposició 4.2. Suposem que µ : A - [O, +oo] és additiva, µ(0) = O i A és una algebra 
de parts d'n. Aleshores 
(i) µ és o--additiva si i únicament si per a tota successió creixent {An, n ~ 1} C A tal 
que A. = Uf= 1 .-ln E A es compleix µ(_-ln) T 11(.4). 
(ii) Si JI és u-addith·a. aleshores pera tota successió dec1·eixent {A.n, n ~ 1} CA tal que 
A = n;;°=J .-ln E A i JI( .-l1) < oo. es compleix JI( .-ln) ! JI( .-l). 
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(iii) s i per a tota · · d . 
( 4. succesio ecre1xent {An. n ~ 1} e A tal que n;:";, 1 .-ln = 0 es compleix 
µ • ") ! O, aleshores µ és u-additiva. 
Dem.ostració: 
(i) Suposem pri . . . . . 
mer queµ es u-add1t1va: 1 sigui {A n 2:: 1} e A una successió creixent 
(ü) 
(iii) 
tal que A - uoo . n ' 
- n=z An E A. Aleshores 
on hem suposat Ao = 0 . 
Suposem ara . . 
fami1i {A que es compleix la propietat de continuitat seqüencial en A i fixem una 
A Ala h "' n ~ 1 l de conjunts d' A, disjunts dos a dos i tal que U~=l An = A E 
. es ores tindrem 
oo n 
µ(A) = ( u u ) . n n 00 
µ n=I ( k=l Ak) = h~ µ( LJ Ak) = li!11 L µ(Ak) = L µ(ih). 
k=I k=I k=I 
Suposem queµ és u-addit· . . . . . . ' 
d A al iva 1 s1gw { An, n ~ 1} una success10 decre1xent d elements 
e t que A = noo A 
n=1 n E A, amb µ(A 1 ) < oo. Aleshores 
µ(Ar)- µ(A)= µ(A1 - A)=µ( u (A1 - An)) = li~ µ(A1 -An) = 
n=l 
= µ(A1) - lim µ(.4.,,). 
n 
Fixem. una famíli { 
u~ A _ ª An, n 2:: l} de conjunts d'A, disjunts dos a dos i tals que 
n-1 n - A E A. Aleshores uoo A 
(uoo , k=n k ! 0 quan n tendeix a infinit, i en conseqüencia 
µ k=n Ak) ! O • J'indrem dones 
D'on en resulta 
n-1 
µ(.-1) = lim ~µ(A.)=~ ( , ) 





l.- Hern vist que una funció additiva µ sobre una algebra és subadditiva. Si µ és 
u-additiva, l'apartat (i) de la Proposició 4.2 implica queµ és numerablement sub-
additiYa. és a dir µ(U~,., 1 .-ln) S I:;~=I µ( A.n), per a tota col.lecció de conjunts 
{.-l,., n 2: l} e A tal qut> A.= u:;c= 1 ...i. .. E A. 
En efecte. 
00 n n oo 
µ( LJ An) = li~µ( LJ A.k) S li~ ¿ µ(Ak) = L µ(Ak). 
n=l k=l k=l k=l 
2.- La condició µ(A1) < oo és clarament necessaria en la propietat (ii) de la 
Proposició 4.2. En efecte, considerem l'exemple n = IR i µ la mesura de Legesgue. La 
successió de conjunts An = (n, +co) compleix µ(An) = oo per a tot n, és decreixent, 
i en canvi µ(n~=I An) = µ(0) =O. 
4.2. Exemples de mesures 
1.- Considerem un espai mesurable (!l, A). Fixat un element x E !l, la mesura definida 
per 
Ó;r;(A) = lA(z), A E A, 
s'anornena "delta de Dirac en el punt x" i representa una mesura de massa total igual 
a 1 concentrada en el punt x. Observi's que Ó;r; és una probabilitat que correspon a la 
realització segura del resultat x. 
2.- Si µ 1 i µ 2 són dues mesures i o, ¡3 > O aleshores oµ 1 + {3µ 2 és una mesura. 
Si {µn, n ~ 1} és una successió crei:,¡,_ent de mesures, supn µn és una mesura. 
Si {µn, n 2:, l} és una successió de mesures, la serie E:=1 µn és una mesura. 
3.- Considerem una successió {xn, n ~ 1} C !l i nombre reals positius On. Aleshores 
E::1 0tn6r" és una mesura. Tota mesura d'aquest tipus s'anomena discreta. 
Si n és un conjunt numerable o finit. 11 = {x;, i e I} i A= P(!l), aleshores totes 
les mesures són discretes. En efecte. una mesura qualsevol µ es pot escriure com 
I' = I::iel a;ó;r;,. arnb o; = µ( {:r;} ). 
4.- Lamesu~a µ(A)= card(.-l) si el conjunt .4. és finit i µ(A.)== si A. és infinit s'anomena 
mesura comptadora. 
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5.- Considerem un espai de mesura (fLA.µ) i un conjuut .-1. E A. La fnncic'.i ¡q(B} = 
Jt(.-1. n B). B E A 
Si f2 = U;:"= 1An. 
L:,¡ J1.-ln · 
és una mesura que s·anomena la restrícció de 11 nl conj11nt .-1.. 
on els conjunt A,. E A són disj11nts dos a dos. aleshores ¡e = 
4.3. Classes monotones i unicitat de l'extensió 
En aquest apartat ens proposem analitzar l'extensió d'una funció o--additiva definida en 
una algebra a la o--a.lgebra generada pe 1•:e. 1 b p · dº 1 • · · d ' r éUge ra. nmer estu 1arem a umc1tat I espres 
l'e:cistencia d'aquesta extensió. Aquests resultats seran utilitzats per a determinar la llei 
d'una variable aleatoria a partir de la seva funció de distribució. Per tractar la unicitat 
necessitem introduir els conceptes de classe monotona ¡ mesures o--finites. 
Definició 4.3 • Una col.lecció no huida C de subconjunts d'S1 és una cla88e monotona 
si per a tota successió mono tona ( creixent o decreixent) { A > 1} C C ¡ · n, n _ es comp e1x 
lim,.A.,. E C. 
Obviament. tota u-algebra és una classe monótona. Recíprocament, una algebra A que 
sigui classe monótona és o--a.lgebra. En efecte si A.,. E A, per n ~ 1, aleshores u~=l·-1.,. = 
limn f ( u;:=1 .-1.k) E A. 
Teorema 4.4. (Teorema de les classes monótones). Si A és una algebra de parts d'Q i C 
és una classe monotona tal que C :J A. aleshores C :J o-(A), 
Demostració: Designarem per m(A) la classe monotona engendrada per A, Lla,·ors 
m(A) C C. Escriurem m = m(A). Només cal veure que m :) o-(A) (en realitat tindrem 
m = o-(A)). 
Fixat w1 conjunt .4 E m, definim 
-· T m_.¡ ={Be m; .-1. n B, A n Be, .4.c n BE m}. 
Es comprova facilment que m-1 és una classe m • t 5· -1. A l h A , · ono ona. 1 • E , a es ores C m .-1 J a 
que A és una a.lgebra i. en conseqüencia me , d" • m.-1, es a u-. m = m_4 • 
Suposem ara qur el conjunt .-1. pertanv a m s· B E A -1. · 1 • • 1 . com qne . E mo = m tmc 1·em 
que B n .·L B n .-1. e· Be n .-1. E m. Aixó implica que B E m .1. Per tan t. A e m .. 1 i. com 
abans. aixo ens rliu que m C m.-1 i m = m_.1• . · 
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Finalment. si .-1. i B són dos conjunts de m. les r~lacions .-1. E ma i B E m_.1 ens diuen que 
.-1. n B . . -1. n Be. A.en BE m. Pf'r tant. m és una algebra i com que és classP. monotona.. és 
una o--algebra. En conclusíó m::, o-(A). • 
Definicíó 4.5. Sigui n un conjunt. A un subconjunt de parts de n i µ una funció a-
additiva sobre A. Direm que µ és u-finita si existeix una. dcscomposició n = U~=i •-1.n clel 
conj unt n en conjunts .-ln E A tals que µ( .-1.n) < oo per a tot n. La successió { .-1.n, n ~ 1} 
es pot agafar creixent (només cal prendre .4.~ = .4.¡ U.42U- .. U.4.n) o formada per conjunts 
disjunts dos a dos (prenent en comptes de A,. , A~ = A~ - (A1 U A2 U ... U An-l ), n > 1 ). 
La mesura de Lebesgue en (IR. 8 (IR)) és un exemple de mesura u-finita. La mesura comp-
tadora en un conjunt n no numerable és un exemple de mesura que no és u-finita. 
Teorema 4.6. (Unicitat de l'extensió). Sigui A una a.lgebra de parts d'un conjunt n. 
Si µ 1 , µ 2 , són dues mesures sobre la u-algebra u(A) tals que coincideixen sobre A i són 
u-finites sobre A, aleshores µ 1 = µ 2 • 
DemoBtració: Suposem primer que µ 1 i µ 2 , són finites. Definim C = {A E A : µ 1(.-1) = 
µ2 ( .4.)}. C és una classe monótona, per tant C :> u( A), i el teorema queda demostrat. 
En el cas u-finit tindrem f2 = u~=iAn, .4.,. E A, µ 1 (An) < oo i µ 2(A11 ) < oo pera 
tot n i els An es poden prendre disjunts dos a dos. Aleshores per cada n , les mesures 
µl,An (B) = µ¡ (B n An ), µ2.A.n (B) = µ2(B n An ), coincideixen sobre A i són finites. Per 
tant, µ1,An = µ2,.-l.n , Í en conseqüencia µ¡ = E:'=1 µ1,An = E::°=1 µ2,An = µ2. • 
4.4. Mesures exteriors. Teoremes de Carathéodory 
Per tal de demostrar els teoremes d'e.-..:tensió de mesw·es cal introduir el concepte de mesura 
exterior. 
Deflnicíó 4.7. Sigui n un conjunt. Una aplicació µ•: 'P(f2)-+ [O.+oo] s'anomena una 
me,qura ezterior si compleix les següents propietats: 
(i) µ"(0)=0. 
(ii) µ• PS creixent. 
(iii} 11• és subadditiYa, ésa dir. pera qualse,·ol successió de subconjunts de f.!. {A,n. n ~ 
1}, es compleix µ•( U~=l .-1.n) ~ z::::=l 11*(.-l,i). 
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Pcr exemple. si -? : n· - [O. +x) és una funció arbitraria. aleshores µ*( .-!. ) = SUPre.-l .,:( .r) 
és una mesura exterior. 
Donada una mesura exterior µ •, direm que un conjunt A C n és 11 • mesura ble si µ • ( B) ~ 
µ*(A. n B) + µ"(.-1.c: n B), pera tot Ben. 
En realitat es compleix la igualtat jaque la desigunltat contraria sempre és certn. degut a 
la subaddith·itat. 
Teorema 4.8. (Primer teorema de Carathéodory). 
Sigui .Aµ• la familia dels conjunts µ*-mesurables. Aleshores, .A,.. és una u-algebra i ,,• 
és u-addith-a. sobre .A,. • . 
Demostració: 
1) Veurem primer que .A,.. és una algebra. El conjunt 0 és de .A,.. , ja que µ*(B) = 
µ*(0 n B) + µ*(Q n B), per a tot B e ft 
Clarament .Aµ• és estable per complementació. 
Provem finalment l'estabilitat per reunions finites. Siguin A.1, .4.2 e .A,. •. Fixem Ben. 
Tindrem 
µ*(B) = µ*(B n A1) + µ*(B n AD 
= µ*(B n A. 1 n .4.2) + µ*(B n A1 n A.n 
+ µ*(B n .4.f n A2) + µ*(B n Af n A.;). 
Si apliquem aquesta fórmula general al conjunt B n (A1 U A2) obtenim 
µ*(B n (A1 n A2)) = µ*(B n A1 n 1h) + µ*(B n .-l.1 n .4~) + µ*(B n .4.f n .-l.2), 
jaque .-l.1 n A.~ e A1 u .4.2 i A~ n A.2 e A1 u A2. 
En conclusió 
µ*(B) = µ*(B n (.-l.¡ U .4.2)) + µ*(B n (.4.1 U .-l.2lc:), 
per a tot B C n, la qual cosa implica que .-t1 U A2 E Aµ•. 
2) Demostrem fine.h-nent que Aµ• és una u-a.lgebra i que µ* és u-additiva sobre A,, •. 
Considerem una familia de conjunts de .A,,•. {An, n ~ l} que, sense perdua de genernlitat 
podem suposar disjunts dos a dos. Posem Bn = uz=1 ·-l.k per n ~ l. Bo = 0 i .-1. = 
U:!"::::1•-I.,,. Sabem que Bn E A,.. pera tot n. Sigui Ce n i p ~ 1. Es complE"ix 
µ*(C nBp) = µ*(Cn Bp n Bp-il + µ*(C n Bp n B;_l) = 
= µ*(C n Bp-il + µ*(C n .-1.p). 
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/.L"(C') =,,·,en Bn) + µ"(C n n:i = L µ"(C n .-1.p) + µ*(C' n B:) 
ja que Bn e .4.. 
p::::I 
n 
~ L µ"(C n .4.p) + µ*(C n .4c:), 
p=I 
Fent n -+ oo i degut a la subadditivitat de µ•, tindrem 
X, 
µ*(C) ~ L µ*(C n .4.p) + µ*(C n .-1.c:) ~ µ*(C n .-1.) + µ*(C n .4c:), 
p=I 
la qual cosa implica .-1. E A,,. i, per tant, .A,.. és u-a.lgebra. 
Finalment. posant C = .-1. en l'expressió anterior arribem a 
00 
µ"(A.> ;::, :E µ•c.-1.p>• • 
p=l 
Teorema 4.9. (Segon teorema de Carathéodory). Sigui A una a.lgebra de parts d'un 
conjunt niµ w1a funció u-additha sobre .A. Pera tot Ben definim 
00 
µ*(B) = inf ¿µ(A.,.), 
n=I 
on l'ínfim es pren sobre tots els recobriments numerables {.-l. 11 , n ~ l} del conjtmt B per 
conjunts .-1.,. E A. Aleshores es compleix que ,,• ·és una mesura exterior . .A C A,,. i 
µ•¡"' = µ. 
Demostració: 
1) Veurem primer que µ"IA = µ. En efecte, fixem A E A i un recobriment {.4.n, n ~ 
1} e A de .-1.. Tindrem que {.-1.n n A. n ~ l} és una fanu1ia de conjunts tal que .-1. = 
U?,°= 1 ( .-1.,, n .-1. l . Com que 11 és subacldith-a. po<lem escriure. 
""- "'° X), 
¡1(.-l.l = 1-1( LJ (.-l,. n .-1.)) :::; ¿ 11(.-I.,. n .-1.¡:::; ¿ p(.-1.,.). 
n=l n=t n=l 
li 
la qua! rosa implica que tt(A) $ 11•( .-l). La designaltat contraria ~s imm·diara. 
2) p* és una mesura exterior. En efecte. 
(i) µ•(0) = o. 
(ii) Si A. C B, tot recobriment numerable de B és també un recohriment d'.-l. cl'on 
en resulta µ*(A) $ µ•(B). 
( iii J Si B = U:!°=1 Bn, tenim que per a tot e > O i per a tot n 2:. 1 exist.ira un 
recobriment {B!, k 2:. 1} C A de Bn tal que ¿~1 µ(B!) $ ¡i"(Bn) + .¡ •. 
La collecció de conjunts {B~, k. n 2:. 1} és un recobriment numerable de B i 
pera tot e > O, µ•(B) $. Ln.k µ(B!) $. L::°=i µ"(Bn) + ~. En conseqüencia. 
µ•(B) $. L::°=1 µ•(Bn) • 
3) A CAµ-. En efecte, fi..--cem A E A i B C n. Pera tot e > O e,cisteix un recobriment 
de B, {An, n 2:. 1} CA, tal que ¿:,1 µ(An) $. µ"(B) +e. Ara bé 
00 00 
. L µ(A,d = L [µ(A. n A,n) +µ(A.en An)] ~ µ*(A n B) +µ*(A.en B). 
n=l n=l 
Per tant, µ*(B) 2:. µ*(A n B) +µ•(A.en B), la qua! cosa implica A. e Aµ•. • 
El teorema anterior ens diu que existeix una extensió u-additiva de µ a la a-hlgebra 
u (A) C A,..- , que sera única si µ és a-finita sobre A, tal i com hem provat en el Teo-
rema 4.6. 
4.5. Compleció d'un espai de mesura 
Hem \·ist que donada una fundó a-additiva µ en una a.lgebra A de parts d 'fL µ es pot 
estendre a la a-hlgebra u(A) i aquesta extensió és única si µ és u-finita sobre A. Aixo 
ho hem demostrat construint una mesura exteriorµ• mitjanc;ant recobriments numerables 
amb conjunts de l'a.lgebra A i prenent després la u-hlgebra A,... ::, u(A) deis conjunts 
µ*-mesurables. Donat que aquest metode ens permet estendre µ a una a-hlgebra A,... 
més gran quea('A), ens podem preguntar si aquestes dues a-hlgebres són molt diferents. 
En realitat veurem que no hi ha gaire diferencia entre elles. Aquestes consideracions ens 
porten a introduir el concepte de conjunt negligible i el de compleció d'un espai de mesurn. 
Deflnició 4.10. Considerem un espai de mesura (f2. A. ¡t). Direm que un conjunt .V C n 
( que pot no pertimyer a A) és negligible si existeix un .-l E A tal que N C .-l i p( .-l) = O. 
Direm que l'espai de mesura és complet si la u-algebra A conté tots els conjunts n<>gligibles. 
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Cn 1·spai de mesura qualseYol UJ.A.µ) es pot completar de> la forma segiirnt: 
Drfiuim 
A= {.-l u .Y . .-l E A. .Y negligible} 
p. : A _, ¡o. +:o J • J1 ( .-1. u .v) = JI ( .-t) . 
Aleshores: 
(i) .A és una u-hlgebra que conté A. En efecte. A és estable per unions numerables. ja 
que 
00 00 00 
LJ (An U Nn) = ( LJ .4n) U ( LJ Nn) E .A 
n=I n=l n=l 
degut a que U~=l•4n E A i U~1 Nn és negligible, comes comprova fa.cilment. D'altra 
banda, .A és estable per pas al complementari, jaque (.4 UN{= .-len Ne= (.-len.Be) U 
[A.< n (Ne_ Be)], on Ne B. B E A i µ(B) = O. Aleshores (A. U Nf E A degut a que 
-4e n Be e A, i _.¡en (Ne - Be'¡ és negligible donat que esta contingut en B. 
(ii) µ esta ben definida. En efecte, si A. 1 U N 1 = A.2 U N2 . tindrem 
µ(.-l.¡)= µ(.41 n .4.2) + µ(A1 - .·h) = µ(A¡ n -•h), 
jaque .-11 - .·he .N2 . i per simetría, µ(.-l.2) = µ(...J.1 n .4.2) · 
(iii) µ és a-additiva i iil...t = µ. 
(iv) L'espai de mesura (11,.A.µ) és complet. En efecte, si _\,f és negligible en (n . .A,µ) 
tindrem jf e A. u N . . -l. e A. µ(A.).= O i .V negligible en (P.. A.µ) ésa dir .N C B. B E 
A. tt( B) = O. Aleshores .:U e .-l U B. A. U B E A, µ( .-l U B) = O. és a dir. ~\/ és negligible 
en (Q.A.µ). i per tant JI E .A. 
L"esp~í (fL.A.t1) s·anomena la compleció de (11,A.µ). 
Teorema 4.11. Sigui JI una funció a-adclitiva i o--finita en una algebra A de parts d'un 
conjunt n. Aleshores. l"espai de mesura (f2.A,..-.µ•) Ps la com_Pleció de (Q.u(A).µ*). on 
hem utilitzat les notacions iutrodu1<les en els teoremes d<! Carathéodory. 
Demo.,tracíó: 
En primer llo<;. ,·eurem que ( P.. A,, •. µ•) és complet. En efrcte. si .V és negligible. existeix 
.-le A,,. tal qup .\" e .·L ¡1•(.-ll = O. Aixo implica <¡ne per tot Ben. tt"(B) 2:. µ"/Bn 
.\") + ¡1"(B n _y•·¡ jaque ¡i"(B n .Y)= O. Per tant . ."i E A,, •. 
l!) 
És clar que a(A) CA,. •. jaque (íl.A,. •. µ*) és complet. 
· -Per simplificar la notació, designarem per µ la mesura µ• sobre A,, •. Fixem nn .-1. E A,, •. 
volem veure que A. E a( A) . 
Per cada n 2:: 1 existeix un recobriment {.-!.~, k 2:: 1} ele .-l., formnt per conjunts ele A tnl 
que 
1 00 
ñ + µ*(.4) 2:: L µ(.-1!) 2:: µ(ur;, 1.4!) = µ(Gn) 2:: ,_,.(.-1), 
k=l 
on Gn = U~1A! E a(A). Definim G = n~=iGn E a(A). Es compleix A. C G 
¼+µ*(A) 2:: µ(Gn) 2:: µ(G) 2:: µ*(A), pera tot n 2:: l. En conseqüencia, µ(G) = µ(.-1). 
Acabem de veure que per tot conjunt B E A,.. existeix un H E a(A) tal que B C H 
i µ(B) = µ(H). Si apliquem aquest resultat a G - A tindrem G - .-1 C F, F E 
a(A), µ(F) = O. Finalment, A= (G - F) u (A n F) on G - FE a(A) i µ(.4. n F) = O, 
és a dir, A E a(A). • 
4.6. Semialgebres 
Algunes vegades la funció de conjunt µ que volem estendre no estara. definida inicialment 
en una algebra sinó en una familia de conjunts que no és estable per unions. Aquest és el 
cas, per exemple, de la fanu1ia de tots els intervals de la recta. 
Per tal de tractar aquest exemple i també el cas de l'espai producte, introduirem la noció 
de semia.J.gebra i veurem com es pot estendre una funció µ definida inicialment en una 
semia.J.gebra a. una. funció definida en una al.gebra. 
Deftnició 4.12. Direm que una col.lecció S de parts d'un conjunt n és una semihlgebra 
si 
(i) {l ES, 
(ii) Si A, B són <:?.n~ts de S, aleshores .-l. n B és també de S. 
(iii) Si A és de S, el conjunt Ac és una unió finita de conjunts de S disjunts dos a dos. 
Proposició 4.13. L'algebra generada per una semialgebra S coincicleix amb la fnmílin 
ele les unions ñnites de conjunts de S disjunts dos a dos. 
Demoatració: Sigui a(S) l'hlgebra generada per S i Q la família de les unions fi.nites de 
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. . . · seg e a(S). Es dones suficient demostrar couJunts de S d1sJunts dos a dos. Es ciar que 
. . 1 b l ¡· 1 t n·r g = a(Sl: que Q es unn a ge ra. per ta e o > e 1 
1 ro jetat (ii). En efecte. siguin .-11.--12 E Q g és estable per interseccions finites degut ª ª P p Bm Al h 
1 n _ BJ U ... u 2 . es ores i suposem que .-11 = B1 U ... U B1 , .-l2 - • n m 
A,1 n .-l.2 = [B: u ... u a;•] n [B~ U ... Bt] = ~ Y1 (B; n Bn E g. 
. . . . de S i disjunts dos a dos. 
on els B{. i =l. .... n. B~, J =l •.... m, son 
. . · · B , .... Bn són conjunts de S disjunts g és estable per pas al complementar1, Jª que si 1 · r: , t bl 
e n Be E g degut a que ~ es es a e per 
dos a dos. tindrem (B1 U ... U Bnt = B1 n · · · n ... ' 
. . l Be , d g la propietat (111). • interseccions firutes 1 e s ¡ son e per 
· · d fin' da en una semialgebra S . Existeix una Teorema 4.14. Sigui µ una fundó add1tiva e 1 ·- add" . S 
única extensió additiva de µ a l'algebra A= a(S) · Endemés si µ és q- itiva en · 
també ho sera en a(S). 
D · • e A · l f:~.,..,a·ia de les unions fi.nites de conjunts de S disjunts dos emostracio: om que es a ....... . 0 • • .J. • 
a dos, tot conjunt A E A és de la forma A = Uf::1 .-l.; on A.¡ E S 1 .-l.¡ n A; =. 51 z r J. 
Posem per definició µ(A.)= L~=• µ(.-l.¡). 
defin. · • , • • d nades dues particions diferents del conjunt A. A.= Aquesta 1c10 es cons1stent Jª que o . . 
m B B S • B· n B = 0 per J -:/:- k, tmdrem ui=l.4.¡ = uj=l j, on j E 1 1 k 
n n m m 
µ(.-l.)= ¿µ{A;)= ¿¿µ(.-l; nB;) = ~µ(B1). 
i=l i::l j=l J-1 
E f• ·¡ · ddit" A ·1 que és la única extensió additiva. s ac1 veure que µ es a 1va. en 
Finalment. suposem queµ és o-additivaen Si considerem una familia {.-1n, n 2:: 1} de 
· d A di"siunts dos a dos Posem 4. = U~-1 .-ln i suposem també que .-l. E A. conJunts e • . . -
ll h · 1 - um C C· ES C1-nCk = 0 perj 'F k. i .4.n = U'j.:1B'J. B'J E .'"\. es ores, s1 .'"\. - i==l J• , • . -
S. B'J n Bf = 0 per j #: k. tindrem 
m n "'° mn 00 
J.t(A) = ¿µ(C'j)= L L L µ(C;nB;:) = L µ(.-ln). • 
j=l j=l 11=1 k=;l n=I 
Obsen·i"s que aquest teon•ma. juntamellt nmb el segon teorema de Carathéodorr. ens diu 
que existeix t~nn extensió q-additi,-a de I' n la q-rugebra generada per S, que sera única 
si I' PS r.T-finita. 
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5. PROBABILITATS EN LA RECTA REAL I FUNCIONS DE DIS-
TRIBUCIÓ 
En moltes experiencies aleatories el conjunt de resultats és un conjunt de nombres reals. 
per exemple, un conjunt finit o numerable, o bé un interval. Aixo ens porta a estudiar les 
probabilitats sobre la recta real. Veurem que hi ha una forma molt senzilla de donar una 
probabilitat sobre IR, mitjam;ant les funcions de distribució. 
Sigui S la semialgebra de parts de IR formada pels intervals ( a, b] , a < b; les semirrectes 
(a, +oo), (-oo, a], a E IR; 0 i IR. La u-algebra generada per S s'anomena la a-algebra de 
Borel B(R) i coincideix ambla u-algebra generada pels conjunts oberts (o tancats) de IR. 
Si µ. és una probabilitat en (IR, B(IR)) es defineix la seva Junció de distrib 1ició per F : IR -
[O, l], F(x) = µ. ((-oo, xl). Aquesta funció té les següents propietats: 
(i) F és creixent. En efecte, si x '.S y, es té (-oo, x) e (-oo, y]. Per tant hom dedueix 
F(x) = µ((-oo ,xl) :5 µ((-oo .y])= F(y). 
(ii) F és contínua per la dreta. En efecte, donada una succesió y,. .L x es compleix que 
(-oo, y,.) .L (-oo, x], i perles propietats de continuitat de les mesures (Proposició 4.2) 
obtenim 
F(y,.) = µ((-oo, y,.]) .L µ((-oo, x]) = F(x). 
~ _ = 1. En efecte, per a tota successió x,. j oo tenim (iii) Es comple1·x lim--+~ F(x) 
(-oo ,x,.] T R, i per tant 
F(x,.) = µ((-oo,xn]) j µ(IR)= l. 
( iv) lim.:--oo F( x) = O. En efecte, per a tota successió x n .L -oo tenim ( -oo, x,,] .L 0 , i 
per ta.nt~ ~ 
F(xn) = µ((-oo ,xn)) ! µ(0) =O. 
En general, una funció F: R - [0.1] que compleix les propietats (i) a (iv) s"anomena una 
funció de distribució. 
Si F és la funció de distribució d'una probabilitat µ , es compleix µ ( ( a. b]) = F( b) - F( n) . 
si a < b • i µ ( ( a. +:,e)) = 1 - F( a). Per tan t. si <lues probabilitats µ 1 i µ 2 ten en la mateixa 
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funció de distribució F. µ 1 i µ 2 coincideixen ~obre la semialgebra S i. en conseqiiencin 
JL¡ = ¡12 (veurc els apartan; -1:.3 i 4.6). Ésa dir. la funció de distribució d'una probabilitat 
caractt>ritza ,:ompletament aquesta prohabilitat. D'altra banda. el segi.i.ent teorema e11s 
lliu que. com a conseqüencia deis resultats d"extensió de mesures. hi ha equivalencia entre 
funcions de distribució i probabilitats sobre IR. 
Teorema 5.1. Donada una funció de distribució F. Existeix una única probabilitat µ 
sobre (R. B(IR)) tal que F(x) = µ((-oo. x]) pera tot x E IR• 
Demostració: En primer lloc definirem µ sobre la semia.lgebra S posant 
µ ( ( a, b]) = F( b) - F( a) , si a < b , 
Jt((a, +oo)) = 1 - F(a), µ((-oo, al)= F(a), µ(0) =O, µ(IR)= l. 
És facil veure que µ és additiva en S. En efecte, suposem per exemple que a < e < b. 
aleshores 
µ((a,c]) + µ((e, b]) = F(c) - F(a) + F(b) - F(c) = F(b) - F(a) = µ((a, bl). 
Els altres cassos es tracten de manera analoga. 
Veiem ara que µ és a-additiva en S. Així podrem estendre µ a una_ probabilitat en 
(IR, B(IR)) (Teorema 4.13) que tindra. F per funció de distribució i haurem acabat. 
Sigui J = U;:'=1 I,., on I, I,. E Si els In són disjunts dos a dos. Recordem que µ admet 
una extensió additiva a l'algebra. generada. per S • 
Tenim m m 
¿ µ(In)=µ(LJ I,.) $µ([), 
n=l n=l 
pcr a tot m 2: 1 . i per tant 
f: µ(In)~ µ(I) • 
n=l 
Per a provar la desigualtat contraria és necessari utilitzar la següent propietat: 
Donat ¿ > O i J E S, existeixen J1 • h E S trus que J1 és compacte, J1 e .J e 
o 
.J2 . Jt( J) - µ( .11 ) < .: j JL( h) - µ( J) < .: . 
En cfrcce. considerem les cliferents possibilitats: 
(i) Si J = (a.b] prenem J1 = (a'.b] . .J~ = (a.b'] amb a< a'. F(a')-F(a) < ¿, b < b' i 
F(i,') - F(b) <.: .. 
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(ii) Si J = (a, +co) prenem J1 = (a'.c]. h = .J . on a < a'. F(a') - F(o) < ., . ri' < 
e i 1 - F( e) < f. 
( ¡¡¡) Si J = (-co, b] prenem .71 = (a'. b], J2 = (-ex:;' b'], on b > I a. F(a') < - . b < 
b' i F(b') - F(b) <e:. 
Fixem e: > O i sigui I' E S. i' compacte. tal que i' e I i ¡.i( I) - ¡1( l.') < f . També ¡wr 
o o 
cada n 2:: 1 prenem I~ ES tals que In CI~, i µ(I~)- µ(In)< 2 "\1 . Com que {I~, n 2:: 1} 
o 
és un recobriment obert del compacte i' existira. un subrecobr.iment finit, I' C U~=l I~ . 
Llavors 
m m m oo 
µ(I) < µ(I') + i :s; L µ(I~) + i :s; L µ(In)+ L 2:+1 + ~ :s; L 111-(In) + €' 
n=I n=I n=I n=I 
i aixo acaba la demostració del teorema. • 
Suposem que µ és una probabílitat am.b funció de distribució F. Les següents fórmules són 
facils de comprovar i permeten calcular la probabilitat de qualsevolinterval: 
µ([a, b]) = F(b) - F(a-) , 
µ([a, b)) = F(b-) - F(a-) , 
µ({a})= F(a)- F(a-). 
En particular veiem que F és contínua en un punt a si i només si µ( {a}) = O . 
Considerem el cas d'una probabilitat discreta, µ = Í:;e/ p¡ Óa, , on { ai, i E I} C IR és 
un conjunt finit o numerable i els Pi E [O, 1] són nombres tals que í:,er p¡ = 1. L'espai 
de probabilitat (IR,B(R),µ) correspon a una experiencia aleatoria en la qual s'obtenen els 
resultats a; amb probabilitats Pi . 
En aquest cas, la fundó de distribució de µ és purament discontínua: 
F(x) = ¿ p¡. 
{i:a,Sz} 
Cal observar que els punts {a¡, i E I} poden ser a.iUats (per exemple, µ = ½ 61 + ½ 6-1), 
o bé constituir un conjunt dens en IR (com Q). En aquest darrer cas la funció de distribució 
F és més difícil cPímaginar. 
L'equivalencia entre funcions de distribució ¡ probabilitats es pot generalitzar _immediata-
ment alcas de mesw·es finites si es substitu~ix la propietat (iii) de les funcions de distribució 
per la condició 
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íiii·¡ limr-+= F(x) = ¡.1(lR). 
Considerem una funció de distribució F d'una probabilitat µ. Designarem per S el con-
junt finit o numerable deis seus punts de discontinui'tat. Es defineix la part purament 
discontínua de F per 
F,¡(.r) = [F(y) - F(y-)]. 
{y:yES, y~.r) 
Fd és la funció de distribució de la mesura discreta µd = Í:yes [F(y)-F(y- )) Óy. Obser,;i's 
que S = {y: µ({y})> O} i que µd = Í:yes µ({y})óy. D'aquí es dedueix que la 
probabilitat µ és discreta si i només si µ = µd . La diferencia µe = µ - µd és una mesura 
( de massa total :s; 1) contínua (µe( { x}) = O per a tot x) que té per funció de dístribució 
Fe= F - Fd. En conclusió, tota probabilitat µ sobre (R, B(R)) és descomposa de forma 
única coma suma d'una mesura discreta i una contínua. 
Es poden també construir probabilitats sobre la recta mitjanc:;ant funcions de densitat. 
utilitzant la integral de Lebesgue. Per definicíó una densitat de probabilitat és una fundó 
f : IR -> (O, +co) mesurable i tal que 
l+oo --::o J(x)dx=l. 
Aleshores, la funció definida per F( x) = J~00 J (y) dy és una fundó de distribució. Si µ és 
la probabílitat sobre (iR,B(R)) associada a F, es compleix 
µ(A)= L J(x) dx 
per a tot A. E B(R). En efecte, degut a les propietats de la integral de Lebesgue, la funció 
A.,___. f.4. f(x) dx és una probabilitat que coincideix amb µ quan A. és una semirrecta del 
ti pus ( -oo, x]. 
Les funcions de distribució (o les pr~babilitats) d'aquest tipus s'anomenen absolutament 
contín·ues. Tota funció de distribució absolutament contínua és continua, ja que per a tot 
X E iR 
F(i-)-F(x-)=µ({x})= { f(y)dy=O. 
Í{z} 
El recíproc no és cert i es poden construir funcious .de distribució contínues que no son 
absolutamen~ contínues mitjan<;ant la utilització del conjunt de Cantor. Si la densitat f 
és continua en un interval obert I. és fa.cil ,·eure que F és derivable en aquest interval i 
F'(.r) = /(:r) pera tot :r E I. 
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Exemples 
l.- Lleis uniformes: Si tenim un conjunt finit Q = {w 1 •••• ,...,.n}. el mo<lel prohabilísric 
corresponent a l'elecció a l'atzar d'un elemen_t d'ac¡uest conjunt sºobté prenent l"espai <le 




Considerem ara !'experiencia aleatoria següent: "Elecció a l'atzar d'un nombre de l'intenral 
[a, b]". Una forma aproximada de realitzar aquesta experiencia consisteix en utilitzar una 
ruleta contínua de perimetre b- a. Observem que el res~ltat de l'experiencia és un nombre 
real. Que l'elecció sigui a l'atzar vol dir que la probab_ilitat de que el nombre elegi t estigui en 
un interval I C [a, b] és proporcional a la longitud d;aquest interval. Si µ és la probabilitat 
sobre (IR, B(R)) associada a aquesta experiencia tindrem: 
d-c 
µ(I) = -b - . 
-a 
si I = [c,d] e [a,b], 
µ([a, W) = o. 
µ és una probabilitat absolutament continua amb densitat f(x) = ¿.,¡. l¡a,b) (x). Aquesta 
probabilitat s'anomena llei uniforme en l'interval [a, b], i la seva funció de distribució és 
{ 
o, 
F(x) = f::, 
1, 
si x ~ a 
si x E [a, b] 
s1 x?,b. 
2.- Llei., ezponencials: Considerem una probabilitat µ sobre la recta, concentrada en la 
semirrecta [O, +oo), que representi la llei de probabilitat del temps de vida d'un sistema 
(un individu, una bombeta electrica, etc.). lmposarem aµ les següents condicions: 
(i) L<1. funció ,p(t) = µ((t, +oo)), t?. O (igual a la probabilitat que el sistema tingui una 
duració supeiifor a t) és contínua i no mil.la. 
(ii) .No hi ha envellíment. En termes de probabilitats condicionades aquesta propietat 
s·expressa posant 
µ((t + s. +:x:)/(.s, +oo)) = µ((t, ::o)). pera tots s. t;?:: O. 
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És a <lir. f'l temps de vida residual a l'instam 8 té la mateixa llei rle probabilitat <¡ne· el 
temps de vida des de l'instant inicial. 
La con di ció ( ii) implica que la funció ;; : [O, +x) -+ [O. l] compleix ;;( t + s) = .;( t) ;(") • 
Teuint en compte la condició ( i) i que .,:,(O) ~ l • obtenim .,:,( t) = c.\t , amb ,\ > O, ja que 
lim 1_= ,p( t) = O. 
En conseqüencia la funció de distribució <leµ ~s 
F(x) = { ~•- e-.\t, 
si 
si 
X :5 Ü 
X> Q. 
La probabilitat µ s'anomena llei exponencial <le parametre ,\ i és absolutament continua 
amb densitat 
f(x) = >.e-.\t l¡o,+oo) (x). 
3.- Llei normal: És una distribució que juga un paper fonamental en el capítol del Teorema 
central del límit i en l'Estaclística. Per definició la llei normal N (O, 1) és una probabilitat 
sobre IR que té per densitat la funció 
1 z: 
f(x) = rr.= e-T, 
v211' 
X E R. 
És facil veure que f és efectivament una densitat de probabilitat, ésa dir que fa f (x) dx = 
1 . En efecte, 
Funcions de distribució n-dimensionals 
Els resultats anteriors es poden estendre alcas de probabilitats en !Rn. Descriurem breu-
ment aquesta extensió sense precisar-ne tots els detalls. 
Fixats dos punts a= (a 1, •••• a,.), b = (b 1 , •••• bn) tals que a;< b; pera tot i =l. .... n, 
es defineix el rectangle n-dimensional ( a. b] per 
n 
(a.b] = íl(a;,b¡]. 
•=l 
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La família d 'aquests rectangles ( on les coordenades a¡ poden ser -= i les 11¡ poden sPr 
+ x:). afegint-hi el conjunt buit. constitueix una semialgebra que genera la a-algebra de 
Dorel B(IR") de !Rn . Recordem que la u-algebra de Borel d 'un espai topologic és la generacln 
per la col.lecció deis oberts. 
Sigui µ una probabilitat en l'espai mesurable (IRn, B(IR")) . La funció F IR" __. [O. 1] 
definida per 
F(x) = µ((-oo,x]), 
s'anomena la Junció de distribució de µ i té les següents propietats: 
(i) ~bn F 2: O, per a tota parella de punts a, b tals que a¡ ~ b;, 
definició 
= 1 .. ... ? n ~ on per 
.6.ba F = L (-1r+ ... +e:., F(b1 + e¡ (a1 - bi), ... , bn + en(an - bn)). 
•E{0,1}" 
11:calc1, •··••n) 
.Ó.ba F 1·epresenta l'increment n-dimensional de la funció F en el rectangle (a, b]. La posi-
tivitat d'aquest increment es dedueix del fet que coincideix amb µ ( ( a, b]) . Per exemple, si 
n = 2 tindrem 
.6.ba F = F( b¡, b2) - F( b1, a2) - F( a1, b2) + F( a1, a2) 
= µ((-oo,b1] x (a2,b2])-µ((-oo.ai] x (a2,b2]) 
= µ((a, b]). 
(ii) F és contínua perla dreta en totes les variables simulta.niament: 
lim F(x) = F(y) 
z¡ly¡, í=l '" .. ,n 
(iii) Es compleixen les següents propietats assimptotiques 
lim F(x)=l . 
.z:¡-00 
i::::al, ... ,n 
- T lim F( x) = O , per a tot i = 1, ... , n . 
z,--00 
Tota funció F : Rn -+ [O, l] que compleixi aquestes quatre propietats s'anomena funció 
de distribució. i existeix una única probabilitat µ en Rn tal que F(x) = 11((-00,J·]). La 
unicitat prO\·é del fet que dues probabilitats µ 1 , µ 2 amb la mateixa funció de distribució 
F han de coincidir sobre la semialgebra S jaque µ 1 ((a, b]) = µ 2 ((a, b]) = Oba F. D'altrn 
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banda. fixada la funció de distribució F . es defineix µ sobre la semialgebra S posant 
11 ( ( a. b]) = ~bn F i es demostra ( com el cas n = 1) que µ és a-additiva en S. Aixo ens 
permet d'estendre µ a la a-algebra B(!Rn). 
Sigui ¡1 una probabilitat en IR" . El conjunt S = { x E !Rn : µ( { x}) > O} és finito numerable. 
Podem definir aleshorcs la part discreta de µ per µd = Lres µ( { x}) 6 .r i µ es descomposa 
de forma única en suma d'una mesura discreta µd i una de continua µe = µ - /ld . 
Com en el cas unidimensional, tota funció / : Rn -+ [O, +oo] mesurable i tal que 
Jlí!" J(x) dx = 1 es pot utilitzar com a densitat de probabilitat. És a dir, a partir de / 
definirem la funció de distribució. 
r' rn F(x) = Í-oo .. · J-oo J(y1,. •,, Yn) dy1, - • dyn, 
Es diu aleshores que la probabilitat µ associada a F és absolutament contínua amb densitat 
f S. f , f . , t' 1 . f - a" F . 1 es una unc10 con 1nua, es comp e1x que - 8.,1 ... a:r., · 
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6. VARIABLES ALEATORIES. ESPERANQA MATEMÁTICA 
Coru;iderem un espai de probabilitat ( íl. A. P) associat a una cert a exp1•rie11cia aleati,ria. 
Cna variable aleatoria definida en aquest espai de probabilitar sera una aplicaci,í .\" : 
íl - IR que a cada resultat possible w de l'experiencia li fa correspoudre un nombre real 
X(w). Per exemple, si l'experiencia és una jugada en un joc d'atzar. el Yalor X(...:) pot 
representar el guany del jugador quan es produeix el resultat w. L'esperan~a matematica 
representa el guany mig del jugador, i es defineix com la integral de la funció real X respecte 
a la mesura P. Aixo ens porta a exigir que X sigui una funció mesurable i, d'altra banda 
ens interessara. considerar, per raons t~ques, variables aleatories que prenguin ,•alors en 
R = [-oo, +oo]. L'objectiu d'aquest apartat és, per tant, estudiar l'esperan~a matematica 
d'una variable aleatoria coma cas particular de la integració de fu~cions mesurables reals. 
6.1. Funcions mes11rables 
Deftnició 6.1. Donats dos espais mesurables ({l. A), (F. F), direm que una aplicació 
X: n-+ F és me8ura.ble si x-1(B) E Apera tot BE F. 
Observacions 
1.- Sigui g una familia de conjunts que genera la O'-algebra F. Aleshores. per ,·eure que 
una aplicació X: (O.A) - (F.F) és mesurable, només cal comprovar que x- 1(B) E 
AperatotBeg. 
En efecte: Definim 'D = {B E F: x-1(B) E A}. Sabem que 7) .:, g i 1) és una 
a-algebraja que A és una O'-a.lgebra i x- 1 és un morfisme respecte totes les operacions 
entre conjunts. En conseqüencia, 1)::, a(g) = :F i X és mesurable. 
2.- La composició de dues funcions mesurables és una funció mesurnble. 
3.- E3 tructure3 inicia.l8: Considerem una farm1ia {(F;, :F,). i E I} d'espais mesurables 
i una fa.míli~- d'aplicacions {X; : Q - F;, i E I}. on Q és un coiljunt arbitrari. 
Aleshores. la mínima O'-algebra de parts d'O que fa totes les X; mesurables i-s la 
a-algebra 
E= t7 {X,-1 (.-l¡); A¡ E :F;, ; E I}. 
Aquesta a-algebra té la propietat segiient: 
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X : 1. G. 9) - ¡fL:l ~s mernrahlc si i només si.\¡ o X: i G. 9) - ( F,. :F, J t'•s 1llí's11rable pPr 
a cor I E/. 
En i>fecte. la implicació en un sentit ( =>) és immcdia.ta i. d'altra banda.pera. tot generador 
X,- 1 (.4.¡) d'E es compleix x- 1[.\",- 1(.-1¡}) = (X, oX)-1 (.-l) E 9. 
Definició 6.2. Considerem un espai de probabilitat ( íl. A. P). Una aplicació mesurable 
X : n - IR s'anomena una ua.ria.ble a.lea.tona.. Analogament. una aplicació mesurable 
X : n - IR" s·a.nomena un 11ector a.leatori. 
Propietats de les funcions mesurables reals 
En tot el que segueix farem servir la nota.ció x- 1(B) = {X E B}. 
1.- X : n - R" és mesurable si i només si {X :5 X} E A per a tot X E R". Aixo és 
conseqüencia de l'observació 1 antei-ior, ja que les semirrectes {(-oo. x]. x E R"} 
generen la a-a.lgebra de Borel de R" . 
2.- Suposem que X¡ : n -+ IR. i = 1, •..• n són mesurables. Aleshores aquesta condició 
és equivalent a que l'aplicació X: n-+ IR". X= (X1, .. .. Xn) sigui mesurable. En 
efecte, en un sentit és una conseqüencia de la propietat 
x-1 ((-oo, al)= {X1 :5 a¡, ... ,Xn :5 an} E A., 
on a= (a1 , .. ,,an)-
D'altra banda X¡ 1 ((-oo, al) = x- 1 (IR x ... x (-oo, aj x ... x R), pera tot a E R. 
la qual cosa prova l'altra implicació. Per tant les funcions del tipus h (X1, ... ,Xn} 
on h : R" - R és mesurable,· seran també mesurables. Per exemple X1 + ... + 
Xn. sup(X1 , ... ,Xn), inf(X1,•••,Xn) són mesurables. 
3.- Si {Xn, n 2: 1} és una successió de variables aleatories. també seran mesurables les 
funcions infn Xn, supn Xn ,''liminf Xn i limsupXn. 
Aquesta propietat es dedueix de les següents relacions: 




lim inf X n = sup inf .\",n . 
n na2:11 
limsupX,, = inf sup Xrn. 
11 1112:n 
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4.- Considerem un subconjunt A C n. Aleshores la funció indicatriu 1.4 n -+ IR é:-; 
mesurable si i només si .-1 E A . 
Definició 6.3. Una funció mesurable X: n-+ IR direm que és elemental si només pren 
· un nombre finit de valors diferents. Aixo és equivalent a dir que X és una combinació 
lineal finita de funcions indicatrius mesurables. X = E7=t a¡ 1.-t; , on a¡ ej. ªi i A.¡ n 
Ai = 0 si i # i • Cal observar que una representació d'aquest tipus és única ja que els 
{a1, ... , an} són els valors que pren la variable Xi d'~tra banda .4; ={X= a¡}. 
El conjunt E de les funcions elementals és un espai vectorial ja que en fer combinacions 
lineals d'elements d'E s'obtenen de nou funcions mesurables que prenen només un conjunt 
finit de valors diferents. 
Proposició 6.4. Tota funció mesurable X : n -+ (O, +oo] és límit creixent d 'una successió 
de funcions elementals no negatives. · 
Demostra.ció: Definim 
k 
2n l{j/r~X<!¡lil} +n l{n~X}. 
En primer lloc cal veure que la successió de funcions elementals { X n , n ~ 1} és cr~ixent. 
Fixem w E O, n ~ 1 i suposem que X(w) E [k 2-n, (k + 1) 2-n). Aleshores Xn(w) = 
k2-n i 
si X(w) E (k2-n, (2k + 1)2-(n+l)) 
si X(wJ E [(2k + 1)2-<n+ll, (k + 1)2-n). 
Per tant veiem que Xn(w) S Xn+i(w). Es Caria un raonament analeg en el cas X(w) ~ n. 
Finalment hem de provar que limXn(w} = X(w) pera tot w E O. En efecte, si X(w) = 
oo, Xn(w) = n per ª. tot n ~ 1, i si X(w) < oo aleshores IX(w} - Xn(w} 1 S 2-n 
per n > X(w). • 
Corol.lari 6.5, Tota funció mesurable X : n-+ R és límit puntual de funcions elemen-
tals. 
Demostra.ció: ~omés cal fer la descomposició X= x+ -X-, on x+ = sup(X. 0), x- = 
sup(-X. O) i aplicar la proposició anterior a les funcions x+ i x-. • 
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6.2. Integració respecte d'una mesura 
· d ('"' A ) S1ºgui X - '°'n a, l.•,· una funció elemental Cousidetem un espm e mesura H, • µ • · • ¿__,,=1 , 
110 negatint. Recordcm que els et¡ són cliferents entre si i el .-l, són disjunts dos a dos. Es 
clefineix la integral de X respecteµ per 
f Xdµ = t a,µ(A;). 
lo. i=l 
(6.1) 
Farem el conveni o. 00 = O quan algun deis conjunts A.; tingui mesura infinita i a¡ valgui 
zero. La integral pren valors en (O, +oo]. Utilitzarem també les següents notacions perla 
integral: 
la X(w) dµ(w), · Ó la X(w)µ(dw). 
6.2.1. Propietats de la integral de funcions elementals no negatives 
(i) Si a és un nombre real no negatiu es compleix fo. a X dµ = a fo. X dµ • 
(ii) f 0 (X + Y)dµ =fo.X dµ +fo.Y dµ. 
Demostra.ció: Considerem dues funcions elementals no negatives X = E?=i a; 1.4.; , Y = 
r:;:: 1 b; 1 B; • Suposem que X + Y pren els valors diferents ci, ... , Cp en els conjunts 
C'1, .... Cp . Aleshores, 
p p n m h (X+ Y)dµ = ~ ck µ(Ck) =~~~e,., µ(Ck n A; n Bj) 
p n m n m 
= L L ¿(a;+ bi} µ(C,. n A; n B;) =¡::¡:(a;+ b;) µ(A; n B;) 
k:::::I i=l j=l •=l J=l 
= f:a¡µ(.-1;)+ f b;µ(B;}= 1 Xdµ+ 1 Ydµ. 
i=l j':I 0. O 
(iii) Si X S Y, aleshores fn X dµ S fo. Y dµ. 
Demostro.ció: Suposem X = E?=i a¡ l,t, i Y = E;:1 b; la; . Aleshores. 
n n m n m la X dµ =~a, µ(.-1¡) = .~ ~ a;µ(A; n Bi) S ~; b;µ(.-1; n Bi) 
=f b;µ(Bj)= fo1·dµ. 
,=1 
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jaque a¡ :5 bi si A.; n B 1 =/= 0. 
-· (iv) Si Xn és una successió creixent de variables aleatories simplt>s i positin•s i X és la 
variable aleatoria X= limn-oo Xn. aleshores fn Xn d¡t T fu X rl¡, • 
Demostració: Suposem c¡ue X="-" a· l ,. i X·= ,;;:-P: 1 nn 1 ~l-. Perla propiernt (iii"i Ln=l a _.,_, n L..,,J- J . 1 
sabem que limn fn Xn dµ :5 f O X elµ. Hem de demostrar la <lesigualtat contraria. Com 
que 
l X dµ = t a;µ(.4;) 
O i=l 
{ Pn P Pn 
ln X': dµ = ~ ajµ(A'J) = ~ ~ aJµ(A; n .-!J). 
És dones suficient veure que 
Pn 
a;µ(A;) :5 li!11 L a'Jµ(.4.; n A']), (6.2) 
j=l 
per a tot i = 1, •.. , p . Si a; = O aquesta desigualtat és trivial. Suposem a; > O i fixem un 
nombre O < A < 1 . Tindrem 
Pn 
I::a'Jµ(A;nAJ)= L a'Jµ(A;n.4j)+ L a'Jµ(A.;nAJ) 
j=l j:a7 >>.a; j:a'J =:;>.a; 
2:: L Aa¡µ(A¡ n AJ)= Aa;µ[{Xn > Aa¡} n A;]. 
j:aj >>.-i; 
Com que Xn Ta¡ sobre el conjunt A;, la successió de conjunts {Xn > ,\a¡} n A; creix cap 
a A; . En conseqüencia, fent n -+ oo obtenim 
Pn 
li~ L aJµ(A; n A_¡) 2:: Aa;µ(A;), 
j=l 
i com que A és ~bitrari, fent tendir A a 1 s'obté la desigualtat (6.2) i la propietat (ív) 
queda demostrada. 
La segona etapa en la construcció de la integral consisteix en definir la integral d'una funció 
mesurable X : n -+ [O. +oo] . Posarem. per definició. 
f X dµ = lim T / X n dµ . 
ln " ln 
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on X,, és una successió de funcions elementals no negati,·es que creix cap a X. DP~ut a la 
Proposició 6.-l: sempre existeix una successió d'aq1,lest tipus. Hem de veure que aques-
ta definició és consistent. és a dir. el ,c1lor de Ín X dJt no <lepen de la successió Xn 
escollida. Aixo es dedueix del següent resultat. 
Lema 6.6. Siguin {Xn. n 2:: l} i {Y,,. n 2:: l} dues successions creixents de fun-
cions elementals no negatives. Aleshores si lim,, Xn :5 lim,, Yn es compleix In X,, d¡t ::=:: 
lim,, fn Y,, dµ. 
Demostració: Fixat m tenim que Xm = limn T inf(Xm, Yn). Per tant, utilitzant la 
propietat (iv) s'obté 
{ Xm dµ = lim / inf(Xm, Y,,)dµ :5 lim {·yn dµ Jn n ln Jn 
i fent m -+ oo el lema queda demostrat. • 
6.2.2. Propietats de la integral de funcions mesurables no negatives 
Les propietats (i), (ii), (iii) de linealitat i monotonía es dedueixen per pas al límit de les 
mateixes propietats per les funcions elementals nq negatives. 
Demostrarem a continuació la propietat de convergencia monotona i altres propietats in-
teressants. 
(iv) Si {Xn, n 2:: l} és una successió creixent de funcions mesurables no negatives que 
convergeix puntualment cap a X, aleshores fn Xn dµ T In X dµ. 
Demostració: Per cada n 2:: 1. sigui {Ym,n,m 2:: 1} una successió creixent de funcions 
elementals no negatives tal que limm Ym.n = Xn. Posem Zm = SUPn::;m Ym.n, que és una 
funció elemental. tal que Zm 5 Zm+l, Ym.n ::; Zm :5 Xn si m 2:: n. En conseqüencia. 
l Zm0 dµ :5 l Zm+l dµ, 
r . r · r Jn }'m.n dµ :5 Jn Zm dµ :5':Jn X,, dµ, 
si m 2:: n. 
Fent primer rn --> ::x:; i després n -+ ,:,o ·s·obté 
X = lim X n = lim Z m . 
u na 
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(v) Lema de Fato1L. 
es compleix 
liin / Xn dp = lim / Zm dµ = f X d¡i. 
" Jn m Jn Jn 
Pera tota successió {Xn, n 2 1} de funcions mesurables positives 
In (lim inf Xn)dµ :5 lim inf In X n dµ. 
Demostracíó: La successió inf m~n X m creix cap a lim inf X n . Aleshores, utili tzant la 
propietat (iv) de convergencia monotona s'obté 
f(liminfXn)dµ= f lim(inf Xm)dµ Jn Jn n m~n 
=lim {(ínf Xm)dµ:5lim inf { Xmdµ=liminf { Xndµ. 
n ln m~n n m~n ln ln . 
(vi) Si In X dµ < oo, aleshores µ{X = 00 } = O. És adir, si una funció té integral finita, 
la funció és finita a menys d'un conjunt de mesura zero. 
Demostració: Posem m = In X dµ · Tindrem m 2 In Xl¡x~n} dµ ~ nµ{X ~ n}, i en 
conseqüencia, µ{X= oo} = limn µ{X 2 n} =O. 
(vii) Si In X dµ = O, aleshores µ{X > O} = O, i recíprocament. És a dir. la integral 
d'una funció és zero si i només si la funció positiva és zero a menys d'un conjunt de mesura 
nul.la. 
Demostració: Suposem primer que Jn X dµ = O. Tindrem µ{X > O} = limn µ{X 2: 
¼} :5 limn Jn nX dµ =O, jaque l(:Q1/n} :5 nX. 
Recíprocament, 
Considerem dues funcions mesura.bles X , Y : n -+ R. Direm que X i Y coincideixen 
µ-qu.asi per tot si µ{X -/:- Y} =O. En aquest cas escriurem X= Y, µ-q.p.t. Siµ és una 
probabilitat i µ{X =/:- Y} = O es diu aleshores que X i Y coincideixen µ- quasi Jeg11rament 
i s'escriu X= Y, µ-q.s. 
En la teoria de la probabilitat, dues variables aleatories que coincideixen quasi segurament 
es poden identificar. De moment, a partir de la propietat ( vii) tenim que si X . } · són 
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fun,ions rnesurables no negntiYes. 
X=Yµ-q.p.t. • foxdµ~ kYdµ. 
En ,,fene. si posern A.= {X =/= Y}, per hipotesi µ(A) =O. per tant 
fo X d¡i = fo X l.4, dµ = fo Y 1.-t< dµ = k Y dµ. 
ja que les funcions X l.4 i Y l.4 són zero a rnenys d'un conjunt de mesura nul.la. 
En general. direm que una determinada propietat és certa µ-quasi per tot si la propietat 
es satisfa per tots els elements fora d'un conjunt de mesura zero. 
La darrera etapa en la construcció de la integral ve donada perla següent definició. 
Definició 6. 7. Dirern que una funció mesurable X : n -+ R és integrable respecte µ si 
In IX Idµ< :x:>. En aquest cas, definirem la integral de X per 
fnxdµ= fnx+dµ-fox-dµ. (6.3) 
Recordem que.\= x+ - x- i ¡x¡ = x+ + x-. Observi's que la condició In ¡x¡ dµ < 00 
implica que la funció X és finita a menys d'un conjunt de mesura zero. 
6.2.3. Propietats de la integral 
( i) Si X és integrable, tenim que per a tot a de IR la variable a X és integrable i 
L aX dµ = a LX dµ. 
( ii) Si X i Y són integrables. X + Y també ho és i es compleix 
{ ( X + Y)dµ = { X dµ + { Y d11. h _k h 
Demostració: La variable aleatoria X + Y és integrable ja que 
ex + n+ $ x+ + y+ (X+ Y)- :::; x- +y-. 
D'altra banda. la ri>lació (X+ Y)+ -{X+ Y)-= x+ + r·+ - (X-+ y-) implica 
{(_X+ Yld11 = f (X+ n+dp :_ {(X+ n-dµ 
Jn . ln ln 
= la [x+ + y+ - ¡x- + y- ll <11-1 = k x d1, - la Y d1,. 
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(iii) Si X i Y són integrables i .X 5 Y, aleshores fn X dµ :5 fn } · dµ. 
Demostració: Fent servir la linealitat de la integral. tindrem 
X 5 Y => Y - X 2:: O => fo Y dµ - fo X elµ 2:: O . 
(iv) Si X és integrable, aleshores 
1 fo X dµI 5 L IX Idµ. 
(v) Teorema de convergencia monotona. Sigui {Xn, n 2:: 1} una successió creixent de 
variables aleatories integrables a.mb límit X. Suposem que supn fn Xn dµ < oo. Aleshores 
X és integrable i 
Igualment, si {Xn, n ~ l} és una successió decreixent de variables aleatories integrables 
amb límit X, i si es compleix fa condició infn fo Xn dµ > -oo, es té que X és integrable 
Demostració: En el cas creixent només cal substituir Xn i X per Xn - X 1 i X - X 1 
respectivament i aplicar les propietats de monotonia de la integral de funcions mesurables 
no negatives. El cas decreixent es redueix alcas creixent mitjan<;ant un canvi de signe. 
(vi) Lema de Fatou. 
{a) Sigui {Xn, n ~ l} una successió de variables aleatories que compleix les següents 
propietats: 
(1) Xn 2". X pera tót n 2:: 1, on X és una variable aleatoria. 
(2) X, Xn ,liminf Xn són integrables. 
Aleshores 
fo {lim inf Xn)dµ :5 lim inf fo X ndµ. 
(b) Ana.l.ogament. si {Xn, n 2:: 1} és una successió de variables aleatories que complP.ix 
( 1') X n 5 X per a tot n 2:: 1 • on X és una variable aleatoria. 
(2') X, Xn i limsup Xn són integrables. 
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Aleshores 
fo (lim sup X n )dµ 2:: lim sup /4 X ndJL. 
Demostració: Com abans, la¡primera propietat es dedueix immediatament del Lema de 
Fatou per funcions no negatin'!s i pe1· la segona només cal fer un canvi de sigue. 
(vii) Teorema de convergencia dominada de Lebesgue. Sigui {Xn, n 2". 1} una suécessió 
de variables aleatories que compleixen les següents propietats: 
( 1) limn X n = X • 
(2) IXnl 5 Y, pera tot n 2". 1, on Y és integrable. 
Aleshores X és integrable i 
LX dµ = lim fo Xn dµ. 
Basicament aquest resultat ens diu que si una successió de funcions esta dominada 
per una funció integrable, es pot commutar el límit amb la integral. Observi's que 
aquesta commutació és també possible si la convergencia és monotona (propietat (v)). 
Demostracíó: La relació IXnl 5 Y implica que X és integrable i aplicant el Le~a de 
Fatou tindrem 
LX dµ = L (lim inf X n) dµ 5 lim inf L X n dµ ~ 
:5 limsup fo Xn dµ 5 fo flimsupXn) dµ = In X dµ · 
Si una funció integrable la modifiquem en un conjunt de .mesura nul.la ( de manera que 
segueixi éssent mesurable), la nova funció és integrable i el valor de la integral no ha 
canviat. Aquesta propietat queja haviem establert perles funcions no negatives s'estén 
clarament a les funcions integrables. 
En particular, totes les propietats de les funcions integrables són també va.lides Sl les 
relacions de desigualtat o convergenci~ són certes µ-quasi per tot. 
Si X és una funció integrable i A. e A. la funcip X l.-1. és integrable i escriurem per definició: 
j X dµ = [ (X 1.4 )dµ. 
.-1. fo 
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En el cas d'una funció mesurable no negativa X , es pot comprovar facilment que la funció 
1.1(A) = JA X dµ és una mesura. Direm que aquesta mesura 1.1 és absolutament contínua 
-- respecte µ amb densitat X i escriurem 
X= d1.1. 
dµ 
Si la mesura 1.1 és finita (o u-finita), la densitat. si existeix. és única a menys de conjunts 
de mesuraµ zero, com es dedueix del següent resultat. 
Proposició 6.8. Sigui X una funció integrable en un espai de mesura (n, A,µ) tal que 
f A X dµ = O per a tot A E A. Aleshoi::es X = O, µ-q.p.t. 
Demostració: tenim, en particular, 
[ X dµ-= O 
j{X>O} · 
{ (-X)dµ = O. 
j{X<O} 
Mitjam;ant les propietats de la integral de les funcions no negatives s'obté µ( {X > O})= 
µ( { X < O}) = O . És a dir, µ( { X ;6 O}) = O . • 
6.3. Calcul d'integrals 
Considerem una funció integrable X : n -+ R definida en un espai de mesura (n, A,µ). 
En aquest apartat veurem alguns criteris pel calcul de la integral f O X dµ . 
6.3.1. Cas d'una mesura discreta 
Sigui µ = I:ieI a¡ Ów; on I és un conjunt finit o numerable, a¡ E [O, +oo] i els w; són 
punts d'n diferents entre sí. En a.quest cas tenim: 
(i) Si X : n -+ [O, +oo] és mesurable, 
f Xdµ = ¿a;X(w;). 
ln ieI 
En efecte..,_.si_;X és igual a lA, A E A el resultat és immediat, i en el cas general 
només cal utilitzar les propietats de linealitat i convergencia monotona de la integral. 
(ii) Una funció mesurable X ; n -+ IR és integrable si Í només si L;er IX{w¡ )la; < 00, i 
en a.quest cas. 
{ X dµ = Lo;X(w;). 
ln ;er 
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6.3.2. Mesures donades per densitats 
Sigui ( n. A.µ) un espai de mesura i X : n -+ [O. -foo] mesurable. Consider~m la mesura 
v que té densitat X respecte ¡t i que \'e donada per 1.1(A) = ÍA X dµ • A E A· Aleshores 
(i) Fer a tota funció mesurable Y: n-+ [O, +oo] es compleix 
in Y dv = in Y X dµ . 
1 ' · d' t · Y 1 A E A i en el cas general s'obté Com abans, aquest resu tates 1mme 1a SI = A, 
per linealitat i convergencia monotona. 
(ii) Una funció mesurable Y: n-+ IR és integrable respecte v si i només si fn IYIX dµ < 00• 
i en aquest cas tenim també que 
in Y d1.1 = 1 Y X dµ . 
6.3.3. Mesura imatge 
Considerem un espai de mesura (n,A,µ), un espai mesurable (E,&) i una aplicació 
mesurable X : n-+ E. L'aplicació X indueix una mesura en l'espai (E,&) donada per 
(µ º x- 1 )(B) = µ(x-1(B)), BE & . 
. ,,. Es plei~ aleshores el La mesura µ o x-1 s'anomena la mesura 1matge de µ per ·"'. com -
següent resultat. 
· · · s· · ¡ E ICD f · , bl Lla~ors f és integrable en Propos1c10 6.9. 1gu1 : -+ " una unc10 mesura e. 
l'espai de mesura (E,&,µ ox-1) si i només si f oX é~ integrable en (íl,A,µ) i en aqueSt 
cas 
(6.4) 
Demostració: Com en d'altres demostracions de te¡>ria de la mesura seguirem les següents 
etapes: \ 
( i) Suposem primer que la funció f és un indicador, f = 1 B • B E & . Llavors f O X = 
lx-1ca1 i en conseqiiencia. 
la ( la O X) dµ = µ(X"" 1(B)) =(µO x-l )(B) = h la d(µ O x-1 ) • 
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(ii) Si f és una funció simple. f = ¿~1 a¡ la;, B; E E. a¡ E [O, +ce] tindrem que 
Jo X= ¿~1 a¡ lx-1¡B¡_J, i per linealítat es comprova també la igualtat (6.4). 
(iii) La relació (6.4) és certa per a tota funció mesurable f : E - [O, +oo]. En efecte, si 
Ín és una successió de funcions simples tal que O $ Ín T f, tindrem 
f(foX)dµ=lim lunoX)dµ=lim r fnd(µoX- 1 )= r fd(µoX- 1 ). Jn n Jn n JE JE 
(iv) Si f : E - R és una funció mesurable, la igualtat fn lf o Xldµ = Ín lfl O X dµ = 
fe lfl d(µ o x-1) ens diu que f és integrable respecte µ o x- 1 si i només si fo X ho 
és respecte µ. Finalment, en aquest cas tindrem 
6.4. Llei d'una variable aleatoria. Esperan~a matematica 
Considerem un espai de probabilitat ( n, A, P) . Recordem que una variable aleatoria 
definida en aquest espai és una funció mesurable X : n - R . 
Tota variable aleatoria X indueix una probabilitat sobre la recta, Px = Po x-1 , que 
s'anomena la llei o la distribv.ció de probabilitat de la variable X. La probabilitat Px és la 
mesura imatge de P per X, ésa dir, 
Px(B) = P(x- 1(B))' BE B(R). 
Anomenarem funció de distribució de la variable X a la fundó de distribució de la seva 
llei. O sigui 
Fx(x) = Px((-oo,x]) = P{X $ x}, X E R. 
Si la variaole aleatoria X és integrable respecte P (o bé X pren valora en (O, +ool) es 
defineix l'esperan,a matematica d'X com la integral d'X respecte la mesura P. Ésa dir, 
E(X) = fo XdP. 
El teorema de la mesura imatge ( Proposició 6.9) ens permet aleshores, calcular l 'esperanc;a 
d'una 'l.·ariable aleatoria mitjanc;ant una integral en la recta real: 
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. , bl tal que fo X és integrable respecte 
:-.-Iés generalment. si f : IR --+ IR és una func10 mesura e 
P (o bé f pren valors en [O, +oo]), tindrem 
[ [ ( )(Po ,c-1 )(dx). (6.5) 
E [f(X)] = Jn J(X)dP == la f x . . = 
15 x; E R. a; E [O. 1] , L;e1 a, 
Si la llei de la variable X és discreta. Px === E¡e/ a:¡. r, ' el darrer membre de l'expressió 
. . al apare1x en 
1. I finito numerable, aleshores la mtegr que 
. 1 1 f' ·¡ ( ., l' artat 6.3.1): (6.5) es por ca cu ar ac1 ment veg1 s ap 
E[f(X)] == :EJ(x;)o:;. 
;e/ 
val x. amb probabilitats a; . v Is ors, 
Observi's que en aquest cas la variable ,1. pren e d L b b 
ecte la mesura e e esgue, aro 
Si la llei de la variable X és absoluta,ment contínua resp 
densitat c.p(x) tindrem (vegi's 6.3.2) 
E[/(X)] = i J(x) cp(x)dx. 
111 • • • ) 'anomena el moment d'ordre n 
Pera cada natural n ~ 1, l'esperanc;a E(X") (s1 exiateiX 5 
de la variable aleatoria X . 
Si E(X2 ) < oo, es defineix la varidncia de la variable X com 
cr2(X) = E [(X - E(X)/] = E(X2) - (E(X))2. 
. que E(IXI) 5: JE(X2 ), coro a 
Cal fer notar que E(X2 ) < oo implica E(IXI) < 00 ' Jª, d t 
m mes en avan -
conseqüencia de la desigualtat de Schwarz que veure 
• ue hem introduit en relació a 
d ' dr · varia.ocia q Els conceptes d'esperanc;a, moment or e n 1 , di podem parlar també de 
U . Es a r que 
una variable aleatoria, només depenen de la seva ei. d fi •xen coro 
. . b e IR que es e ne1 
moment d'ordre n i varia.ncia d'una probab11itat µ so r ' 
-l n (d ) ,-,..2 == h(x,-m1)2µ(dx). mn - X µ X , v \ 
l!i 111 \ 
ta.mbe valor mig. Representa el ''centre 
El moment d'ordre 1, m1 = fa xµ(dx) s'an~~ena com una distribució de masses en la 
de masses" de µ, si interpretem la probab1htat µ . . 
. . • aleshores el valor mig de la seva lle1. 
recta. L'esperanc;a d'una variable aleatoria sera 
. • • 2 1 d d' "sió de }a mesura µ re~pecte al valor mig m 1 . Per La var1anc1a u ens mesura e grau e 1spe"' . , . ,. ,._1) 
., • • • , •• _ e . En el cas d'una variable aleatona X (µ=Po.\ 
exemple, u- = O s1 1 nomes i;1 µ - 0 m, · .. 
l .. • de " sºigti'i O equival a que X sigui igual a E(X) amb probab1litat l. que a Yar1anc1a • 1. 
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Siguin X. Y variables aleatories en un espai de probabilitat (fl. A, P). Recordarem tot 
seguit les següents desigualtats. que es demostrarien con en el cas de la integral de Lebesgue: 
-{i) Desigualtat de Minl.:owski: Per a tot p 2: 1 
(1·1·) D . l 1 1 esigua tat de Holder: Pera qualsevols p, q > 1 amb - + - = 1, 
p q 
Com a cas particular de (ii) quan p = q = 2 s'obté la desigualtat de Schwarz: 
Suposem 1 ::5 T < 8. Aleshores E(IXI"') ~ 00 => E(IXn < 00. Aquest resultat és una 
conseqüencia de la desigualtat de Holder. 
En efecte, si prenem p = !. , q = -•- i Y = 1 tindrem r ~-r 
Designarem per .C(ó .C{fl, A, P)) l'espai vectorial de totes les variables aleatories definides 
en l'espaí de probabilitat {S'l, A, P). 
Pera cadap 2: 1, ,CP = {X E .C: E(IXIP) < oo} és un subespai vectorial de .C, degut a la 
desigualtat de Minkowski i aquests subespais són cada vegada més petits si augmentem el 
valor de p , com acabem de veure. 
La relació X ~ Y ~ P{X -::/: Y} = O és una relació d'equivalencia en el conjunt C, 
compatible amb l'estructura d'espai vectorial. Podem introduir aleshores l'espai quocient 
Lº = C/ ~ • Sovint identificarem una variable aleatoria amb la seva classe d'equivalencia. 
Analogament s'introdueixen els espais LP(S'l, A, P) = .CP(S'l, A, P)/ ~, per a cada nombre 
real p ;::= l. 
Els casos p = 1 i p--= 2 són especialment interessants. 
L1(fl. A, P) és l'espai de les variables integrables o sigui, que tenen esperan<;a matema.tica 
finita. 
L2( n. A. P) és un espai vectorial dotat d'un producte escalar definit per la forma bilineal 
(X. Y)>--+ E(XY). 
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6.4.1. Imatges de lleis amb densitat 
Sigui X una variable aleatoria en un espai de probabilitat (fl. A. P), que pren \-alors en 
un interval obert I finit O no. Sigui f : I--+ J una transformació bijectiva i de classe C 1 
de l'interval I en un altre interval obert J. 
Si la llei de la variable X té una densitat 'r' x ( x) respeéte la mesura de Lebesgue, ens podem 
preguntar quina és la densitat de la variable Y= J(X). La resposta és la següent: 
( -1 ) 1 ipy(y) = 'PX f (y) lf'(J-I(y))I, y E J. (6.6) 
En efecte, si suposem per exemple que f és creixent i que I = ( a, b) , J = ( e, d) , -oo ~ 
a < b ::5 +oo , -oo ~ e < d ::; +oo , tindrem 
¡-1(11) 
Fy(y) = P{Y ::5 y}= P{X ~ ¡-1(y)} = 1 tpx(x)dx 
= 1" ipx(/-I(z)) f'(f~~(z)) . 
Per f decreixent la demostració és analoga. 
S. 1 d · · d J · · · fin" d'" t als J u Uf i la restricció 1 e omim e es pot escnure com una reumo ita m erv 1 • · · n , 
de fa cada I;, j = L ... , n és bijectiva i de classe C1 , la densitat de la variable Y= f(X) 
és 
on 
~ ( -1 ) l 
ipy(y) = {;;-: 'PX J¡ (y) IUHJ¡-l(y))I ' 
f,·(x)={f(x), s~ xEI;, 
' O, s1 x(/.l;. 
Exemple: Sigui X una variable aleatori~ amb distribució uniforme en un interval [a, b] 
on a 2: O. La variable X pot representar l'elecció a l'atzar d'un nombre de l'interval [a. b] · 
Suposem que aquest nombre l'elevem al quadrat i volem determinar la llei de probabilitat 
del nombre així obtingut. Degut a la fórmula (6.6), la ,,ariable X 2 tindrª una densitat en 
l'interval [a2 , b2] donada per \ 
1 1 ' 2 2 
ipx2(y)=--·-, 1E[a,b]. 
, b- a 2,/Y 
Així , per exemple. E (X2) pot ésser calculada indistintament a partir d'una de les expres-
sions següents 






Lºexpressió (6.6) es pot estendre a vectors aleatoris. Considerem un ,·ector aleatori X : 
Sl - Rn en un espai de probabilitat (Sl, .A. P). Per definició la llei del ,·ector X és la 
-probabilitat en Rn donada per Po x- 1 • 
Suposem que X pren valors en un obert U de g¡n i que la llei d'X té una densitat y>x(x) 
(que sera nul.la si :z: E Uc) respecte la mesura de Lebesgue. Sigui f una transformació 
bijectiv~ ~ de cl'ass~ C1. ~e l'obert U en un altre obert V. Designarem per J ¡( x) = det [U;-] 
el Jacob1a del aplicacio f. Aleshores, el vector aleatori Y= f(X) té una densitat igual a 
(6.i) 
En efecte, tenint en compte la fórmula del canvi de variable, per a tot obert A C V tindrem 
P{YE.4}=P{Xef-1(A)}= f cp_y(:z:)d:z:= f cpx(J-l(z)) dz . 
Í1-1 (A) ÍA . IJ¡((f-1(z))I 
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7. PRODUCTE D'ESPAIS DE PROBABILITAT. INDEPENDENCIA. DIS-
TRIBUCIONS CONDICIONADES 
7.1. Producte d'espais mesurables 
Considerem una fanu1ia d 'espais mesurables {( Sl¡, .A;), i E I}. Per definició, i 'espai pro-
ducte (Sl,.A) s'obté prenent n = ILerni i coma u-tllgebra producte .A (que des-
ignarem per ®ier .A;) la mínima u-algebra que fa mesurables les aplicacions projecció 
1r¡ : n - Sl¡, i E l. És a dir, A és la u-algebra generada per la familia de conjunts 
{1r¡1(A¡)¡ A¡ E .A¡, i E I}. Un conjunt de la forma ,r¡-1{A¡) s'anomena cilindre de base 
A¡. 
En el llenguatge de l'apartat 6.1, .A és la u-algebra inicial corresponent a les funcions 
71'¡, i E [. Aleshores, tal com hém vist a l'apartat 6.1 es compleix el següent resultat: 
Una aplicació X : (E, E) - (Il¡er Sl; ®ie/ .A;) és mesurable si i només si les funcions 
71'¡ o X: E - Sl¡, i E I, són mesurables. 
En el cas d'un nombre finit d'espais {Sl;, .A;), i = 1, 2, ... , n, anomenem rectangle 
mesurable a tot subconjunt d'Sl = n1 X ••• X nn de la forma A1 X.,. X An,. on .4¡ E .A; 
per a tot i = 1, ... , n. 
La familia S deis rectangles mesurables és una semialgebra. En efecte, 
(i) Sl1 X ••• X Sln E S. 
(ii) Si .41 X ••• X An, B1 X ••• X Bn son des, aleshores (.4,1 X ••• X An) n (B1 X ••• X B,.) = 
= (A1 n B1) X ••• X (An n B,.) ES. 
(iii) Si A1 X ••• x .4.n és un conjunt de§, el conjunt (A1 x ... x An)" es pot escriure com 
una unió finita de conjunts de S disjunts dos a dos. 
La u-a.lgebra producte .A1 ® ... ® .A,. coincideix am~ la o--algebra generada pels rectangles 
mesurables, és a dir 
u{1r¡1(A;); A.¡ E .A;, i = l, ... ,n} = u{.4.1 x ... X .4n; A¡ E .A;, i = 1, ... ,n}. 
En efecte. tot.cilindre és un rectangle m~surable. car 71'¡1(,4.;) = Sl1 x ... x Sl;_1 x A.; x f2;+ 1 
x ... x Sln; tot rectangle mesurable és una intersecció finita de cilindres: A1 x ... x .4,. = 
nf:.171'¡l(A¡). 
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Considerem dos espais mesurables ({l1 , Ai), (fh, A 2 ) i el seu producte (11 1 x 112 , A 1 ;::;. 
A2). Si fixem un element w1 E 0 1, l'aplicació I,., 1 : f22 - 111 x 112 definida per 
· - I,.,1 ( "-'2) = ( "-'1, w2) és mesura ble ja que per a tot rectangle mesurable A I x .·h es compleix 
[ -'(' ')-{.-l2EA2, si w1E.4,. .... ."11 X ,"12 - 0 A . d 1 E :l, Sl "-'1 y; ."11· 
Considerem un altre espai mesurable ( E, E) i una funció mesurable X : fl1 x fl2 - E. 
Aleshores, pera cada w1 E Q1, la secció X(w1, •) : Q2 - E, definida per X(w1, · )(w2) = 
X(w1, W2), és mesurable car X(w1 , ·)=X o I..,1 • Analogament, les aplicacions secció del 
tipus X(•,w2) són mesurables. 
7.2. Construcció de probabilitats en un producte mitjan~ant probabilitats de 
transició 
En primer lloc donarem la següent deñnició. 
Deflnició 7.1. Una probabilitat de transició d'un espai mesurable (011 A 1 ) en un altre 
(fl2,A2) és una aplicació p: íh x A2 - [0,1) tal que 
(i) Pera tot w1 e 01, p(w1, ·) és una probabilitat en l'espai (02 ,A2 ). 
(ii) Pera tot .4.2 E A2, la funció p(., A2 ): 0 1 - R és mesurable. 
Si 0 1 , 0 2 representen els conjunts de resultats associats a dues experiencies aleatories, 
la funció p representa la probabilitat que es produeixi l'esdeveniment .4.2 en la segona 
experiencia si hem observat el resultat w1 en la primera. 
Quan p(w1, A2 ) = p(.42 ), o sigui no depende w1 , p és simplement una probabilitat en 
l'espai mesurable (02, A2 ). Aquest cas correspondra alcas de dues experiencies indepen-
dents. 
Teorema 7.2. Considerem un espai de probabilitat (01 , A1, P1 ), un espai mesurable 
(f22, A2) i una probabilitat de transició p de (01, A 1 ) a (02, A2 ). Existeix una única 
probabilitat Q en l'espai producte (O, A)= (01 x 02, A1 @ A2) tal que 
Q(A1 x-~4.~) = { p(w1 , A2)Pi(dw1), pera tots A1 E A1, A2 E A2. (7.1) 
ÍA1 
Si X: n - [O. +oo) és una funció meas11I"able, es compleix 
(7.2) 
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Finalment. si X : n - IR és integrable respecte a Q val també la fórmula (7.2) en el sentit 
de que_la integral J02 X(w1,w2)p(w1, dw2) existeix pera tot w1 a menys d'un conjunt de 
probabilitat Pi zero i defineix una funció de w·1 integrable respecte a P1. 
Demostració: Degut als resultats sobre extensió de mesures (Teorema 4.13), !'existencia i 
la nnicitat de Q quedaran demostradcs si veiem que Q (definida per (7.1)) és u-additiva 
en la semialgebra S dels rectangles mesurables. 
Suposem que A1 x .42 = u~i(A{ x A;), on els A{ x A; són disjunts dos a dos. 
Llavors podem escriure 
~Q(.4i X Ai) = ~ li p(w1, Ai)P1(dwi) = 
= fn
1 
[~1Af(wi)p(w1, A~)]P1(dwi) = 
= { (f: [ 1A,(wi)l.4~(w2)p(w1, dw2))Pi(dw1) = 
Ín1 i=I Ín2 
= { ( [ (f: lAf (wi}lA~(w2))p(w1, dwi))P¡(dwi) = 





1A1 xA2 (w1, w2)p(w1, dw2)) P1(dw1) = 
= { p(w1, A.2)P1(dw1) = Q(A1 x A2). 
ÍA1 
Considerem la familia C formada pels conjunts A E A1 ® A2 tals que l'aplicació c..11 ....._ 
J02 l.4(w1,w2)p(w1,dw2) és mesurable i J01 P1(clwi)(J02 lA{w1, w2)p(w1,dw2)] = Q(.4.). 
Volem veure que C = A 1 © A2 • Aixo demostrara. la segona part del teorema quan X és 
un indicador. La igualtat C = A1 ~ A2 surt de les consideracions següents: 
(i) C conté els rectangles mesurables. En efecte 
(ii) C és estable per unions disjuntes, i per límits creixents i decreixents. 
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La propietat (i) ens diu que e::, s i la propietat (ii) implica 'lllf' e conté ralgebra generada 
per S i és classe monotona. Pel teorema de les classes monotones ( Teorema 4.4) obtenim 
·· que C::, t1'(S) = A1 0 A 2 • 
Per tant, sabem que la igualtat (7.2) és certa quan la variable X és de la forma l.4, A. E 
. A1 0 A2. Llavors, per linealitat la igualtat sera certa quan X és una variable simple 
no negativa, i per convergencia monotona s'obté el resultat per a tota funció mesurable 
X: n--. [0,+oo). 
Suposem :6.nalment que X: n--. R és integrable respecte Q. 
Sabem que 
En conseqüencia, existeix N1 E A1 amb P1(Ni) = O tal que 
{ IX(w1-W2)IP(w1, dw2) < oo, si w1 ~ N1. Ín2 
De:6.nim 
{ o ~ Y(wi) = j02 X(w1, w2)p(w1, dw2) si 
Y és una funció mesurable i integrable respecte P1 , ja que 
Finalment, 
O bservacions 
W¡ E N1, 
W¡ ~ N1. 
1.- Suposem que !21 i !22 representen el conjunt de resultats de dues experiencies 
aleatories. Si coneixem la llei de probabilitat P1 de la primera experiencia i la llei 
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de probabilitat p(w 1 , .-12 ) de la segona condicionada per la primera.. el Teorema 7.2 
ens. permetra de calcular la llei de probabilitat conjunta de les dues experienries. 
Utilizarem aquesta idea en l'estudi de les distribucions de probabilitat condidonades. 
2.- Considerem dos espais de probabilitat (!21, A1, Pi), (!22, A2, P2), Podem considerar 
P2 (A.2 ) com una probabilitat de transició que no <lepen de ..:1, En ac¡uest cas. la 
probabilitat Q ~onstruida mitjanc;ant el Teorema i.2 s'anomena el producte de P 1 
per P2 , es designa per Pi x P2 i compleix Q(A1 x .4.:!l = P1(Ai)P2(A2), A.1 E A1. 
A2 E A2. 
La formula (7.2) ens diu que les integrals respecte la probabilitat producte P1 x P2 es 
poden calcular fent primer la integració respecte una de les probabilitats i després respecte 
l'altra. Es tracta d'una versió del teorema de Fubini per probabilitats. 
De forma semblant es pot construir el producte d'un nombre :6.nit d'espais de probabil-
itat (!l¡, A;, P¡), i = 1, ... 'n, que representarem per (01 X ••• X nn, A1 ® ... ® An, 
P1 X ... X Pn), 
7 .3. Independencia 
Sigui (n, A, P) un espai de probabilitat. Recordem que en el Capítol 3 hem de:6.nit la 
independencia de dos esdeveniments .4., B perla condició P(A n B) = P(.4) P(B). Més 
generalment, la Definició 3.4 ens diu que una col.lecció d'esdeveniments {.4.¡, i E I} és 
independent si pera tot subconjunt finit Je I es compleix P( n;e:rA;) = íl;eJ P(A;). 
En aquest apartat estendrem la noció d 'independencia a col.leccions de G'-algebres i de 
variables aleatories, i establirem diverses caracteritzacions de la independencia. 
Definició 7.3. Sigui {C¡, i E I}, C¡ e A, una col.lecció de conjunts d'esdeveniments. 
Direm que aquesta col.lecció és independent si tota família de conjunts {A¡, i E I}. amb 
.4.; e C¡ pera tot i E I, és independent. 
Deftnició 7.4. Sigui {X;, i E I} una familia de variables aleatories. Direm que la 
família (ó les variables) és independent si la col.le~ció de '1'-a.lgebres {}(t 1(B(R)), i e I} 
és independent. \ 
Tenint en compte les definicions anteriors, la independencia de la fanu1ia {X;, i e I} és 
equivalent. al fet que pera tot subconjunt finit {i1,• • .,in} C I, i pera tots B1, ... ,Bn E 
8( IR) es compleixi 
P{.\"¡ 1 e B1 ••••• X;" E Bn} = P{X;1 E Bi} ... P{X;" E Bn}. 
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En general. direm que una família {X;, i E I}, X, : (Q.A) - (E,,[,) d'aplicacions 
mesurables és independent si ho és la col.lecció de q-a.lgebres {X¡-1([,), i E l}. 
Propietats de les variables aleatories independents 
(i) Si {X;, i E I} són variables aletories independents i g¡ : IR -+ IR són funcions 
mesurables. aleshores les variables {g;(X;), i El} són també independents. 
Demostracíó: Per a cada i E I tenim 
( ii) X 1 , ..• , X n són v .a. independents si i només si la llei del vector aleatori X = 
( X 1 , ... , X n) és el producte de les lleis marginals, és a dir, 
Demostració: Suposem primer que les variables són independents. 
Per a tot B1 , • •• , Bn E 6(R) tindrem 
(PoX- 1 )(B1 x ... x Bn) = P{X1 E B1, .. ,,Xn E Bn} 
(7.3) 
= P{X1 E Bi} ... P{Xn E Bn} =((Po X,:;- 1 ) x ... x (Po X,:;- 1 ))(B1 x ... x Bn), 
la qua! cosa_ implica (7.3) ja que dues probabilitats en IR" queden determinades pels seus 
valors en els rectangles mesurables. 
Recíprocament, si (7.3) és cert, per a tot conjunt finit {i1 , ... , Ím} C {l, ... , n} i per a 
tots B1, ... , Bm E B(IR) tindrem (íi 
P{X;l E B¡, ... ,X¡,.. E Bm} = P{X; 1 E B¡, ... ,X¡m E Bm, X¡¡~ 
j E {1,2, ... ,n}-{i¡, ... ,im}} = P{X;1 E Bi} ... P{X; ... E Bm}-
Considerem __ n variables aleatories X1 , •.• , Xn. Per definició, la seva Junció de dis-
tríbució co.,¡junta és la funció de distribució n-dimensional de la llei de vector alea.tori 
X= (X¡, ... ,Xn), ésa dir, 
Fx(.r) = P(X-1((-oo. x])) = P{X1 :5; X¡, .. . ,Xn ~ Xn}, 
si X= (x¡, ... ,Xn) E IRn. 
Tenim al~shorcs el següent resultar. 
( iii) · Les variables aletories X 1 ••..• X n són. independents si i només si la funció de dis-
tribució conjunta és el proclucte de les funcions de distribució marginales. o sigui, 
Fx(x 1 ••.. ,x,.)=Fx1(x1) ... Fx"(x.,). (7.4) 
Demostració: Sabem que la independencia de les variables X 1, ..• , Xn , és equivalent a la 
igualtat (7.3). Llavors només cal tenir en compte que els dos membres de (7.3) són proba-
bilitats en Rn que estan determinarles perles seves respectives funcions de distribució. La 
funció de distribució de Po x-1 és, per definició, Fx i la del segon membre val 
Cal fer notar que, en general, les funcions de clistribució marginals es poden obtenir a 
partir de la funció de clistribució conjunta mitjan(,ant un pas al límit: 
*· Fx,(«i)= lim F'.x(x1,•-•,xn), 
~;-+00 
j ;ti 
Ara bé, les funcions de distribució marginals Fx,, .. . , Fx." no determinen la distribució 
conjunta excepte en situacions particulars, coro és el cas de la independencia de les variables 
X1, .. ,,Xn, 
Considerem un vector aleatori X = (X1 , ... ,Xn) que té llei Po x-1 absolutament 
contínua respecte la mesura de Lebesgue en Rn a.mb densitat Jx(x1, ... , Xn), Aleshores, 
cada variable X; té una llei absolutament contínua amb densitat donada per 
!x;(X¡) = r fx(x¡, .. ,,xn)dx¡, ... dx;-1dx;+1 ... dxn. 
}IJl,n-1 
En efecte, pera tot borelia B de IR, si posem iJ = ni-l X B X nn-i, tindrem pel teorema 
de Fubiní 
P{X; e B} = P{X e .B} = f fx(x)dx = 1 fx.(x;)dx;. Js ª . 
El recíproc d'aquest resultat no és cert, ja que si X1 és nna variable aleatoria amb llei 
absolutament contínua en IR. el vector aleatori (Xi, X1) no pot tenir densitat perque la 
se\."a distribuéió esta concentrad¡ en la recta X¡ = x2 de R2 . 
En el cas absolutament continu tenim la següent caracterització de la independencia. 
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(h·) Siguin X 1 •••• , Xn _variables aleatories amb lleis marginals absolutament contínues. 
Aleshores X 1 , ••• , Xn són independents si i únicament si la llei conjunta és absoluta-
ment contínua, amb densitat 
/x(x1, ... , Xn) = fx 1 (xi)••• /xn (xn ). (7.5) 
Demostració: Degut a la propietat (ii) la independencia de les variables X1, ... , Xn 
equival a que 
Llavors només cal observar que pel teorema de Fubini, el segon membre d'aquesta igualtat 
val 
(v) Suposem que les variables aleatories X1,, .. ,Xn prenen valors en un mateix conjunt 
finit o numerable S = fa¡, i E I} C R . En aquest cas tenim que X 1 , ••• , X n són 
independents si i únicament si per a tots a¡1 , ••• , a¡n E S es cumpleix que 
(7.6) 
(vi) Suposem que X1, ••• ,Xn són variables aleatories independents i integrables. 
Aleshores, el producte X1 ••• Xn és integrable i l'esperam;a del producte és igual 
al producte de les esperances deis factors, és a dir 
E(X1 ... Xn) = E(X1),,. E(Xn). (7.7) 
Demostració: Suposarem primer que les variables són no negatives. Utilitzant la carac-
terització (7.3) de la independencia i el teorema de Fubini, s'obté 
E(X1 .. :X~)= /.n X¡ ••• xn[Po(X1,••·•Xn)-1]{dx1,•••,dxn) 
= J." X¡ ••• :i:n[(Po.Y11 ) X ... X (P0Xn)-1](dx1,••·•dx,.) 
= (J. xi(PoX11 )(dxd) ... (fa xn(PoX,71 )(dxn))" 
= E(Xi) ... E(Xn). 
54 
En el cas general, la integrabilitat del producte X1 .. . X,. surt de la relació 
E(IX1 ... X,.I) = E(IXd).· .. E(IX,.I) < oo, 
i de nou, el teorema de Fubini ens permet d'establir la igualtat (i.7). 
Deftnició 7.5. Siguin X i Y dues variables aleatories de quadrat integrable. Es defineix 
la seva covaritlncia per 
cov(X, Y)= E[(X - E(X})(Y - E(Y})] = E(XY)- E(X)E(Y). 
Aleshores, de la propietat (vi) es dedueix que si X i Y són independents i de quadrat 
integrable, la seva covaria.ncia és nul.la. Si dues variables tenen covaria.ncia nul.la, es diu 
que estan incorrelacionades. La propietat d'independencia és més forta que el fet d'estar 
incorrelacionades. Per exemple, si (J és una variable aleatoria amb distribució uniforme en 
l'interval [O, 271'), les variables aleatories X= cosfJ i Y= sinfJ estan incorrelacionades 
pero no són independents jaque X 2 + Y2 = 1. 
Per a variables aleatories de L2(!l, A, P, ), la covaria.ncia cov(X, X) és precisament la 
varia.ncia d'G, que com sabem és igual a u 2(X) = E(X2 )- (E(X))2. La rel quadrada de 
la varia.ncia, u(X) = Ju2(X) s'anomena la desviació típica d'X. 
Proposició 7.6. Siguin X1 , ••• , X,. variables aletories independents i de quadrat inte-
grable. Aleshores 
Demostració: Tenint en compte que la independencia implica la incorrelació, podem es• 
criure 
u 2(X1 + ... + Xn) = E [ ( t (X¡ - E(X¡))) 2] = 
n 
= E¿ (X¡ -E(X¡)) 2 + E¿ (X¡ -E(X¡))(Xi -E(Xj)) = 
i=l i,t,j 
n 
= ¿u2(X;). • 
i=l 
Deftnició 7.7. Considerem dues variables aleatories X, Y de quadrat integrable i amb 
variancia no nul.la (o sigui que. no són oonstants q.s.). Es defineix el coeficient de correlació 
entre .Y i Y"com 
cov(X, Y) 
P.n· = u(X)u(Y) · 
55 
Si X i Y són variables centrades de L 2(fl. A. P.). la covariancia és precisament el pro-
ducte escalar de X i Y en l'espai de Hilbert L 2(fl, A. P,) i el coeficient de correlació és 
el cosinus de 1 'angle que form'en X i Y : 
Com a conseqüencia de la desigualtat de Schwarz tenim que IPxY 1 ::; l. D'altra banda 
sabem que si X i Y són indept>ndents aleshores PX'I = O També, com veurem tot seguit. 
la igua.ltat /pxy / = 1 equival al fet que hi hagi una relació lineal entre les variables. 
Y = aX + b. Per tant, el coeficient de correlació mesura el grau de dependencia lineal 
entre les variables. 
Sigui X = (X1, • • •, Xn) un vector aleatori tal que les seves components són de 
quadrat integrable. La matriu de variancies-covaridncies de X es defineix com ;\ = 
(cov(X¡,.Xi)) 1 < . . < . També es pot escriure com _1,;_n 
A = E [ (X - E(X))(X - E(X))"] , 
amb el conveni de que els vectors s'escriuen comuna matriu d'una columna 
La matriu A és simetrica i definida no negativa. En efecte, per a tot t E IRn hom té 
t•At = E[t*(X - E(X))(X -E(X))"t] = E[(t*(X - E(X))) 2 ] ~o. 
Si les variables X1, ... , Xn són independents, llur matriu de variancies-covariancies és 
diagonal. 
7 .4. Regressió lineal 
Dona.des dues variables no constants X, Y de L 2(fl, A. P, ), volem trobar coeficients a i 
b tals que la quantitat E[(Y - aX - b)2 ] sigui mínima, ésa dir volem trobar una funció 
lineal de la variable X que aproximi a la variable Y en el sentit de la norma de l'espai 
L2 (fl, A, P). 
Sigui X= X - E(X) i Y= Y - E(Y), a!eshores 
~-((Y - aX - b)2] = E[(Y - aX)2] + E[(b - E(Y) + aE(X))2) , 




és mínima quan a= f>X)' cr(.\:l. 
El ,·alor mínim de E[(Y _ aX _ b)2] és igual a o- 2 (Y)(l - p\y), per tant, val zero si i 
només si IPxYI = l. 
. d regressió de la variable Y sobre la variable X i 
La recta y = ax+ b s·anomena recta e 
alcula.r-la és el metode deis mínims quadrats. 
el procediment que hem seguit per a e 
7.5. Llei del 0-1 de Kohnogorov 
Introduirem primer el següent lema tecnic. 
E . b bTtat (f!, A, P) considerem una semia.lgebra S e A Lema 7.8. n un espai de pro a 1 1 
· ¡ ¡ · , d . ¡ ¡ C e A. Si S i C independents, aleshores O'( S) i C 
1 una co . ecc10 e conJunts qua sevo 
són també independents. 
D t ·, s· · 8 (S) ¡,,.,gebra generada per S. Veurem em primer lloc que emo8 racio: 1gw = a i:U 
e ' · d d t 'T' • t A E f3 és de la forma A = A1 U ... U An on els A; son m epen en s. .1.ot conJun 




P[A n B] = P[(.4.1 LJ ... U An) n B] = ¿P(A¡ n B) = L P(A¡)P(B) = P(A)P(B). 
i==l . i=I . 
per a tot B E C . 
E 11 al ~-,. 'gebra q(8) i C són independents. Fixat un conjunt n segon oc e provar que la v i:U 
B E C, dcfinim 
D = { A E A: P(A n B) = P(A)P(B)} · 
D és una classe monotona ja que si .4.n E D, An T A, és té P( A n B) = 1~ P( .-!n n B) = 
lim P( .4.n )P( B) = P( A )P( B) ¡ anhlogament per successions decreixents. 
n 
D'altra banda, D conté l'algebra f3 perq~e B i C són independents. Llavors, pel teorema 
de les classes monotones, D :J c,(8) i, en cQnseqüencia, c,(8) i C són independents. • 
D'aquest lemma es dedueix que si S1 i S2 ,són dues semia.lgebres independents, les O'-
algebres o-(S¡) i o-(S2 ) són independents. Coma aplicac~ú d'aquest lema es pot demostrar 
la següent propietat associa.tiva de la independencia. 
Proposició 7.9. Sig1li {X;. ¡' E I} una famfüa de variables aleatories independents i 
considerem una partició I = JuI<. Aleshores les o--algebres O'{X¡, i E J}, O'{X;, i E A"} 
són independents. 
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Demostració: Les o--algebres o-{X;. i E J}, o-{X;. i E J{} estan generades respectirn-
ment per les semialgebres 
S1 = {x:-1(B ) n n i.r:- 1(B )· J¡ 1 · · · -'\. Jn n , Jl, ... ,jnEJ, n 2:'. 1, B1 .... ,Bn E B(lli!)} 
SK = {x~1(C¡)n ... nX¡~(Cm)i k1 , ••• ,km E J{, m 2:: l, C 1 , ... ,Cm E B(IR)}. 
Per tant, només cal veure que aquestes simihlgebres són independents i aixo és una 
conseqüencia immediata de la independencia de les variables X;, i E J. En efecte, si 
B1, • • •, Bn, C1, ... , Cm són borelians de IR , 
p [xh1(B1) n •,, n x;:1(Bn) n x;.1(C1) n,., n x;~(Cm)] 
= P(X;:1(Bi)) ... P(X_;:1(Bn))P(X;.1(C1)) ... P(X¡1 (Cm)) 
r '" 
=PlX_¡-;1(B1)n ... nx;:1(Bn)] ·P[xk¡1(C1)n ... nx¡~(Cm)). • 
Considerem una successió de variables aletories {X n > 1} · d fini 1 .. t n, _ 1 e m es seguen s O'-
hlgebres: 
00 
:Fn = o-{Xk, k 2:'. n + 1}, :F = n :Fn. 
n=O 
Els conjunts de la o--hlgebra :F s'anomenen conjunts a.simptotics. 
Proposició 7.10 . . (Llei del 0-1 de Kolmogorov). Si les variables aletories Xn són inde-
pendents, aleshores tot esdeveniment asimptotic té probabilitat zero ó u. 
Demostracíó: Per a tot n > 1 posem A = o-{ v X } · A - uoo A A - n .1.1, • • •, n l o - -l n · o és una 
hlgebra, ja qu~ ~~ :11ª unió creixent de o--hlgebres. i genera la o--hlge;;:, o-{Xn, n 2:'. l}. 
P~r. l~ pr~posicio 1.9, les o--hlgebres Ani :Fn són independents, per a tot n :::: l. 
A1xo implica que :F és independent de A un > 1 ' di ~ ' n, v _ , es a r, .r es independent de 
Ao, i pel Lema 7.8 tenim que :F és independent de o-{Xn, n > 1}. Per tant la o--
hlgebra :F és independent d' 11 t · · ··' · -, e a ma e1xa, 1 en consequenc1a, per a tot F E :F tindrem 
P(F) = 0.-o:P(F) = 1. • 
Aplicant la llei de 0-1 resulta que tota variable aletoria Y que sigui :F-mesurable haura 
de ser constant q.s. En efecte, la funció de distribució de la variable Y només pren els 
valors O i l. aixo ens <liu que la llei· de ,:,• e's una mass t al al al. i a pun u en gun v or e E R i 
aleshores Y= e q.s. 
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En particular. s1 {Xn, n 2:'. 1} és una successió de variables aleatories independents. les 
variables 
liminf Xn, limsupXn, 
seran constants quasi segurnment. 
1 
. . f X1 + ... + Xn 1· X1 + ... + Xn lim m ------, 1msup ------
n n 
7 .6. Distribucions de probabilitat condicionades 
Ja hem introdu1t abans la probabilitat condicionada d'un esdeveniment A per un altre 
esdeveniment B quan P( B) > O. Aquesta probabilitat condicionada es defineix per la 
fórmula P(A/ B) = P~~8f l . 
Ara bé, en alguns casos ens interessara. parlar de la probabilitat condicionada per un esde-
veniment de probabilitat nul.la. Suposem, per exemple, que X és una variable aleatoria a 
valors en [0,1] amb una distribució contínua, i que si la variable X pren un valor x E R, 
aleshores tirem una moneda amb probabilitat de sortir cara igual a g(x) on g: R _. [O, 1] 
és una funció coneguda. En aquesta experiencia aleatoria, ens donen la probabilitat de 
treure cara ( igual a g( x)) condicionada per l 'esdeveniment { X = x}, que té probabilitat 
zero. 
Aixo ens motiva.pera donar una definició de la distribució de probabilitat d'una variable 
aleatoria Y (en l'exemple anterior Y podría ésser el resultat del llan~ament de la moneda) 
condicionada perla realització d'una variable X. 
Definició 7.11. Donades dues variables X, Y s'anomena distribució de probabilitat d'Y 
condicionada per X a tota probabilitat de transició p(x, C) de R en R tal que 
P{X E B, Y E C} = lp(x,C)Px(dx), (7.8) 
pera tot B. CE B(R). 
Observacions 
1.- Pel teorema de la mesura imatge, el seg~n membre de la igualtat (7.8) es pot escriure 
r p( .. X'(w), C)P(dw). 
l{SEB) 
igualment com 
2.- A vega<les es fa sen·ir també la següent notació 
p( x. e) = P ( Y E e¡ x = x) . 
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(i.9) 
Cal observar que en el casque P{X = x} > O la notació anterior és consistent. ésa 
dir, p(x, C) coincideix ambla probabilitat condicionada de l'esdeveniment {Y E C} 
per l'esdeveniment {X= x }. En efecte, si prenem B = {x }, la relació (i.8) ens dóna 
P{X=x,YeC}= { p(y,C)Px(dy)=p(x,C)P{X=x}. 
l<z:1 
3.- Com que el primer membre de (7.8) val [Po (X, Y>- 1 ](B x C}, la definició anterior 
equival a dir que la llei P o (X, Y)-1 = Pcx,Y) del vector aleatori (X, Y) s'obté a 
partir de la llei d'X i de la probabilitat de transició p(x, C). 
Aleshores, tenint en compte el teorema 7 .2, tindrem que per a tota {unció mesurable 
<p : R2 - R tal que E(li.p(X, Y)I) < oo (ésa dir, <p és integrable respecte la llei del 
vector aleatori (X, Y)) es compleix 
E(i.p(X,Y}) = fm, <pPcx,Y> = /4Px(dx)[f. cp(x,y}P(Y e ~y/X =x)]. (7.10) 
4.- La definició i els resultats precedents s'estenen clarament alcas de dos vectors aleatoris 
X= (X1, .. • ,Xn}, Y= (Y1, ... , Yn)-
Resumint, si coneixem la llei d'una variable X i la distribució d'una altra variable Y 
condicionada per X, podrem calcular la llei del vector aleatori (X, Y), i, en particular, 
la llei de la variable Y. En l'exemple que hem donat al comew;ament, tindrem 
p(x,C) = g(x)61(C) + (1- g(X))óo(C). 
Llavors, si X té una densitat f(x) i Y representa el nombre de cares, obtindriem 
P{Y = 1} = J. p(x, {1} )Px(dx) = J. g(x)f(x)dx. 
Es pot demostrar que existeixen sempre distribucions de probabilitat condicionada pero 
aquest tipus de-resultats són d'un nivell superior al d'aquest curs. Tot seguit demostrem 
la unicitat de les distribucions condicionades, llevat de conjunts de probabilitat zero. 
Proposició 7.12. Siguin p i q dues distribucions de probabilitat condicionada de }'-" per 
X. Aleshores existeix un conjunt Ne B(R) amb Px(N) = O tal que p(x.C) = q(.r.C). 
per a tot x ~ .V i per a tot C e B( R). 
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Demo.stra.ció: Fixem un conjunt C E B(R). De la definició de disrribució condicionada 
es <ledueix que 
P{X e B. Y e C} = lp(x.C)Px(dx) = la q(x.C)Px(dx), 
per a tot B E B(IR). 
Per tant, existeix Ne e B(R) tal que Px(Ne) = O i p(x,C) = q(x,C) pera tot 
x (/. Ne. Sigui N = UreQN(-oo,r)· Clarament Px(N) = O. A més, si x it N tindrem 
p(x, (-oo, r]} = q(x, (-oc, r]} pera tot nombre racional r. Com que les funcions de dis-
tribució són contínues perla dreta, aixo ens diu que les probabilitats p(x, .) i q(x, .) tenen 
la mateixa funció de distribució i, en conseqüencia, són iguals. • 
Existencia i calcul de distribucions condicionades en determinats casos par-
ticulars 
1) Si les variables X i Y són independents, sabem que la llei del vector aleatori (X, Y) 
coincideix ambla probabilitat producte Px x ['y. Per tant, podein prendre p(x,C) = 
Py(C) coma distribució condicionada de Y per X. 
2) Suposem que la variable X pren un conjunt finit o numerable de valors S = { a¡, i E 
I} C R. Aleshores la distribució de Y condicionada per X vé donada per 
{ 
P{X=z. YEC} si 
p(x, C) = P{x=zJ ' 
Po(C), si 
on Po és una probabilitat arbitra.ria en R. 
xeS 
X(/ S, 
En efecte, p( x, C) és una probabilitat de transició que compleix 
P{X E B, Y E C} = P{X = x, y E C} = L 
(z::zeBnS} {z:zeBnS} 
= la p(x,'t')Px(dx). 
\ 
p(x,C)P{X = x} 
3) Suposem que el vector aleatori (X, Y) té un~Uei absolutament contínua amb densitat 
f(x,y). Ja sabem que en aquest cas, les ~blPS X i Y tenen lleis absolutament 
contínues amb densitats marginals Jx(x) = Ía f(x,y)dy, fy(y) = fa f(x,y)dx. 
Lla.vors. la distribució de l" co?\,clicionada per X ve donada per 
{ r /Cz.!I) dy si fx{x) =f, O . p(x, C) = ~o(Cfa)l,zl • 
.n si fx(x) = O. 
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En efecte, p(x, C) és una probabilitat ele transició tal qne 
P{XEB,YeC}= f f(x,y)dxdy= f fx(x)( f ff(~(,y))dy)1u.dx)clo)d.r 
laxe la le :, x 
= l fx(x)p(x, C)dx, 
jaque fx(x) = O implica f(x, y)= O quasi pera tot y respecte la mesura de Lebesgue. 
Cal observar que pera cada x amb fx(x) :/= O, la probabilitat p(x, .) és absolutament 
contínua amb densitat j~'"¡;~. Aquesta densitat, que es representa per f(y/x) s'anomena 
den.,itat condicionada de la variable Y perla variable X, i es calcula fent el quocient de 
la densitat conjunta perla densitat marginal de la variable X. 
Sigui p(x, C) la distribució de probabilitat condicionada d'una variable Y perla variable 
X. Si f: IR - IR és una funció mesurable no negativa o integra.ble respecte p(x, .) (fi..--.::at 
un valor x E IR), la integral 
k, f(y)p(x, dy) 
s'anomena esperani;a condicionada de la variable f(Y) per la variable X, i es representa 
per E(f(Y)IX = x). Si f és no negativa, o si E(lf(Y)I) < oo, sabem que 
E(f(Y)) = k, Px(dx)[faf(y)p(x,dy)] 
= l Px(dx)E(f(Y)/X = x). 
Aixo ens diu que per a tot x E Dl ( Px-quasi segurament), l' esperanc;a condicionada 
E{f (Y)/ X = x) existeix, i la seva integral respecte la llei de la variable X ens dóna 
E(f(Y)). 
7.7. Producte numerable d'espais de probabilitat 
Considerem~un espai mesurable (Q,A). Designarem per nN el conjunt de totes les suc-
cessions d'elements d'n. Pera cada natural n 2: 1, 11'n : nN -+ Q representara la projecció 
en la coordenada n-esima. Com en el cas d'un producte arbitrari d'espais mesurables. 
la o--algebra producte AN sera la mínima o--hlgebra que fa mesurables les aplicacions 
"n• n ~ l. Es adir. A""= u{rr;;- 1(.4.); .-l E A. n ~ 1} 
Tenim aleshores el i;egüent resultat. 
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Proposició 7.13. Consiclerem una successió de probabilitats {Pn, n ~ 1} en.l'espai 
(r!.A). Existeix una única probabilitat P en (nN,AN) tal que 
(7.11) 
per a tot n ~ l. .-1 1 •...• An E A. 
Demostració: Per a cada natural n ~ 1 podem considerar la projecci6 ,rn : n111 - !l" 
definida per ,r"(w) = (w1, ... ,wn) si w = (wn)~=l· Les aplicacions 1r" són mesurablesja 
que 
Designarem per A" la cr-algebra producte en !l", i escriurem Cn = (1r")-1(A"). 
L'aplicació (1r")-1 : A" - AN dóna lloc a un isomorñsme entre les cr-a.lgebres A" i 
Cn · ( ( ;r" )-1 és injectiva perque 1r" és exhaustiva). 
Es compleix Cn C Cm si n 5 m. En efecte, sigui G = (1r")-1(.4), A E A". Podem 
considerar la projecció 1rmn : nm - !l" definida per ,rmn(w1 , •.. ,wm) = (w1, ... ,wn) que 
és mesurable i compleix 1r" = 7rmn O ,rm : 
Llavors, G = (1r")-1(.4) = (;rm)- 1 [(1rmn)- 1 (A)] E Cm, jaque (1rmn)-_1 (A) E Am. 
La unió creixent C = U~1Cn és una a.lgebra que genera AN. 
En primer lloc definirem P sobre l'a.lgebra C de manera que sigui additiva i compleixi la 
propietat (7.11): Si Ge Cn, G = (11'")-1(A), A E A", definim 
P(G) = P"(A), (7.12) 
on pn = P1 X . , , X Pn, 
Com que (1r")- 1 és un isomorfi;me entre ies o--a.lgebres Cn i A", aquesta definició dóna 
lloc a una probabilitat en la cr-a.lgebra Cn, 
Per tal de que (7.12) defineixi P en l'algebra,C, hem de veure que la definició no depen 
den. Suposem n :5 m, GE Cm, G = (11'm)-1(B), BE Am. Aleshores cal provar que 
P"(.4) = pm(B). Tindrem 
' (,rm)-l(B) = (11'n)-l(A) = (1rm)-l [(11'mn)-1{A)], 
per tant, B = (11'mn¡- 1(.-l) i pm(B) = [Pm O (11'mn)- 1]lA) = P"(.-l). 
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En efecte. les prol:i_abilitats P" i pm O ( ;;mn ¡-s ddinides eu l"espai mesurabll' ( f2". A") 
són iguals jaque coincideixen sobre els rectangles mesurables: 
[Pm o (,rmn¡- 1)(..-:1.1 X ••• X .-lnl = pm(.41 X .•• X An X n X ••. X Q) 
= P1(.-l1) • •. Pn(A.n). 
Per tant P esta ben definida en C · 
Vegem que és additiva. Siguin G1, G2 conjunts de C tals que G1 n G2 = 0. Aleshores 
G1,G2 E Cm per algun m ~ l. En conseqüencia P(G1 U G2 ) = P(Gi) + P(G2 ) perque 
P és una probabilitat sobre Cm- Clarament aquest argument no es pot utilitzar per a 
demostrar que P és o--additiva. 
D'altra banda, per construcció P compleix la propietat (7.11): 
P[,r¡- 1(Ai) n ... n 1r;1(Anl] = P[(1r")- 1 (A1 X, .. X An)] 
= P"(A1 X••• X An) = P¡(.41) ... Pn(An), 
Ténint en compte els resultats sobre l'extensió de mesures, per tal d'estendre la funció p 
a la o--algebra AN només cal veure que P és o--additiva en l'algebra C. 
Per aixo n'hi ha prou en provar que si {Bn,n ~ 1} és successió de conjunts que decreix 
cap el 0, i Bn E C per a tot n ~ l, és té P(Bn) l O. 
Demostrarem aquesta propietat per reducció a l 'absurd. Suposem que limn P( Bn) > o. 
Per a cada n ~ 1, el conjunt Bn pertany a una certa o--algebra C,.n. Podem suposar que 
kn = n. En efecte, si kn < n no hi ha cap problema i si kn > n repetim tantes vegades 
com calgui el conjunt Bn-1 i posem Bn en el lloc kn, Suposem que Bn = (rr")-1(.4n), 
Fixats dos índexos n 2: m escriurem 
on 
hn.n = l,1.,.. 
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Les funcions hri.m• definicles per n 2: m. són mesurables i decreixen <¡mm 11 -+ x. 
En efecte .. -ln+l e .-l .. X n. ja que Bn+l• e Bn, i per tant. hn.m(...:¡ .... ·""'m) 2: 
hn+I,,n(...,•¡, ... , Wm ). 
Sig;ui hm(;,,•¡,, . . ,....im) = limn l hn,m(W¡, ... ,i.lJ,n). Per convergencia monotona tindrem 
D'altra banda, si n > m 
i fent n -+ oo obtenim 
Com que fo h1(w¡)P1(dw1) > O, existeix un element w1 tal que h1(wi) > O. 
Com que fn h2(w1,w2)P2(dw2) = h1(wi) > O, existeix un altre element W2 tal que 
h2(w1 ,.,..,2 ) > O. Aleshores, per recurrencia podem trabar una successio {wn, n 2: l} 
tal que hm(Wi, .. -,wm) >opera tot m 2: l. Aixo implica que hn.m(Wt,···""'m) = 
1Am(w1 , •• ,,wm) >O.Es adir, (w 1 , ••• ,wm) E .4m pera tot m ~ l i,en conseqüencia. 
{wn, n ~ 1} E n~=1 Bn, En conclusió n~=1Bn # 0 i la o--additivitat de P queda de-
mostrada. 
Finalment. la unicitat d'una probabilitat P en l'espai (flN, A"'i) que compleixi (7.11) surt 
del fet que la familia de conjunts {r.;1(A1 )n ... n 1r;1(An); n 2: 1, .--l¡, ... ,.-ln E A} és 
una semialgebra que genera la o--algebra AN. • 
La probabilitat P es representa per 0i=I Pn, i si totes les probabilitats Pn són iguals a 
nna probabilitat Q, escriurem P,= QN. 
Considerem una certa probabilitat µ en R. El Teorema anterior ens permet de construir 
l'espai producte (RN, B(R)N, µN)_ Les projeccions canoniques {r.n, n ~ 1} definides en 
aquest espai de probabilitat constitueixen una successió Lie variables aleatories indepen-
dents i identicament distribuides (i.i.d.), ambla mateixa distribució µ. 
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8. LA DISTRIBUCIÓ BINOMIAL. PASSEJADA ALEATORIA SOBRE ELS 
ENTERS 
En aquest capítol introdu'irem alguns exemples de lleis de probabilitat unidimensional:; i 
estudiarem problemes relacionats amb elles. 
8.1. Lleis de Bernouilli i Binomial 
Considerem un nombre p de l'interval (0,1] i,posem q = 1-p. S'anomena llei de Bernouilli 
de parametre p a la probabilitat p 61 + q 60 . 
Aquesta llei de probabilitat es pot associar a tota experiencia aleatoria en la qual hi ha 
dos resultats possibles, que sempre podem representar per 1 i O, respectivament. 
Per exemple, si en un espai de probabilitat (n, A, P) considerem un esdeveniment A E A 
de probabilitat p, és immediat comprovar que la variable aleatoria X = lA té una llei 
de Bernouilli de parametre p. És a clir, X és una variable que val 1 ó O segons que 
l'esdeveniment .4. s'hagi realitzat o no. 
Considerem ara n variables aleatories independents X 1, •.. , X n amb lleis de Bernouilli de 
para.metre p. Aleshores, la llei de la variable Sn =Xi+ ... +Xn s'anomena llei binomial de 
parametres n, p i es representa per B( n, p) . La variable Sn representa el nombre de vegades 
que s"ha prodult un cert esdeveniment A de probabilitat p quan repetim n vegades i de 
manera independent una experiencia al~atoria. 
La variable Sn pot prendre els valors O, 1, ... , n ambles següents probabilitats 
P{Sn = k} = P{X1 + ... +Xn = k} 
= ¿ P{X1 =Í¡, ... ,Xn =in} 
(i1,, .. ,in )E{O.l}", 
i1+ ... +i,.~• 
per k = O, 1, ... , n. Per tant, la llei binomial sera 
Tenint en compte les propietats de les variables aleatories independents. és facil calcular 
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la mitjana i la variancia <l 'una llei binomial: 
E(Sn)=np 
n 
u 2 (Sn) = ¿ u 2 (X;} = np(l - p). 
i=I 
Tractem tot seguit un problema d'aproximació de la llei binomial B(n,p). Considerem una 
successió de lleis binomials B(n,pn) i suposem que els valors del par~etre Pn decreixen 
de manera limn npn = ,\ > O. Observi's que aixo implica limn Pn =O. Aleshores pera tot 
nombre natural k 2: O hom té 
li~B(n,pn)( {k}) = li~ (~)P!{l -Pn)n-k 
' li n. k(l )n-k = ~k!(n-k)!Pn -pn 
k 1 ,\k 
=lim(npn) n. [{1-pn)l/Pn¡nPn(l-Pn)-k=---¡e-..\, 
n k! nk(n-k)! k. 
• l" {l )-k 1 • l" (n-k+1) ... n l Jª que lmn - Pn = 1 lffin n• = • 
Anomenem llei de Poisson de parametre ,\ > O la llei de probabilitat discreta. que té per 
suport els nombres naturals i ve donada per 
Les aproximacions de la llei binomial per la llei de Poisson són bones quan p < 0.1 i 
np < 5. La llei de Poisson s'utilitza coma model probabilístic en molts problemes practics: 
Considerem una successió d'esdeveniments que es produeixen al llarg del temps com les 
trucades que rep un aparell de telefon, les persones que arriben a una cua o les partícules 
que emet un material radioactiu. Si fixem un interval de temps [t1, t2] i comptem el nombre 
total d'esdeveniments que s'han produit en aquest període de temps, aquest nombre aleatori 
k 2"., O segueix una llei de Poisson. 
Representarem la llei de Poisson de parametre ,\ > O per Poiss (,\) • Es pot comprovar que 
té mitjana ,\ i variancia ,\ . 
8.2. La passejada aleatoria de Bernouilli 
Considerem un individu que "passeja'' en el conjunt dels nombres enters de la forma 
següent. En l'instant inicial es traba a !'origen, i si en l'instant n °es troba en un punt 
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:r E Z. en l'instant següent es despla<;a al punt .x + 1 amb probabilitat p (p E ¡o. l]) 0 hé 
al punt x - 1 amb probabilitat q = 1 - p. Suposarem que els despla<;aments successius són 
independents. 
Aquesta passejada podria fer-se prenent en cada instant la decisió de desplai;ar-se cap a In 
dreta O cap a !'esquerra segons el resultat del llanc;ament d'una moneda. 
Si Sn representa la posició d'ac¡uest individua l'instant n, podem escriure Sn = X1 + ... + 
Xn, So= O, on les {Xn, n 2: 1} són una successió de variables independents tals que 
P{Xn = 1} =p, P{Xn = -1} = q. 
La successió {Sn, n ;::: O} s'anomena una paaaejada aleatoria de Bernouilli de parametre 
p que surt de l'origen. 
Observem que si s'han produit k desplac;aments cap a la dreta in - k cap a !'esquerra, la 
variable Sn pren el valor 2k - n, i · 
k = O, 1, ... ,n. 
En altres paraules ½ (Sn +n) té una llei B(n,p) i Sn pren els valors -n 2-n 4-n ' , , ... ,n. 
Ens proposem ara donar alguns resultats interessants sobre la passejada aleatoria de 
Bernouilli. 
(a) Considerem una passejada aleatoria de Bemouilli {Sn, n 2: O} que surt de l'origen, 
amb P = q = ½. Sigui x = 2k - n, k = O, 1, ... , n, un possible valor de Sn. Si x > O, 
es compleix 
P{S1 > O, S2 >O, ... ,Sn > 0)/Sn = x} = ~. {8.1) 
n 
Aquesta propietat justifica el següent "Teorema de la votació", establert per Vil.A. 
Whitwoorth l'any 1878 i també per J. Bertrand l'any 188i, que diu la cosa següent: 
:•Considerem una votació entre dos candidats A i B . En el moment del recompte. 
1 en treurtfla n-essima papereta de l'urna, el candidat A té k vots i el candidat B 
j = n - k, amb k > j . Aleshores, la probabilitat que en tot moment del recompte 
de vots A hagi tingut més vots que B és igual a -n:;;n ." 
La demostració de la igualtat ( 8.1) es basa en l 'anomenat "principi de reflexió ·• quP 
enunciem una mica més endavant. En primer lloc observem que els esdeveniments 
{X1 = e:1,••·• Xn = en}, on (e-1,••·•.: 11 ) E {-1, l}" i Sn = X1 + ... +X,.. 
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tenen tots la mateixa probabilitat igual a 2-n. Per a calcular P{S1 > O. S2 > 
O .... , Sn > O. S 11 = x} haurem de determinar el nombre d'esdeveniments del tipus 
{X1 =.:¡, .... Xn =.:n} fa,;orablesa{S1 >0. S2 >0 .... , Sn >0. Sn =x}. 
Definim o-0 = .:o = O i O'k = e1 + ... +.:k. Donar una n-pla ordenada.:= (e-1 , .•• ,.:n) 
equival a donar la_ "trajectoria'' a= (o-1 , •.•• o-n) on t'k = O'k -O'k-1 -
Cal dones calcular el nombre de trajectories que surten de 1, van a parar a x i no 
\ ' 
passen per O. Mitjan<;ant una refl.exió respecte l'eix del temps es pot veure que 
El nombre de trajectoriea que van de 1 a x i toquen o paaaen pel zero coincideix 
amb el nombre de totea lea trajectoriea que van del -1 a x. 
Sigui x = 2k - n i definim 
N = nombre de trajectories o- que van del punt 1 al x sense passar pel zero, 
N ( 1, x) = nombre de trajectories o- que van del punt 1 al x , 
N(-1,x) = nombre de trajectories o- que van del punt -1 al x. 
Tenim aleshores que N = N(l, x)-N(-1, x). Si o-= (o-1 , ..• , o-n) és una trajectoria 
que va de 1 ax haura de ser é¡ = 1 i é¡ + ... + é"n = x. Aixo equival adir que é¡ = 1 
i que deis e2, ... , en n'hi ha k - 1 iguals a l. En efecte, 
En conseqüencia, 
(n-1) N(l,x)= k-l . 
Analogament. si o- = ( o-1 , ••• , o-n) és una trajectoria que va de -1 a x haura de ser 
e1 = -1 i els e2, ... ,en hauran de ser k vegades iguals a 1 jaque 
1 1 ;((n - 1) + ~2 + ... +en]= :,(n - 1 + 2k - n + 1] = k. - - -
Per tant, 
(n-1) N(-1,x)= k , 
Abcí dones, 
P{S1 > O,•••, Sn-1 > O, S 11 = X} 
P{S1 > O .... ,Sn > 0/Sn = x}. = P{Sn = x} 
(n-1) _ (n-1) 








(b) El problema de la rufoa del jugador. 
· Un jugador -4. té un capital x E [O, b) ¡ juga contra un altre jugador B que té un capital 
b - .r • A cada jugada el jugador A. guanya una unitat amb probabilitat p o bé percl 
una unitat amb probabilitat q = 1 _ p. El procés continna fins que A. ho perd tot o 
guanva un "t l b E · ·· · · capi a · s tracta de calcular la probabilitat qne el jugador A. s arrtum. 
Aquest problema es pot formular en termes de la passejada aleatoria. Sigui Sn = 
x + .L~¡ Xi una passejada aleatoria de Bernouilli, de para.metre p que surt del punt 
x · Es adir, So = x i les {X¡, i ~ l} són variables aleatories independents tals que 
P{X¡ = l} = P, P{X¡ = -1} = q. Considerem l'esdeveniment 
Gz. = U~o{S,. = O, Si< bper a tot i = 0,1, ... ,k} = 
= {la successió Sn arriba alguna vegada al zero i abans no ha arribat a b}. 
Sn representa la fortuna del jugador A a l'.instant n i P( Gx) és la probabilitat que el 
jugador A s'a.m.üni. 
Considerem una nova successió de sumes parcials definida per Sí. = X 2 + ... + 
X,., k ~ 2. 
Aleshores podem escriure, per 1 :5 x :5 b - 1 
00 
G,: n {X1 = l} = [ u {x + 1 + s1 =o' o< X+ 1 + s; < b i:::: k -1} 
k=2 
n { X 1 = 1} = G~ n { X 1 = 1} , 
i ana.logament, 
00 
G,: n {X1 = -1} =[ u {x - 1 + s1 =o' o< X - 1 + s: < b' i :5 k - I}] 
k=2 
n { x 1 = -1} = e: n { x 1 = -1} . 
Les successions de .;:,ariables aleatories {Xn, n ::=:: l} i {Xn+i, n ~ l} tenen la mateixa 
llei (és a dir, indueixen la mateixa probabilitat en l'espai producte IR""). En con-
seqüencia, 
P(G~) = P( G,,+i) P(G~) = P(Gr-1),. 
sil:5.r:5b-l. 
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Posem /¡(J.'¡ : = P( G" ). Ale:shores. per 1 :5 x :5 b - 1 . tindrem 
h(.i:) = P(Gx) = P[G.r n {X1 = l}] +P.[Gx n {X1 = -1}] 
= P( G~)P{X1 = l} + P(G:)P{X1 = -1} 
=ph(x+l)+qh(x-l). 
Per x = 1 , obteni111 
h(l) = P[G1 n {{1 = l}] +P{fa = -1} =ph(2)+q, 
i l'equació (8.2) també es compleix jaque h(O) = P(Q) = 1. 
Per x = b - 1 , obtenim 
h(b - 1) = P[Gb-l n {6 = -1}] = q h(b- 2), 
(8.2) 
... . h d ldre l' ció en diferencies finites en consequenc1a h( b) = O . Per tant, em e reso equa 
h(x) =ph(x + 1) +qh(x -1), 1 :5 x :5 b-1, 
ambles condicions a la frontera, h(O) = 1, h(b) =O• 
Podem escriure aquesta equació de la forma següent 
ph(x+2)-h(x+l)+qh(x)=0, 0<x<b-2. 
Considerem una solució de la forma h( x) = ,\.,, ,\ E IR • Aleshores de 
se'n dedueix 
,\ = 1 ±✓1 - 4pq = 2.(1 ± IP - ql)' 
2p 2p · 
jaque 
(p _ q)2 = (p -1 + p¡2 = 4p2 - 4p + 1 = 1 - 4p(l - p) = 1 - 4pq. 
Cal dones considerar dos casos diferents: 
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(8.3) 
(i} Si p =/- q. les dues rels de l'equació són cliferents: 
.>. 1 = 1,.>.2 = ¡ i la solució general de l'equació (8.3) és h(.r) = .-1..>.f + B.>.2 = 
.-1 + B ( ¡ )"'' . Els coeficients A i B es poden determinar a partir de les condicions 
de contorn. La solució és 
h(x) = 
(ii) Suposem p = q = ½. En aquest cas, .>.1 = .>.2 = 1 = .>.. Aleshores podem trobar 
dues solucions linealment independents prenent .>."' i x .>."' • La solució general és 
A)."' + B x.>."' = A+ Bx i fent servir les condicions de contorn obtenim 
b-x 
h(x) = -b-. 
No és difícil comprovar que l'equació (8.3) amb les condicions de contom h(O) = 
1, h(b) = O té una solució única. En efecte, les funcions f 1(x) = .>.¡ i J2 (x) = .>.~ (o 
bé f 1(x) = )."' i h(x) = x.>..i: en el cas d'una rel doble) són linealment independents i 
donada qualsevol altre sol u ció f ( x) es poden trobar constants a i P tals que 
( f(O)) = (li(O)) + p(h(O)). f(l) a fi(l) h(l) 
Pero, aleshores, 
/(2) = !¡(O) - !(1) 
p p 
= ~(afi(O) + Ph(O)) - !(afi(l) + Ph(l)) 
p p 
= a/1(2) + /3/2(2). 
Recursivam.ent s'obté f(x) = afi(x) + Pf2(x) i com que les constants a i P queden 
determinades per les condicions de contorn conclui'm que la solució és única. 
La funció h(x)-representa la probabilitat de que el jugador A s'arruini. De forma 
analoga podem introduir la probabilitat g( x) que el jugador .4. guanyi. Anem a veure 
que h(x) + g(x) = 1. Aixo no és immediat jaque el joc podria no acabar-se mai. 
Definim 
00 
F.,= LJ{S1., = b, S; > O, Vi= 0.1. ...• k}. 
k=O 
Lhn-ors g( .1·) = P( Fz) pero pot ocórrer que F"' U G"' =/- S'l. 
~vlitjanc;ant un argument similar a !'anterior podem obtenir una equació en diferencies 
finites g(.r) = pg(x + 1) + qg(x - 1), 1 ~ x ~ b-1 ambles condicions de contom 
g(O) =o, g(b) = 1. Com que 1- h(x) cornpleix aquestes condicions, de la unicitat de 
la solució es dedueix que g( x) = 1 - h( x) . 
Suposem ara que fem b T oo. Els conjunts G., creixen cap al conjunt 
Aleshores, 








P( H) representa la probabilita.t d 'arnünar-se contra un jugador de capital infinit. 
1 - P(H) sera la. probabilitat que en aquesta situació el joc no acabi mai, que és no 
nul.la si q <p. Escriurem f,(x) = P(H). 
(e) Considerem finalment el següent problema. {Sn, n?: O} és una passejada aleatoria 
de Bemouilli que surt de l'origen (So = O) i volem calcular la probabilitat de tornar 
alguna vegada a l'origen. Sigui 
A= {Sn =O, per algun n?: l} • 
Tindrem 
P(A) = P(A n {S1 = 1}) + P(An {S1 = -1}) 
= pP{l + X2 + ... + Xn = O, per algun n?: 2} 
+qP{-1 +X~+ ... +Xn = O, per algun n?: 2} 
= pf,(l) + qP{l - X2 - ••• - Xn =O, per algun n?: 2} 
= pf,(l) + qf,(l) 
{ 1, si p = q • = 1 - IP - ql , si p =/- q • 
En efecte. si p < q. obtenim p +; q( ¡) = 2p, i si P > q, obtenim P(¡) + q = 2q. 
Aquest resultat expressa la coneguda propieta.t de que la passejada aleatoria de 
Bernouilli és recurrent per p = q i transitoria per p -::/: q . 
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8.3 Altres distribuciolljj de probabilitat relacionarles amb la binomial 
Ltei hipergeometrica. Considerem una població de N individus deis quals D tenen una 
determinada característica i els N - D restants no la tenen. Un problema estadístic im-
portant és l'estimació de la proporció p = i d'individus que tenen la propietat esmentada. 
Podem imaginar que els individus es representen per un conjunt de boles contingudes en 
una urna de les quals D són negres i J.V - D són blanques. 
Suposarem que no es poden observar tots els individus de la població i aleshores ens caldra 
fer una estimació de p a partir d'una mostra de mida n :5 N. Hi ha basicament dues 
maneres d'escollir aquesta mostra: 
(a) Mostreig amb reempla~ament. Seleccionem a l'atzar i de forma independent n boles 
de la urna de manera que cada bola es torna a la urna després d'esser observada. És 
a dir, les boles es treuen de forma successiva i la composició de la urna és sempre 
la mateixa, amb D boles negres i N - D blanques. En aquest cas el nombre X de 
boles negres de la mostra segueix una llei binomial B(n,p) amb esperani;a np = !l.f-
. .. . {l ) n D(N-Dl 
1 variancia np - P = N• • 
(b) Mostreig _qense reempla~ament. Seleccionem a l'atzar i de forma independent n boles 
sense tornar-les a la urna. En aquest cas la composició de la urna va variant després 
de cada selecció. Aixo equival a treure simulta.niament n boles de la urna. 
Si designem per X el nombre de boles negres en aquesta mostra de mida n tindrem 
que 
Aixo es dedueix d'un ca.l.cul elemental de combinatoria: 
Suposem que totes les possibles mostres de n elements tenen la mateixa probabilitat i 
aleshores ( ~) és el nombre total de mostres amb n boles, i ( ~) (1~: f) és el nombre total 
de mostres amb exactament k boles negres. 
Observem en primer lloc que el nombre k ha de complir les següents restriccions: 
k :5 min ( D, n) , n - k :5 min(N - D, n), 
O sigui, 
max ( n - N + D, O) :5 k :5 min ( D, n) . 
La llei de probabilitat de X s'anomena llei hipergeometrica. 
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(~)(~:Z') formen una llei de probabilitat. Comprovarem tot seguit que els nombres Pk = ( .") 
ésa dir. 
nl\D 
L Pk =l. 
k=(n-N+DJ+ 
Una manera senzilla de \"eure aixo és la següent: 
Si t E IR. tenim 
tt"(:) =(l+t)N =(l+t)º(l+t)N-D 
n=O 
_ [t,••(~)] (%;" ,,(N ;D)J -t,1;° ,w(~) (N ;D) 
En conseqüencia, igualant coeficients s'obté 
(:) = 11•.•~•Qn ( ~) (N; D) = k=(n~+D)+ ( ~) (~ = i) . 
o<•<D 
OSiSÑ-D) 
Calculem l'esperani;a i la variancia d'aquesta distribució: 







(D-1) (N-D) D k-l n-k 
(N)-1 fn-1)1\D 
= n D j=(n-~+D)+ 
( D -:- 1) ( N - D .) J n-1-J 
= ( :) -1 De:~ D = ~ n = np. 
E[X(X -1)] = f ·- k(k-1)(:)- 1 (~) (: = ~) = 
k=(n-N+DJ+ 
(N)-1 (D - 2) (N - D) _ n D(D - 1) k - 2 n - k -
k=(n-N+D)V'l 
= 
( D ~ 2) ( N - D .) = 




(N)-1 (·V - 2) = D(D-1) N (N -1) = D( D - 1) _ 9 N ( !V - 1) ., n n - • 
í5 
o-2(X) = E[X2j-[E(X)2] = D(D- 1) n(n -1) + Dn _ (D")2 
N(N-1) N N 
D( N - D) n ( N - n) N - n 
= N 2 ( N - 1) = n p( 1 - P) N - 1 . 
Observem que l'esperan~a matematica del nombre X de boles negres de la mostra és igual 
a n p en els dos ti pus de mostreig ( amb reempla~ament i sen se reernpla~ament), mentre 
que la variancia en el mostreig sense reernpla~ament conté un factor igual a ¼:;• que és 
proxim a 1 quan N és rnolt gran. 
Llei geometrica 
Considerem una successió {Xn, n ~ l} de variables aleatories de Bernouilli; independents, 
i amb parametre p E (O, 1). La variable X = inf {n ~ 1 : Xn = l} representa el primer 
instant on la successió pren el valor l. Si les variables Xn ens indiquen si un determi-
nat esdeveniment es produeix o no en una serie infinita de realitzacions independents de 
l'experiencia aleatoria, aleshores X és l'instant on l'esdeveniment es produeix per primera 
vegada. 
La distribució de probabilitat de la variable X s'anornena llei geometrica de parametre p. 
Es tracta d'una llei discreta concentrada sobre els nombres naturals, donada per: 
P{X = k} = (1-p)k-lp, k ~ l. 
Clarament, ¿~1 (1 - p)k-l p = 1. 
Es pot comprovar que l'esperan~a d'X val } i la variancia -fo-. 
Llei binomial negativa 
En la mateixa situació d'abans, sigui Tn l'instant en el qual la successió pren el valor 
1 per n-essima vegada i designern per Y el nombre total de zeros en la seqüencia finita 
X1,X2, •• • ,}(Tn. 
Que la variable Y prengui un valor k ~ O vol dir que Tn = n + k í que en la seqüencia 
X1,X2, ... ,XTn hi ha k zeros in uns. En conseqüencia, 
P{Y= k} = (n+k-1) pn(l-p)4'. 
n-l 
Per tal de comprovar que ¿~0 P {Y= k} = 1, cal fer servir la relació 
( -n) = (-n)(-n-l)(-n-2) ... (-n-k+l) ={-l)k(n+k-1). 
k k! k 
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Aleshores. tindrern 
. • ¡ negativa. La seva esperan~a val !!.!l. la 
La llei de Y s anornena distribució binomia P 
varia.ncia fJ . 
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···0. CONVERGENCIA DE VARIABLES ALEATORIES 
En aquest capítol estucliarem diferents tipus de convergencia de successions de ,·ariables 
aleatories i les se,•es relacions. 
9~1. Preliminars 
Decliquem aquesta secció a presentar alguns resultats que seran útils en l'estudi de les 
convergencies de successions de variables aleatories. 
La desigualtat de Txebixef 
Proposició 9.1. Sigui X una variable aleatoria no negativa i f = R+ - IR+ una funció 
creixent tal que E (f(X)) < cx:>. Sigui a un nombre real tal que f(a) > O. Aleshores es 
compleix 
1 
P {X~ a} $ f(a) E (f(X)}. (9.1) 
Demostra.ció: Considerem la desigualtat 
f(a) l{x~a) $ f(X). 
Prenent esperances hom obté 
f(a) P {X ~ a} $ E (f(X)), 
que és la desigualtat buscada. • 
En particular, si X E L1' (n, A, P) amb p ~ 1, i a > O, tindrem 
P{IXI ~a}$ E(~IP). (9.2) 
En efecte, (9.2) s'obté aplicant la desigualtat (9.1) a la íunció f(z) = zP i a la variable IXI. 
Sigui X una variable aleatoria de quadrat integrable. La desigualtat (9.2) aplicada a la 
variable aleatoria X - E (X) i a p = 2 ens dóna 




Aquesta darrera dcsigualtat ens proporciona una estimació de la probabilitat de la desviació 
de la varia ble X al voltant del seu valor mig E U() en termes de la va.ria.ocia o-2 (X) . En 
particular. per un valo1· fix a e (0.1). podrem assegurar que. amb probabilitat d'error 
inferior a a, la variable X pertany a l'interval (E(X)- O'.ft), E(X) + 0'¼1). Observfs 
que la longitud d'aquest interval és proporcional a la desviació típica u(X). 
Lemes de Borel-Cantelli 
Considerem una successió {A n > 1} de conjunts d'un espai mesurable (n,A) • Definim n, -
limsup An = n LJ A1:, 
n n~l k~n 
lim inf An = U n Ak · 
n n~l k~n 
D'aquestes definicions se'n dedueix fa.cilment que 
(i) w pertany a limsup An si i únicament si w pertany a infinits .4.n • 
n 
(ii) w pertany a liminf .4.n si i únicament si w pertany a tots els A,. per n ~ no(w) · 
n 
Són també immecliates de comprova.r les següents relacions 
lim inf An e lim sup A,n , 
n n 
(limsup .4n)c: = lim i1! A~, 
n 
(lim inf Á,.Y = lim sup A~ · 
n n 
Sigui Puna probabilitat en l'espai en, A). Tindrem aleshores el següent resultat 
Lema 9.2. Donada una successió {.4n, n ~ 1} d'esdeveniments de A, es compleix 
P {limsup A,n} ~ limsup P(An), 
n n, 
P{liminf An} $ liminf P(An)-
n n 
Demostració: És suficient demostrar la primera desigualtat. La segona se'n dedueix per 
pas al complementari. 
¡g 
Podem escriure 
P {lim sup An} = li~ P { LJ .-1m} 2: linm sup P ( An) 
n m,2:n m.2:n 
= lim sup P(.4.,.). 
n 
El resultat queda així provat. • 
Presentem tot seguit els lemes de Borel-Cantelli. 
Lema 9.3. (Primer lema de Borel-Cantelli). Sigui {An, n 2: l} una successió de con-
oo 
junts de A. Si ¿ P ( An) < oo es compleix 
n=l 
P {lim sup A.n} =O. 
n 
Demostració: Hom té 
00 
P {lira sup 
n 
An} = P { n LJ Am} = li!11 P { LJ .4.m} 
n=l m:;::n m.2:n 
:5 li!11' L P ( Am) = O , 
m_2:n 
i en conseqüencia el resultat. • 
Lema 9.4 (Segon lema de Borel-Cantelli). Sigui {An, n 2: l} una successió d'esdeveni-
00 
ments independents. Si ¿ P ( .4.n) = oo , aleshores 
n=l 
P {limsup An} = l. 
n 
00 
Demostració: Veurera que P{(limsup A,.t} 
n 
= P{LJ n A~} = O . I per aixo 
n=I m_2:n 
demostrarem que P{ n A;',,} = O per tot n 2: 1. Utilitzant la desigualtat 1 - x $ 
.m>n 
e-z, x 2:: O, tindrem -
n+j n+j n+j 
P{ n A;;,}= II (1-P(.4.m)) 5 II 
m=n m=n m=n 
n+j 
= exp { - L P (Am)}, 
m=n 
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expressió que tendeix a zero quan j tendeix a infinit. • 
Veiem un exemple d'aplicació del segon lema de Borel-Cantelli. Sigui {en, n 2: 1} una 
successió de variable~ aleatories independents que prenen els valors O i 1 a.i;nb probabilitat 
½. Sigui o = ( o 1 , •• :, et;) una col.lecció ordenada de zeros i uns que co~iderem fixada. 
Tenim la propietat s~giient: 
Amb probabilitat 1, la col.lecció ordenada a apareix infinites vegades en la successió 
aleatoria {en, n 2: l}. 
En efecte: Els esdeveniments 
An = {é(n-l)j+l =a¡,••., énj =a;}, 
00 
n 2: 1 , són independents i tots tenen probabili tat 2-i. Per tant la serie ¿ P ( .4.n) divergeix 
n=l 
i, pel segon lema de Borel-Cantelli P {limsup .4n} = 1, és adir, amb probabilitat 1 es 
n 
produ1ran infinits esdeveniments .4.n. 
9.2. Convergencia quasi segura de variables aleatories 
Definició 9.5. Direra que una successió de variables aleatories {Xn, n 2: 1} convergeix 
quasi segurament cap a una variable aleatoria X si existeix un conjunt N E A de probabi-
litat zero tal que 
lim X n ( w) = X ( w) , 
n-00 
per tot w i N. 
Si Xn convergeix quasi segurament cap a X escriurem Xn - X, q.s. La variable límit és 
única lle,:at en conjunts de probabilitat zero. És clar també que la successió {Xn, n 2: l} 
convergeix quasi segurament si i només si és de Cauchy amb probabilitat l. 
Exemple l. Sigui n = [O, l], A= B ((O, 11) i P la mesura de Lebesgue. Definira 
{ e", si 05i:5¼, Ín(x) = O, en cas contrari. 
. ' . 




El següent resultat ens dóna una condic10 equivalent per a la convergencia quasi segura 
d'una successió de variables aleatories. 
Proposició 9.6. La successió { X n, n 2:: 1} convergeix quasi segurament cap a la variable 
aleatoria X si i únicament si per a tot e h,. O 
! 
lim P { sup IX n - X 1 :5 e} = 1 . 
m-<X> n~m 
Demostració: Suposem primer que lim Xn =X, q.s. i sigui N el subconjunt de A de 
n-<X> 
probabilitat zero on falla la convergencia puntual. Designem per n0 al conjunt n - N. Es 
compleix 
{sup IXn -XI :sé}= íl {IXn -XI s; e}:= .4.~. 
n~m n~m 
Els conjunts A~ formen una successió creixent en m. D'altra banda es té la inclusió 
<X> 




1 = P(no) $ P ( LJ A~) = ,;~ P(A:,.), 
m=l 
i, en conseqüencia, 
lim P(A~) = 1. 
m-oo 
Recíprocament, fixem é > O . Podrem determinar un conjunt N~ de probabilitat zero tal que 
per tot w ~Ne, existeix mo(e) i per tot m 2::. mo, IXm(w)-X (;.1)1 $e. Sigui N = LJ N~. 
«EQ 
Observi's que P (N) =O. Aleshores per tot w ~ N tenim lim Xn(w) = X (w), ésa dir, 
n-<X> 
la convergencia q.s. de la successió {Xn, n 2::_ l} cap a X. Aixo acaba la demostració de 
la proposició. • 
Donem tot seguit un criteri de convergencia quasi segura. 
Proposició 9.7. Sigui {e:n, n 2::. l} una successió de nombres reals positius tal que 
<X> 
L €n < oo. Sigui {Xn, n 2::. 1} una successió de variables aleatories i suposem que 
n=l 
00 
¿ P{I.Yn+l -Xnl 2::_¿n} < OO. 
n=l 
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Aleshores {X,., n ~ l} convcrgcix quasi segurament. 
:X, 
Demostració: Sigui A.n = {IXn+I - x,J> con}. Com que per hipotesi L P(A.n) < X. 
n=I 
aplicant el primer lema ele Borel-Cantelli hom obté P(limsup .-:l.,)= O o equiYalentment. 
n 
P(liminf .-:!.;,) = l. Per tot ... : E liminf .-:!.;, existeix un no(;..•) tal que .. ,: E .-:l.~ per tot 
n ~no(:·). Per tant. sin~ no(,.:) tin~rem que !Xn+dw)-X,,(w)I :5 '°".Ésa dir. la serie 
:X, ¿ [Xn+i(;..•) _ X,,(w)] conYergeix absolutament. D'aquí se'n dedueix que la successió 
n=I 
n-1 
X,.(w) = X 1(w) + ¿ [XH1(;.1) - Xk(w)] 
k=I 
és convergent. • 
9.3. Convergencia en probabilitat de variables aleatories 
Definició 9.8. Direm que una successió de variables aleatories {Xn, n 2::. l} convergeix 
en probabilitat cap a una Yariable aleatoria X si per tot e > O 
lim P{IXn-Xl>e}=O. 
n-oo 
Escriurem P - lim Xn =.Y. 
I ·· · ¡ d fi · · · • gmentar n és cada vegada menvs ntu1t1vament a e rucio antenor expressa que. en au · 
probable que X n i X difereixin en més de é , per tot é > O • 
La convergencia en probabilitat és un cas particular de la convergencia en mesura. 
Exemple 2. S. · n (O l] A = B ((0.1]) i P la mesura de Lebesgue. IgUJ lG = • , Per tot 
n 2::. 1 . 1 5 m 5 n definim 
Ínm(x) = { l, 
o, 
m-1 m 
si -<x<-. n ... 1l 
·en cas cont::ar1. 
La s11ccf'ssió de variables alcatories {f,. m, n ~ 1, 1 :5 m :5 n} L"OIIYergeix en probabilitat 
cap a O. En efecre: 




ó > l. 
li $ l. 
La convergencia cap a zero es ded ueix del fet que P { x : J n m ( x) = 1 } = ..!_ . 
11 
La conYergencia en probabilitat és metritzable. Abans de demostrar aquesta propietat 
introdui'rem alguna notació. 
Recordem que Lº designa l'espai de classes d'equivalencia de variables aleatories finitrs. 
modul la relació 
X~Y~X=Y q.s. 
Definim l'aplicació d: Lº x Lº - IR mitjanc;ant d(X, Y)= E ( IX - YI ) . 
1 + IX-YI 
Proposició 9.9. L'aplicació d definida anteriorment és una distancia en Lº que metritza 
la convergencia en probabilitat. 
Demostració: Provarem en primer lloc que d és una distancia. És dar que d és simetrica 
i que d(X, Y) = O si i únicament si X =Y. Per tant només cal demostrar la desigualtat 
triangular. 
Donats nombres reals x, y, z és immediat comprovar que es compleix la següent desigualtat 
lx + YI < _lx_l_ + _j&_. 
1 + lx + YI - 1 + !xi 1 + IYI 
Prenent x = X - Y i y= Y - Z (per tant x + y = X - Z) i integrant respecte de P resulta 
d(X, Z) ~ d(X, Y)+ d(Y, Z), 
com voliem demostrar. 
Veiem ara que d metritza la convergencia en probabilitat. Considerem una success10 
de variables aleatories {Xn, n ~ l} que convergeixi en probabilitat cap a una variable 
aleatoria X. Sense perdua de generalitat suposarem que X = O. Donat e > O. sigui 
no E N tal que per tot n ~ no 
P{IXnl>¿}<¿. 
Aleshores. si designem per A.~ al conjunt { IX"~ > _e_} tindrem 
l+l.\'.nl l+e 
Per tant 
d(Xn, O)-+ O. 
84 
qnan 11 tendeix a infinic. . .. . 
. l "d nnterionnent temm la seguent des1gualtat 
. ntro< u1 es 
Recíprocament, ambles notac1ons 1 
I\'.. I ) ( IX~.I 1.-t•) > e. P(A~). 
( 
• PI > E -.-el y• 1  n 1 + . 
E l\'."I - 1+-n -1 + . 11 
D'on en resulta 
quan n tendeix a infinit si suposem que 
Aquesta darrera expressió tendeix ª zero 
lim d ( X n, O) = O . • 
n-00 
. . , . . . . els següents resultats: 
De la propos1c10 anterior se n dedue1x:en 
· , de variables aleatories, si existeix, és únic. 
(1) El límit en probabilitat d'una successio 
, • { X n > l} convergeix en probabilitat. 
(2) s· ·, d · bl aleatones • n, -_ 1 una success10 e vana es b 6.1. , d' p lim ( X -, . , C chv en pro a 11tat, es a 1r - m n-00 • m 
aleshores es una success10 de au • , 
Xn) = O. 
b b'lita.t és un espai metric complet, és a dir. tota 
L'espa.i Lº amb la convergencia en pro ª 1 • fi •1m . . , 1. ·t ,\.quest resultat es podra demostrar ac1 ent 
successió de Cauchy en probab1htat te lllll · • . . • . . 
• ·a en probab1litat amb la convergencia quas1 
una vegada s 'hagi relacionat la convergenci 
segura. 
? ___. R una funció contínua. i siguin {Xn, n ~ 
Proposició 9.10. Sigui / : IR- . . . 
, de variables aleatones que converge1xen en pro-
1} { Y. n > 1} sengles success10ns 
'. • n • - • bl 1 t' · s X ¡ Y respect~Ya.ment. Aleshores. la successió bab1htat cap a les varia es a ea orie - ,. . 
{f (X n' Yn), n ~ 1} convergeix en probabilitat cap a f (S.• Y). 
. • F' • _ > O ,1 > o. És facil compro,·ar que existeix k > O tal que Demostracw: 1xem :. -
P { 1 •¡ !, } ~ i p { IYI > ! } ::5 11 • Com que J és uniformement contínua en el compacte .\ > ., - r¡ 2 • 
[-k.kf. :x:istira ¡;>o tal que si 1.r'I, IJ·j. lu'I, tul~ k. lx - x'I ~ 6. IY - y'I ~ b, 
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aleshores lf ( x ~.Y) - J ( .1:1• y' )1 :S: ¿. Podrem dones escriure 
P{IJ(Xn,Yn)-f(X.}")I > e} :S: P{IXI > ~} 
+P{IYI > ~} +P{IX-Xnl > ~} - -
k k 
+P{jY-1·~1>2}+P{IXI52· 
IYl5k. lXnl5k, IYnl:S:k, IJ(Xn,Yn)-f(X.Y)l>e} 
k k 
5 271 + P {IX - Xnl > 2} + P {IY - Ynl > 2} 
+ p {IX -Xnl > ó} + p {IY- Ynl > ó}. 
Fent tendir n cap a infinit i tenint en compte que 71 > O és arbitrari, obtindrem la con-
vergencia desitjada. • 
9.4. Convergencia en mitjana d'ordre p 
Definició 9.11. Sigui {Xn, n ~ 1} una successió de variables aleatories de l'espai 
Ll'(íl, A, P), amb 1 5 p < oo. Direm que aquesta successió convergeix en mitjana d'ordre 
p cap a una variable aleatoria X de LP (íl, A, P), si Xn convergeix cap a X en la norma 
d'aquest espai, és adir 
lim E(IXn - XjP) =O. 
n-oo 
Escriurem LP - lim X n = X . 
Exemple 3. Considerem l'espai de probabilitat de l'exemple l. Donat un nombre natural 
n ~ 1 existeixen dos únics naturals p i q tals que n = 2P + q, p > O, O 5 q < 2P . 
Considerem la successió de variables aleatories definida per Xn = l[ql-P,(q+1)2-P). Per tot 
P ~ 1, {Xn, n ~ 1} convergeix en mitjana d'ordre p cap a O. En efecte. 
que tendeix a zero quan n tendeix a infinit. 
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9.5. Relacions entre els diferents tipus de convergencia 
Tornem a l'cxemple 2. És fa.cil veure que la successió de variables aleatories que allí 
proposavcm no convergr.ix quasi segurament cap a zero. De fet. per tot :: fix de [0.1] la 
successió Unm(.r). n ~ 1, 1 :S: m :S: n} conté infinits zeros i infinits uns. Resulta donc-s 
que la convergencia en probabilitat no implica la convergencia qu11:5i 1segura. 
D'altra banda, en l'exemple 3 hem vist que hi ha convergencia en mitjana d'ordre p, per 
tot p ~ 1. pero en canvi no hi ha convergencia quasi segura. En efecte. fixat un element 
.r E [O, 1) existeixen infinits intervals del tipus [q 2-P, (q + 1) rPJ que el contenen i tamgé 
infinits que no el contenen. Ésa dir limsupXn(x) = 1 liminfXn(x) = O. Per tant la 
n n 
successió X n no convergeix en cap-punt. 
Tampoc és cert que la convergencia quasi segura impliqui la convergencia en mitjana 
d'ordre p per algún p ~ l. En efecte, considerant novament el mateix espai de probabilitat 
que en l'Exemple 3, la successió {Xn, n ~ 1} definida per Xn = 2n l¡o,¼l convergeix quasi 
segurament cap a zero, en canvi 
•)np 
E (IXnlP) = =---, n 
que tendeix a infinit quan n tendeix a infinit, qualsevol que sigui· p ~ 1. 
Donem tot seguit resultats sobre les possibles relacions entre els tres tipus de convergencies 
introduides en els apartats anteriors. 
Teorema 9.12. Sigui {Xn, n ~ 1} una. successió de variables aleatories i X una variable 
aleatoria. 
(i) Si Xn --+ X. q.s. quan n tendeix a infinit, aleshores P - lim Xn = X. 
R-00 
(ii) Si P - lim Xn = X. 'existeix una subsuccessió {Xnn i ~ 1} que convergeix quasi 
n-oo 
segurament cap a la nuiable X quan i tendeix a infinit. 
Demo8tració: 
(i) Fixem ¿ > O. Sabem que amb probabilitat 1 es compleix la desigualtat IXn(w) -
X(w )1 5 e per n ~ n0 (...,• ). És adir P (limninf {IX n - XI 5 e}) = l. Aleshores aplicant 
el Lema 9.2 obtenim ' 
limsupP {IXn - XI>~} :5 P(limsup {IXn - XI> e})= O. 
tt n 
Si 
i, en conseqüencia P - lim X n = X . 
n-oo 
(ii) Recíprocament. suposem que P - lim Xn = X. Considerem dues series de termes 
n-'X> 
00 00 
positius L C:n < oo i L bn < '.Xl. Recordem que es compleix la condició de Cauchy 
n=I n=I 
lim P{IXn - Xml >e}= O, per tot E> O. 
m,n-,:::o 
Definirem una successió estrictament creixent de nombres naturals de la manera següent. 
Posem no = O i per tot J.: 2: 1 sigui ni. el primer natural més gran que ni.-i que satisfü 
la condició 
per tot n, m 2: nk. 
Aleshores 
00 00 
¿ P {IXn•+• - Xn. l > ek} < ¿ Ók < oo . 
k=l k=l 
Utilitzant el criteri demostrat en la Proposició 9. 7 resulta que la successió parcial {Xn•, k 2: 
1} convergeix quasi segurament. El límit haura d'ésser necessariament la variable X. 
donat que la convergencia quasi segura implica la convergencia en probabilitat ( tal i com 
hem demostrnt a l'apartat (i)) i sabem que P - lim Xn• =X. 
k-oo 
La Proposició queda totalment demostrada. • 
Proposició 9.14. L'espai Lº amb la convergencia en probabilitat és un espai metric 
complet. 
Demostració: Sigui {Xn, n 2: l} una succesió de Cauchy en probabilitat.. Existeix una 
subsuccessió {Xnk, J.: 2: l} que tendeix a un cert límit X en la convergencia quasi segura. 
Resulta dones 
P{IXn-Xl>e:}SP{Xn-Xn.12: ;} 
+P{IXn• -XI 2: i} • 
Com que {Xn, n 2: 1} és una successió de Cauchy en probabilitat, existeix un no natural 
tal que sin, n1: 2: n 0 es té P {IXn - Xn• 12: ½} ::; ½ . D'altra banda. com que {Xn•, J.: 2: 
l} convergeix en probabilitat cap a X. existeix un n 1 natural tal que per tot ni. 2: n 1 
es compleix P {IXn. - XI 2: ½} $ f. Aleshores. prenent No = max (nn. ni) tindrem 
P{IXn -XI 2: e-} ::;e:. per tot n 2: No. • 
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e ··e·nci·a immediata de la desiuualtat de Txebixef (Proposició 9.1) es té que om a conseq u o 
la convergencia en mitjana d'ordre p. per a· qualsevol p 2: 1. implica la com·ergencia en 
probabilitat. 
S d. · de dom'inació per una variable de LP , la convergencia quasi segura implica ota con 1c1ons , 
1 · · en mitJ·ana d'ordre p Tenim concretament el següent resultat a convergencia · 
Proposició 9.14. Sigui p 2: 1 i {Xn, n 2: 1} una successió de Yariables aleatories que 
convergeix quasi segurament cap a una variable aleatoria X. Suposem que IXnlP ::; Y, 
amb y E L 1 (fl, A, P). Aleshores LP - ;!....~ Xn =X· 
Demostració: Demostrarem primer, utilitzant el lema de Fatou, que X E LP (fl, A, P) · 
En efecte: 
E(IXIP) $ liminf E(IXnl)P) S E(Y) < 00 · 
n-oo 
• · v I d · quasi segurament i esta La successió de variables aleatones !Xn - ·'- P ten e1x cap a zero 
dominada per una variable aleatoria integrable, car 
· · d · ada de Lebesgue se'n deduei..'<: que Aleshores, aplicant el teorema de la convergencia oro.in . 
lim E (IXn - XIP) =O, que és el que voliem demostrar. • 
n-oo 
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10. LLEIS DELS GRANS NOMBRES 
En aquest apartat farem servir els diversos tipus de convergencia analitzats en J'apartat O 
per tal d'estudiar les anomenades ·'Lleis deis grans nombres·•. Les Beis deis g;rans nombres 
es refereix:en al comportament a.simptotic de la successió de sumes parcials 
S,. =X1 + ... +Xn 
d'una successió {Xn, n 2::: 1} de variables aleatories independents. Sota certes condicions. 
la llei feble (forta) ens dira. que la successjó ¾- convergeix en probabilitat (qua.si segura-
ment) cap una constant. El fet de que el límit sigui constant era d'esperar degut a la llei del 
0-1 de Kolmogorov (observi's que ~ té el mateix: límit que ,!¡(Xk + ... + Xn), n 2::; k). 
Si suposem que les variables Xn són identicament distribuides, aquesta constant sera 
precisament la seva esperanc;a. 
Considerem el següent exemple fonamental: Les variables X n són independents i amb lleis 
de Bernouilli de parametre p. Aixo vol dir que X n val 1 ó O segons que un cert esdeveni-
ment A. s'hagi realitzat o no a l'instant n, en una successió de realitzacions independents 
d'una experiencia aleatoria. Aleshores, el quocient ¾- representa la freqüencia relativa 
d'aquest esdeveniment en les n primeres realitzacions de !'experiencia i les Beis dels graos 
nombres ens diuen que la successió de les freqüencies relatives convergeix ( quasi segura-
ment i, per tant, tan1bé en probabilitat) cap a la probabilitat de l'esdeveniment que estero 
considerant (igual a la constant p). Aquestes l'anomenat teorema de Bernouilli (en el ca.s 
de la convergencia en probabilitat) i es traba a la seva obra ''Ars Conjectandi''(li13). 
Establirem a continuació, la llei feble deis grans nombres per a variables aleatories de 
quadrat integrable, identicament distribuides. Recordi's que la convergencia en L2 implica 
la convergencia en probabilitat. 
Proposició 10.1. Sigui {X,., n 2::; l} una successió de variables aleatories independents 





( 1 S,, ") :.i ( Sn) 1 2 S 1 1 -E --mi- =<1 - =-;;<1( n)=-<1(-\1) 
n n n- n 
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n-00 O, 
1 ·¡· . l· · . Jt· t E( s.·¡ = m i el fet <¡ne la n1riáncia d'nna suma de \·.a. on 1e111 nt1 1tzat ,1 1g,ua ,1 ,. 
in<lcpendents és igual a la s1urn.1 de les se,·es variancies. • 
· · · ¡ JI · r bl d l " ns nombres que acabem de veure. cle-Tot seguir. i eom aplicacm ele a et ,e e es ora · . 
. , . f [O 1] -+ IR s pot aproximar umformement per 
mostrarem que tota func10 c-ontmua : • e · 
. , d I t de Stone-Weierstrass que es 
poliuomis. Es a clir. donarem una demostrac10 e eoremn · · 
basa en tccnic¡ues probabilístic¡ues. 
d b 'E (O 1] considerem 
Considerem una funció contínua J : [O, 1] -+ IR. Per a ca a nom re x . ·. • 
Una successió {X n > l} de ,-ariables aleatories i.i.d. amb lleis de Bernomlh de parametre 
n, - . . = X + ... +Xn- Sabem 
x. definides en un cert espai de probab1htat (il, A, P). Posem Sn • 1 _ 
que Sn té una llei binomial B(n.x), ésa dir, 
Calculem 
E[!( :n)] = t ¡(~) (~)xk(l - x)n-k = Pn(x). 
k=O 




lim sup IJ(x) - Pn(x)I = O. 
n .cE[0,1) 
IJ(x) -pn(x)I = IJ(x)- E[f(~")] 1 ~ E(IJ(x) -J(:") 1)- (10.1) 
• • • , .e_ - O xisteix ó > O tal que si lx - YI ~ 6. O ~ Com que f es umformement contmua, 1J..'Cat e > • e. • 
D l'esperanc;a en (10.1) en dues parts: x. y~ 1 aleshores lf( .i:) - J(y)I <:. escomposem 
E(lf(x) - !(s")I) = r li(Sn) -f(x)ldP 
n 10~-.. ,>6} n 
+ f .· . IJ( 5")-J(x)ldP 
lu~-.. 19> n, 
:5 2llfllooP{l:n - .1:l > 6} +i 
1 ,, (s") :5 21lf11= c52 u- 7 + e 
. _!_ x(l - x) : < llflloo . 
= Zllflloo 62 n + ~ - 262n + e. 
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En conseqüencia. 
limsup sup lf(x) - Pn(x)I :5 é, 
n--:,o .rE(O.Jl 
i com que é és arbiratri, obtenim el resultat que buscavem. • 
Per tal de preparar la demostració de la llei forta dels grans nombres establirem alguns 
resultats previs. En primer lloc demostrarem la següent desigualtat. 
Proposició 10.2. (Desigualtat de Kolmogorov). Sigui X 1 , .•. ,Xn variables aleatories 
independents, de quadrat integrable i centrades. Posem Sk = X 1 + ... + Xk, 1 :5 k :5 n. 
Aleshores, per a tot e > O tenim 
u2 (S ) P{ max !Ski >e} :5. --2n-. lSkSn e 
Demostració: Observi's en primer lloc que per n = 1 el resultat es redueix a la desigualtat 
de Tchebychev. 
Fixem e> O i posem A= { max19sn ISkl > e}. Definim 
A1 = {ISil > e:}, 
Ak = { max ISil :5 e, IS1:I > e} per 2 :5 k :5. n. 
IS1Sk-1 
Els conjunts Ak són mesurables, disjunts dos a dos i A= A1 U A2 U ... U An, 
Podem interpretar aquesta descomposició que hem fet del conjunt A de la forma següent: 
En el conjunt A, algun del nombres ISd, IS2 I, ... , ISnl és més gran que e:, aleshores A1: 






. º·hl ·1 s ·s -5 sónindependentsjaqueSn-Sk~Xk+1+ ... +X,. 
En efecce. les 'an,1 es .·t. k i " k • v \-
. ·· ¡- ralaceoní.'-1•--·•-k), , 
· S PS una func10 m<>surable de , ecto - · 
1 1 -·1 • l.· . , _2 en el conjunt .-!¡,, a partir de ( 10.2) obtenim 
F. l ent- com que Sf es més gran que" ma n1. 
11 
• 
(7 (Sn)> S1: - L-,, 
·i ~n 1 1.¿p > ~?. 'P(.·-h) = e2 P(.4.). 
- l k='l 
k=I .· • , . 
d m establir el següent criteri de, c,onvergenc1a 
l ' .1. nt la desigualtat de Komologorov P0 e t1 iza 
. •en'ura per a series aleatories: quas1 s ~ 
successió de v.a. independents, de quadrat 
· ·' 10 3 s·g . {"" n > 1} una Propos1c1o • · 1 ui ••n• - ? • ) 1 · · '°'00 X convergeix . .,_oo a·(.Xn < oo, a sene L..,n=l. n 
integrable i centrades. Aleshores, si L.,n=J 
quasi segurrunent. 
d Kolrnogorov a les variables Xm+l,. • •, Xm+k 
Demostració: Aplicant la desigualtat e 
obtenim } = lim P{ sup ISm+j - Sml > é} 
P{su>p ISm+j - Sml > E: k-OO lSjSk ,_1 
k 1 oo 2 
< ¡¡ ~L ?.(v ·)=-'ª (Xm+j)· _ m 2 <7 •• m+; e:2 L-,, 
k-,x, e . j=I 
,=1 
. . . 0 quan m tendeix a infinit. i auco implica la 
Aquesta darrera express10 tende1X a zer . . . b bT · t 
• • • • S En efecte, la convergencia en pro a 1 ita 
convergencia quas1 segura de la success10 n· 
sup ISm+i - Sml n=:-00 O 
j~l 
. . . . , . , • nt creixent de nombres naturals m¡ tal que 
implica !'existencia duna success10 estricta.me . , , d C ch b 
S I . tant la success10 Sn, n ~ I es e au Y am 
supj~l ISm;+j - m; ;::, O, q.s. 1, per , 
probabilitat l. • 
, b b . . 1 ~...-nonica E°':.1 l. és divergent mentre que la serie 
Exemple: Es en sa ut que la ser),\"! lcuw n- n . , .. "00 (-l)n • C 'derem una success10 {e:n, n 2: I} de v.a. 1.1.d. tals 
alternada L.,n=l -n- converge1x. onsi , . , . 00 e . 
{ 1} _ p { . _ } _ I /? Aleshores, la serie aleatona I:n= 1 ~ converge1x que P en = - en - -1 - ~- 00 ¡ .• 
• l/? · l , • d variances és igual a ¿,-::1 ;¡rp < oo. Obsern s que per q.s. s1 p > - Jª que a sene e . 
. . al . . vergeix absoJutament. 1 /2 < p :5 1 aquesta sene ea tona no con 
:'-Jecessi tarem també el següent resultnt tecnic. 
Lema 10.4. (Lema dP Kronecker). Sip,ui {xn, n 2: l} una successió de nombres reals 
¡ { ªn. 11 2: 1} una nltrn successió de nombres reals tal que O < an T x,, Aleshores. ~i 
!)3 
'°'"X, ~ . , L..n=I a., con,·erge1x. es· te 
1 n 
Jim - I: X J = 0. 
" a,. j=I 
Demostració: Per a cada n 2:: 1 posem bn = ¿j=l ;;· També escrivim. per conveni. 
ªº = bo = O. Lla,.-ors, ..t:,. = a,.( bn - bn-1 ), per n 2:: l. i mitjanc;ant el metode de sumació 
parcial d'Abel, obtenim 
1 n 1 n 
- ¿x; = - ¿a;(b; -b;_i) = 
a,. i=l a,. i=l 
1 
= a,. (a1b1 + a2b.z - a2b1 + a3b3 - a3l,.z + ... 
+ ªn-lbn-1 - an-1bn-2 + anbn - anbn-1) 
l n-1 
= b,. - - ¿ b;(a;+1 - a;). 
an j=O· 
Sigui b00 = limn bn. Aleshores, hem de veure que 
l n-1 
lira-'°' b·(a·+1 -a·)= b . naL..,JJ J 00 
n j=O 
Observen que a.1• E;;t(a;+1 - a;)= l. En conseqüencia, 
l n-1 l n-1 
I;; ~ b;(a;+i - a;)- b00 I = la,. ~(b; - b00 )(a;+1 - a;)I 
m-1 
~ 2.1 ¿(b; - b00)(a;+1 - a;)I 
an j=O 
n-1 
+ al 1 ¡:(b; - b00)(a;+1 - a;)I, 
n J=m 
per n > m. 
Fixat un e > O, sigui m tal que lb; - bool < e, per a tot j 2:: m. Tenint en compte que 
a;+1 - ªi 2:: O. el segon sumand de l'expressió anterior estarii. afitat per e per aquest valor 
de m. Per tant, si fixem ¿ i m. tindrem 
l n-1 
limsup 1~ ¿ b;(a;+1 - a;) - b00 l 5 c. 
n n J=D 
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ja que el primer sumancl tP. límit zero quan n -+ oo. Com que i és arbitrari obtenim el 
resultat desitjnt. • 
El lema de Kronecker i el criteri de convergencia q.s. per series aleatories ens permeten 
demostrar la següent versió de la Dei forta deis gra.ns nombres per a variables de quadrat 
integrable. no necessiu-iament identicament distribui'des. 
Teorema 10.5. Sigui {Xn,n 2:: l} una successió de v.a. independents_,·que quadrat 
integrable i centrades. Sigui { a,., n 2:: 1} una successió de nombres reals tal que O < ª" Too. 
Aleshores si '°'00 "" 2 IX.,l < oo es compleix 
L., n= l ~ ' 
quasi segurament, quan n tendeix a infinit. 
Demostració: Tenim 
f u2(X") = f q'Z(~n) < oo. 
n=l a,. n=l ªn 
La proposició 10.3 aplicada a la successió &. ens diu que la serie °"~1 &. convergeix q.s. lln ~n- 4n 
i pel lema de Kronecker obtenim 
1 n 
lim- ¿X; =0, q.s. 
n a,. j=l 
Si apliquem el resultat anterior a la successió definida per an = n, tenim que la condició 
°"00 a2(X.,) , ufi • l • . L..n=1 --;¡r- < oo es s c1ent pera assegurar a convergencia 
quan n tendeix a infinit. 
s .. -+ o, 
n 
(10.3) 
En particular. si {X,.,n 2:: l} és una successió de variables aleatories i.i.d, de quadrat 
integrable, amb E(X1 ) =mi u:?(Xi) = u2 obtenim 
s.. ( lim - = m, 10.4) n-oo n 
qunsi segurament. 
En efecte, només cal aplicar (10.3) a Jes \'ariables centrade~ X,. - m i obsen-ar que 




Per tant, ( 10.4) ens.dóna la llei forta deis grans nombres sota les mateixes hipotesis qnc 
la Proposició 10.1 (variables i.i.d. i de quadrat integrable). A continuació ,·eurem que 
aquest resultat es pot afeblir. :vlés precisament. arribarem a la mateixa conclusió suposant 
únicament existencia de moments de primer ordre. 
Abans d'abordar aquest problema donarem un resultat previ. 
Lema 10.6. Per a tata variable aleatoria Y es compleix 
00 00 
¿P{IYI 2: n} :5 E(IYI) :51 + ¿P{IYI 2: n}. 
n=l n=l 
Aquest lema ens diu que la variable Y és integrable si i només si la serie E~=I P { IYI 2: n} 
és convergent. 
Demostració: Podem escriure 
00 00 00 





Aquesta darrera serie esta majorada per E~o Í{kSIYl<k+l} IYldP = E{IYI), i obtenim 
així la primera desigualtat. 
D'altra banda, 
E(IYI) = f J IYldP :5 I:(k+l)P{k :5 IYI < k+l} :5 f P{IYI 2: n }+l. • 
k=O {kSIYl<k+l} k=O n=I 
El següent resultat s'anomena llei forta de Kolmogorov i ens diu que l 'hipotesi de inte-
grabilitat de les variables és necessaria i suficient per tal d'assegurar la convergencia de la 
successió r~; n 2: 1}. 
Teorema 10.7. Sigtú {Xn, n '.::: 1} una successió de variables aleatories i.i.d. Aleshores, 
(i) Si E(IXd) < oo. aleshores limn-oo ~ == E(X¡), q.s. 
(ii) Si E(JXil} = =· aleshores limsup" ~ == + oo. q.s. 
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D t · , L ·¿ d I d stració consisteix en truncar les variables _\" n posant el emos racio: a 1 ea e a emo 
al · r ¿ ¡·· . ¡ (. n n) i aplicar despres el Teorema 10.5. ,. or zcro s1 estan 1ora e ·mter,a - · 
- · 1. Fent sen·ir el Lema 10.6. tenim Pera demostrar (i) definim Yn == _\nl{IXnl<n 
00 
~ , ~ {lv ¡>n}==¿P{IXil2:n}fE(IXd)<x. 
L., P{_\'.,. =/, Yn} $. ~ p -'l.n - n=l 
n=l n=l 
Pel lema del Borel-Cantelli tindrem 
P{ li,;11sup{Xn "F Yn}} = O, 
ésa dir, si G = liminfn {Xn = Yn}, tindrelll P(G) = 1 · 
• ,. ( ) - Y. (w) pera tot n > no(w). Per tant, 
S1 w E G, existeix un n 0 (w) tal que Xn w - " -
no(w) 
n n 1 ~ 
!. L X;(w) = !. ¿ Y;(w) +;; ?-, (X; - Y;)(w), 
n i=l n i=l •=1 
pera tot n 2: no(w), w E G. 
Per tant és suficient demostrar que 
quan n tendeix a infinit, q.s. 
Tenim 
quan n tendeix a infinit 
Per tant 
quan n tendeix a infinit. 
n 
!_ ¿Y; - E(Xi), 
n i=l 
n 
,!. L E(Y;) -+ E(X1) 
n i=l 
En conseqücncia, per provar ( 10.5) només ens caldra demostrar que 
1 " - ¿ (Y; - E(Y;)} -+ O, 
f1. i=l 




Tenint en compte el Teorema 10.5 (aplicat a la successió {Yn - E(l"n ). n;?: l} dP variables 
independents. centrarles i de quadrat integrable) (10.6) sera cert si l::'=1 " 2~r .. > < x. 
Podem escriure 
= u 2 (Yn} = E(Y,;) 00 1 r2 
I:-2- 5 I: -2- = I: --¡E(."\'.:nl(IXnl<n)) 
:f: :,E(X;::1x,:.,) =°in:, f E(X/11•-•Sl-'ol<•Jl 
n=l n=l k=l 
00 00 1 
= L E(Xlltk-lSIXd<kJ) L n2 
k=l n=k 
00 ? 
5 L kE(IXdltk-lSIXd<k})¡ 
k=l 
5 2E(IX11) < 00. 
On hem fet servir l'afitació 
I:
00 1 1 100 1 1 1 ? - < - + -dx = - + - < ::. 
n=k n2 - k2 k x2 k2 k - k . 
Aixo acaba la demostració de l'aparatat (i). 
Pera demostrar (ii) fent servir el Lema 10.6. Pera tota constant K >O, 
f: P{IXnl ~ Kn} = f: P{ l~¡I ~ n}~ E(l~JI) -1 = oo. 
n=l n=l 
El segon lema de Borel-Cantelli ( cas independent) ens diu aleshores que P( G 1, ) = 1 . on 
G¡., = limsup {IXnl ~ Iúi}. 
Posem G = nri=i G 1< • Clarament P( G) = l. 
Sobre el conjunt G. es complex ':"' ~ 1( per infinits valors den, pera tot natural¡,:;?: l. 
Aixo implica_ que 
ISnl + ISn-d > ISnl + ISn-d > ISn - Sn-d = IXnl > ¡.; 
n n-1 n - n n -
per infinits valors de n. és a dir ~ ;?: f per infinits valors de n, i en conseqiiencia. 
limsupn ~ = oo en el conjunt G. 
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Amb aixo acaba la clemostració del teorema. • 
Exemple: Els nombres nonnals de Borc>l. 
Un cas interessant d'aplicació de la llei forta deis graos nombres apareix en l"estudi dels 
anomenats ·•nombres normals" de Borel (Borel. 1909). 
Per u tot nombre .r E [0.1) designarem per {,.(x) la n-essima xifra decimal de x. Cal 
indicar que els nombres del conjunt ~\1 = (O, 1 )n { m10-n, m. n ~ O} tenen dues expressions 
decimals diferents (per exemple, 0,2 i O,ffi) i cal escollir-ne una, per exemple. la que té 
zeros a partir d'un cert lloc. 
Posem xt>(x) = ltxn=k}(x) on k E {O, 1,2, ... ,9} és una xifra que fixem. 
Aleshores ¼ ¿~1 x?>(x) representa la freqüencia. relativa amb que la xifra k a.pa.reix en 
les n primeres xifres decimals de x. 
Es diu aleshores que el nombre x és norma.l si 
_! ~ X!k)(x) -t _.!_, 
n L._¿ ' 10 
•=1 
(10.7) 
quan n tendeix a infinit, pera. tota xifra k. 
No se sap si nombres irracionals ben coneguts com e - 2 o ,r - 3 són norma.Is, pero en canvi 
el teorema de Borel ens diu que llevat per un subconjunt de (0,1) ae mesura de Lebesgue 
zero, tots els nombres són normals. 
Donem tot seguit una demostració d'aquest resultat. Considerem l'espai de probabilita.t 
((0,1), 8((0, 1)), P) on P és la mesura de Lebesgue. En aquest espai, {Xn, n ~ l} és una. 
successió de variables aleatories independents amb distribució uniforme sobre el conjunt 
{O, l. 2 ..... 9}. En efecte. fixem n xifres k1, k2, .... kn i calculem P{-~1 = k1, ... . Xn = 
kn}, que és la proba.bilitat del conjunts de :,; E (O, 1] ta.Is que les primeres n xifres decimals 
de x són k1.k2, .... kn. 
Obtenim 
P{X1 = k¡ .... ,Xn = kn} = P{(0,k1 .. • kn + 10-n)} = 10-n. 
Les ,·ariables {X~kl. n ~ l} (fb:ada una xifra. k) tan1bé seran independents i amb lleis dé 
Bernouilli de paramatre P{X~"'1 = 1} = P{Xn = k} = 10- 1• Per tant. la convergencia 
(10.i) sera certa pera tots els x E [0.1) excepte en un conjunr. de mesura de Lebesgue 
zern. degut a la llei forta deis grans nombres. Queda així provnt el resulta.t. 
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11. CONVERGENCIA FEBLE DE PROBABILITATS 
En aquest capítol analitzarem un tipus de convergencia de caracter diferent als estudiats 
en el Capítol 9. Els resultats que demostrarem seran utilitzats en la prova ele! tcor<'ma 
central del límit. que donem en el Capítol 13. 
11.1. Convergencia feble de probabilitats ¡ convergencia en llei d'una successió 
de variables aleatories 
El tipus de convergencia que anem a introduir difereix de les convergencies qne hem estudiat 
:6.ns ara ( en probabilitat, quasi segura ¡ en LP) en que es refereix a una successió de 
probabilitats sobre IR en lloc d'una successió de variables aleatories. 
Considerem una successió {µn, n 2:. l} de probabilitats sobre IR. Ens podem plantejar la 
qüestió següent: Quan direm que µn convergeix cap a una probabilitat µ? La definició més 
natural seria dir que limn-oo µ,. (B) = µ (B) pera tot BE B(IR). Ara bé aquesta definició 
és clarament inadequada pels nostres objectius. En efecte, ens interessara en alguns casos 
(per exemple en l'aproximació de la llei binomial perla llei normal. o en l'aproximació de la 
llei geometrica per una exponencial) poder dir que una successió de probabilitats discretes 
µn convergeix cap a una llei continua µ . Aixo no és possible amb la definició anterior ja 
que si S és el conjunt numerable igual a la unió dels suports de les µn, tindrem ¡t.,( S) = 1 
pera tot n pero µ(S) =O. 
Definició 11.1. Sigui {µn, n 2:. 1} una successió de probabilitats en IR. Direm que aquesta 
successió convergeix feblement cap a una probabilitat µ i escriurem tv - limn--:,o l'n = ¡.t. 
si 
lim { f dµn = { f dµ , 
n }r;i }B, 
per a tota funció continua i afitada f : IR --+ R . 
Al llarg d'aquest capitol designarem per Cb(R) el conjunt de les funcions f R --+ R 
contínues i afitfl,(les. 
El següent resultat caracteritza la convergencia feble en termes de les funcions de distribució 
Fn i F de µn i µ. respectivament. 
Teorema 11.2. Una successió {1-'n, n 2:. 1} convergeix feblement cap a una prohabilitat 
µ si i únicament si limn--:,o Fn( x). per a tot punt x de continu"itat de F. 
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Demostració: Suposem primer que w - limn-= µn = µ. Fixem un punt i: de continuiºtat 
de la funció F í considerem les funcions contínues i afitades definides per 
+ ( y-.x) f, (y)= 1¡-,x,.zj(Y) + 1 - ---¡- 1¡.r,.r+d(Y), 
- x-y 
f, (y)= 1¡-.,.,.z-,J(Y) + -_-1!.z:-,,.ri(Y), 
e 
on ¿ és un nombre real estrictament positiu que fixem. 
Posem f! = liminfn-ooFn(x), L = limsupn_00 Fn(x). Tenim 
F(x-e)=µ((-oo,x-él) $ { J;dµ=lim { fe-dµn 
jíi n j'il 
$ liminf µn((-oo,x]) =e$ L = limsup µn((-oo, x]) 
n n 
$ lim { J;dµn = { J:dµ 
n }íi f1 
$ µ((-oo, x + él) = F(x + é). 
Com que e > O és arbitrari i F és continua en el punt x, fent tendir e cap a O obtenim 
e= L = F(x), i d'aquí la validesa d'una de les implicacions del Teorema. 
Suposem ara que hi ha convergencia de les funcions de distribució en els punts. de con-
tinuitat del límit. Sigui J : IR -+ IR una funció contínua i afitada. Fixem é > O. Existeix 
un nombre natural k tal que µ((-k, k]c) < é, jaque nk=:1 (-k, k]c = 0. Siguin a i b punts 
de continuitat de F, a$ -k ¡ b 2:. k. Obviament, µ((a,W) < ,:;. Com que J és uniforme-
ment continua en [a, b), existeix un 6 > O tal que si x, y E [a, b] i lx - y/ 5 6 aleshores 
lf(x) - J(y)I < é. 
Descomposem l'interval (a.b) en un nombre finit d'intervals J¡ = (a¡,b¡],i = 1,2, ... r de 
longitud més petita o igual que 6 i tals que els seus extrems siguin punts de continuitat 
de F. Per a fer aixo primer descomposen ( a, b] en intervals de longitud menor que 6 /2 i 
després prenem un punt en cadascun d'aquests intervals, i que sigui de continuitat de F. 
Podem escriure 
1 l fdµn - la JdµI = 1 Ja.bj< fdµn +ti fdµn - Ja,b]< fdµ- t l fdµI 
~ llflloo(µn((a.b¡c) +µ((a,W)) + t1¡ fdµn - J fdµ¡. 
i=l [¡ I, 
Sabem que 
µn((a. b]') = Fn(a) + 1 - Fn(b)--+ F(a) + 1- F(b) = µ((a. W), 
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quan n tencleix a infinit. 
D'altra banda. 
1 l fdµn -l fdµI '.51 l (J-J(a¡))dµnl + IJ(a;)[Jtn{l¡) - µ([,)JI 
+ j h, (J-J(a;))clµI '.5 .::(µ,.(!¡) + µ(I;)) + IJ(a,)[Ji,.(I,) - ¡i(l;)]I. 
i també sabem que lim,._oa µn(I¡) = µ([¡)pera tot i = l, ... , r. En conseqüencia obtenim 
lim;up I l fdµn - l fdµI '.5 2llflloo µ((a, W) + t 2ep(I;) 
1=! 
'.5 e(2llflloo + 1). 
Com que é és arbitrari, tindrem limn Jlli fdµn = fRf dµ, que és el que voliem demostrar. 
• 
Observacions 
1.- El límit feble d'una successió µn , si existeix, és únic. 
2.-
En efecte si µ i µ' són dos límits, pel teorema anterior les funcions de clistribució de 
µ í deµ' coincidei:xen, llevat potser d'un conJ"unt numerable 1· co · · , m que son contmues 
per la dreta, són iguals. Per tant, µ = µ'. 
De la demostració de la primera part del teorema es dedueix que per a comprovar 
la convergencia-~ - lim,._00 µ,. = µ només cnl veure que lim 11 Jlli Jdµn = J¡¡ Jdµ 
per a tota func10 f : IR --+ IR uniformement contínua i afitada, ja que les funcions 
(: i J; són d'aquest tipus. En realítat només cal comprovar la convergencia de les 
mtegrals per a tota funció f de classe C 00 , tal que ella i totes les seves deri,·ades 
eSt an afitades (f E Cr'(IR)). Pera veure aixo, prenem una funció rp E Cb°(IR) tal que 
- - , Y - 1 X _ 1 <-? x = O s1 x '.5 O • Per exemple podem agafar O < 'P < ·l -(:ii) 1 s· > 1 · ( ) · 
rp(x) =½fo" exp (- t( 1:_ 0 ) dt, O< x < l, on e= r 1 exp (- - 1-) dt - - Jo . t(l-1) • 
Llavors,. definim •;(y)=,,,("-!+"), f:(y) = ~("-:''). J.. .,. • • , • 1 procedim com en la primera 
part de la demostració del teorema. 
Exemples 
l.- En el cas d'una successió ele deltes ele Dirnc, la convergencia feble equin1! a la cou-
::\Iés prPcisnment. u· - liinn-= 8.r: = vegencia ordinaria cl'una successió de nombres reals. n 
Dr ec¡ui,·al a que limn-oo .r,, = x. 
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Demo.<tmció: Supo~em que hi ha conYergencia ele les ddtes de Dime. Fixem > o. 
sah, ·m que 
lim F,, ( .r + ¿) = F( .x + .:: ) = l. 
n 
limFn(.r - e)= F(x -.::) = O, 
n 
jn que .r + .e x - e són punts ele continui·cat de la funció de distribucíó F de ó,,. Com 
que les funcions F,. només prenen els valors O i l. existei:x un no tal que Fn(x + .e) = 1 i 
Fn(x - .e)= O, pera tot n ~ n 0 • Ésa <lir, pera tot 11 ~ n0 x - e< Xn :5 J."+:::. Per tant, 
lim,. x,. = :r. 
Recíprocament. suposem que limn-oo x,. = x . Per a tota funció real f contínua i afitada 
es complira limn-oa f(xn) = J(x), i en conseqüencia w - lim,._00 ó,," = ó,,. 
2.- Si µ,. = B(n,Pn) són lleis binomials tals que limn-oo np,. = ,\ > O, aleshores w -
limn-oa µn = µ, on µ és la distribució de Poisson amb parametre ,\ . 
Demostració: En efecte, en el capítol 8 hem vist que limn µn( { k·}) = µ( { k}) per a tot 
natural k i aixo implica clarament, la convergencia de les funcions de distribució, en tot 
punt. 
La convergencia feble de probabilitats sobre la recta permet definir un concepte de con-
vergi:ncia per a una successió de variables aleatories, donat que tota variable aleatoria 
indueix una probabilitat sobre la recta real. 
Deflnició 11.3. Considerem una successió {Xn,n ~ l} de variables aleatories definídes 
en un espai de probabilitat (f!, A. P). Direm que aquesta successió convergeix en llei cap 
a una ,·ariable X i escriurem e, - limn-oo X n = X , si 
w - lim Po X;;- 1 =Po _y-i , 
n-o::> 
o equi,·alentment 
lim E [f(Xn )] = E [f(X)], 
n-oo 
per a tota funció .f : R _. IR continua i afitada. 
Cal observar que aquí el límit no és únic. jaque només podem determinar amb unicitat 
ln llei de la variable límit. També es diu que la succe:;sió X,. com·ergeix en llei cap a una 
probabilitat µ si w - limn-oo .Po X;;- 1 =¡t. 
La definició <:le convergencia feble es pot estenclre alcas dP probabilirnts en IR", i es pot 
definir també la conYergencia en llei d'uua suctessió de vectors aleatoris. Es podria de-
mostrar també una versió multidimensional del Teorema 11.2. 
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Exemple 
Considerem una successió de variables aleatories independents amb clistribució de 
Bernouilli de parametre p,.. Per a cada natural n :2:_ 1 sigui T 11 el primer instant en que 
aquesta successió pren el valor l. Sabem que T,. té una llei geometrica de parametre p,.. 
és a dir. 
P{Tn = k} = (1 - Pnl-l Pn, J.: :2'.. l. 
Suposem que Pn = ¾ on .X > O és una constant i definim S11 = ~ Aixo vol dir. que 
hem fet un canvi d'escala en el temps, de forma que entre dues realitzacions seguides de 
!'experiencia hi hagi un interval de temps de longitud 1/n. 
Aquest canvi d'escala compensa el fet de que la probabilitat de treure un 1 , que és Pn = ¾ , 
és cada cop més petita quan n augmenta. Cal observar que l'esperam;a de Sn es manté 
constant, igual a ..\-1 • La successió Sn convergeix en llei cap a una distribució exponencial 
de parametre .X. En efecte, pera tot nombre real a> O tindrem 
00 
P{Sn >a}= P{Tn > an} = I: Pn(l - p 11 /-! = 
k=(an]+l 
que tendeix cap a e-"A quan n tendeix cap a infinit. 
Establirem tot seguit dues propietats interessants de la convergencia en llei. 
Proposició 11.4. Sigui { X n , n :2:_ 1} una successió de variables aleatories que convergeix 
en llei cap a una variable aleatoria X , i sigui f : IR -> IR una funció contínua. Aleshores 
la successió {J(Xn), n 2:. l} convergeix en llei cap a la variable aleatoria J(X). 
Demostració: Pera tota funció g E Cb(IR), la composició go f és també contínua i afitada. 
i per tant, 
Proposició 11.5. Si {X,,,, n 2:. 1} és una successió de variables aleatories que convergeix 
en probabilitat cap a una variable aleatoria X , també convergeix en llei cap a X. 
El recíproc és cert si la variable X és constant q.s. 
Demostració: Suposem primer que P - lím11 _ 00 X 11 = X . Sigui J ; IR --+ IR una funció 
afitnda i uniformement contínua. Fixat ¿ > O, sigui /j > O tal que si 1.r - YI :::; {J aleshores 
lf(xJ - f(yJI :5 c. 
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Tin<lrem 
\E(j(.\"11 ))-E(f(Xl)\::;j .. IJ(Xn)-j(.'C}ldP 
{IXn -.\ 1~6} 
+ j \J(X11 ) - f(X)ldP 
{1Xn-Xl>6} 
5 e+ 2llflloo P{IXn - XI> 6}. 
En conseqüencia. 
limsup IE(J(Xn)) - E(f(X))I 5 ¿ · 
n 
Com que¿ és arbitrari, lim,.E(f(Xn)) = E(j(X)), la qual cosa ens diu que C-
limn-00 Xn =X. 
Suposem ara que X= a q.s. i que hi ha convergencia en llei de la successió {Xn, n 2: l} 
cap a X . Com que la funció f( x} = 1 /\ lx - al és continua i afitada tindrem. per a tot 
O<e<l, 
expressió que tendeix a zero quan n tendeix a infinit. Per tant P- limn-00 Xn =X· • 
La convergencia feble de probabilitats en IR és metritzable. Si µ i v són probabilitats sobre 
IR amb funcions de distribució F i G respectivament. Definim 
d(µ. v) = inf{e >o: F(x - ~) - é:::; G(x) $ F(x +e)+ e, x E IR}. 
Es pot demostrar que d és una distancia en el conjunt P de totes les probabilitats sobre 
IR i que hi ha equivalencia entre w - limn-00 µ" = µ i limn-00 d(µn, µ) = O· A d se 
l'anomena distancia de P. Lévy. 
11.2. Compacitat feble i ajustament 
Definició 11.6. Sigui muna familia de probabilitat5 sobre R. 
(i) Direm que m és relativament compacte si totu successió d'elements de m t~ una s11b-
successió feblement i;onvergent. 
(ii) Direm que m ·és ajustada si pera tot c.> O existeix un a> O tal que 11([-a.aicJ < ¿ 
per a totu JI E m. 
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Observi·s que si m és una familia füúta. aleshores m és ajustada ja c1ue. s1 m = 
{µ1,µ2,, ... µr} findrem 
r 
sup µ{[-n, nic) :5 Í: µ; ([-n, n]c), 
~E~ i=l 
que tendeix a zero sin tendeix a infinit. 
L'objectiu d'aquest apartat és demostrar !'equivalencia entre els dos conceptes introdui'ts 
en la definició anterior. Necessitem abans un resultat tecnic que donem tot seguit. 
El següent resultat estableix l'equivalencia entre els dos conceptes que acabem d'introduir. 
Teorema 11.7. (Helly-Bray). Sigui {Fn, n ~ 1} una successió de funcions de R a valors 
en [O, M] , creixents i contínues per la dreta. Aleshores existeix una funció F : R -+ [O, .o/.f] 
creixent i contínua perla dreta i existeix una subsuccessió Fn, tal que 
limFn,(x) = F(x), 
n 
per a tot punt x de continuitat de F. 
Demostració: Fixem un subconjunt D = {xn, n ~ 1} numerable i dens en R. Utilitzarem el 
metode diagonal de Cantor pera construir una subsuccessió Fn, tal que {Fn,(x;), k ~ 1} 
convergeix cap a un cert límit Y;, pera tot j ~ 1: 
Com que O :5 Fn(Xi) :5 M, pera tot n ~ 1, existeix una subsuccessió {F1,n(x1)} conver-
gent cap a un límit y1 E [O, M] . 
Donat que O :5 F1,n(x2) :5 M, per a. tot n ~ 1, existeix una subsuccessió {F2,n(x2 )} 
convergent cap a un límit y2 E [O, M) . 
En general, com que O :5 Fm,n(Xm+i) :5 .~/, per a tot n ~ 1, existeix una subsuccessió 
{Fm+1,n(Xm+1)} convergent cap un límit Ym+l E (O, 1\1). 
Considerem la successió diagonal Fn,(x) = Fk,k(x). Per a cada. x; E D, la successió 
Fn, (x;) = Fk,k(X;) és una parcial de {F;,k(X; ), k ~ 1} per k ~ j i. per tant, limn Fn, (x;) = 
Yi· : 
Definim la funció Fo: D--+ [0.MJ per Fo(x;) = YJ· Observi's que limkFn.(x) = Fo(.r). 
per a tot x E D. 
La funció Fo és creixent. En efecte, si x :5 y, Fn,(x) :5 Fn,(Y). pera tot k ~ 1. Per tant 
Fo(x) :5 Fo(y). 
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Sigui ara F: R-+ [O . .\JJ definida per F(i·) = inf{Fo(y)¡ y E D. y> J'}. Aquesta funció 
té les propietats segiients: 
(1) F és creixent. En efecte. si x 1 :5 .r2, tenim F(.r¡) = inf{Fo(y); y E D. y> ,r1} :5 
iuf{Fo(y): y E D, y> .r2} = F(x2), 
( 2) F P.S continua per la dreta. En efecte. sigui { :n, n ~ l} una successió decreixcnt 
cap a .r . Aleshores F( =n) ! b :;:: F( x). Suposem que b > F( x ). Per la definició de 
F( x) existeix un y0 e D tal que yo > x i Fo( Yo) > b. Aleshores, per n prou gran. 
x :5 Zn :5 y0 , i en conseqüencia F(zn) :5 Fo(Yo) < b (perla definició de F(:n)). Per 
tant b = limn-oo F(:n) :5 Fo(Yo) < b i obtenim una contradicció. 
(3) En tot punt .x de continui'tat de F, limn Fnt(x) = F(x). En efecte, sigui Y E D. Y> x ... 
Tindrem 
i per tant 
limsupFn.(x) :5 limsupFn,(Y) = Fo(y), 
k k 
limsupFn,(x) :5 F(x). 
k 
D'altra banda. si x' <y< x, y E D, tindrem 
liminf Fn (x):;:: liminf Fnt(Y) = Fo(y) ~ F(x'), 
k t k 
perla definició de F(x'). Com que aixo val pera. tot x' <xi F és continua en el punt 
x, obtenim lim inft Fn, (x) ~ F(x), i en conseqüencia, F(x) = limk Fn(x ). • 
Observacions 
1.- Es pot demostrar de manera analoga una versió del teorema. de Helly-Bray per a 
funcions F : Rn --+ [O. JI] contínues per la dreta. i amb increments rectangulars no 
negatius. 
2.- Si la successió {Fn, n ~-1} esta formada per funcions de distribució ésa clir . .\l = 
1, lim.c---:io Fn(X) = O¡ lim.:-+oo Fn(x) = 1, pot ocórrer que la funció F no sigui 
una funció de distribució. Ésa dir. donada una successió de probabilitats Vin, n ~ l} 
en R. el teorema de Helly-Bray no ens proporciona. en general, una subsuccessió 
feblement com·ergent. jaque la fundó F que apareix en l'enunciat del teorema pot no 
complir les conclicion:; limr--= F( .1:) = O i limr-+oo F{ .r) = l. 
Per exemple. si JL,. = e,,, Fn(X) = l¡n.+oo) i limn Fn(.r) =Opera tot .r. Analogament. 
si JLn = {¡_ 11 , Fnl.r) = l¡-ra,+=I i lim,.F,,(.ri = 1 pera tot .r. 
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En aquests dos· exemples, la successió {µn, n 2: 1} no té cap parcial feblement con-
vergent. Intuitivament, aixo és degut a que R no és compacte i la massa s'escapa cap 
a l'infinit. 
Les definicions donades en 11.6 proporcionen condicions per a que una família de 
probabilitats sobre IR sigui tal que tota successió d'elements de la farm1ia contingui 
una subsuccessió feblement convergent. 
Teorema 11.8. (Prokhorov). Sigui muna familia de probabilitats en R. Aleshores m és 
ajustada si i només si m és relativament compacte. 
Demostració: (1) Suposem primer que m és ajustada i considerem una successió {µn, n 2: 
1} C m. Pera cada n 2: 1, sigui Fn la funció de distribució de µn. Pel teorema de Helly-
Bray, existeix una subsuccessió { Fn•, k 2: 1} tal que lim1: Fn. ( x) = F( x ), en tot punt x de 
continuitat de F, on la funció F : R --+ [O, 1) és creixent i contínua per la dreta. Llavors 
només cal veure que 
lim F(x) = O 
z--oo 
lim F(x) = l. 
:z:-00 (11.1) 
Fixem un e > O i sigui a > O tal que µn ([-a, aje) < e:, per a tot n 2: 1. Sigui b 2: a i 
e < -a punts de continw·tat de F. Tindrem 
Fn(b) 2: µn([-a,al) > 1 - e, 
Fent n--+ oo obtenim F(b) > 1- e: i F(c) < e:, i, en conseqüencia, (ll.1) és cert. 
(2) Recíprocament, suposem que la fami1ia m és relativament compacte. Si no fós ajustada 
existiria un e: > O tal que 'r/n 2: 1 existeix µn E m amb µn([-n, n¡c) 2: e. Per hipotesi, 
existira. una subsuccessió {µn•, k ~ l} tal que w - lim1:-00 µn. = µ . 
Considerem la funció ¡m(x) = [lxl - (m - 1))+ /\ l. Pera tot nk 2: m tindrem 
O<e~limsupµn.([-n.,,nklc) :Slimsup / ¡mdµn. = r ¡mdµ 
k · k J~ ]¡¡ 
:S µ([-m + 1,m - W), 
i fent tendir m a infinit obtenim una coritradicció. • 
Del teorema de Prokhorov es dedueix el següent criteri de convergencia feble: 
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. . > 1} una successió ajustada de probabilitats en R 
Teorema 11.9. S1gu1 {µn, n - · li · A.l shores . n•.-ergents tenen el mate1x m1t µ . • e . 
tal que totes les seves subsuccessions co 
w- limn-00 µn = µ. 
} no convergeixi feblement cap a µ. Existeix una 
D · ' S {µ n > 1 r .. di emostracio: uposem que n, - } 00 convergeix cap a JI Jdµ. A1xo ens u que 
r Jd n > 1 ¡¡ 
funció J E Cb(IR) tal que {;¡¡ µ_n,' - k;::, 1} tals que I fa Jdµn. - f ... fdµI 2: e, 'r/k 2: l. 
• • 0 · b ccess10 {µn•• - ¡ · · ex1ste1x un e: > 1 una su su . subsuccessió {µ i > 1} de a succes510 
h d'exist1r una n•;' - . 
Pel teorema de Prokhorov, a •. líi:nit µ, la qual cosa contradiu la deSJgualtat 
{µnk, k 2: 1} feblement convergent I amb 
anterior. • 
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12. FUNCIONS CARACTERÍSTIQUES 
En aquest capítol estucliarem una tecnica per a tractar la convergencia feble de probabili-
tats: Les funcions característiques introduides per Paul Lévy. 
Sigui µ una probabilitat en IR. La Junció característica de µ es defineix com l'aplicació 
r.p,. : IR-+ C donada per . 
cp,.(t) = l ei12'µ(dx) = l cos(tx)µ(dx) + i l sin(tx)µ(dx). 
La funció e¡,,. esta ben definida jaque les funcions sinus i cosinus són contínues i afitades. 
Si X és una variable aleatoria en un cert espai de probabilitat (!2, A, P), la Junció carac-
terística de X sera, per definició, la funció característica de la seva llei, és adir, 
'Px(t) = l eit: Px(dx) = E(eitX). 
Analogament, si µ és una probabilitat en Rn, la funció característica deµ es defineix com 
c.p,. : Rn -+ C, c.p,.(t) = fRn ei<t,=>µ(dx) i la funció característica d'un vector aleatori 
X= (X1, ... , Xn) sera la funció característica de la seva llei. 
12.1. Propietats fonamentals de les funcions característiques 
En tot aquest apartat µ sera una probabilitat en Rn. Es compleixen les següents propietats. 
(1) cp,.(O) = l. 
(2) lr.p,.(t)I $ 1, pera tot t E IRn. 
Aquesta propietat es dedueix facilment de la identitat jei<t,.z:>¡ = l. 
(3) c.p,.(-t) = cp,.(t). 
En efecte, 
r.p,.(-t)= r e-i<t,=>µ(dx)= r ei<t,:>µ(dx)= r ei<l,:>µ(dx)=r.p,.(t). 
l'Jll.n lan la 
(4) e¡,,. és una funció uniformement contínua. 
Demostració: Qualsevols que siguin s, t e Rn tenim 
lr.p,,(t) - cp,.(s)i = 1 r (e+i<l,z> - ei<s,z>)µ(dx)I 
}'Jll.n 
S f lei<t-u> .:.1lµ(dx) lr¡¡n 
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Aquest darrer integrand esta afitat per 2 i tendeix a zero quan lt - si tendeix a zero. 
Aleshores només cal aplicar convergencia dominada pera deduir el resultat. 
( 5) Sigui X un vector aleatori n-dimensional, A una matriu m x n i b E Rm. Aleshores 
per a tot t E ¡¡¡m , 
En efecte, 
'PAXH(t) = E(ei<l,AX+b>) = ei<t,b> E(ei(A"t)" x). 
(6) Propietat Jonamental d'injectivitat. 
Si µ1 i µ2 són dues probabilitats en Rn tals que c.p,. 1 = c.p,. 2, necessariament µ¡ = µ2. 
Demostració: Aquest resultat es pot deduir de la fórmula de inversió que demostrarem 
més endavant. Ara donarem les idees basiques d'una demostració directa. Suposarem per 
simplificar que n = l. 
Fixem un interval [-T, T]. Pel teorema de Stone-Weierstrass, les combinacions lineals 
finites (a coeficients complexos) de les funcions eirrh/T, k E Z, són denses (respecte la 
norma del suprem) en el conjunt de les funcions contínues sobre [-T, T] a valors complexos. 
En efecte, aquestes combinacions lineals formen una al.gebra de funcions, que conté les 
constants, és estable per conjugació, i separa punts. 
Cal dones veure que fa Jdµ 1 = fa Jdµ2 per a tota funció real contínua f amb suport 
compacte. Fixem un e > o ¡ prenem T > o de forma que el suport de f estiguí contingut 
en [-T,T) i que µ 1 ([-T,T]e) :5 e, µ 2([-T,Tn :Se. 
Per l'observació anterior, existiri1. una funció 
m 
j(x) =¿a; exp(i-trk;x/T), 
j=l 
amb a; E C, tal que supl=IST lf(x)-j{x)I < e. Per hipotesi sabem que J1 jd,,1 = fa jd,. 2 • 
D'altra banda, com que la funció j és periódica, amb període 2T tindrem que 
lljll00 = sup ¡j(x)l $e+ llflloo · 
:E(-T,T) 
En conseqüencia, 
1 r Jdµ¡ - r Jdµ2l 5 I r Jdµ¡ - 1 Jdµ1I + 1 r jdµ2 - r Jdµ21 
ÍR JR la la Ja la 
. 5 é(µ 1 ([-T, T]) + µ2([-T, T])) + 2e(e + 211/11 00 ) 
5 2e(l +e+ 2llflloo), 
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i com que¿ > O és arbitrari dedu1m el que voliem. 
(i) Direm que una p~obabilitat µ sobre IRn és simetrica si µ( B) = µ(-B) per a tot borelia 
B. La propietat de queµ sigui simetrica és equivalent a que la seva funció característica 
<pµ sigui real. 
Demostració: Considerem l'aplicació T : IR" -+ IR" definida per T(x) = -x. Per a tota 
probabilitat µ en IRn es compleix la següent relació 
'-Pµ = 'Pµor- 1 • ( 12.1) 
En efecte, pel teorema de la mesura imatge, per a tota funció f : IRn -+ IR mesurable i 
afitada, es compleix que 
r f(-x)µ(dx) = 1 (foT)(x)µ(dx) = r f(x)(µoT- 1 )(dx). Jan 111" J11n 
En conseqüencia, 
Aleshores, tenint en compte la propietat (6), tindrem queµ és simetrica si i únicament si 
µ=µo T-1 , i així equival a que cpµ = 'f)µor-' = ipµ. 
(8) Sigui X= (X1 , ••• ,Xn) un vector aleatori. Les variables aleatories X 1 , .•• ,Xn són 
independents si i només si 
(12.2) 
Demostració: Sabem que X 1 , ••• ,Xn són independents si i només si Po x-1 = Po 
x;1 x ... x P o x;; 1 i, per la propietat (6) aixo equival a la igualtat de les funcions 
característiques d'a.questes probabilitats. La funció característica de Po x-1 es '-PX i la 
de p O x; 1 X ••• X p O x;1 val 
J. .. ei<t.z>Jp O x;1 )(dxi),,, (PO x;;- 1 )(dxn) = ( J. eitiXi (PO x; 1 )(dx¡)) . •. 
(f. eíi .. x.,(PoX;; 1 )(dxn)) 
= 'PX, (t¡) ·,, '-?X .. (tn), 
Queda. dones establert el resultat. • 
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( 9) Si X 1 , •.. , X n són variables aleatories independents, aleshores 
'PX1+ ... +x .. (t) = :,,x,(t) • • • 'Px .. (t) • 
Demostració: Perla independencia 
<px,+ ... +x .. (t) = E( eit(X,+ ... +x .. >) = E( eitX1) •••E( eilXn) 
= 'PX1(t) ... <px.,(t). 
12.2. Funció característica i moments 
En aquest apartat relacionarem !'existencia de moments per a una. probabilitat µ sobre la 
recta real amb el comportament a !'origen de la funció característica de µ. 
Establirem primer un resultat tecnic sobre derivació sota el signe integral. 
Lema 12.1. Sigui f(t,x) : R2 -+ IR una funció contínua amb derivada parcial contínua 
~- Suposem que 1/(t,x)I + i,U.(t,x)I :5 g(x) on g és una funció integrable respecte una 
probabilitat µ en R. Aleshores, la funció F(t) = J11 f(t, x)µ(d;c) és derivable i 
F'(t) =J.~: (t,x)µ(dx). 
Demostració: Fixem t E IR, h ¡. O i calculem 
~[F(t+h)-F(t)]= f ~[f(t+h,x)-f(t,x)]µ(dx). 
h la h 
Si prenem una successió { hn, n :;:: O} que convergeix cap a zero, per a cada x tindrem 
lim ..!.. [J(t + hn, x) - f(t,x)] = ~ (t, x) • 
n hn , 
Pel teorema de convergencia. dominada podem commutar aquest límit puntual amb la 
integral respecte µ. En efecte. pel teorema del valor mig 








Recordem que una funció <p : IR ._ C és derivable en un punt si i nomes si ho són la seva 
part real i la seva part imaginaria. Observi's també que el lema anterior és ig;ualmcnt cert 
per a funcions que prenen valors en C .. 
Teorema 12.2. Sigui µ una probabilitat sobre IR amb moment d'ordre n > I finit. 
Aleshores la funció característica<;¡, és n vegades derivable i 
per k = 1, ... , n. 
En particular, si designem per m¡, i = I, ... , n als moments de la probabilitat µ, es 
compleix 
per k = 1, .. . ,n. 
Demostra.ció: Apliquem el lema 12.1 a la fundó eih: que compleix I ft- eit:z: 1 = lixeitr 1 = 
lxl. Sabem que JR lxlµ(dx) < oo. En conseqüencia, C,O¡,(t) = JR eitrµ(dx) és derivable 
i <p~(t) = i fra xeitr(dx). Finalment, aplicant iterativament el lema 12.1 a les funcions 
, ,, (n-1) d . l c,o I', c,o µ., ••• , c,o µ. emostranem e teorema. • 
El resultat següent estableix un tipus de recíproc d'aquest teorema. 
Teorema 12.3. Sigui µ una probabilitat sobre R. Suposem que la funció característica 
C,O¡, és k vegades derivable en un entorn del O; aleshores µ té moments d'ordre 2n, amb 
2n ~ k. 
Demostra.ció: Volem veure que JR x2nµ(dx) < =· Suposem primer que k = 2 i n = l. 
Tindrem 
"(O)= r 'Pµ(h) - 2<p¡,(O) + <p¡,(-h) 
'-P¡, h~ h2 
- ? li 1m l - cos hx ( d ) = -- m h2 µ x. 
h-0 II 
Pel lemma de Fatou 
L eih:r: _ 2 + e-ihr = lim h2 µ(dx) 
h-0 R 
l 2 h . 1 - cos hx . h 1 - cos hx x µ(dx) = 2 hm h2 µ(dx) ~ 2limmf h2 µ(dx) 
R lll h-0 h-o 111 
= -,p~{0) < oo. 
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El cas general es demostra per inducció. Suposem que hem demostrat que fa x2<n-ll 
µ(dx) < 00 i sabem que 2n ~ k, ésa dir <;µ. és ~n vegades derivable en un entom del zero. 
Pel teorema anterior sabem que 
- f ,,2n-2¡,(d.z:) 
Per tot BE /3(~) posem v(B) = /J • Aleshores, v és una probabilitat en R que Jllt z2n-2µ.(dz) 
té per {unció característica 
Y\ 
cp.,(t> = ~c-d~-lc,o~2n-2)<t>, 
on K = fra x 2n-2 µ(dx). Per hipotesi c,o~(t) existeix en un entorn del zero i utilitzant el 
resultat en el cas k = 2 obtenim 
és a dir µ té un moment finit d'ordre 2n. 
Hem suposat que _K > O. Si fos K = O, aleshores µ = 60, C,O¡, = 1 i el teorema és trivial. 
• 
12.3. Chlcul de funcions característiques 
. dº (t) - eiat (l) Llei degenerada. Sigui µ = 60 , a E IR. Es imme 1at comprovar que 'P6. - • 
(2) Llei uniforme en el conjunt {-1, 1}. En aquest cas µ = ½6-1 + ½61. Per tant 
) 1 ( it -it) t t.p¡,(t = 2 e + e = cos . 
(3) Llei binomial. La llei µ corresponent a una distribució binomial B(n,p) pot obtenir-se 
a partir den distribucions independents de Bernouilli µ' = p61 +qco (p+q = l). Aleshores, 
utilitzant la propietat (9) de la secció anterior s'obté 
n it )n 
cp¡,(t) = ('Pp6 1+q6o(t)) = (pe + q · 
(4) Llei uniforme en un interoal [a, b). Mitjan~ant una integració és fa.cil comprovar que 
l ¡b _ eilb _ eita 
,p (t) = -- e•tzdx = 't(b ) . 
I' b-a 4 z -a 
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En particular, pera= -1, b = l s'obté :,,,,(t) = •i; 1 • 
(5) Llei normal. Siguiµ la llei N(O,l). Sigui o(t) = fa e-" 2 12 costxdx 
JGI e-"' 2 / 2 sin txdx. Tindrem 
<r,,(t) = ( a(t) + i{3(t)) ~. 
¡,(t) = 
Clarament, J3(t) = O. Pel lema 12.1 aplicat a la funció f(t,x) = e-" 212 sintx, la funció a(t) 
és derivable. -En efecte, JMJ = 1- x costx e-"2/2¡::; lxle-r2 / 2 i Ji; lxle-z 212dx < oo. 
Integrant per parts obtenim 
a'(t) = - la xe-r'l2 sintxdx = [e-r 212 sintx]:: 
-J. e-r2 12 tcostxdx = -ta(t). 
Com que a(O) =./21r, abco ens diu que a(t) =$e- 12 /2, i en conclusió, 
Observem que la llei N(O, 1) és simetrica i en conseqüencia la seva funció característica 
és real. Considerem la variable Y = m + uX, amb m E IR i u > O. Y té per densitat 
fy(y) = J2~a-• e- '"; .. 212 • Aplicant la propietat (5) de la secció 12.1 resulta que la funció 
característica de Y és ',Oy(t) = eitm-"'':2. 
La funció característica de la llei N(O, 1) és infinitament diferenciable. El teorema 12.2 ens 
diu aleshores que aquesta llei té moments finits de tots els ordres. Podem calcular aquests 
moments utilitzant les derivades a l'origen de la funció característica. Tenint en compte el 
desenvolupament 
obtenim 
e-t• /2 = ~ (-1 )"t2n 
~ nl?n 
n=O •-




k = 2n + l 
k = 2n. 
En conseqüencia, els moments de la llei N(O. l) valen 




k = 2n + l 
k =2n. 
(6) Llei de Pois3on. La funció característica d'una llei de Poisson µ de parametre >. > O 
val 
12.4. Fórmules de inversió 
L'objectiu d'aquest apartat és establir fórmules que permetin de calcular la funció de 
distribució o la densitat d'una probabilitat a partir de la seva funció característica. El 
resultat fonamental és el següent. 
Teorema 12.4. Considerem una probabilitat µ sobre IR amb funció característica 'P i 
funció de distribució F. Aleshores si a < {3 són dos punts de continuitat de F, es compleix 
F({3) - F(a) = lira - rp(t) e-,- e -: dt. 
l 1 2 • -it~ e-ita 
a--0 271' lil -it 
Observacions 
(1) El pas al límit i el factor eu212 / 2 estan motivades pel fet que la funció 'P pot no ser 
integrable. 
(2) Hi ha altres fórmules de inversió que s'obtenen per exemple, integrant en un interval 
. 11 d -a-•c• ¡2 [-N, N] i fent N -+ oo, 0 bé utilitzant altres func1ons en oc e e ·• 
Demo3tració del Teorema JB.,I: Siguin X i Ya- dues variables aleatories independents amb 
lleis µ i N(O, u 2 ), respectivament. La funció característica de Zu =X+ Yu valdra 
a-2 12 /2 ' . <,:,z .. (t) = cp(t) e- . 
Observem que l'Pz .. (t)I ~ e-u2 t 2 /2 í, per tant, r.pz és integrable sobre IR respecte la mesura 
de Lebesgue. Endemés 
fa e-itx'Pz .. (t)dt = 1 e-itze-~,1'/2(fa ei'Yµ(dy)) dt. 
Aplicant el teorema de Fubini a la funció ( t, Y) i--+ exp ( - itx - ~t + ity), que és 
integrable en R2 respecte la mesura producte µ( dy )dt, obtenim 
k eit:r,.,,z .. (t)dt = k (f. eil,(y-,:)-~dt)µ(dy) = 




jaque $ fa eil(y-z)-~dt és el valor de la fundó característica de la llei N(O, ,!r) en 
el punt y- x. 
Si integrem respecte de x en l'interval [o, ,8) els dos membres de la igualtat ( 12.1 ), i apliquem 
de nou el teorema de Fubini, tindrem 
on F" és la funció de distribució de la variable aleatoria Z 6 • En efecte aquesta fundó de 
distribució ve donada per 
Finalment, només cal comprovar que 
en tot punt x de continuitat de F. Pero aixo és immediat ja que 
lim E(Y;) = O. 
t1-0 
Per tant L2 -lim.r-o[X + Y"] = X, i en conseqüencia t:, - lim"-o Z" = X. Aixo acaba la 
demostració del teorema. • 
Com a aplicació d'aquest teorema es pot demostrar la propietat d'injectivitat (6) de 
l'apartat 12.1 que abans hem provat de forma directa. En efecte, si F1, i F2 són les 
funcions de distribució de sengles probabilitats en R, µi, µ 2 , que tenen la mateixa funció 
característica. Pel}eorema anterior tindrem que F1 (/3)- F1 (o) = F2(/3)- F2 ( o), per a tota 
parella o < /3 de punta on les funciona F1 i F2 siguin contínues. Llavors, fent o - -oo 
obtenim Fi(/3) = F2(,8) en un conjunt dens, i per tant F1 = F2 • 
Si la fundó característica és integrable ens podem estalviar el pas al límit en la fórmula 
de inversió i podem trobar la densistat com a transformada de Fourier inversa de la fundó 
característica. El resultat següent precisa aquest comentari. 
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Proposició 12.s. Si la fundó característica'{) d'una probabilitat µ sobre IR és integrable 
respecte la mesura de Lebesgue. aleshores µ és absolutament continua, i la se,·a densitat 
és 
f(x) = 2.. r e-ilz'{)(t)dt. 
271' 1. 
Demo3tració: Tenint en compte que 
lrp(t)e-~ e-i18~te-i101 :s; lv,(t)l(/3 - o), 
podem aplicar el teorema de convergencia dominada en el limit del Teorema 12.4 i obtenim 
F(ª)- F(o) = 2.. r rp(t) e-ilP ~ e-ilo dt = 2.. r rp(t)( ¡P e-itzdx )dt 
~ 271' la -it 271' J. la 
= 2~ ¡/J (i e-ilzrp(t)dt)dx = 1: f(x)dx, 
degut al teorema de Fubini. Aixo ens dona el resultat que buscavem. • 
12.5. Teoremes de continuitat 
En aquest apartat establirem la relació entre la convergencia feble de probabilitats e5tu-
diada en el capítol 11 i la convergencia de les corresponents funcions caracteríStiques. En 
primer lloc demostrarem un resultat auxiliar. 
Proposició 12.6. (Desigualtat de truncació). Siguiµ una probabilitat sobre IR amb funció 
característica rp. Aleshores, pera tot a> O. 
1 f" 2 _ (1 - ,p(t))dt 2: µ{x: lxl 2: ; } · 
a -ca 
Demo8tració: Utilitzant el teorema de Fubini i el fet que la funció sinus és imparell. tindrem 
.!. /" (1-rp(t))dt=.!. r ( '(1-eilz)µ(dx))dt 
a]_,. a ]_0 ÍR 
= .!. f ( f" (1- cos tx)dt)µ(dx) 
a Ía Í-o 
= k 2(1 - si:;x)µ(dx) 
>2 inf (1-~) / µ(dx) 
- • (u(~2 U Í{z:ful~2} 
2 
2: µ{x : lxl 2: ; } , 
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jaque I si: u 1 :5 1 i I si:-" 1 :5 ½ si lul 2:: 2. El resultat queda així demostrat. • 
Teorema 12.7. (Teorema de continuitat de P. Lévy). Considerem una successió 
{µn, n 2: 1} de probabilitats en R i denotem per { 'Pn, n 2: 1} la successió de funcions 
característiques associades. Aleshores, 
(i) Si µn convergeix feblement cap a una probabilitat µ qua.n n tendeix a infinit. 
aleshores limn 1,?n(t) = <pµ(t), pera tot t E R. 
(ii) Si limn 'Pn(t) = <p(t), on <p és una funció contínua en el zero, aleshores <p és la funció 
característica d'una probabilitat µ, i w - limn-oo µn = µ. 
Demostració: L'apartat (i) és una conseqüencia immediata de la definició de convergencia 
feble, jaque les funcions cos tx, i sin tx, són contínues i afitades. 
Per a la demostració de (ii) utilitzarem la desigualtat de truncació (Proposició 12.6) i el 
teorema de convergencia dominada (jaque lc,on(t)I $ 1). Obtenim així 
2 11-" µn{X: \xi 2'.: -} :5 - (1- ipn(t))dt. 
a a _ 4 
Aquesta última expressió convergeix cap a ¼ J~ .. (l - <p(t)) dt quan n tendeix a infinit. 
D'altra banda, 
11" lim - (1- ip(t))dt = 2(1- y,(0)) = O, 
a-o a -a. 
ja que cp és continua en el zero. 
Fixem un~ > O i sigui a > O tal que O $ ¼ J~ .. (1 - c,,(t))dt $ f. A partir d'un cert no 
tindrem 
µn ([-~, ~Je) $ µn{X: \xi 2:: ~} :5 !, {" (1 - 1,?n(t))dt $ 
a a a a}_ .. 
$ !_ f" (1 - c,o(t))dt + ~ $ e. 
a J_.. 2 
D'altra banda, per 1 $ n $ no podem trobar ª" > O tals que µn ([-an, an]c) :5 e. En 
conclusió, si b = ma.x {a1, ••• ,an0 , !}, es compleix que supnµn([-b,b]c) :5 e, i aixo ens 
diu que la successió de probabilitats {µn, n 2:: 1} és ajustada. 
Tenint en compte el criteri de convergencia feble (Teorema 11.9), pera demostrar que µn 
convergeix feblement cap a µ només cal comprovar que totes les subsuccessions convergents 
tenen el mateix lírnit, igual a µ. Suposem que {µn;, i 2:: 1} és una subsuccessió convergent 
cap a una probabilitat 11. Tindrem, perla part (i), 
cp.,(t) = lim<pn,(t) = <p(t). 
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Aixo ens diu que e,, és la funció característica d'una probabilitat (ja que sempre podem 
trobar una subsuccessió feblement convergent) que designarem per µ = 11 i totes les parcials 
convergents ténen límit µ. Acaba així la demostració del teorema. 
Observació: En l'observació (2) que segueix al Teorema 11.2 varem indicar que una 
condició suficient per a la convergencia feble d'una successió de probabilitats és que con-
vergeixim les integrals de les funcions de la classe cr(R) (infinitament diferenciables i 
amb totes les derivarles afitades). Aquesta fanu1ia de funcions és molt més petita que el 
conjunt de les funcions contínues i afitades que apareix a la definicíó de convergencia feble. 
El teorema de continuitat de P. Lévy que acabem de demostrar ens diu que una condició 
suficient per a la convergencia feble (part (ii) del teorema) és la convergencia de les inte-
grals de les funcions sin tx, cos tx, t E IR. Aquestes funcions trigonometriques constitueixen 
una farru1ia de funcions encara molt més petita que Ci'°(R). 
De l'estudi que acabem de fer de les funcions característiques se'n desprenen els fets 
següents: 
1) Es equivalent coneixer la funció característica d'una probabilitat µ que la propia µ 
(vegi's la fórmula de inversió). 
2) Les funcions característiques proporcionen un tractament senzill de la propietat de 
independencia (vegi's propietat (8) de l'apartat 12.1). 
3) Les funcions característiques proporcionen una eina adequada pel tractament de la 
convergencia feble (vegi's Teorema 12.7). 
En el llenguatge de l'Analisi, la funció característica d'una probabilitat µ és la tra~for-
mada de Fourier de la mesura finita µ. 
Com hem dit al comem;ament del capítol, fóu Paul Lévy qui a comenc;aments d'aquest 
segle va introduir la tecnica de la transformada de Fourier en l'estudi del problema del 
límit central. 
De fet idees similars havien estat utilitzades al llarg del segle XIX. Per exemple, el que 
avui coneixem com a tra.nsformada de Laplace, fou una tecnica desenvolupada per Laplace 
amb el mateix objectiu. 
Acabem aquest capítol amb una breu secció destinada a la transformada de Laplace pera 
probabilitats discretes. 
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12.6. Funció generatriu 
En el cas de lleis de probabilitat discretes, és de vegades més interessant utilitzar la funció 
generatriu que la funció característica. Co~iderem una probabilitat µ sobre el conjunt dels 
nombres naturals N = {O, 1, 2, ... }. La probabilitat µ ve caracterizada per una successió 
Pi = µ( { i}) tal que p¡ 2:: O i E:o p¡ = l. 
Observem .que la serie E:°:::oPiZn és convergent pera tot complex z tal que lzl S 1, ésa 
dir, el radi de convergencia d'aquesta serie sera més gran o igual a 1 i la serie convergeix 
uniíormement en tot disc { z E C : lzl S r} de radi r < l. 
La funció G,.(z) = E:ZoPnZn definida en el disc {z E C : lzl S 1} s'anomena la funció 
generatriu de µ. Aquesta funció és analítica en el disc obert { z E C : lzl < 1} i determina la 
probabilitat µ. Més exactament, les probabilitats Pn són els coeficients del desenvolupament 
en serie de potencies de G,. a !'origen: 
Pn = ~G~n>(o). 
n. 
"La relació entre la íunció generatriu i la íunció característica ve donada per la següent 
fórmula: 
it G,.(e ) = ip,.(t), pera tot t E R. 
Com en el cas de les funcions característiques, si X és una variable aleatoria a valors 
naturals, s'anomena funció generatriu de X a la funció generatriu de la seva llei, és a dir, 
Moltes de les propietats que hem estudiat en el cas de les íuncions característiques es 
compleixen també per les funcions generatrius. Per exemple, si X i Y són dues variables 
aleatories independents a valora naturals, tindrem que Gx+Y = Gx • Gy. En efecte, 
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13. EL TEOREMA CENTRAL DEL LÍMIT 
Considerem una successió { X n , n 2: 1} de varil\bles aleatories independents i amb lleis 
de Bernouilli de parametre p. Posem Sn = X 1 + ... + Xn. Les ~ prenen els valors 
f. . O :5 k S II nmb probnbilitat 
Com que <1' 2 ( ~) = P (ln-p) tendeix a zero quan n -+ oo. la distribució de probabilitat de 
~ tendeix a concentrar-se en el punt p = E(~). La llei forta dels grans nombres ens diu 
que limn-oo ~ = p quasi segurament i també en L2 • 
Una altra idea per tal d'estudiar el comportament asimptotic de la successió Sn consisteix 
en fer una normalització. Ésa dir, definim 
S~ = Sn - E(Sn) = Sn -np 
<J'(Sn) Jnp(l-p) 
Les variables S~ tenen mitjana zero i variancia 1. En aquest cas, la successió S~ no 
convergira. en probabilitat O quasi segurament pero podem esperar que convergeixi en llei 
ja que la seva distribució manté un valor mig i una variancia constants. La llei de S~ és 
una distribució binomial normalitzada. En el llibre "The Doctrine of Chances" de A. De 
Moivre publicat l'any 1756, es va demostrar que si p = ½, S~ convergeix en llei cap a una 
<listribució normal N (O, 1), ésa dir, 
{ Sn-np } 16 1 -z 2/2d lim P a < -;:::::=::::;:=~ :5 b = rn= e x . 
n - Jnp(l - p) o v2r. 
(13.1) 
La funció de distribució de la llei normal F(.:z:) = J~00 Jh e-'212 dy es pot trobar a 
les taules, i aleshores una probabilitat del tipus P { a 5 Sn 5 .0} es podre. aproximar pe! 
increment 
F( ¡J-np )-F(~np ). 
Jnp(l - p) Jnp(l - p) 
Dit d'una altra manera, la Uei binomial B(n,p) es pot aproximar per una llei normal 
.V ( 11 p, n p ¡ l. - p)) . En general, acceptarem aquesta aproximació quan n p ( 1 - p) > 18. 
La taula següent (W. Feller. vol. 1) ens ofereix una comparació de la distribució binominl 
B ( 100. 0,3) ambla seva aproximació normal 
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Aproxima ció Percenlalge 
Probabililal normal d1 error 
9 :5 Sn :5 11 0.000 006 0.000 03 + 400 
12 :5 s,, :5 14 0.000 15 0.000 33 + 100 
15 :5 s,, :5 17 0.002 01 0.002 S3 + 40 
18 :5 s,, :5 20 0.014 30 0.015 99 + 12 
21 :5 s,, :5 23 0.059 07 0.058 95 o 
24 :5 S,, :5 26 0.148 87 0.144 47 - 3 
27 :5 S,, :5 29 0.237 94 0.234 05 - 2 
31 :5 s,, :5 33 0.230 13 0.234 05 +2 
34 :5 S,, :5 36 0.140 86 0.144 47 +3 
37 :5 s,, :5 39 0.058 89 0.058 95 o 
40 :5 Sn :5 42 0.017 02 0.015 99 -6 
43 $ Sn $ 45 0.003 43 0.002 83 - 18 
46 $ S,, :5 48 0.000 49 0.000 33 - 33 
49 $ S,, :5 51 0.000 05 0.000 03 - 40 
El resultat de De Moivre va ésser generalitzat per Laplace (1810) al cas de variables 
discretes i simetriques. Constitueix la versió més senzilla del teorema central del límit. A 
continuació donarem una versió del teorema central de lfrnit deguda a Lévy-Lindeberg que 
generalitza el teorema de De Moivre-Laplace. 
Teorema 13.1 (Teorema central del límit de Lévy-Lindeberg). Sigui {Xn, n ~ l} una 
successió de v.a. independents, identicament distribuides i de quadrat integrable, amb 






Demostraci6: Sigui Yn = 5r;,:J,t . Observem que E(Yn) = O 
la funció característica de la variable Yn , 
on ..p,, és la funció característica de la variable X'✓,¡' . 
e, n 
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u2 (Yn) = 1. Calculem 
Salwm que ,:;,. és cines \·egades <lerivab]P amb continuúat i 
, . (X1 - m) ,:;,.(0)=1E a.fo =0. 
r [ (x -111)-1] ,:;;;(t) = - }r¡¡ .r2 e't.r Po • ;Ji¡ ( l ) - -E ((X1 - m)-z . ., .\" 1 _ 111 )·) < x - r.; exp ,, 
avn ªvr,¡ 
En particular. 
,, ((X1 - m)2) 1 ~ (0) = -E .......:....- = --. 
"'" a,/ñ. n 
La fórmula de Taylor aplicada a la funció ·-,,,,(t) en el punt t = O i>ns diu que 
t 2 t2 [ " " . 11 ( 1 cp,,(t) = 1-? +? tp,,(ot) - -Pn O) . 
_n -
on IBI :5 1. Llavors. 
n[cp~( Bt) - cp~(O)] = -n E [ ( x;.jñ m r ( eitll":l;; - 1)] 
1 [ 2 ,ex,-= 1 =-ª2 E (X1 -m) (e' ªV" -l)J 
Pel teorema de convergencia dominada. aquesta expressió tendeix a zero quan n - x . En 
efecte. 
lim (X1 - m)2 (e¡ie·:,✓,r - 1) =O, 
n-00 
i d'alt:-a banda, 
En conseqüencia. obtenim 
per a tot t E IR . 
Pel teorema de continuit.at de P. Lévy resulta que la successió {l-;,, n ~ l} com·ergeix 
en llei cap a una variable .tleatoria amb distribució X ( O, J , • que és el resultat qui> \"oiiern 
demostrar. • 
És interessant poder disposar d"una versió n-dimensíonal del t_eorema ci>ntrnl del limir d,, 
Lé,·y-Lindeberg. per les seves aplicacíons a !'Estadística. Per aixo cal introduir primer la 
llei normal multidímensinnal. 
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Proposició 13.2. Sigui m E Rn i A una matriu simetrica d'ordre n definida no negativa. 
Existeix una probabilitat en Rn, que designarem per N (m. A) i anomenarem llei normal 
n-dimensional, que té per funció característica 
( ( . • 1 • ) <,? t) = exp zt m - 2 t At , 
per a tot t E Rn . 
DemoJtració:· Sigui C una matriu ortogonal tal que C AC* = D, on D és una matriu 
diagonal. Els elements de la diagonal de D, que designarem per >. 1 , ••• , >.n, coincideixen 
amb els valors propis de A i en conseqüencia són no negatius. Tindrem A = e• D C . 
Considerem un vector aleatori Y= (Y1 , ... , Yn) amb les components independents i amb 
lleís N(O,>.i) si>.; =fa O i Yi = O si>.;= O (i = 1, ... ,n). Definim X= C*Y + m. 
La funció característica del vector Y val 
n n 
r.py(t) = E [ exp i¿ti Y;]= IT e-½IJ.X; = e-½t•Dt. 
j=l j=l 
Per tant, la funció característica del vector X sera 
i la llei del vector X és la probabílitat que busquem. • 
Propietats de les lleis normals multidimensionals 
1.- Sigui X un vector amb llei N ( m, A) . Si C és una matriu ortogonal tal que A = C* D C 
( on D és la matriu diagonal que hem utilitzat abans ), el vector Y = C ( X - m) té les 
components independents i amb lleis N (O, .X;) si .X; -:f, O o bé zero si>.;= O. 
En efecte, 
ipy(t) = e¡••(-Cm) ipx(C*t) = exp (-w Cm+it* Cm-½ t* GAG* t) 
= exp ( - ½ t• D t) . 
2.- Si X és un vector aleatori amb llei N ( m, A). aleshores m i A representen, respectiva-
ment, el vector de mitjanes i la matriu de variancies i covariancia de X. 
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En efecte. fent servir les mateixes notacions que abans, tindrem 
E (X) = e• E (Y) + m = m 
E[(X -m)(X-mr] = E[C"Y Y"C] = e• DC = A. 
3.- Sigui X un vector aleatori n-dimensional amb llei N ( m. A). Aleshores, si A. és una 
matriu d'ordre r x n, el vector A.X té llei .V(.-lm, AJ\A"). 
En efecte, 
<r>Ax(t) = <r>x(A*t) = exp (it* Am - ½ (A" t)* A(A• t)) 
= exp (it"(Am) - i t"(AAA*) t), 
per a tot t E Rr . 
En particular, tot vector aleatori de la forma (X;,, ... , X;m), amb m ~ n, té llei 
normal, i tota combinació lineal E?=i a¡ X; té llei normal. 
Recíprocament, si X = (Xi, ... ,Xn) és un vector aleatori tal que tata combinació 
li al "n X ' al aleshores X té una llei normal multidimensional. En ne ¿_,¡= 1 a; ; es norm , 
efecte, com que 
·1• X) (l) _ -½ .,-2(tº X)+i E(tº X) E(e' =<,?t•X -e , 
tindrem 
E(t* X)= t• E(X), 
u2(t• X)= E [ (t• (X:_ E(X)) )2] 
= E [t~ (X - E(X))(X - E(X))" t] = t• A t, 
on A és la matriu de variancies i covariancies del vector X · 
Per tant, X té una llei normal multidimensional amb parametres m = E (X) i ;\. 
4.- Sigui X = ( X 1 , ... , X n) un vector amb llei normal n-dimensional N ( m, i\) . La inde-
pendencia de les variables Xi, ... ,Xn és equivalent a que la matriu A sigui diagonal. 
és a dir. les variables X 1 , •.. , X n són incorrelacionades. 
En efecte. la independencia de les variables X1, ... ,Xn implica que cov (X,, Xi)= O. 
pera i-# j. 
Recíprocament, si la matriu A és diagonal i designem per ,\1, ... , ,\n els elements de 
la diagonal, tindrem 
n n 
'Px(t)=eit"m-½t"At=II eit;m;-½>.;tJ=IT 'PX; (tj), 
j=I j=I 
i aixo ens diu que les variables X1 , •.. , Xn són independents. 
5.- Si la matriu A és regular (és adir, det A > O), direm que la llei normal N (m, A) és 
no degenerada. 
En aquest cas, ,\¡ > O, i = 1, ... , n i aquesta llei és absolutament contínua amb 
una densitat que es pot calcular mitjan<;ant un canvi de variable. En efecte amb les 
notacions anteriors definim t.p (y) = C• y + m = x . Com que X = t.p ( Y) , tindrem 
fx (x) = fy (cp-1 (x)) IJ.,,,(y)¡-i = ñ ✓ 1 ); e-rl¡y? 
i=:l 211' i 
= [(211'r det AJ-½ exp ( - ½ (x - m)" A-1 (x - m)) 
Pera justificar aquesta darrera igualtat cal tenir en compte que IJ.,,, (y )1 = ldet e•¡ = 
1 , i ,\1 ... An = det A . Endemés 
_,, 
y• n-1 y= (x - m)" e• (x - m) = (x - m)" A (x - m). 
Si la matriu A és singular, direm que la llei N (m, A) és degenerada. Suposem que 
el rang de A és r < n i siguin A1, ... , Ar els vectors propis no nuls de A. Aleshores 
Yr+i = ... = Y11 = O i el vector Z = (Yi., ... , Y;.) té una llei normal r-dimensional no 
degenerada. 
Sigui W1 la matriu d'orclre n x r formada perles r primeres columnes de la matriu 
C• . Es compleix que X = W1 Z + m i en conseqüencia, la distribució de probabilitat 
indwda per X sobre R" (X és un vector aleatori amb llei N ( m, A)) estara concentrada 
en la següent varietat lineal de dimensió r 
{ X = W1 Z + m , Z E IR"} = { X = e· y + m , Z E R"} . 
6.- Analitzem el cas de dimensió 2. Sigui (X, Y) un vector aleatori amb llei normal. 
Suposem que X i Y tenen lleis N ( m1 , u~) , N ( m 2 , u~) , respectivament i sigui p el 
seu coeficient de correlació. Aleshores 
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i la llei <le ( X . y) és no degenerada si I nomes s1 p . . . ¡ I < 1 . En aquest cas. la clensitat 
del vector. (X, Y) és 
1 { 1 [(x - m1 ¡2 exp - ., Í< x n (x. y)= ¡,---:;¡ 2 (1 - p2 ) O'j . ' 2.r O'¡ 0'2 V ~ - ,n-
( :r - m 1 )( x - m2) + (u-r,n2l2J1}. - 2 .:,_ _ __;__; ___ p 0'-
0'¡ 0"2 2 
t 1 del \ímit multidimen-1ª Versió anunciada del teorema cen ra Acabarem el capítol amb 
sional. 
. . n > l} una successió de vectors aleatoris k-climensionals. 
Teorema 13._3: • S1~1 {Xn' . -: .. s Posem Sn = X1 + ... + Xn. Suposem que les 
índependents i ident1cament distnb~1t. . E(X) = m. E[(X1 -m)(X1 -
d v , de quadrat integrable I posem I components e A¡ son 
m)"] =A. Aleshores 
Sn -nm _!:._. N(O,A), 
,jñ 
quan n tendeix a infinit. 
k 1 h {t" ;r n > l} és una . , _ s - n m Fixem t E !fil . A es ores . n , -
Demostracio: Posem Yn - ~. 'd' f ament distribui'des, amb mitjana t• m 
successió de variables aleatories independents, i en ic 
i variancia 
• -E[t"(X -m)(X1-m)"t]=tºAt. u 2 (t Xi)- 1 
al d 1 ümit en dimensió u ens diu que En conseqüencia, el teorema centr e 
1 [ ¿n t• X . _ n t• m] !:__. N ( O, t• A t) . t• Y. = - . J 
n 'ñ' . n-oo V'• J=l 
Per tant, 
.C (l)=e-½t"At=-.PN(o.A)(t\. '"Yn (t) = E[eit"Yn] = '{)t•Yn (1) - 'PN(O,t•¡\t) 
T n-oo 
. p a la funció característica de la llei . . . t , f a de Y. converge1x ca 
Es a dir, la func10 carac ens IC n . . . al del teorema de continu1tat de P. 
t IR" L versió multid1mens1on 
N (O, A)' ~n tot punt E . a e, (O A) i el teorema queda demostrat. a 
Lévy implica aleshores que Yn ,;:::, N ' 
d D !'vfoi\·re ens porta a introduir la llei m1Llt1-.. 1 'd' · 1 del resultat e e • 
La vers10 mu ti 1mens1ona cas articular del Teorema 13.3 per la Sf'\'a 
nomial. Creiem interessant presentar aquest .2 p 
relació amb el fonament teoric del test de la \ . 
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Considerem una experiencia aleatoria amb k resultats possibles, A1, .. . , Ak , de probabi-
litats p¡, ... ,Pk, respectivament o::::;=! Pi = 1). Repetim aquesta experiencia aleatoria 
n vegades de manera independent, i denotem per X;, i = 1, ... , n a la variable aleatoria 
que ens dóna el nombre de vegades que s 'ha produ1t el resultat A; en aquesta repetició 
de !'experiencia. El vector aleatori X = (X1 , ... , X k) té una distribució de probabilitat 
discreta donada per 
on n; E N, i ~ 1, ... , k 
Direm que la distribució del vector X és una mu.ltinomial amb parametres n, k, p 1, ... , Pk , 
i escriurem M (n; k, p 1 , ... ,p1,:). Observi's que per k = 2 obtenim la llei B (n, p) onp = p¡. 
Les variables aleatories X¡, i · = 1, ... , k poden expressar-se com I:7=i X;i, on X;j = 
-lE,; , éssent E;; l'esdeveniment "obtenir el resultat A; en la j-essima experiencia". Així 
dones X; , i = 1, ... , k, és una suma de variables aleatories independents i identicament 
distribuides amb valor mig igual a p¡ . És facil comprovar que la matriu de varia.ncies-
covaria.ncies de X és n A amb 
-p¡p2 
Aleshores, el Teorema 13.3 estableix que el vector aleatori Yn = (Yr , ... , Yt), on Yt = 
~-vii , i = 1, • •., k, convergeix en llei qua.n n tendeix a infinit cap a un vector aleatori 
amb distribució N (O, A). 
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