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Resumen 
En este proyecto se lleva a cabo un proceso de documentación e investigación acerca del Eye 
Tracking y el SDK Tobii , para finalmente crear una aplicación en C# que permita navegar por una 
serie de imágenes utilizando únicamente los ojos mediante un dispositivo capaz de detectar lo que 
observa el usuario en la pantalla, o también llamado Eye Tracker. El programa consta de una 
sencilla interfaz y, tras un proceso de calibración de la mirada,  muestra una serie de imágenes 
situadas alrededor , formando un marco. Cuando un usuario mira una imagen específica, ésta 
aparece extendida en el centro de la pantalla, y puede ser examinada durante algunos segundos. El 
sistema está pensado para gente con discapacidad, aunque también mejoraría las prestaciones de 
las interacciones habituales de un usuario sin ella. 
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1. Introducción 	  
Se parte de una aplicación básica de Eye Tracking , diseñada por el laboratorio 
“Computer Vision and Multimedia Lab” de la Universidad de Pavía (Italia), en lenguaje C# 
mediante la plataforma .NET de Microsoft y el software Microsoft Visual C# 2005, en la 
cual se detecta la mirada de un usuario respecto a un Eye Tracker Tobii 1750 (Figura 7), 
así cómo la distancia de separación entre éste y la pantalla. La localización de la mirada o 
punto PoR (Point of regard o posición de ambos ojos) se representa con una única forma 
cuadrada, que va tornando su color y tamaño según la distancia de separación (Video1). 
El objetivo final del proyecto, a partir de esta aplicación inicial, es crear un navegador 
de imágenes distribuidas en marco alrededor de la pantalla, en el cual, sin necesidad de 
utilizar teclado ni ratón, se escoja una de ellas únicamente mirándola y se pueda observar 
expandida y con detenimiento en el centro de este marco. Otro propósito consistía en dar 
movimiento a estas imágenes, de forma que fueran recorriendo la pantalla por sus bordes, 
y que al mirar una de las imágenes el movimiento cesara y se mostrara del mismo modo en 
el centro de la pantalla. Esta segunda versión dio problemas de temporización y no se pudo 
finalizar correctamente. 
Las fases de proyecto fueron: 
-Familiarización con la taxonomía y tipos de movimientos del ojo y la tecnología 
Eye Tracking , relativamente novedosa y compleja. 
-Visión de conjunto de herramientas necesarias para el Eye Tracking: Tobii (Eye 
Tracking SDK y API’s) y .NET Microsoft Framework (Microsoft Visual C# 2005). 
-Realización de un navegador de imágenes en C# en forma de marco, con dos  
modalidades, la segunda opcional, considerada una mejora:  
• Imágenes estáticas 
• Imágenes en movimiento (opcional, mejora de la aplicación)  
-Resultados mediante capturas de video, al disponer del Eye Tracker para 
resultados en  tiempo real únicamente en el Laboratorio de la Universidad de Pavía. 
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2. Background 
2.1. ¿Qué es el Eye Tracking? Técnicas y aplicaciones. 	  
El concepto de Eye-tracking hace referencia a un conjunto de tecnologías que 
permiten monitorizar y registrar la forma en la que una persona mira una determinada 
escena o imagen, en concreto, en qué áreas fija su atención, durante cuánto tiempo y qué 
orden sigue en su exploración visual . Las técnicas de Eye-tracking tienen un gran 
potencial de aplicación en una amplia variedad de disciplinas y áreas de estudio, desde el 
marketing y la publicidad hasta la investigación médica o la psicolingüística, pasando por 
los estudios de usabilidad. 
Al utilizar esta tecnología, el seguimiento se realiza con una cámara e iluminación 
infrarroja, integrados en el Eye Tracker Tobii 1750 (Figura 8), siendo una aplicación 
software la que analiza los movimientos del ojo del usuario, en este caso, nuestro 
navegador de imágenes. 
Atendiendo al criterio de Andrew T. Duchowsky [1] se pueden distinguir dos 
vertientes de aplicación de sistemas de Eye-tracking: diagnósticas (pasivas, de análisis y 
diagnóstico) e interactivas (como medio de interacción con el computador). 
En el primero de los casos, el sistema de Eye-tracking proporciona la evidencia 
objetiva y cuantitativa de los procesos relacionados con la visión y la percepción, midiendo 
el movimiento de los ojos y la atención al realizar otra tarea independiente. Es decir, 
funciona como herramienta de evaluación: la información extraída ya no requiere de un 
análisis y respuesta en tiempo real por el sistema sino que es registrada para su posterior 
análisis e interpretación. Esta técnica es aplicada en campos de marketing o para diseños 
de páginas web, mediante mapas de calor que miden las zonas que llaman más la atención 
al observar una escena determinada (Figura 1). 
	  
Figura 1. Densidad de fijaciones de una página web 	  
Cuando se utiliza como medio interactivo sirve como un dispositivo de entrada que 
sustituye al ratón. Aunque la precisión del sistema de Eye-tracking como dispositivo de 
entrada dista de la de otros, como el ratón, puede tener numerosas aplicaciones prácticas, 
tales como su uso en entornos de realidad virtual o por usuarios con discapacidad motriz, 
como la esclerosis múltiple u otras discapacidades. Pero además, incluso en determinadas 
operaciones como la selección de objetos de la interfaz, la mirada puede resultar más 
rápida que la acción mediante el ratón. 
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Los sistemas de Eye-tracking se pueden dividir en tres categorías por las metodologías 
de medición de movimientos oculares que impliquen: Electro-oculografía (EOG), lentes 
de contacto/ bobinas de búsqueda y foto-oculografía (FOG)/ video-oculografía (VOG) o 
sistemas basados en técnicas de video combinando la reflexión de la pupila y la córnea. 
Una de las características de los sistemas Eye-tracking requerida para la comodidad 
del usuario, como hemos visto en las diferentes técnicas utilizadas durante la historia, es el 
carácter no invasivo de los sistemas. De esta forma podríamos agrupar las tres categorías 
de las metodologías antes mencionadas en dos: sistemas invasivos y sistemas no invasivos. 
a) Sistemas invasivos 
Entre los sistemas invasivos que requieren el contacto físico con el sujeto encontramos 
los sistemas basados en lentes de contacto/bobinas de búsqueda (Figura 2) y sistemas 
basados en Electro-oculografía (EOG) (Figura 3). Generalmente estos sistemas realizan 
mediciones de mayor precisión. 
a.1) Sistemas basados en lentes de contacto 
Esta es una de las técnicas más precisas que implica el contacto físico con el ojo a 
través de un mecanismo basado en lentes de contacto, pero inevitablemente estos sistemas 
resultan muy incómodos para los usuarios. Esta técnica implica asignar un objeto de 
referencia mecánico u óptico para ser montado en la lente de contacto que luego se coloca 
directamente en el ojo, como por ejemplo fósforos que reflejan, diagramas de línea o 
bobinas inductoras. El método principal emplea bobinas de búsqueda y el movimiento se 
mide a través de un campo electromagnético. A pesar de que es el método más preciso 
(con una precisión de 5-10 arco segundos en un rango limitado de 5°) es el método más 
invasivo. Estas técnicas no parecen ofrecer una buena solución a la integración de la 
tecnología de Eye-tracking. A su vez, los problemas de salud derivados de los campos 
magnéticos de alta frecuencia no han sido resueltos todavía existiendo ciertas dudas sobre 
su efecto en el organismo humano. Muchos expertos expresan sus reservas sobre esta 
tecnología aún y cuando se lograsen solucionar estos problemas por tratarse de una técnica 
excepcionalmente invasiva. 
 Figura 2. Colocación de las lentes de contacto. 
 
a.2) Electro-oculografía (EOG) 
Esta técnica fue una de las más utilizadas hace unos cuarenta años y consiste en la 
medida de diferencias de potencial eléctricas en la piel detectadas por electrodos colocados 
alrededor del ojo. Esta técnica en principio ofrecería gran libertad de movimientos, pero al 
necesitar detectar la posición de la cabeza también pierde esta propiedad. Estas diferencias 
de potencial se producen con movimientos de los ojos no constantes, por lo que estas 
variaciones hacen del EOG una técnica imprecisa para medir los movimientos oculares 
lentos y la detección de la dirección de la mirada. Sin embargo, es una técnica muy sólida 
para medir los movimientos oculares sacádicos (Apendice A) (rápidos) asociados con 
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cambios de la mirada y la detección de parpadeos. Además, esta técnica requiere una 
potencia de cálculo muy baja y se puede utilizar en ausencia de iluminación. 
	  
Figura 3. Electro-OculoGraphy (EOG) 	  
b) Sistemas no-invasivos 
Entre los sistemas no invasivos encontramos aquellos basados en técnicas de video o 
foto oculografía y los sistemas basados en técnicas de video combinando la reflexión de la 
pupila y la cornea. El carácter no invasivo de estos sistemas hace que hoy en día sean los 
más utilizados.  
b.1) Foto oculografía (POG) y video-oculografía (VOG) 
Esta técnica incorpora una cámara o dispositivo de adquisición de imágenes para tratar 
de determinar el movimiento de los ojos utilizando las imágenes obtenidas por dicho 
dispositivo. Para ello, se analiza el comportamiento de características del ojo humano 
como el centro de la pupila, el contorno del iris o las reflexiones de la córnea e intentando 
establecer una relación entre estas y el punto donde se fija la mirada (PoR). Estos sistemas 
están basados en la captura de imágenes por lo que requieren una iluminación del usuario 
adecuada. Algunos de estos sistemas cuentan con una o varias fuentes de iluminación 
aunque también existen sistemas que funcionan solamente con la luz visible. 
En el caso de utilizar iluminadores, generalmente la luz emitida por estos es infrarroja. 
Esta se refleja en los ojos y es capturada por la cámara de vídeo. La información capturada 
se analiza para extraer la rotación de los ojos en función de los cambios de posición de las 
reflexiones. Distinguimos diferentes Eye-trackers por la característica del ojo que analizan. 
Aprovechando la reflexión del ojo, hay Eye-trackers que emplean el primer reflejo de la 
córnea o primera imagen de Purkinje (Figura 4). Esta es la reflexión más fácil de detectar 
pero, también se producirán más reflejos de los cuales el primero y cuarto serán los más 
relevantes. 
 
Figura	  4.	  Reflejo	  de	  Purkinje	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Así mismo, las técnicas de Eye-tracking mediante video-oculografía podrían dividirse 
en función de su objetivo: 
- Técnicas que miden los movimientos del ojo: Determinan la rotación del ojo, esto 
es, la orientación del ojo respecto a la cabeza. 
- Técnicas que determinan el punto exacto donde se fija la mirada, o cálculo del 
PoR (Point of Regard): Cálculo del punto donde el sujeto mira en el espacio; para tal 
fin será necesario el seguimiento independiente de la posición de la cabeza (en 3D) 
además de conocer la rotación del ojo. 
Entre los sistemas basados en video-oculografía (VOG) distinguimos los basados en 
modelos matemáticos y los basados en modelos polinómicos. Cualquiera de estos sistemas 
puede ser diseñado para ir sobre en la cabeza, como un casco (Figura 5) o mediante 
sistemas remotos.  
-Sistemas montados sobre la cabeza (HMD, Head-Mounted System): Estos 
sistemas son los preferidos para aplicaciones que requieren grandes y rápidos 
movimientos de la cabeza; no es conveniente utilizarlos en aplicaciones que requieren 
una continua mirada de vigilancia durante largos períodos de tiempo (por ejemplo, el 
control del cursor para las personas con discapacidad motriz) o en aplicaciones que 
involucran a los niños. Para estas aplicaciones, los sistemas a distancia son los 
preferidos. La configuración del casco consta de una cámara para el seguimiento del 
movimiento del ojo y otra cámara capturando la escena a la que el usuario mira. 
Figura 5. Head-mounted video-based eye tracker 
-Sistemas remotos: Entre los sistemas remotos de Eye-tracking, la configuración 
más simple consta de una sola cámara y una fuente de luz independientes. No obstante, 
para calcular la dirección de la mirada con alta precisión no es suficiente el uso 
exclusivo de este sistema. Para satisfacer esta limitación habrá que mantener la cabeza 
fija en relación con el sistema y estimar la distancia entre el ojo y la cámara. Por lo 
general estos sistemas suelen calcular la dirección de la mirada utilizando el vector del 
centro de la pupila al centro de la reflexión de la córnea con respecto al eje de la 
cámara o bien disponer de medios para estimar la posición del ojo en el espacio con 
ayuda de espejos, por ejemplo. 
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b.2) Sistemas basados en técnicas de video combinando la reflexión de la pupila y la 
cornea. 
Sistemas Table-Mounted 
 
Llegamos al tipo de sistemas de Eye-Tracking más novedosos y que será el tipo de 
Eye-Tracker utilizado en el proyecto. Los sistemas Table-Mounted (Figura 6) son sistemas 
basados en los principios de VoG y la reflexiones de la córnea, pero mucho más fáciles de 
transportar y utilizar. A la vista también son mucho menos robustos, al tratarse de un 
simple monitor, en nuestro caso el Tobii 1750 (Figura 7), que incorpora tanto las cámaras 
como las fuentes de generación de luz infrarroja, todo ello integrado en un mismo 
dispositivo. La característica más importante de estos sistemas es el cálculo y recepción 
instantánea de las coordenadas (x,y) de la mirada del usuario. Las aplicaciones reciben esta 
señal en tiempo real, y podrá ser utilizada y desarrollada de la misma forma. 
 
Figura 6. Sistema Table-Mounted (Tobii 1750) 
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2.2. Tobii 1750 Eye Tracker. Especificaciones y arquitectura. 	  
El Eye Tracker Tobii 1750 pertenece a la Tobii serie 50, que surge cómo un gran 
avance en la tecnología del seguimiento ocular, dejando atrás sistemas head-mounted y 
sistemas remotos, basados en sistemas de video, que requerían el uso de un casco y eran 
muy vulnerables al movimiento de la cabeza . Los sistemas de Eye-Tracker de Tobii 
Tecnology proporcionan un seguimiento ocular de muy alta calidad, sin interferir con el 
usuario. Al mismo tiempo resultan muy fáciles de usar y son completamente automáticos, 
así como eficientes. Esto permite un seguimiento de los ojos en muchas más áreas de 
aplicación, cómo comerciales, clínicas y aplicaciones de investigación, y tanto cómo para 
fines de análisis cómo para la interacción con el usuario. 
Todos los monitores creados por Tobii Tecnology incorporan en su parte inferior el 
sistema de reconocimiento ocular, que incluye dos cámaras en su interior para realizar 
tanto la calibración (Figura 9) de los ojos como el seguimiento de la mirada. Antes de 
comenzar a utilizar el equipo es necesario realizar los ajustes personales de calibración 
durante unos segundos para que el sistema localice la ubicación de los ojos y realice las 
pruebas que servirán como patrones. 
	  
       Figura 7. Eye Tracker Tobii 1750 
 
 
Algunas aplicaciones más concretas de proyectos de Tobii Tecnology son:  
 
 
Figura 8. Aplicaciones Tobii Eye Tracking 
 
 
• Software y contenido web para estudiantes 
 • Investigación de la percepción visual
• Pruebas de publicidad en Web/Tv 
 • Estudios de baja visión
• Estudios psicológicos  
• Investigación de factores humanos 
•Estudios de lectura en personas disléxicas
 
 • Aplicaciones clínicas 
 
• Estudios en niños 
 • Interacción ojo-ordenador
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Figura 9. Proceso de calibración común. (Video 1) 
 
El Eye-Tracker detecta hacia dónde enfocan los ojos mediante el seguimiento de un 
reflejo en la córnea (Figura 10). Para ello, el accesorio envía varios haces infrarrojos que 
no molestan y son invisibles al ojo humano. El método de refracción de infrarrojos está 
basado en la iluminación de los ojos con esta luz, y se mide la cantidad de luz reflejada por 
la superficie del ojo. La córnea es transparente a la luz visible, pero refleja la luz infrarroja. 
Cuando los ojos se mueven, el vértice de la córnea se desplaza e influye en la cantidad de 
luz medida por los detectores fotográficos; la pupila puede utilizarse, por lo tanto, para 
medir la posición horizontal y vertical del ojo (vector). La luz infrarroja se absorbe 
completamente por la parte líquida del ojo, por lo que no puede extenderse a la retina y 
reflejarse desde la parte posterior. 
Los sensores del dispositivo Tobii 1750 registran imágenes de los ojos que después 
serán procesadas para detectar la posición exacta del reflejo en la pupila o el iris tras seguir 
un objeto que se mueve por la pantalla. 
	  
Figura 10. Reflejo en la córnea 
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A modo de seguimiento del ojo, se utiliza, cómo ya hemos dicho, el Tobii 1750, que 
integra todos los componentes (cámara, iluminación infrarroja, etc) en un monitor de 17'' 
(Figura 11)  
Con una precisión de 0,5 grados y una libertad relativamente alta de movimientos, el 
sistema es ideal para el uso real de la aplicación, con muy pocos límites para los usuarios. 
La tasa de muestreo es de 50 Hz (es decir, el promedio de los datos de las coordenadas de 
los ojos adquiridos por el Eye Tracker es de 50 veces/seg). 
 
 
Figura 11. Proceso de Eye Tracking. 	  
Las especificaciones del Tobii 1750 con respecto a otros sistemas de la Serie 50 son 
los detallados a continuación: 
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La arquitectura de los Eye Tracker Tobii 50 Serie consiste en un hardware (Tobii 1750, 
2150 o Tobii Eye tracker Tobii x50 hardware) y un software para controlar el hardware y 
calcular las coordenadas de la mirada y otros datos relacionados (The Tobii Eye Tracker 
Server, TET Server). 
Durante el seguimiento, el Eye-Tracker Tobii utiliza diodos infrarrojos para generar 
patrones de reflexión sobre la córneas de los ojos del usuario. Estos patrones de reflexión, 
junto con otra información visual del usuario, son recogidos por la cámara integrada. 
Sofisticados algoritmos de procesamiento de imágenes en el software se encargarán de 
identificar características relevantes. Se utilizan matemáticas complejas para calcular la 
posición tridimensional en el espacio de cada globo ocular, y finalmente el punto de vista 
en la pantalla, es decir, donde está mirando el usuario exactamente. 
El TET server es un software basado en el ordenador conectado al Eye-Tracker, y 
dispone de la librería tet.dll y ttime.dll , que se desarrollan en el siguiente apartado. Este 
TET server se comunica con el hardware de seguimiento a través de las interfaces USB y 
Firewire, pudiéndose conectar múltiples aplicaciones como clientes, ya sea desde el mismo 
ordenador o a través de un ordenador remoto y mediante TCP / IP. La principal ventaja del 
TET server es que permite a las aplicaciones clientes controlar el modo de funcionamiento 
del Eye-Tracker (Figura 13).  
Todo el seguimiento ocular y cálculos de calibración se manejan en el Tobii Eye 
tracker servidor (TETServer), que será el motor Eye-Tracker para la versiones Tobii 1750, 
Tobii X50, Tobii ET-17, Tobii 1740 y MyTobii P10 productos. Para Tobii T60, Tobii T120, 
X60 Tobii y Tobii X120 los cálculos se manejan dentro del firmware integrado. Para Eye-
Trackers Serie 50, el software TETServer debería estar instalado en el ordenador que está 
conectado al rastreador ocular. Cuando se instala, la TETServer se ejecuta como un 
servicio en el equipo. Para Tobii T60, T120, X60 y X120, el software no necesita ser 
instalado en el ordenador conectado al Eye-Tracker. 
En general, la mayoría de dispositivos Eye-Tracker permiten las siguientes 
funcionalidades: 
-Conexión: Establecer conexión con el Eye-Tracker mediante puerto serie o TCP/IP. 
-Calibración: Muestran puntos de calibración en una localización y tiempos 
apropiados. 
-Sincronización: Muestra los estímulos en un tiempo apropiado (el Eye-Tracker 
debería poder informar a la aplicación acerca de su estado, o viceversa). 
-Data streaming: Uso del Eye-Tracker para capturar y/o actualizar los datos. 
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2.3. Tobii Eye Tracking SDK. Eye Tracker Components API 
 
La Tobii Application Programming Interface (API) permite el desarrollo de 
aplicaciones de software para el control y recuperación de datos de la mayoría Eye-
Trackers Tobii. Esto es útil para aplicaciones altamente personalizadas, así como muchas 
variedades de aplicaciones de interacción basadas en el seguimiento de los ojos. En la 
Figura 10 y en la Figura 12 se ilustran las vistas del sistema de la configuración del Eye-
Tracker. La API de Tobii consiste en las siguientes sub APIs:  
2.3.1. TET API – Tobii Eye Tracker API   	  
La TET API proporciona acceso completo al software TETServer. La interfaz incluye 
las llamadas a funciones para conectarse al TETServer, iniciarlo y detenerlo, así como 
calibrarlo. Con el fin de permitir la plena libertad de implementación, la TET API no 
impone ninguna interfaz gráfica de usuario (GUI).La interfaz gráfica de usuario debe ser 
ejecutada por el usuario TET API, mientras que la comunicación interna con el TETServer 
se realiza mediante el protocolo de transporte TCP/IP . Esto permite el acceso desde 
cualquier host (Figura 11) con Windows que tenga una red TCP/IP y conexión al 
TETServer, es decir, normalmente cualquier equipo Windows 2000, Windows XP o 
Windows Vista con una conexión de red en funcionamiento . La API de TET se presenta 
como una Biblioteca Dinámica Enlazada de Windows (DLL), la tet.dll, lo que significa 
que es accesible desde casi cualquier lenguaje de programación. 
2.3.2. TETComp API - Tobii Eye Tracker Components API 	  
El TETComp API ( Figura 13) contiene objetos COM y objetos ActiveX que se pueden 
utilizar para simplificar y agilizar la implementación de la aplicación. Los lenguajes de 
programación en los que se integran los objetos COM incluyen el VB 6, C #, VB.net, C++, 
etc. 
La biblioteca tet.dll contiene: 
• TetClient - objeto COM utilizado para simplificar la comunicación con TETServer. 
• TetCalibProc - objeto ActiveX que incluye un procedimiento de calibración listo 
para usar. 
• TetCalibProcWin - objeto COM que incluye una ventana de la pantalla de 
calibración completa. 
• TetCalibPlot - objeto ActiveX que muestra una representación gráfica de la calidad 
de la calibración. 
• TetTrackStatus - objeto ActiveX que muestra la capacidad de seguimiento actual del 
usuario. 
•TetTimeManager - objeto COM utilizado para comunicarse con la TTIME API. 
•TetServiceBrowser – objeto COM para encontrar automáticamente el hardware 
Tobii en la red. 
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            Figura 12. Composición del Host conectado al Eye Tracker. 
 
 
 
 
 Figura 13. Las dependencias internas de TetComp y cómo se relacionan los objetos 
indirectamente a través de la API de bajo nivel. 
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Below follows a brief description for each of the TetComp objects: 
 
TetClient - Handles the calls to the lower software abstraction layer. Thus, it exposes 
the full functionality of the TETServer and it is possible to build a complete eye 
tracking application by using this object only. 
 
TetTrackStatus - It shows the tracking ability of the subject being tracked. It is a good 
tool for confirming that the subject is sitting in an advantageous position. It is 
implemented as an ActiveX control. 
 
TetCalibProc ? This object is used to calibrate the subject. To do that it opens its own 
window to displays an appropriate calibration stimulus. 
  
TetCalibPlot - It displays the result of a calibration, and can be used to provide 
information to decide if the calibration should be accepted, rejected or improved. It is 
implemented as an ActiveX control. 
 
TetCalibManager - It can be used when developing a new calibration tool. It exposes 
the TetClient functionality needed to perform a calibration, and also has some own 
functionality for deciding the optimal positions of calibration points and how to 
improve a calibration. 
 
TetTimeUtilities ? Tobii provides a time stamp that can be shared among different 
threads, processes and hosts. This object handles some basic time stamp 
calculations. 
 
TetPointDArray ? a data storage object for calibration points. 
 
TetCalibAnalyzeDataArray - a data storage object for calibration information. 
 
TetGazeDataHolder ? a help object passed by the gaze data events when languages 
like VB 6 are used. 
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 Figura 14. Aplicaciones simultáneas. 
 
Siendo un objeto COM (Component Object Model) una plataforma de Microsoft 
para componentes software introducida por dicha empresa en 1993 y que es utilizada para 
permitir la comunicación entre procesos y la creación dinámica de objetos, en cualquier 
lenguaje de programación que soporte dicha tecnología. Y siendo un objeto Active X aquel 
perteneciente a un entorno capaz de definir componentes de software reusables de forma 
independiente del lenguaje de programación. Active X es  una evolución de la tecnología 
Component Object Model (COM) y Object Linking and Embedding (OLE) y se usa 
generalmente en su sistema operativo Windows, aunque la tecnología como tal no está 
atada al mismo. 
2.3.3. TTime API - Tobii Time API  	  
La TTime API proporciona un alto nivel de resolución del tiempo de sincronización, 
de forma común para todas las aplicaciones que interactúen con los Eye Trackers Tobii. La 
TTime API se proporciona como un archivo DLL, la TTime.dll. Si el TETServer y la 
Tet.dll residen en equipos diferentes, habrá una TTime.dll diferente en cada equipo y el 
TTime.dll de cada ordenador se sincronizará automáticamente. 
2.3.4. TCVTrigger API - Tobii ClearView Trigger API 
 
La TCVTrigger API se utiliza para enviar señales de lanzamiento (eventos) a 
ClearView sobre TCP / IP. El lanzador de señales se puede utilizar para iniciar y detener la 
grabación o para enviar una muestra de datos temporales, que será insertada en los 
archivos de datos almacenados por ClearView. El TCVTrigger API se ofrece como una 
DLL, la cv.dll , la cual puede residir en el mismo equipo de ClearView o en otro equipo 
con acceso TCP/IP. 
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Figura 15. Aplicación del ClearView Trigger. 
 
 	   	   	   Figura 16. Tobii Eye Tracker Components API 
 
10 
3 Software Overview 
This chapter is all about the different Tobii APIs and how they relate to each other.  
Details of each interface are described further in their respective chapter.  
3.1 System Overview 
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Here are all possible combinations of ways to access Tobii software 
programmatically. At the bottom, there is the eye tracker hardware and the 
TETServer controlling it.  
 
To do the eye tracking, access is provided by the two eye tracking APIs Tobii Eye 
Tracker Components API and Tobii Eye Tracking Low Level APIs. The first is a COM 
implementation with some ready made tools that can perform calibrations for 
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2.4. .NET Framework 3.5: Lenguaje C# 	  
La aplicación desarrollada ha sido implementada en C #, en el .NET Framework 3.5 de 
Microsoft, plataforma sencilla y potente para distribuir software en forma de servicios que 
puedan ser suministrados remotamente, así cómo comunicarse y combinarse unos con 
otros de manera totalmente independiente de la plataforma, lenguaje de programación y 
modelo de componentes con los que hayan sido desarrollados. Para crear aplicaciones para 
la plataforma .NET se necesita el .NET Framework SDK, que incluye las herramientas 
necesarias tanto para su desarrollo como para su distribución y ejecución, y Visual Studio 
.NET, que permite hacer todo lo anterior desde una interfaz visual basada en ventanas. 
El núcleo de la plataforma .NET es el lenguaje CLR (Common Language Runtime), 
motor encargado de gestionar la ejecución de las aplicaciones, a las que ofrece numerosos 
servicios que simplifican su desarrollo y favorecen su fiabilidad y seguridad. CLR ofrece 
un modelo de programación consistente utilizando la POO (Programación orientada a 
objetos), también es sencillo, ya que desaparecen muchos elementos complejos incluidos 
en los sistemas operativos actuales (registro de Windows, GUIDs….etc), permite la 
coexistencia de las antiguas DLLs con las nuevas versiones y la ejecución multiplataforma, 
ya que actúa cómo máquina virtual, y también realiza una potente integración de lenguajes, 
por lo que desde cualquier lenguaje para el que exista un compilador que genere código 
para la plataforma .NET será posible utilizar dicho código generado. También mencionar 
la gestión de memoria, con su correspondiente “recolector de basura”, así como la 
seguridad de tipos, con la detección de errores de programación difíciles de localizar. 
Respecto a las excepciones podemos decir que CLR permite que excepciones lanzadas 
desde código para .NET escrito en un cierto lenguaje, se puedan capturar en código escrito 
usando otro lenguaje, concepto ligado al soporte multihilo, ya que CLR es capaz de 
trabajar con aplicaciones divididas en múltiples hilos de ejecución que pueden ir 
evolucionando por separado o intercalándose, según el número de procesadores de la 
máquina sobre la que se ejecuten. 
También proporciona una distribución transparente al usuario y una seguridad 
avanzada, para restringir la ejecución de ciertos códigos o permisos asignados a los 
mismos según su procedencia o el usuario que los ejecute. 
Una vez nos hemos introducido en la Plataforma .NET, pasamos a hablar del lenguaje 
C#, o lenguaje nativo de .NET, diseñado específicamente para ser utilizado en ella. La 
sintaxis de C# es muy parecida a la de C++,  sobre todo para definir las clases y 
estructuras, declarar sus miembros, para la visibilidad de acceso, etc. ya que se pretende 
facilitar la migración de códigos escritos en C++ y lenguajes similares a este lenguaje. Lo 
que diferencia a C# de C++ o Java, sin embargo, es el hecho de ser un lenguaje COP 
(Component Oriented Programming) u orientado a la programación con componentes. Esta 
naturaleza se denota en la existencia de construcciones en el lenguaje para definir 
propiedades y eventos, inexistentes en la mayoría de los lenguajes, sin necesidad de 
recurrir a ningún tipo de extensión. Además, no se hace una distinción estricta entre tipos 
intrínsecos de datos y objetos, como si ocurre en los lenguajes mencionados, de tal forma 
que cualquier variable puede ser utilizada como un objeto, sea del tipo que sea. Esto es 
posible gracias a un mecanismo automático de conversión, en ambos sentidos (de valor a 
objeto y viceversa) conocido como Boxing-unboxing. 
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Otra de las características diferenciadoras de C#, con la que cuentan otros lenguajes de 
.NET, la encontramos en el uso de atributos declarativos para asignar determinadas 
propiedades a clases de objetos, estructuras, métodos , etc. Estos atributos se recopilan, 
durante la compilación del código, y almacenan información conjuntamente con el código 
ejecutable. A la hora de ejecutar el programa, el entorno de ejecución CLR recupera esa 
información asociada al código y adecúa el contexto según sea necesario. 
Actualmente el lenguaje C# es un estándar ECMA (European Computer 
Manufacturares Asocciation) e ISO (International Organization for Standardization), 
calificación que pocos lenguajes alcanzan en tan poco tiempo. 
Fundamentos del lenguaje 
El código de un programa escrito en C# se almacena en un archivo de texto, la 
extensión por convención es .cs, que después es entregado al compilador de C#. Ésta 
operación puede llevarse a cabo desde la línea de comandos o, la opción más cómoda, 
desde el entorno de Visual C# 2005. Independientemente del procedimiento que se use, el 
compilador generará a partir del código, un ensamblado que contiene código MSIL 
(Microsoft Intermediate Language). Éste será finalmente ejecutado por el CLR o núcleo de 
la plataforma .NET. 
Cómo características principales del lenguaje C# podemos destacar las siguientes: 
- Sencillez 
- Modernidad 
- Orientación a objetos 
- Orientación a componentes 
- Gestión automática de memoria 
- Seguridad de tipos 
- Instrucciones seguras 
- Sistema de tipos unificado 
- Extensibilidad de tipos básicos 
- Extensibilidad de operadores 
- Extensibilidad de modificadores 
- Versionable 
- Eficiente 
- Compatible  
Cómo ya hemos dicho antes, la característica más importante de C# es que es un 
lenguaje  COP o lenguaje orientado a componentes.  
La plataforma .NET cuenta con un sofisticado conjunto de componentes dirigidos a 
facilitar la construcción de aplicaciones de ventanas, cómo la que queremos conseguir en 
nuestro proyecto, también conocidas genéricamente como componentes para formularios 
Windows o Windows Form, de tal forma que el programador ya tenga a su disposición los 
elementos más utilizados en aplicaciones de ventanas cómo son botones, listas, menús, etc. 
Solamente habrá que crear los componentes, configurarlos a través de sus propiedades y 
métodos y responder a los eventos que generan.  
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Podemos ver el entorno de Visual C# 2005 en las siguientes Figuras:  
	  	  
	  
  Figura 17.Interfaz Gráfica Microsoft Visual C# 2005 Express Edition
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3. Desarrollo del proyecto 	  
3.1. Estructura de clases 	  
	  
Figura 18. Estructura de clases. 	  
El proyecto se basa, cómo ya se comentó en la parte introductoria de este proyecto, en 
una interfaz GUI o MainForm inicial, con los métodos básicos para la comunicación del 
usuario con el Eye Tracker a través de la mirada, a partir de la cual se creará un Navegador 
de Imágenes. 
Estos métodos se han ido complementando y añadiendo nuevas clases, ligadas a esta 
aplicación inicial, para conseguir el objetivo final, un Navegador de imágenes. En el 
diagrama aparecen las clases Picture, GazeForm y Galería en unión a esta aplicación 
debido a que se instanciarán objetos de éstas. Existirá una relación de composición de 
Galeria, Picture y GazeForm con MainForm, y una relación de herencia de Galería y 
Picture. 
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3.2. Clase MainForm 	   	  
	  
Figura 19.Distribución de Componentes de MainForm 	  	  	  	  	  
	  
Figura 20.Conjunto de Métodos de MainForm 
COMPONENT MODEL
CONTAINER MAINFORM
Instancias de Interfaces
ITetTrackStatus
ITetCalibPlot
TetClient
TetCalibProc
GazeForm
Galeria
Windows Forms
TextBox
Label
GroupBox
Button
RadioButton
AxTetComp
AxTetTrackStatus
AxTetCalibPlot
Métodos 
MainForm
Principales
Main( )
UpdateCalibPlot( )
Calibrate(bool isRecalibrating)
SetNumberOfCalibrationPoints( )
 
Button Events
trackStatusStartButton_Click( )
trackStatusStopButton_Click( )
CalibrateButton_Click ( )
ReCalibrateButton_Click( )
TrackStatusButton_Click( )
Menu Events
chooseDirectoryToolStripMenuItem_Click( ) Form Events 
MainForm_Load( )
MainForm_Closing ( )
Gaze Events
GazeOnPicture( )
ShowPicture ( )
EventoTimer( )
Calibration Events
tetCalibProcEvents_OnCalibrationEnd( )
tetCalibProcEvents_OnCalibrationOnKeyDown( )
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a) Métodos iniciales 	  
Se trata de los métodos programados y ya existentes en la aplicación inicial 
proporcionada por el Computer Vision Lab, cuya interfaz se muestra en la Figura 21: 
	  
Figura 21. Interfaz inicial proporcionada. 
 
Los métodos principales, esenciales para realizar las labores de Eye-Tracking, son: 
1 . Método Main ( ) 
2 . Método UpdateCalibPlot( ) 
3 . Método Calibrate ( ) 
4 . Método Recalibrate ( ) 
5 . Método SetNumberofCalibratePoints( ) 
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Para que el Eye-Tracking sea posible, necesitaremos una serie de métodos privados o 
Eventos lanzados por medio de los formularios existentes: 
- MainForm_Load(object sender, System.EventArgs e) se ejecuta cuando se carga 
el formulario Main o Interfaz Principal (Figura 13). A su vez, se creará una instancia de 
la clase GazeForm, que en nuestro caso representa un cuadrado que va cambiando de 
color y representa el punto que mira el usuario. 
	  	  
Se crearán instancias de tetCalibProc y tetClient, que se añadirán a sus respectivos 
Delegados de Eventos. 	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- MainForm_Closing(object sender, System.ComponentModel,CancelEventArgs e) 
se lanzará al finalizar la ejecución de la interfaz, deteniendo todos los procesos y 
finalizando la conexión con el tetClient. 
	  	  
En los eventos de los botones de la interfaz podemos distinguir: 
-trackStatusButton_Click( ): Método que se ejecuta al presionar  el botón de Start, 
para dar comienzo a la detección de la mirada. 
-trackStatusStopButton_Click( ): Método que se ejecuta al presionar el botón de 
Stop, para finalizar la detección de la mirada. 
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El método trackStartButton_Click  comprueba que el directorio de las imágenes que se 
mostrarán en la interfaz creada está establecido, crea una instancia de la clase Galeria, que 
será la que contenga las características de nuestra aplicación, y comienza a recoger los 
datos de la mirada, conectándose al TetServer y mediante el método 
tetClient_StartTracking( ). 
	  	  
El método trackStopButton_Click  se acciona al pulsar el botón Stop de la parte de la 
interfaz, y finaliza la recogida de datos de la mirada mediante el método 
tetClient.StopTracking( ). 
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Todos los métodos anteriores, de la plantilla inicial proporcionada, son  
complementados para conseguir el objetivo final, las interfaces de la Figura 22 y 
Figura 23. 
	  
Figura 22. MainForm final. Track Status activado y Calibración de cinco puntos. 	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b) Métodos Implementados 	  
A continuación se detallan los métodos utilizados para el Tracking, al presionar el 
botón Start se creará una instancia de la clase Galería, y generará la segunda parte de la 
interfaz, el Navegador de Imágenes (Figura 15), que tendrá unas dimensiones de 
1000x1000px y 16 imágenes rodeando dicho Windows Form, de 200x200px cada una. 
	  
Figura 23. Navegador de Imágenes. 	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Los    métodos   tetClientsEvents_OnTrackingStarted()    y 
tetClientsEvents_OnTrackingStopped() mostrarán u ocultarán el GazeForm, según 
comience o finalice el Tracking. 
El método tetClientsEvents_OnGazeData( ) realiza capturas de la información de la 
mirada (coordenadas, ángulos, distancias.. etc) con una tasa de 50 frames/segundo. 
Para simplificar esta captura, y poder operar de una forma más cómoda en el método, 
se capturará un total de cinco veces en cada acceso, dosificando así la cantidad de 
información. Con las coordenadas de la mirada (x,y) se necesitarán calcular las 
coordenadas exactas respecto a la pantalla y sus dimensiones, obteniendo (x_abs, y_abs). 
Para identificar a qué imagen se mira, es necesaria la clase Picture, detallada más 
adelante, que contiene el array de PictureBox o imágenes, con sus diversas propiedades. Se 
obtienen las coordenadas absolutas de los PictureBox con sus propias coordenadas, las 
cuales se obtienen mediante las propiedades Top, Left, Right y Bottom, y a continuación 
con el método PointToScreen( ), haciendo referencia al Windows Form secundario o 
Navegador de Imágenes (miGaleria). 
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Si (x_abs,y_abs) se encuentran dentro del marco delimitado donde se encuentran las 
imágenes, estaremos mirando a una de ellas. Estas distinciones se realizan por medio de un 
switch con los diversos casos. Una vez se notifique que miramos a una imagen, y se 
atienda según cada caso, se puede especificar de qué imagen se trata, o si, en su defecto, no 
se mira a ninguna, queriendo decir esto que se mira fuera del marco delimitado. 
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Para especificar en qué imagen se encuentra nuestra mirada, se crea el método 
GazeOnPicture( Picture[ ] pics, float x, float y, int ind1, int ind2), donde: 
-Picture [ ] pics será el array de PictureBox del Navegador de Imágenes. 
-float x, float y serán las coordenadas de la mirada. 
-int ind1, int ind2 serán los índices del número de imágenes a recorrer, distinguiendo 
los cuatro ejes del marco. 
 
	  	  
Dentro del índice de imágenes posibles, se identifica la que se está mirando, poniendo 
su variable booleana  gazeonpic a true y mostrando el texto: “Gaze ON Picture ___ “ en el 
Navegador, como se muestra en la Figura 24. 
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Figura 24. Gaze on Picture 12 
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El método showPicture(Picture [ ] p) es el encargado de esta labor, una vez hemos 
identificado la imagen a la que se mira, se debe mostrar dicha imagen en el centro del 
marco. La imagen observada es también referenciada como pbcentral, es decir, esta 
variable pbcentral apuntará a la imagen que se ha mirado y se quiere mostrar. Si no se ha 
mirado ninguna imagen, se mostrará en negro, así cómo si pasa un tiempo después de 
mostrar la imagen mirada. 
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El eventoTimer, inicializado previamente en TetClient Events_OnGazeData, temporiza 
el método showPicture, es decir, la muestra de la imagen central, así cómo la muestra de la 
imagen en negro (Figura 25) sino se ha mirado ninguna o han pasado unos segundos 
mostrando la imagen mirada. 
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Figura 25. Gaze out of the Pictures. 	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El método chooseDirectoryToolStripMenuItem_Click es necesario para poder 
establecer el directorio del cual se extraerán las imágenes distribuidas en nuestro 
Navegador, tal como se muestra en las Figura 26a y 26b. 
 
	  	  	  	  
	  
Figura 26a. Directorio establecido. 	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Figura 26b. Directorio establecido. 
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3.3. Clase GazeForm 	  
La clase GazeForm( ) es muy sencilla, en ella simplemente se limpian los recursos ya 
utilizados mediante el método protected Dispose, e inicializa los componentes, para dar 
forma al cuadrado o Cliente de la Aplicación (representación de la mirada del usuario). 
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3.4. Clase Galería 	  
	  
Figura 26. Componentes de Galería. 
 
Figura 27. Métodos de la clase Galería. 
COMPONENT MODEL
CONTAINER GALERIA
Windows Forms
Label
Button
Galería
Picture
Picture [ ] pics
Métodos 
Galeria
Button Events
button1_Click( )
Form Events 
Galeria_Load( )
Timing Events
eventoTimer( )
Imágenes y Directorio
moveImage( )
InitializeArray( )
GetPathPics( )
GetPath( )
OrderPictures( )
End( )
RestartGallery( )
InitializePicBox( )
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En la clase Galería se implementan los métodos encargados de mostrar las imágenes 
en forma de marco alrededor de la pantalla. Para ello, una vez se carga el Windows Form 
(al comenzar el Tracking en el botón Start de la GUI principal), se procede a inicializar el 
array de imágenes o PictureBox mediante el método InitializeArray( ). Una vez 
inicializado el array, se ordenan dichas imágenes con el método OrderPictures( ), para 
formar el marco alrededor del Windows Form Galería. Finalmente se inicializa el 
PictureBox central, donde se mostrará la imagen mirada. 
En el método button1_click( ) se manejará el timer, que temporiza el movimiento de 
las imágenes. La forma de relacionar esta temporización con la del método ShowPicture( ) 
(Clase MainForm) es el paso que no se pudo finalizar con unos resultados óptimos, ya que 
la aplicación dejaba de capturar la mirada y ambas temporizaciones eran incompatibles. 
Por este motivo, el segundo objetivo, que era capturar la mirada mientras las imágenes en 
movimiento, y detectar a cual de ellas miraba, está incompleto, aunque sí tenemos el 
movimiento de estas imágenes, y la obtención de imágenes nuevas a través del directorio, 
una vez que las antiguas han recorrido el Windows Form Galería. 
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El método moveImage(int x, int y, int ind ) tiene cómo argumentos las coordenadas 
Left and Top de cada imagen, así cómo el número de imagen de la que se trata. El método 
consiste en detectar las diferentes posiciones del marco: Esquinas y Ejes, y de esta forma, 
identificando donde se encuentra la imagen, moverla según corresponda. Las imágenes 
darán una vuelta, y cuando pasen de nuevo por (0,0), si hay más imágenes en el directorio, 
se irán cambiando por imágenes nuevas. Si por el contrario no hay más, o se han realizado 
todos los cambios, el método finalizará. 
Las imágenes se moverán de 20 en 20 px. 
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El método InitializeArray( ) inicializa el array de Picture , y cada uno de sus atributos, 
y los irá almacenando en el array Picture pics [ ]. 
 
 
El método GetPathPics( ) obtiene del Path establecido, las imágenes. 
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El método GetPath( ) se utiliza para obtener el path del directorio actual establecido 
en el Windows Form Main. 
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El método OrderPictures( ) es el encargado de ordenar las imágenes en forma de 
marco alrededor del Windows Form Galeria. 
 
 
El método End( ) se encarga de cambiar la referencia del antiguo PictureBox, al 
nuevo, obtenido del Directorio, y una vez que el antiguo ha dado una vuelta entera al 
Navegador. El método InitializePicBox( ) inicializa el PictureBox central y 
RestartGallery() se encarga de reestablecer la galería inicial. 
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3.5. Clase Picture 	  
 
  
La clase Picture hace referencia a cada imagen del Windows Forms Galería, y tiene 
los siguientes atributos: 
-PictureBox: Componente que contiene la imagen 
-fin: Variable booleana para indicar que la imagen ya terminado su recorrido 
- (posx, posy): Coordenadas absolutas de la imagen respecto a la pantalla 
-gazeonpic: Variable booleana que indica que la mirada está en esta imagen 
También se crea una variable static array de Picture [ ], que sólo se inicializa una vez 
y será visible para todos , y que contiene todas las imágenes de nuestro Navegador. 
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4. Resultados y conclusiones 	  
Los resultados obtenidos en este proyecto, al no disponer del Eye-Tracker de una 
manera física para poder ejecutar la aplicación en tiempo real, quedan almacenados en 
archivos de video y capturas de pantalla. Disponemos de cinco archivos de video, todos 
ellos adjuntos en el CD-ROM de datos del proyecto: 
	  
Video1. Proceso de Eye Tracking sin movimiento de las imágenes de la Galería. 	  
En el primer video se observa el proceso de Eye-Tracking implementado en la versión 
final, en el cual se mira una imagen y ésta aparece en el centro, permaneciendo durante 
unos segundos fija. Finalmente el centro del marco torna al color negro. También tomará 
este color sino se mira ninguna imagen. 
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Video 2. Proceso de Movimiento de las imágenes. 	  
En el Video 2 se produce el proceso de movimiento de las imágenes alrededor de la 
ventana. Este proceso y su temporización no se compatibilizaban con la recogida de datos 
de la mirada. Se probó con multihilos y otras soluciones pero ninguna convincente. 
Cuando las imágenes dan una vuelta completa, se accede al directorio y se añaden nuevas, 
hasta que ya no queden más por añadir. 
	  
Video 3. Proceso de Eye Tracking sin imagen en negro. 	  
En el Video 3 se observa el proceso de Eye-Tracking sin contemplar una 
temporización entre una imagen y otra. Simplemente se mostrará la imagen que hayamos 
mirado en el centro, para poder observarla durante un tiempo indeterminado, siempre y 
cuando no miremos otra imagen. 
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Video 4. Directorio Default en el caso de no escoger uno. 
 
En el Video 4 se puede observar que, sino seleccionamos el path del Directorio de 
Imágenes que queremos mostrar en el Navegador, habrá establecido uno por defecto.  
	  
Video 5. Cambios en el GazeForm según la distancia con el Eye Tracker.	  	  
El Video 5 muestra los diferentes cambios de forma y color que presenta el GazeForm 
cuadrado, según la distancia a la que nos encontremos del Eye-Tracker. 	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Conclusiones 
 
Tras finalizar mi labor en el presente proyecto, concluyo que: 
- La aplicación que se desarrolla necesitaría de muchas más mejoras para poder 
exportarla como aplicación útil para un usuario final en algún dispositivo electrónico con 
Tobii Tecnology, ya que el proyecto realizado se consideró cómo el inicio de un proceso 
de investigación, que no se había llevado a cabo antes en el Computer Vision Lab. 
- La tecnología Eye-Tracking resultó compleja y muy novedosa a la hora de empezar a 
abordar el proyecto, y sobre todo la comprensión de las librerías tet.dll y ttime.dll., sin 
embargo, considero que resulta una tecnología muy atractiva y con gran proyección, sobre 
todo para que usuarios con discapacidades puedan interactuar de una forma más solvente y 
eficaz con cualquier dispositivo que la integre.  
-De haber dispuesto del Eye-Tracker durante más tiempo, se habría podido corregir el 
error de temporización de las imágenes en movimiento, así cómo mejorar otros puntos e 
incluir nuevas funcionalidades para el Navegador de Imágenes. 
-Si se dispusiera de un Eye-Tracker compatible, o un sistema remoto equiparable al 
Tobii 1750, se podrían haber mostrado los resultados de la aplicación en tiempo real, pero 
esta segunda opción hubiera supuesto muchas modificaciones de código, partiendo de que 
sería un proyecto totalmente distinto. 
Posibles mejoras y líneas futuras	  	  
Las mejoras que se consideran para el proyecto son:  
- Una única interfaz GUI final para el usuario, que de paso al Navegador de Imágenes, 
y que sea manejada únicamente con la mirada, exportable a dispositivos con tecnología 
Tobii. 
-La programación de la aplicación integrando extensiones u otros componentes que 
hagan del Navegador de Imágenes una aplicación con más diseño y más profesional. 
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5. Apéndices 
5.1. Apéndice A: Taxonomía y movimientos del ojo 	  
El ojo 
 
Denominado como la peor cámara del mundo, consta de numerosas  imperfecciones 
ópticas. -­‐ Aberraciones esféricas: Efecto prismático de las partes periféricas de la lente. -­‐ Aberraciones cromáticas: Cortas longitudes de onda (azules) que refractan mas que 
las largas longitudes de onda (rojas). -­‐ Curvatura de campo: Un objeto plano da lugar a una imagen con curvas. 
De todas formas, el ojo esta también dotado de varios mecanismos que reducen los 
efectos de degradación. 
• Para reducir la aberración esférica, el iris actúa como una barrera, limitando la 
entrada de los rayos de luz periférica. 
• Para superar la aberración cromática, el ojo enfoca para producir imágenes 
nítidas de longitudes de onda intermedias. 
• Para que coincida con los efectos de curvatura de campo, la retina es curva. De 
esta forma compensa estos efectos. 
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La retina 
 
En la superficie posterior del interior del ojo, la retina contiene receptores sensibles a la 
luz (fotorreceptores) los cuales constituyen la primera etapa de la percepción visual. 
 
Los fotorreceptores pueden ser considerados como transmisores de conversión de la 
energía lumínica en impulsos eléctricos (señales neuronales). 
Las señales neuronales originadas por estos receptores llevan a unos mayores centros 
visuales en el cerebro.  
Los fotorreceptores son funcionalmente clasificados como “rods” y “cones”. 
Los “rods” son sensibles a la luz tenue y acromática ( visión nocturna) mientras que los 
“cones” reaccionan ante la luz brillante y cromática (visión de la luz del día). 
La retina contiene aproximadamente 120 millones de “rods” y 7 millones de “cones”. 
 
La retina esta compuesta de múltiples capas y estas a su vez con diferentes tipos de 
células.Se denomina retina “invertida” porque está construida de tal forma que los 
fotorreceptores se encuentran en la capa inferior. Esta construcción es algo 
contradictoria en la medida en que los “rods” y los “cones” están lo mas alejados de la 
luz entrante,  sepultados bajo una capa de células. 
 
La retina se asemeja  a una célula compuesta por tres capas, conectadas entre sí para el 
envío de paquetes entre cada una de ellas. 
Estas capas conectadas se conocen por el nombre de “Plexiform or Synaptic Layers”. 
 
La capa más externa es la capa nuclear externa, que contiene la célula fotorreceptora 
(rods/cone). La primera capa de conexiones es la capa “plexiform” externa donde se 
encuentran las conexiones entre el receptor y los núcleos bipolares. 
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La siguiente capa externa de células es interior a la capa nuclear que contiene las células 
bipolares. 
La  siguiente capa a la capa “plexiform” externa es aquella donde hay conexiones entre 
las células del núcleo interno y las células ganglionares que están formadas. 
La capa superior o la “ganglion” layer está compuesta de células ganglionares. 
 
Los fotorreceptores de la fóvea son tipos especiales de neuronas y elementos básicos del 
sistema nervioso. 
“Retinal rods” y “Retinal cones” son tipos especiales de dendritas. En general, una sola 
neurona puede conectarse con mas de 10.000 neuronas. 
 
El sistema nervioso está compuesto de tales bloques de construcción interconectados, que 
en su conjunto  se comportan como un enorme circuito neuronal.  Ciertas neuronas se 
asemejan a una puerta digital , enviando una señal cuando el nivel de activación de las 
células supera un umbral. 
 
 
La “myelin sheath” es una cubierta de aislamiento  que acelera la conducción de los 
impulsos. 
 
La capa exterior 
 
Los “rods” y los “cones” de la capa externa de la retina son sensibles a la luz entrante.  
Una de las funciones de estas células es que los “rods” proporcionan visión 
monocromática escotópica (nocturna) y los “cones” proporcionan visión fotópica 
tricromática (de dia). 
Ambos tipos de células son sensibles parcialmente a los niveles de luz mesópicos 
(crepúsuculo). 
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La capa nuclear interna 
 
Las células receptoras externas están lateralmente conectadas  a las células 
horizontales. En la fóvea, cada célula horizontal está conectada con alrededor de 6 
“cones”, y en la periferia con alrededor de 30-40 “cones”.  
Principalmente , las células bipolares “cone” se conectan con un “cone” directamente, 
y varios “cones” se conectan indirectamente a través de la célula horizontal o por 
acoplamiento de receptores. Periféricamente, las células bipolares “cone” se conectan 
con varios “cones”. 
El número de receptores incrementa excéntricamente. 
 
Las células bipolares “rod” se conectan con un más considerable número de receptores 
que las bipolares “cone”. 
Hay dos principales tipos de células bipolares: unas que despolarizan para el 
incremento la luz (+), y otras que despolarizan para el decremento la luz (-).  
 
La capa ganglionar 
 
En una visión ingenua del sistema visual humano, es posible pensar erróneamente 
acerca de la actividad de la retina, y que ésta sea igual a la de una cámara, aunque si es 
verdad que la luz que entra en el ojo es proyectada a través de la lente de la retina, y la 
cámara analógica es solo precisa en este punto. 
 
En la retina, las células ganglionares forman un sistema activo intensificador de 
contraste y se conectan directamente con una bipolar. Periféricamente las células 
ganglionares están directamente conectadas a varias bipolares. 
 
 
 
Por lo tanto la “cámara” de la retina no esta compuesta de “pixels” individuales , más bien, 
a diferencia de los “pixels”, la fotorreceptores de la retina (“rods” y “cones” en la capa de 
base) crean interconexiones mas allá de la capa externa de ésta. Alrededor de 120 millones 
de “rods” y “cones” y solo acerca de un millón de células ganglionares,  que inervan en el 
tiempo en el LGN, existiendo una convergencia considerable de la producción de 
fotorreceptores.Esto quiere decir que las señales de muchos fotorreceptores se combinan 
para producir un único tipo de señal.   
 
Este acuerdo de interconexión esta descrito en términos de campos receptivos y las 
funciones de este acuerdo son muy diferentes a las de una cámara. Las células ganglionares 
se distinguen por sus características morfológicas y funcionales.  
 
Morfológicamente, hay dos tipos de células ganglionares, las células α y las células β. 
Aproximadamente  el 10% de las células ganglionares de la retina son células α  
procesando largos cuerpos de células y dendritas, y alrededor del 80% son células  β con 
pequeños cuerpos de células y dendritas. 
El proyecto de células α es para las capas magnocelulares (M-) de la LGN y el proyecto de 
células β es para las capas parvocelularares (P-) . Un tercer canal de salida retransmite 
láminas de células dispersas entre las capas principales M- y P- del LGN. Lo que se origina 
en la retina al producirse este suceso aún no se conoce. 
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Funcionalmente, las células ganglionares se dividen en tres clases, las células X, Y y W. 
Las células X responden al estímulo constante, la ubicación y los detalles finos, e inervan a 
ambas proyecciones, M- y P-. 
Las células Y inervan solo a través de la proyección M- y responden a estímulos 
transitorios, características secundarias y al movimiento, al igual que las células W. 
  
Los campos receptivos de células ganglionares son similares a los de las células bipolares 
(“center-surround”, “on-center”, “off-center”). 
 
 
Los signos + denotan los estímulos de iluminación, y los signos – denotan la falta del 
estímulo. Las barras verticales debajo de cada campo receptivo representan la respuesta de 
descarga de dicho campo. 
La señal característica (una serie de “ticks”) es normalmente obtenida mediante la 
inserción de un electrodo en el cerebro. 
El perfil de la señal de los campos receptivos se asemeja al operador “Mexican hat”  y se 
suele utilizar en procesamiento de imágenes. 
 
 
 
La Vía Óptica y los canales visuales M/P 
 
Algunas señales neuronales son transmitidas desde la retina hasta la corteza occipital a 
través de las vías ópticas, cruzando el quiasma óptico y creando conexiones con el LGN 
durante el camino. 
La fisiología de la vía óptica se describe a menudo y funcionalmente en términos de vías 
visuales, con referencia a células específicas. 
Es interesante hacer notar la decusación de las fibras desde la mitad nasal de la retina en el 
quiasma óptico, es decir, cruce de las señales nasales de la retina, no señales temporales. 
Las células ganglionares M y P en la retina se conectan a los canales M y P, 
respectivamente. 
En las vías ópticas, el colículo superior (SC) y el núcleo geniculado lateral (LGN) tienen 
una importancia particular. 
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El SC está implicado en los movimientos oculares de programación , aunque también 
asigna el espacio auditivo en coordenadas visuales. 
 
  
Tal como se muestra en la figura de arriba,  vemos algunas señales neuronales a lo largo de 
la vía óptica hasta el SC. 
El SC está pensado para ser el responsable de direccionar los ojos a una nueva región de 
interés para la posterior inspección visual detallada. 
Como otras regiones en el tálamo sirviendo funciones similares, el LGN es un punto de 
cruce, o una estación de relevo, para las células ganglionares α y β. 
La organización fisiológica de la LGN con respecto a las terminaciones nerviosas de las 
células, producen un campo topográfico visual de gran importancia clínica. 
Aquí, las proyecciones ganglionares magnocelulares y parvocelulares son claramente 
visibles ( en el microscopio) , formando uniones con las dos capas distintas del LGN,  y 
que corresponden a las capas M- y P-.  
Los axones del tálamo forman las capas M- y P- terminan en el área V1( principal centro 
visual) de la corteza estriada. 
Las características funcionales de las proyecciones ganglionares de la LGN y el 
correspondiente  camino magno y parvocelular se resumen en la siguiente tabla. 
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El camino o vía parvocelular responde generalmente a señales procesadas con los 
siguientes atributos: alto contraste (la vía parvocelular es menos sensible a la luminancia),  
cromaticidad, frecuencia temporal baja y alta frecuencia espacial ( debido a los campos 
receptivos pequeños ). 
Por el contrario, la vía magnocelular se caracteriza por la sensibilidad a las siguientes 
señales: bajo contraste (la vía magnocelular es vas sensible a la luminancia) , 
acromaticidad, frecuencia temporal moderada alta (ej: estímulos repentinos) y frecuencia 
espacial baja (debido a los campos receptivos grandes). 
Zeki(1993)sugiere la existencia de cuatro vías o caminos funcionales definidos para los 
canales M y P: movimiento, estado dinámico, color y forma (tamaño y forma). 
Se cree que las fibras que llegan al colículo superior (SC) representan los campos 
receptivos de la retina en la zonas periféricas mas ricas en “rods”, mientras que las fibras 
que llegan al Núcleo geniculado lateral(LGN) representan las zonas más ricas en “cones” 
de alta acuidad.   
Parece probable que, en un sentido general,  las células ganglionares M corresponden a 
“rods”, principalmente encontrados en la periferia, y las células P corresponden a los 
“cones” o células cromáticas que se encuentran 
principalmente en la región foveal. 
 
La corteza occipital  
 
Los axones talamitos de las capas M- y P- de la LGN terminan principalmente en la parte 
superior e inferior de la capa 4C( divisiones α y β respectivamente)y  en la profundidad 
media del área V1. 
El tamaño de las células del campo receptivo y la firma de sensibilidad de contraste son 
muy diferentes en las entradas de la LGN, y varían continuamente a través de la 
profundidad de la capa 4C. 
A diferencia de los campos receptores centro-periféricos de las células ganglionares de la 
retina y la LGN, las células corticales responden a los estímulos de específica orientación. 
Las células corticales se distinguen en dos clases: simples y complejas. 
En el área V1, el tamaño de un simple campo receptivo depende de la posición relativa de 
la retina. 
 El campo mas pequeño esta en y cerca de la fóvea, con un tamaño alredor de ¼ x ¼ 
grados. Este tamaño es de los más pequeños diámetros de los más pequeños campos 
centrales de recepción de las células ganglionares o células LGN. 
En la lejana periferia , un simple campo de células receptivas mide alrededor de 1x1 
grados. La relación entre los pequeños campos receptivos fóveales y el grande campo 
receptivo periférico se mantiene en todas partes a lo largo de la vía visual. 
Las células simples se activan sólo cuando una línea o el borde de orientación preferente 
cae en un lugar determinado del campo receptivo de la célula. 
Las células complejas  se activan siempre que sean como un estímulo que cae en el campo 
receptivo de la célula. 
El ancho del estímulo óptimo para cualquier tipo de células es, en la fóvea, alrededor de 
dos minutos de arco. 
El poder de resolución (agudeza) de ambos tipos de células es el mismo. 
 
Sobre el 10-20% de las células complejas en las capas superiores de la corteza estriada 
muestran una sensibilidad direccional marcada. 
La sensibilidad direccional (DS) se refiere a la respuesta de las células a una dirección 
particular del movimiento. 
La selectividad direccional cortical (CDS) contribuye al movimiento de la percepción y al 
control de los movimientos oculares. 
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Las células CDS establecen una vía del movimiento desde V1 proyectando hacia MT y V2 
(los cuales también proyectan hacia MT) y hacia MST. 
Por el contrario, no hay pruebas de que la selectividad direccional de la retina (RDS) 
contribuya a la percepción del movimiento. 
RDS contribuye a las respuestas oculomotoras . En los vertebrados, está implicado el 
“optokinetic nystagmus”, un tipo de movimiento del ojo. 
 
 
Motion-Sensitive Single-Cell Physiology 
 
Hay dos implicaciones un tanto contrarias a la intuición de la organización sensible al 
movimiento del sistema visual de una sola célula de la percepción. 
En primer lugar, debido a las células sensibles al movimiento, los movimientos oculares 
aun no son perfectos pero hay constancia de minúsculos movimientos llamados 
“microsaccades”. 
El hecho contrario con respecto a los movimientos oculares es que si una imagen se 
estabilizó artificialmente en la retina,  la visión se desvanecerá en un segundo y la imagen 
se convertirá en blanco.  
En segundo lugar, debido a las características de respuesta de las células simples 
(corticales) ,  el  “retinal buffer” de representación de imágenes naturales es mucho mas 
abstracto de lo que la intuición nos sugiere. 
Un objeto en un campo visual estimula solo una pequeña fracción de células cuyo campo 
receptivo cae. 
La percepción del objeto depende mayoritariamente de una respuesta de las células al 
objeto de la frontera. 
Por ejemplo, la homogéneamente sombra interior de una forma arbitraria no estimula las 
células del sistema visual. 
El conocimiento de sombra interior o tonalidad depende sólo de las células sensibles a los 
bordes del objeto. 
Hubel(1988)decía: “Nuestra percepción del interior como negro, blanco, gris o verde, no 
tiene nada que ver con las células cuyos campos se encuentran en el interior. Lo que pasa 
en las fronteras es la única información que usted necesita saber: el interior es aburrido.” 
 
 
 
Visual Psychophysics ( Psicofísica Visual) 
 
Visión Espacial 
Las dimensiones de las características de la retina suele ser descritas en términos de las 
dimensiones de la escena proyectada en unidades de grados de ángulo visual, definidos 
como: 
 
A= 2arctan S/2D’ 
 
A: Ángulo visual 
S: Tamaño del objeto de la escena 
D: Distancia al objeto 
 
La región interior es la fóvea central (o foveola) la cual mide 400µm de diámetro y 
contiene 25000 cones. Las medidas adecuadas de la fóvea son 1500µm de diámetro y 
contiene 100000 cones. La macula o retina central tiene 5000µm de diámetro y contiene 
650000 cones. 
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Un grado del ángulo visual corresponde aproximadamente a 300µm de distancia en la 
retina humana. La foveola, midiendo 400µm, subtiende a 1.3° de ángulo visual y la fóvea y 
la macula subtienden a 5° y 16.7° respectivamente. 
La fóvea contiene 147000 cones/mm2 y un pequeño número de rods. En el 10° el número 
de cones cae pronunciadamente hacia menos de 200000 cones/mm2 y en el 30° el número 
de rods en la peritéria cae a 1000000rods/mm2. 
 
 
 
  
 
 
Todo el campo visual más o menos  corresponde a un área de 23,400 definida por un 
elipsoide con un eje mayor horizontal que subtiende 180° de ángulo visual y con un eje 
menor vertical que subtiende 130°. 
El diámetro de la región de más alta acuidad subtiende 2°, la parafóvea 
(zona de alta acuidad) se extiende alrededor de 4° o 5° y la acuidad disminuye 
considerablemente. En 5°, la acuidad es solo del 50%.  
El llamado campo visual “útil” se extiende a 30°. El resto del campo visual tiene un pobre 
poder de resolubilidad y es el mas usado para la percepción del movimiento ambiental. 
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Con el excéntrico incremento de los “cones”, incrementa en tamaño, mientras que los 
“rods” no.  
Los “cones” crean la mayor contribución a la información que va a la zona central del 
cerebro más profunda, y proporciona la mayoría de la resolubilidad espacial de grano fino 
del sistema visual. 
La función moduladora de transferencia (MTF) teóricamente describe la resolubilidad 
espacial de los fotorreceptores de la retina considerando las células como un array infinito 
de unidades muestrales. 
Los 400µm de de diámetro de la foveola libres de “rods”, contienen 25000 “cones”.  
Usando el área del circulo sabemos que 25000=pi*r2, por lo que aproximadamente 
2√25000/pi =178.41 “cones” ocupan unos 400µm de lineas de sección transversal de la 
foveola con una  estimada tasa media linear espacial entre “cones” de 2.24µm. 
Los “cones” en esta región miden alrededor de 1µm de diámetro. Ya que un grado de 
ángulo visual corresponde a aproximadamente 300µm de distancia en la retina humna, 
acerca de 133 “cones” estan empaquetados y clasificados por los grados de ángulo visual  
en la foveola. 
Por el teorema de muestreo de Nyquist se suguiere una frecuencia resoluble espacial de 
66c/deg. Una resolucion subjetiva, de hecho, se ha medido sobre los 60 c/deg. En la fóvea, 
una estimación estimada se basa en el diámetro de la fóvea de 1500µm y una población de 
“cones” de 100.000, que da una linea de distribución aproximada de 2√100.000/pi=356.82 
“cones” cada 1500µm. La tasa linear entre los “cones” es entonces de 71 cones/deg 
sugiriendo una frecuencia máxima resoluble de 35 ciclos/deg, aproximadamente la mitad 
de resolubilidad dentro de la foveola. Esto es algo así como una estimación porque el 
diámetro de los “cones” incrementa el doble por el borde de la fóvea sugiriendo esto una 
ligera y más degradada acuidad. 
Estas aproximaciones unidimensionales no son totalmente generalizables al array de dos 
dimensiones de fotorreceptores a pesar de proporcionar información sobre los límites 
teóricos de resolución del ojo. 
 
Las medidas de acuidad efectiva relativa visual suelen ser obtenidas a través de 
experimentos psicofísicos. 
En los niveles de iluminación fotópica (de día) la acuidad fóveal está constantemente 
dentro de los 2°, ya que desciende aproximada y linealmente de los 5°del borde fóveal. 
Más allá de los 5°, la acuidad decae bruscamente (aproximadamente de una forma 
exponencial). 
En los niveles de luz escotópica (de noche), la acuidad es pobre en todas las 
excentricidades. 
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Visión Temporal 
 
La visión humana responsable del movimiento está caracterizada por dos hechos distintos: 
la persistencia de la visión y el fenómeno phi. 
El primero es la forma esencial de describir la tasa de muestreo temporal de la HVS 
(Human Spatial Vision) y  el segundo es el umbral por encima del cual la HVS (Human 
Spatial Vision) detecta movimiento aparente. 
Ambos hechos son explotados en la televisión , cine y gráficos para obtener la percepción 
del movimiento a partir de imágenes que aparecen sucesivamente. 
La persistencia de la visión describe la incapacidad de la retina para muestrear 
rápidamente cambios de intensidad. Un estímulo intermitente alrededor de 50-60 Hz 
(ciclos por segundo) parecerá constante (dependiendo en contraste de las condiciones de 
luminancia y de los observadores). 
A esto se conoce como la “Frecuencia Crítica de Fusión” (CFF) y está basada en 
mediciones de respuesta a estímulos temporales de variación del contraste (ej: una función 
temporal de contraste de sensibilidad). 
Por cierto, la curva de la CFF se asemeja a la forma de la curva de la función de 
sensibilidad al contraste, que describe la respuesta de la frecuencia retinal espacial. El CFF 
explica por qué el parpadeo no se ve cuando se ve una secuencia de imágenes a una 
velocidad lo suficientemente alta. 
La ilusión del CFF se mantiene en el cine, porque se muestran fotogramas a 24 cuadros por 
segundo, pero un disparo “three-bladed” eleva la tasa de parpadeo a 72 MHz. La televisión 
también logra el CFF, mostrando la señal en 60 campos por segundo. Aunque el CFF 
explica porqué el parpadeo es efectivamente eliminado de las pantallas de cine (y el 
ordenador), no explica el porque del movimiento que se percibe. 
El segundo hecho que explica el porque de películas, televisión, y gráficos de trabajo es el 
fenómeno phi o  también llamado movimiento estroboscópico o aparente. Este hecho 
explica la ilusión del antiguo movimiento de letreros de neón cuyas luces fijas se 
encienden en rápida sucesión. 
Esta ilusión puede ser también demostrada con únicamente dos luces, con tal de que el 
retardo entre los flashes de luz sucesivos no sea de menos de 62 MHz. Invirtiendo este 
valor le damos una tasa de 16fps la cual está considerada como un baremo mínimo para 
facilitar la ilusión del aparente movimiento. 
 
Percepción del movimiento en la periferia visual 
En el contexto de atención visual y visión foveo-periférica , la respuesta temporal de la 
Visión Espacial Humana(HVS) no es homogénea en todo el campo visual. En términos de 
movimiento de respuesta, Koenderink (1995) apoya que la región fóveal es mas receptiva 
al movimiento lento que la periférica,  aunque el movimiento se perciba uniformemente en 
todo el campo visual.  La sensibilidad al objetivo del movimiento decrece monótonamente 
con la excentricidad de la retina para movimientos lentos y muy lentos. Esto es, la 
velocidad del objetivo del movimiento aparece mas despacio en la periferia que en la 
fóvea. 
Por el contrario, la tasa mas alta de movimiento se necesita en la periferia para que 
coincida la aparente velocidad estimulada en la fóvea. 
En las velocidades más altas, el efecto se invierte. 
A pesar de que la sensibilidad en la periferia decrece, el movimiento es más  
destacado allí que en el campo central de visión (fóvea). 
Esto quiere decir que la periferia es mas sensible a los objetivos en movimiento que a los 
objetivos fijos. Es fácil para la periferia detectar un objetivo en movimiento que un 
objetivo fijo. La detección del movimiento es de las principales tareas de la zona 
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periférica, es una especie de sistema de alerta temprana para blancos móviles que entran en 
el campo visual. 
 
Sensibilidad a la dirección del movimiento en la periferia visual 
La periferia es aproximadamente dos veces más sensible a los movimientos de eje 
horizontal en cuanto a los movimientos verticales del eje. 
 
La visión del color 
La visión foveal del color esta facilitada por los tres tipos de “cones” fotorreceptores de la 
retina. 
Las tres principales curvas sensibles para los fotorreceptores “cone” de la retina generan 
aproximadamente unos 450 nm, 520 nm y 555nm longitudes de onda, para cada uno de los 
fotorreceptores azul, verde y rojo, respectivamente.  Se sabe mucho acerca de la visión del 
color en la fovea, sin embargo, se sabe relativamente poco sobre la visión del color en la 
periferia. 
De los siete millones de “cones”, la mayoría están comprimidos en la región central 30º de 
la fóvea sin apenas “cones” que se encuentren mas allá de esta región. 
Esta distribución sugiere que la visión periférica del color es muy pobre en comparación 
con la sensibilidad del color en la región central. 
Dos estudios de especial importancia para la localización periférica de color fueron los 
realizados con tubos de rayos catódicos de color en un entorno de puesto de pilotaje de 
aeronaves, investigando así la discriminación cromática de los objetivos de periféricos. 
En el primer estudio, Doyal (1991) concluyó que la discriminación del color periférico 
puede aproximarse a la discriminación foveal cuando el tamaño de los pequeños campos 
esta presente. 
Aunque esto suene alentador, la discriminación del color se puso a prueba limitada a 
excentricidades periféricas ( en el centro 30º). 
En el segundo estudio, Ancman(1991) probó la discriminación del color en excentricidades 
mucho mayores, hasta los 80º de ángulo visual. Ella sacó a la luz que había conceptos que 
identificaban erróneamente la localización del color de un circulo localizado 
periféricamente en 1.3º con un CRT del 5% en el tiempo si era azul, 63% si era rojo y 62% 
si era verde. 
De todas formas, el azul no se podía ver más allá de 83,1 º respecto a la fóvea, el rojo tuvo 
que estar más cerca de 76,3 º y verde más cerca de 74.3 ° antes de que los sujetos pudieran 
identificar el color. 
Aún queda mucho por aprender acerca de la visión del color periférica. Ser capaz de 
verificar la dirección de un sujeto de la mirada durante la prueba periférica sería una 
importante ayuda para estos experimentos. Este tipo de pruebas psicofísicas no es sino de 
varias áreas de investigación donde los estudios de seguimiento del ojo podría desempeñar 
un importante papel de apoyo. 
 
 Implicaciones para el diseño atencional de Displays visuales 
En el diseño de un sistema de mirada contingente hay que distinguir las características de 
la visión foveal y periférica. Un modelo de representación visuotopic para las imágenes 
sobre la base de estas observaciones puede ser el siguiente: 
-La resolución espacial debe seguir siendo alta en la región foveal y suavemente degradada 
en la periferia, igualando la agudeza visual humana. 
Las carácterísticas de la alta frecuencia espacial en la periferia deben ser hechas visibles 
justo en el momento para anticiparse a los cambios de fijación de la mirada contingente. 
-La resolución temporal debe estar disponible en la periferia. Los eventos repentinos son 
los que posiblemente más atraen la atención. A velocidades bajas, el movimiento de los 
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objetivos periféricos debería incrementarse para igualar el movimiento aparente en el 
campo central de visión. 
-La luminancia debería ser codificada para alta visibilidad en áreas periféricas porque la 
periferia es sensible a los objetos tenues. 
-La crominancia debería ser codificada para exposiciones altas casi exclusivamente en la 
región foveal, con la cromaticidad disminuyendo bruscamente en la periferia. Este 
requerimiento es una consecuencia directa de la alta densidad de “cones” y células 
ganglionares parvocelulares en la fóvea. 
-La sensibilidad de contraste debería ser alta en la periferia, correspondiendo a la 
sensibilidad de las células ganglionares magnocelulares que se encuentran principalmente 
fuera de la fóvea. 
 
Debería prestarse especial atención a la aparición repentina luminosa en objetos de alta 
frecuencia (apareciendo de repente bordes brillantes). 
 
Un sistema visual de mirada contingente confronta con una dificultad de implementación 
que aun no ha sido estudiada: igualar la dinámica de los movimientos del ojo humano. 
Cualquier sistema diseñado para incorporar una alta resolución de ojo esclavo de interés, 
por ejemplo,  debe hacer frente a la demora inherente impuesta por el procesamiento y 
seguimiento de datos en tiempo real al realizar el seguimiento de los ojos. 
 
Taxonomía y modelos del movimiento de los ojos 
 
Generalmente los ojos se mueven con 6º de libertad: tres traslaciones con la órbita y tres 
rotaciones. Hay seis músculos responsables del movimiento del globo del ojo: el “medial” 
y el “lateral recti” (movimientos hacia los lados), el “superior” y el “inferior recti” 
(movimientos hacia arriba y hacia abajo) y el “superior” e “inferior oblicuo” (torsión). El 
sistema nervioso involucrado en la generación de los movimientos del ojo se conoce como 
sistema oculomotor. 
Las señales de control del movimiento del ojo emanan desde varias regiones 
funcionalmente distintas. 
Las áreas 17-19 y 22 son áreas de la corteza occipital que se creen responsables para las 
funciones de alto nivel visual como las de reconocimiento. El colículo superior porta 
aferentes que emanan directamente de la retina, particularmente de las regiones periféricas 
transmitidas a través de la vía magnocelular. 
Los canales semicirculares reaccionan a movimientos de la cabeza en espacios de tres 
dimensiones. Las tres áreas (corteza occipital, colículo superior y canales semicirculares) 
transmiten eferentes a los músculos del ojo a través de las formaciones reticulares 
mesencefálicas y protuberanciales. 
La clasificación de las señales observadas del movimiento del ojo se basan en parte en las 
características funcionales conocidas de estas regiones corticales. 
 
Dos observaciones pertinentes sobre los movimientos del ojo se pueden obtener  a partir de 
la organización del sistema oculomotor: 
 
1.El sistema del movimiento del ojo es, en gran medida, un circuito de realimentación. 
2. Señales que controlan el movimiento del ojo emanan de las regiones corticales que 
pueden ser funcionalmente categorizadas como: voluntarias (corteza occipital), 
involuntarias (colículo superior), y reflexivas (canales semicirculares). 
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El circuito de realimentación es utilizado principalmente en los tipos de movimientos 
oculares que requieren una estabilización del ojo. El equilibrio orbital es necesario para la 
proyección constante de la retina de un objeto,  concomitante con el movimiento del objeto 
y los movimientos de la cabeza. 
La estabilidad es gestionada por un sistema de control neuronal. 
 
 
Movimientos sacádicos 
 
Movimientos sacádicos son los movimientos oculares rápidos utilizados en el 
reposicionamiento de la fóvea a una nueva ubicación en el entorno visual. El término 
proviene de una antigua palabra francesa cuyo significado es "movimiento de una vela". 
Los movimientos sacádicos son voluntarios y reflexivos. Pueden ser ejecutados 
voluntariamente o pueden ser invocados como una medida correctiva optocinética o 
vestibular. 
El rango de un movimiento sacádico va, en duración, entre 10 ms y 100 ms, lo que es una 
duración suficientemente corta para deslumbrar al ejecutor durante la transición. Existe 
cierto debate sobre el sistema de conducción neuronal subyacente de los movimientos 
sacádicos, los cuales han sido considerados balísticos y estereotipados.  
La expresión estereotipada se refiere a la observación de que los patrones de movimiento 
en particular puede ser evocada en varias ocasiones.  
El término balística se refiere a la presunción de que los destinos de los movimientos 
sacádicos están preprogramados, es decir, una vez que el movimiento sacádico a la 
siguiente ubicación fijada deseada ha sido calculado, no puede ser alterado. 
Una razón tras esta presunción es que , durante la ejecución del movimiento sacádico, no 
hay tiempo suficiente para la feedback visual que guía la vista a su posición final. 
En cambio, un sistema de feedback es plausible si se asume que en instante del feedback 
visual, una copia interna de la cabeza, los ojos y la posición del blanco se utiliza para guiar 
a los ojos durante un movimiento sacádico. 
Debido a las rápidas velocidades, los movimientos sacádicos únicamente parecen 
balísticos. 
 
Se han propuesto varios modelos para la programación sacádica. Estos modelos , con la 
excepción de los que están incluidos en la codificación del centro de gravedad, pueden 
predecir inadecuadamente las rutas inmutables de los movimientos sacádicos. 
En cambio, los sistemas feedback sacádicos basados en una representación interna de la 
posición del blanco pueden ser más plausibles, ya que tienden a predecir correctamente al 
paradigma de doble paso, llamado experimental. 
 
 El paradigma de doble paso es un experimento donde la posición del blanco cambia 
durante el movimiento sacádico. 
Fuchs propone un refinamiento del modelo de feedback de Robinson que se basa en una 
señal proporcionada por el colículo superior y un circuito de feedback local. 
El bucle local genera feedback en la forma del error motor producido  restando la posición 
del ojo desde la posición del objetivo en el espacio. 
Sparks y Mays(1990) citan con una evidencia convincente que las capas  
Intermedias e interiores del Colículo Superior(SC) contienen neuronas que son 
componentes críticos del circuito neuronal, iniciando y controlando los movimientos 
sacádicos. 
Estas capas del SC reciben entradas desde las regiones corticales involucradas en el 
análisis de señales sensoriales (visuales, auditivos, y somatosensoriales) usadas para guiar 
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los movimientos sacádicos. 
Los autores se basan también en las consecuencias de las leyes  de Listing y Donder, que 
especifican un componente de torsión esencialmente nula en los movimientos oculares, y 
que requiere prácticamente sólo dos grados de libertad para los movimientos sacádicos. De 
acuerdo con estas leyes, los movimientos pueden ser resueltos en las rotaciones sobre la 
horizontal y vertical de los ejes x e y. 
Los modelos de generación de movimientos sacádicos intentan proporcionar una 
explicación del mecanismo subyacente responsable de la generación de señales enviadas a 
las neuronas motoras. 
Aunque hay algunos debates como el de la fuente de programación de los movimientos 
sacádicos, la señal observada se asemeja a una función pulso-escalón, que se refiere a los 
dos parámetros de velocidad y posición de los músculos extraoculares. 
Una posible y simple representación de una señal escalón del movimiento sacádico es un 
filtro de diferenciación [1]. 
 
Carpenter(1977)sugiere como un posible filtro el acordado para generar movimientos 
sacádicos junto con un integrador. 
El filtro integrador se posiciona en el centro del sistema para modelar así la conversión 
necesaria de velocidad codificada de la información en posición codificada de las señales. 
Un integrador neuronal perfecto convierte el pulso de la señal a un pulso cuadrado. Un 
integrador imperfecto generaría una señal que se asemeja a una función exponencial en 
descomposición. 
El principio de este tipo de integración neuronal se aplica a todos los tipos de movimientos 
oculares conjugados. Los circuitos neuronales conectan estructuras en el cerebro y el 
cerebelo existentes para llevar a cabo la integración de todos los movimientos oculares, 
incluidos los sacádicos, los más suaves y el nistagmo vestibular y optocinético. 
 
[1] Un filtro de diferenciación puede ser modelado por un filtro lineal según la siguiente 
ecuación: 
 
xt= g0st+g1st-1+. . . = ∑  (k=0…∞) gkst-k, 
 
Donde st  es la entrada (pulso) ,  xt es la salida (escalón), y gk son los coeficientes del 
filtro. 
 
Para garantizar la diferenciación, los coeficientes del filtro normalmente deben satisfacer 
las propiedades de diferenciación matemática que se aproximan. Un ejemplo de esto es el 
filtro de Haar, con coeficientes ⎨1,-1⎬. 
La función de transferencia de este filtro, respecto a la transformada Z es: 
 
xt= g0st+g1st-1 
xt= (1)st+(-1)zst-1 
 
xt= (1-z)st 
X(Z)= (1-z)S(z) 
X(Z)/S(Z)= (1-z) 
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Movimientos suaves (Smooth Pursuits) 
 
Los movimientos  de seguimiento están involucrados en el seguimiento visual de un objeto 
en movimiento. Dependiendo del rango de movimiento del objeto, los ojos son capaces de 
igualar la velocidad del objeto móvil. Un simple bucle cerrado suele usarse para modelar los 
movimientos de seguimiento , donde st es la posición del objeto, xt es la posición deseada del 
ojo y h es el filtro o ganancia del sistema.  
Rastreando el bucle desde el punto de realimentación (feedback), da lugar a la siguiente 
ecuación en el dominio del tiempo: 
 
h(st-xt)==xt+1 
 
Donde la transformada Z de la función de transferencia del sistema lineal es: 
 
X(Z)/S(Z) 
H(Z)/S(Z)- X(Z) = X(Z) 
H(Z)/S(Z)= X(Z)(1+ H(Z)) 
H(Z)/ 1+ H(Z)= X(Z)/ S(Z) 
 
Fijaciones (Fixations) 
 
Las fijaciones son movimientos oculares que estabilizan la retina durante para un objeto 
fijo de interés. Parece intutivo que las  fijacionesdeberían ser generadas por el mismo 
circuito neuronal controlado por movimientos de seguimiento (Smooth pursuits) con 
fijaciones siendo un caso especial de movimiento de un blanco a velocidad cero. Esto es 
probablemente incorrecto. 
Las fijaciones están caracterizadas por tres pequeños movimientos: tremor, desvíos y 
“microsaccades”. Esta es una de las consecuencias contrarias a la intuición del sistema 
visual sensible al movimiento cuya organización es de una sola célula. 
Recordamos que las “microsaccades” se hacen debido a la sensibilidad del movimiento de 
la fisiología del sistema visual de una sola célula. 
Los “microsaccades” son señales de movimientos oculares que son mas o menos aleatorias 
espacialmente variando uno o dos minutos el arco de amplitud. 
El hecho contrario a la intuición con respecto a las fijaciones es que si una imagen está 
artificialmente estabilizada en la retina,  la visión se desvanece en un segundo y la escena 
se queda en blanco. 
Los pequeños movimientos oculares que efectivamente caracterizan las fijaciones pueden 
ser considerados como ruido presente en un sistema de control que trata de mantener la 
mirada constante. Este ruido aparece como una fluctuación sobre el área de fijación, 
típicamente no más grande que 5º de ángulo visual. 
Otra clasificación de movimientos pequeños como el ruido puede ser una simplificación 
del proceso natural fundamental, que permite que la señal sea modelada por un sistema 
feedback similar al anterior. 
El ruido añadido se representa por et=St-Xt donde la posición xt del ojo deseada se resta a la 
posición estática del “fixation” st , en el sumador. 
En este modelo, el error de la señal estimula el sistema “fixation” de manera similar al 
sistema “smooth pursuit”  , excepto por el error et, que es un error posicional de la señal en 
lugar de un error respecto a la velocidad. 
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El sistema feedback modela “fixations” usando el método ruidoso de “reducción de datos”, 
que es más simple que el modelo “Smooth Pursuit” debido a que está implicito asumir un 
proceso estocástico estacionario. 
La estacionariedad en sentido estadístico se refiere a un proceso de significado constante. 
Otras medidas estadísticas relevantes de las “fixations” incluyen su rango de duración de 
150ms a 600 ms y la observación del 90% de tiempo de visualización. 
 
 Nystagmus  
Los movimientos oculares “Nystagmus” son movimientos conjugados caracterizados por 
su similitud a las señales diente de sierra.  
El optoquinético nigstamo es un movimiento de seguimiento lento intercalado  con 
movimientos sacádicos invocado para compensar el movimiento de la retina enfocando el 
objeto. 
El componente de seguimiento lento del nistagmus optocinético aparece en la fase lenta de 
la señal. 
El nistagmo vestibular es un tipo similar de movimiento de los ojos para compensar el 
movimiento de la cabeza. El curso temporal de nistagmo vestibular es prácticamente 
indistinguible de la contraparte optocinética. 
 
 
 Conclusiones del análisis del movimiento del ojo 
 
De la discusión anterior, se pueden hacer dos importantes observaciones pertinentes para el 
análisis del movimiento de los ojos. La primera, basada en la funcionalidad de los 
movimientos oculares, es que sólo tres tipos de movimientos necesitan ser modelados para 
profundizar en la localización abierta de la atención visual. Estos tipos de movimientos 
oculares son fijaciones, actividades suaves, y movimientos sacádicos.  El segundo, basado 
en características de la señal y circuitos neuronales plausibles fundamentales,  es que los 
tres tipos de movimientos de los ojos pueden ser aproximados por un sistema lineal, 
invariante en el tiempo. 
La exigencia principal de análisis del movimiento del ojo, en el contexto del diseño del 
sistema de mirada contingente (gaze-contingent), es la identificación de las fijaciones, 
movimientos sacádicos, y actividades suaves.  
Se supone que estos movimientos proporcionan evidencia de la aceptación voluntaria, es 
decir, atención abierta .Esta suposición no evita la utilidad  plausible involuntaria de estos 
movimientos, o por el contrario, la no utilización encubierta de estos movimientos 
oculares. 
Las fijaciones, naturalmente, se corresponden con el deseo de mantener la mirada en un 
objeto de interés. Del mismo modo, las búsquedas (pursuits) se utilizan de la misma 
manera para los objetos en movimiento suave. Los movimientos sacádicos son 
considerados manifestaciones del deseo de cambiar voluntariamente el foco de atención. 
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Figura 23. Navegador de Imágenes. 
Figura 24. Gaze on Picture 12 
Figura 25. Gaze out of the Pictures. 
Figura 26. Componentes de Galería. 
Figura 27. Métodos de la clase Galería. 
Video1. Proceso de Eye Tracking sin movimiento de las imágenes de la Galería. 
Video 2. Proceso de Movimiento de las imágenes. 
Video 3. Proceso de Eye Tracking sin imagen en negro. 
Video 4. Directorio Default en el caso de no escoger uno. 
Video 5. Cambios en el GazeForm según la distancia con el Eye Tracker.	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