U k (x) = Y k (x)Y k (?x) (k = 2; 4; 6; : : :): (1) More explicitly, for n 0 and k = 2; 4; 6; : : :, we have 2n n u k (n) = X r 2n r (?1) r y k (r)y k (2n ? r): (2) For example, when k = 2 we have u 2 (n) = where we have written b for I (2x). The proof of (1) requires only the following straightforward factorization of a (2m) (2m) Toeplitz determinant as a product of two m m determinants, which must have been noticed by workers in that eld but for which I am unable to cite a reference. Remarks and questions First, for xed x, as k ! 1 we have U k (x) ! e x 2 and Y k (x) ! e x+x 2 =2 , hence the limiting form of equation (1) above is e x 2 = e x+x 2 =2 e ?x+x 2 =2 .
Next, (2) is a nontrivial identity even when k = 2. In that case it says that X k n k n k + 1 = n n + 1 2n n ; which is a special case of known hypergeometric identities, or it can be quickly certi ed by the rational function R(n; k) = (2k ? 3n ? 2)=(4n + 2), using the WZ method.
Third, equation (2) demands a bijective proof. What is it? Fourth, if k is odd, a statement similar to the lemma is still true, which factors a (2m + 1) (2m + 1) determinant into a product of an m m and an (m + 1) (m + 1) determinant. The combinatorial signi cance of one of the factors is unclear, however. What is the correct analogue of (2) when k is odd?
Finally, the form of (1) suggests that we write x = it. Then for real t, (1) would read as U k (it) = jY k (it)j 2 , which would exhibit the real function U k (it) as a sum of two squares.
This also suggests that the use of Bessel functions of the rst kind may in some sense be more natural.
