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Abstract
We consider scalar decentralized average-cost infinite-horizon LQG problems with two controllers, focusing on the fast
dynamics case when the (scalar) eigenvalue of the system is large. It is shown that the best linear controllers’ performance can be
an arbitrary factor worse than the optimal performance. We propose a set of finite-dimensional nonlinear controllers, and prove
that the proposed set contains an easy-to-find approximately optimal solution that achieves within a constant ratio of the optimal
quadratic cost. The insight for nonlinear strategies comes from revealing the relationship between information flow in control and
wireless information flow. More precisely, we discuss a close relationship between the high-SNR limit in wireless communication
and fast-dynamics case in decentralized control, and justify how the proposed nonlinear control strategy can be understood as
exploiting the generalized degree-of-freedom gain in wireless communication theory. For a rigorous justification of this argument,
we develop new mathematical tools and ideas. To reveal the relationship between infinite-horizon problems and generalized MIMO
Witsenhausen’s counterexamples, we introduce the idea of geometric slicing. To analyze the nonlinear strategy performance, we
introduce an approximate-comb-lattice model for the relevant random variables.
I. INTRODUCTION
One of the biggest successes in stochastic control theory is the LQG (linear quadratic Gaussian) problem with a single
controller. The solution of the LQG problem contributed two big ideas to classical control theory [2]: The first is the optimality
of linear controllers. This fact allows designers to confidently focus on finite-dimensional linear strategies without worrying
about the infinite-dimensional strategy space. The second is the optimality of the Certainty-Equivalent-Controllers (CEC).
Without loss of optimality, we can first estimate states and then control the system as if the estimated states were the true
states. This is also called the estimation and control separation principle.
Even if the optimality results were restricted to single-controller LQG problems, their philosophical contribution was not
limited to them. Lots of related but different control areas — including nonlinear system control and adaptive control —
accepted these principles and focused on essentially linear controllers, and separated estimation from control. In this sense,
the LQG problems form a conceptual foundation in control theory.
However, this beautiful result on the LQG problem with a single controller fails as soon as we introduce more than one
controller. Following convention, we call a problem with a single controller a centralized problem, and one with multiple
controllers a decentralized problem. The famous Witsenhausen’s counterexample [3] demonstrates that nonlinear strategies
outperform linear strategies even in a simple finite-horizon decentralized LQG problem. Later, Ho, Kastner, and Wong [4]
qualitatively argued that the need for nonlinear controllers stems from “signaling” — we will also use the term “implicit com-
munication” interchangeably — between decentralized controllers. Finding the optimal nonlinear strategy in most decentralized
problems is known to be a non-convex infinite-dimensional problem [5], for which we do not have a well-developed theory.
Yet, it is still interesting to consider the average-cost infinite-horizon decentralized LQG problem, which is the natural
extension of [2, p.93].
x[n+ 1] = Ax[n] +
∑
i
Biui[n] +w[n]
yi[n] = Cix[n] + vi[n]
Here, the underlying random variables x[0], w[n], and vi[n] are independent Gaussian. The objective is to minimize the
asymptotic average cost:
lim sup
N→∞
1
N
∑
0≤n<N
E[x∗[n]Qx[n]] +
∑
i
E[ui∗[n]Riui[n]]
where Q  0, Ri  0, and each ui[n] is a causal function of yi[n] alone. This paper considers the simplest toy case
among these infinite-horizon decentralized LQG problems, a scalar system with two-controllers. As should be expected, linear
controllers are not optimal. The crux of decentralized LQG problems, nonconvex optimization over infinite-dimensional spaces,
is still there and finding the optimal solution seems impossible. Instead of trying to solve the problem exactly, we solve it
approximately to within a constant factor of the optimal cost.
A part of the results in this paper was presented in Conference on Decision and Control, 2012 [1]. The authors are with the department of Electrical
Engineering and Computer Sciences at the University of California at Berkeley.
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Fig. 1: Relationship between Radner’s problem [6], Witsenhausen’s counterexample [3], and the infinite-horizon scalar LQG
problem with two controllers
A. Literature Review and Intellectual Context
Until the late 40s, control and communication were considered in a unified framework under the name of cybernetics.
According to Wiener [7], cybernetics is defined as ‘the scientific study of control and communication in the animal and the
machine.’ However, Shannon’s revolutionary paper detached communication problems as its own field of interest. Since then,
control and communication have grown as two separated areas.
Now, control theory which successfully addressed fundamental problems in centralized control is facing the decentralized
challenge (non-convex infinite-dimensional optimization problems). This challenge divided related control research in two
major directions.
The first direction is finding those special cases under which a linear strategy is optimal — or almost equivalently, finding
cases where the problem is convex. Radner’s pioneering paper [6] considered the case when the controllers act simultaneously
and the dynamics of the system terminates after one time step, as shown in Fig. 1. Signaling is intuitively impossible by problem
construction. Therefore, linear controllers are optimal in this case in spite of the problem being decentralized. Witsenhausen
found another sufficient condition for linear optimality called the nested information pattern [8]. The condition tells if all
information is shared with one step time delay by explicit communication, there is no need to implicitly communicate the
information and linear strategies are optimal. Later, this concept was generalized by Yuksel to stochastic nestedness [9].
More recently, Rotkowitz and Lall [10] proposed an algebraic condition for convexity of the problem called “quadratic
invariance.” The condition finds sparsity constraints on the controller which remains convex even after Youla’s parametriza-
tion [11]. There is a lot of on-going research in this direction [12], [13] that has refined our understanding and also revealed
much about the structure of optimal controllers in these special cases where linear controllers are optimal. However, all of
these quadratic-invariance structured problems also have no signaling incentive and the information patterns are nested [14].1
On the other hand, the second direction studies general cases when linear strategies are not optimal. [?] discussed the structure
of the optimal controllers in general decentralized problems, and [17] found the mathematical properties of the optimal strategy
for Witsenhausen’s counterexample. However, these results do not give quantifiable results, and to get such results we have to
study the effect of implicit communication [4], [3].
Basically, most of quantifiable results focus on Witsenhausen’s counterexample. As we can see in Fig. 1, in Witsenhausen’s
counterexample the two controllers act in different time slots and may try to communicate. Exploiting implicit communication
between the controllers makes nonlinear strategies outperform linear ones. Mitter and Sahai found that linear strategies can
be arbitrarily bad compared to nonlinear strategies [18]. Many researchers including [19], [20], [21], [22] tried computer-
based exhaustive search in finding the optimal strategy. Finally, Grover et al. showed that signaling-based nonlinear strategies
approximately achieve the optimal cost to within a constant ratio [23]. This paper continues this approach, and can be considered
as a direct descendent of [23]. In fact, there is a close relationship between Witsenhausen’s counterexample and the scalar
infinite-horizon LQG problem considered in this paper. We will revisit this point in Section IV, and see that the infinite-horizon
LQG problem can be thought of as interlocking of a series of generalized Witsenhausen’s counterexamples.
Another not directly but conceptually related branch of the second direction is “Control over Communication Channels” [24],
[25], [26], [27], [28], [29], which tries to quantify explicit information flow for control. They introduce an explicit communica-
tion link and measure the amount of information flow required to control the system. One of their main results is that in scalar
systems we need at least the communication rate, (log of eigenvalue) bits, to stabilize the system [24]. Later, this concept was
extended to nonlinear filtering [30]. In this paper, we will see the underlying relationship to decentralized control problems.
1There are a few special cases when a linear controller is optimal but cannot be explained in the context of signaling incentive. Especially, in [15], Bansal
and Basar found that when input cost and state disturbance measures match, a linear controller is optimal. Likewise, in communication theory where encoder
and decoder can be thought of as distributed controllers, it is well known that linear is optimal when the source and channel distributions and cost measures
match [16].
3On the other hand, communication theory (especially, wireless communication theory) has made quite a lot of quantifiable
results in their network communication problems. Since communication problems are decentralized in nature, the exact
characterization of the capacity has been open for most of communication networks which involve many nodes. However, they
still made a progress by dividing cases based on SNR (Signal-to-Noise Ratio), bringing linear algebraic ideas and concepts to
the problems, and solving the problems approximately. Especially, Avestimehr et al. considered relay communication problem
with arbitrary large number of nodes, and successfully characterize the capacity within a constant gap. At the heart of this
progress, there are the concepts of generalized degree of freedom (d.o.f.) and binary deterministic models. In [31], Avestimehr
et al. idealized bit levels as different antennas. By conceptualizing each bit level as different subspaces, they could apply linear
algebraic concepts and ideas for much precise analysis. By expanding the concept of d.o.f. (essentially, the rank of linear
spaces) to different bit levels, they could the capacity of wireless communication networks within a constant gap.
The main contribution of this paper is the parallelism between information flows in decentralized LQG control and those
in wireless communication theory. We will see that just as wireless communication theory divides cases depending on SNR,
decentralized LQG problems can be divided based on the eigenvalue of the systems. Moreover, we will find the relevant
bottleneck in decentralized LQG problems using the idea of ‘geometric slicing’, which we believe is a proper analogy to the
information-theoretic cutset bound [32] in a dynamic-programming context.
The rest of the paper is organized as follows: We formally state the problem and the main results in Section II. Section III
gives the underlying intuitions behind the results. In Section IV, V, VI, VII, we will convert these intuitions into formal proofs,
and introduce proof ideas for that. Section VIII discusses the fundamental relationship between wireless communication theory
and decentralized LQG problems. Finally, Section IX concludes the paper.
II. PROBLEM STATEMENT AND MAIN RESULTS
Throughout this paper, we will discuss the scalar infinite-horizon decentralized LQG problems with two controllers.
Problem A (scalar infinite-horizon decentralized LQG problems with two controllers):
x[n+ 1] = ax[n] + b1u1[n] + b2u2[n] + w[n] (1)
y1[n] = c1x[n] + v1[n] (2)
y2[n] = c2x[n] + v2[n] (3)
Here, u1[n] and u2[n] must be causal functions of y1[n] and y2[n] respectively, i.e. u1[n] = f1,n(y1[0], · · · , y1[n]) and
u2[n] = f2,n(y2[0], · · · , y2[n]). Following the traditional LQG problem formulation, the objective is minimizing an average
quadratic cost:
lim sup
N→∞
1
N
∑
0≤n<N
qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]]. (4)
Here, q ≥ 0, r1 ≥ 0, r2 ≥ 0 and the underlying random variables are independent Gaussian, i.e. x[0] ∼ N (0, σ20), w[n] ∼
N (0, σ2w), v1[n] ∼ N (0, σ2v1) and v2[n] ∼ N (0, σ2v2).
Figure 1 shows a pictorial description of the problem by introducing duplicated nodes across different time-steps and thus
unraveling the dynamics.2 First, without loss of generality, we put a series of assumptions on the problems.
Assumption (a): b1 = b2 = 1.
Assumption (b): c1 = c2 = 1.
Assumption (c): σ2w = 1.
Assumption (d): σv1 ≤ σv2.
Assumptions (a), (b) do not lose generality since we can rescale u1, u2 and y1, y2 respectively. Assumption (c) doesn’t lose
generality since we can rescale the system equation by 1σw . Assumption (d) doesn’t lose generality because it is simply a way
of deciding which controller is 1, and which is 2.
Therefore, throughout this paper we will consider the following problem:
Problem B (Normalized decentralized LQG problem for Problem A):
x[n+ 1] = ax[n] + u1[n] + u2[n] + w[n] (5)
y1[n] = x[n] + v1[n] (6)
y2[n] = x[n] + v2[n] (7)
where x[0] ∼ N (0, σ20), w[n] ∼ N (0, 1), v1[n] ∼ N (0, σ2v1), v2[n] ∼ N (0, σ2v2). The control objective is minimizing the
average cost of (4).
Even though this problem is the simplest decentralized infinite-horizon LQG problem, as we will see in Proposition 4,
linear strategies are not optimal and the optimization problem becomes infinite-dimensional and non-convex. Here, we follow
2The idea of unraveling the system by introducing duplicated nodes across different time-steps was also used to study network information flows [33]. As
in [33], we will see the unraveling of the dynamics will be helpful to find the information bottleneck of the system.
4the approximation approach of [23], which itself inherits from [31] and the spirit of approximate algorithms in computer
science theory. We propose a set of finite-dimensional function spaces that are guaranteed to contain an approximately optimal
solution. Therefore, if we optimize only over the proposed finite-dimensional function spaces, the solution achieves the optimal
performance within a constant ratio regardless of the problem parameters, a, q, r1, r2, σ0, σv1, and σv2. In this paper, we
first consider the fast-dynamics case when the single eigenvalue of the system is large (|a| ≥ 2.5) and discuss the relationship
with high-SNR in wireless communication theory. The slow-dynamics case when the single eigenvalue of the system is small
(|a| < 2.5) is discussed in [34], and the relationship with low-SNR in wireless communication theory is also revealed.3
The first set of controllers is two naive memoryless linear strategies, which simply zero-force the state.
Definition 1 (Linear Strategy Llin,bb): Llin,bb is the set of the following two controllers:
(i) u1[n] = −ay1[n], u2[n] = 0.
(ii) u1[n] = 0, u2[n] = −ay2[n].
The second set is a two-parameter (s, d) nonlinear strategy set for implicit communication between two controllers.
Definition 2 (s-Stage Signaling Strategy Lsig,s): For a given s ∈ N, Lsig,s is the set of all controllers which can be written
as the following form for some d > 0,
u1[n] = −aRd(y1[n]) (8)
u2[n] = −a(Qasd(y2[n]−Rasd(
∑
1≤i≤s
ai−1u2[n− i])) +Rasd(
∑
1≤i≤s
ai−1u2[n− i])). (9)
Here, Qx(y) := xb yx + 12c and Rx(y) := y −Qx(y). These quantities represent the quantization level and remainder when y
is divided by x respectively, i.e. let y = q · x+ r for q ∈ Z and r ∈ [−x2 , x2 ). Then, Qx(y) = q · x and Rx(y) = r. (We also
put u1[n] = 0 and u2[n] = 0 for n < 0.)
We will give the intuition behind this strategy in Section III. Roughly speaking, in the strategy set Lsig,s the first controller
implicitly communicates its observation to the second controller with delay s by making the state easier to estimate. This
strategy is essentially a multi-stage generalization of the quantization strategy [23] used for Witsenhausen’s counterexample.
Notice that the strategy requires remembering the past s control inputs.
Now, we can state the main theorem of this paper, which tells us that when |a| ≥ 2.5 the optimization only over Llin,bb
and Lsig,s is enough to give a constant-ratio optimal strategy among all possible strategies.
Theorem 1: Consider the decentralized LQG problem shown in Problem B. Let L′ = Llin,bb ∪
⋃
s∈N Lsig,s and L be the
set of all measurable causal strategies. There exists a constant c ≤ 1.5× 105 such that for all |a| ≥ 2.5, q, r1, r2, σ0, σv1 and
σv2,
inf
u1,u2∈L′
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n] + r2u22[n]]
inf
u1,u2∈L
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n] + r2u22[n]]
≤ c.
Proof: See Section VII.
Since measurability is the minimal condition required to even have the problem make any sense, infu1,u2∈L implies a
minimization over all possible control strategies. Thus, in the rest of the paper, we will simply write it as infu1,u2 .
For the proof, we give explicit and computable upper and lower bounds on the optimal cost, and prove that they are within
a constant ratio. In Lemma 15 of page 47, we will see that the linear strategies Llin,bb give the following upper bounds on
the minimal average cost.
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n] + r2u22[n]] ≤ q(a2σ2v1 + 1) + r1(a4σ2v1 + a2σ2v1 + a2). (10)
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n] + r2u22[n]] ≤ q(a2σ2v2 + 1) + r2(a4σ2v2 + a2σ2v2 + a2). (11)
In Lemma 7 of page 20, we will see that the signaling strategies Lsig,s give the following upper bounds.
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n] + r2u22[n]] (12)
≤ inf
(d,w1)∈SU,1
qDU,1(d,w1) + r1
a2d2
4
+ r2(8a
2DU,1(d,w1) +
7
2
a2(s+1)d2 + 4a2σ2v2). (13)
where the definitions of DU,1(d,w1) and SU,1 are available in Lemma 7 of page 20.
3Here, we did not optimize for the best ratio, and the explicit number 2.5 is arbitrary. We could have written Theorem 1, 2 with any fixed number like
|a| = 2, 3, 5, 6, · · · which may result in a different ratio. However, as |a| increases, the ratio between linear and nonlinear strategy cost goes to infinity, and
the gain by considering nonlinear strategies becomes larger.
5For the lower bounds, we will see four different bounds in Lemma 12 of page 36 and Lemma 13 of page 43. Thus, the
optimal cost of Problem B is lower bounded as follows.
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]] (14)
≥ max
1≤i≤4
sup
(k1,k2,k,σ′v2,α,Σ)∈SL,i
inf
P˜1,P˜2≥0
qDL,i(P˜1, P˜2; k1, k2, k, σ
′
v2, α,Σ) + r1P˜1 + r2P˜2. (15)
Here, the definitions of DL,1 and SL,1 are available in Lemma 12 of page 36. The remaining definitions of DL,i and SL,i for
2 ≤ i ≤ 4 are shown in Lemma 13 of page 43.
Finally, in Section VII of page 45 we will compare these upper and lower bounds, and prove that they are within a constant
ratio.
To prove a similar result for the slow-dynamics case (|a| < 2.5), we need a further set of single-controller optimal strategies.
These strategies are linear strategies which can be parametrized by a single parameter k.
Definition 3: Llin,kal is the set of all controllers which can be written in either one of the two following forms for some
k ∈ R
(i) u1[n] = −kE[x[n]|yn1 , un−11 ], u2[n] = 0.
(ii) u1[n] = 0, u2[n] = −kE[x[n]|yn2 , un−12 ].
Here, E[x[n]|yn1 , un−11 ] and E[x[n]|yn2 , un−12 ] can be easily computed by Kalman filtering once k is fixed.4
The results of [34] reveal that when |a| ≤ 2.5, optimization over Llin,kal is enough to give a constant-ratio optimal strategy
among all possible strategies.
Theorem 2: There exists c ≤ 6 · 106 such that for all |a| ≤ 2.5, q, r1, r2, σ0, σv1 and σv2,
inf
u1,u2∈Llin,kal
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n] + r2u22[n]]
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n] + r2u22[n]]
≤ c.
Proof: See [34].
By Theorem 1 and 2, we can achieve the optimal cost to within a factor of 6 · 106 by optimizing only over Llin,kal and
Lsig,s, which only involves single and two parameter optimization problems respectively. We believe that the factor here is
coming from our proof strategy and the gap will be far smaller in practice.
The optimal parameters for the proposed strategy sets in Definition 1, 2, 3 are not difficult to find. The optimization over
Llin,kal is a centralized LQG problem and it is well known that the optimal k can be easily found by Riccati equations [2].
In Proposition 7 of page 47 and Proposition 8 of page 48, we will see that the parameter s in Lsig,s can be selected based
on the problem parameters. Particularly, we can use s = d lnσ2v2−ln(max(1,a2σ2v1))2 ln a e, so that a2(s−1) max(1, a2σ2v1) < σ2v2 ≤
a2s max(1, a2σ2v1). Moreover, Corollary 3 of page 48 gives a simple analytic upper bound on the performance of Lsig,s, which
has only two local optima as d varies. Therefore, both optimization problems are easily solvable.
However, the true implication of Theorem 1 and 2 is that they reveal the essential skeletons of an optimal strategy. Since
the original optimization problems are infinite-dimensional and non-convex, it is not even clear how and where to start a
computer-based search. By revealing the minimal strategy for approximately optimal performance, these results might give an
initial point to start optimization for further performance refinements. More importantly, as we will see in later sections, the
proposed strategy sets are intuitively interpretable and understandable.
III. INTUITION: DETERMINISTIC MODEL INTERPRETATION
After reading the problem statement and the main result, readers may wonder
(1) Why is the proposed set of nonlinear strategies enough to achieve a constant ratio from the optimal cost?
(2) Why are linear strategies not enough to achieve a constant ratio from the optimal?
In this section, we will give an intuitive answer for these questions based on a linear deterministic model in the spirit of
Avestimehr, Diggavi and Tse [31], which has already proved to be useful in understanding some control problems [23], [35].
The point of these linear deterministic models is to simplify and idealize real arithmetic, and allow us to take a linear
view of nonlinearity. The idea is to consider real numbers in binary expansion and then to simplify arithmetic by eliminating
carries. For example, if we have a number 5 we write it as 101 in binary expansion, and likewise we write 14 as 0.01. If we
have a random variable X which is uniform on [0, 4), we can write it as b1b0.b−1b−2 · · · in binary expansion where bi are
i.i.d. Bernoulli( 12 ) random variables on {0, 1}.
4Since un−1i is known to the controller, we can compensate for the past control inputs and treat it as an open-loop system. The estimation problem in the
open-loop system is well-known Kalman filtering. This concept is called the control-estimation separation principle in the control community.
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Fig. 2: Deterministic Model Interpretation of Nonlinear Control Strategies Lsig,1
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Fig. 3: Deterministic Model Interpretation of Linear Control Strategies L′lin
Since uniform random variables are so simple, we idealize Gaussian random variables as uniform random variables. For
a given Gaussian random variable with zero mean and variance σ2, we caricature it as a uniform random variable on [0, σ)
and use the same deterministic model for the uniform random variable. For example, a Gaussian random variable N (0, 42) is
caricatured as b1b0.b−1b−2 · · · .
Then, we simplify the arithmetic on binary representations. Addition and subtraction are approximated by bitwise XOR —
thereby ignoring the carry effect. For B′ = b′1b
′
0.b
′
−1b
′
−2 · · · and B′′ = b′′1b′′0 .b′′−1b′′−2 · · · , both B′ + B′′ and B′ − B′′ are
approximated by (b′1 ⊕ b′′1)(b′0 ⊕ b′′0).(b′−1 ⊕ b′′−1)(b′−2 ⊕ b′′−2) · · · . Since we are modeling addition and subtraction in the same
way, we ignore the sign of the numbers and consider x and −x to be the same in deterministic models and we will assume
every number is positive from now on.
Multiplication is approximated by a bit shift. For example, B′×4 and B′/4 are equal to b′1b′0b′−1b′−2.b′−3 · · · and 0.b′1b′0b′−1 · · ·
respectively. If we restrict multipliers and dividers to be 2n, this agrees with conventional multiplication and division.
For further discussion, it will be helpful to define the (binary) index and level for binary expansions. For a given binary
expansion B = · · · b1b0.b−1b−2, the index i bit of B indicates bi. It is natural to call the bits bi, bi+1, bi+2, · · · as the bits above
level i, and the bits bi−1, bi−2, bi−3, · · · as the bits below level i. To clarify this point, we define the level i as the imaginary
line between two sequential bits bi and bi−1. Thus, the decimal point corresponds to the level 0.
We also denote the upper-level of B as the minimum level l such that all bits above the level l are 0, i.e. bi = 0 for all
i ≥ l. For example, the upper level of 3 is 2 and the upper level of 4 is 3. When B is a random variable, we denote the upper
level l of B as the worst case bound, i.e. the minimum l such that bi = 0 for all i ≥ l with probability 1. Therefore, the upper
level of a uniform random variable on [0, 4) is 2 since 4 is not included in the interval.
Now, we can come up with the corresponding binary deterministic counterpart for the LQG problems of Problem B. To
simplify the discussion, we will assume the first controller has perfect observations, and the second controller has no input
cost. Like [23], we will consider the state disturbance minimization problem for given control power constraints, instead of
the weighted long-term cost minimization problem.
Problem C (Binary Deterministic Model for Problem B): Let a′, σ′v2, p
′
1 ∈ Z be the problem parameters. For time index
7n ≥ 0 and binary index i, the deterministic system dynamics is given as follows:
xn+1i = x
n
i−a′ ⊕ un1,i ⊕ un2,i ⊕ wni (16)
yn1,i = x
n
i (17)
yn2,i = x
n
i ⊕ vni (18)
Here, x0i = 0 for all i. For all n, w
n
i are 0 for all i ≥ 0 and i.i.d. Bernoulli 12 on {0, 1} for all i < 0. For all n, vni are 0
for all i ≥ σ′v2 and i.i.d. Bernoulli 12 on {0, 1} for all i < σ′v2. The vni are independent from the wni . un1,i and un2,i are causal
functions of yn1,i and y
n
2,i respectively. The first controller has a “power” limit, u
n
1,i = 0 for all n ≥ 0 and i ≥ p′1.
The goal of control is to minimize the upper-level d on the worst state distortion, i.e. minimizing d such that xni = 0 for all
i ≥ d and n ≥ 0 with probability 1.
We can notice that xni , u
n
1,i, u
n
1,i, w
n
i , v
n
i correspond to x[n], u1[n], u2[n], w[n], v[n] of Problem B respectively. Therefore, we
will use the latter terms for a compact representation of the bits in Problem C. Moreover, since the parameters of Problem C are
given in the binary levels of amplitude, they have the following relationship with those of Problem B: a = 2a
′
, σ2v2 = 2
2σ′v2 ,
E[u21[n]] ≤ 22p
′
1 . Through the rest of discussion, we will focus on the case, a′ = 2, σ′v2 =
a′
2 , p
′
1 =
a′
2 . Therefore, the
corresponding parameters in LQG Problem B are a = 22, σ2w = 1, σ
2
v2 = 2
2, E[u21[n]] ≤ 22.
Based on this deterministic model, we will answer the first question, ‘why the proposed strategy is approximately optimal’.
First, we can easily derive the following lower bound on the state disturbance.
Proposition 1: When a′ = 2, σ′v2 =
a′
2 , p
′
1 =
a′
2 in Problem C, the minimum upper-level d on the state distortion level has
to be at least 2.
Proof: We can easily see that for n ≥ 1, the distortion level of x[n] is at least 0 since w[n−1] with upper-level 0 is added
at each time step. At time n+ 1, this distortion will be shifted by two bits up, and the upper-level of the distortion becomes 2.
However, the first controller cannot touch the bits above the level 1 and so the first controller cannot reduce the distortion level.
Moreover, at the second controller, any bits below level 1 are is corrupted by i.i.d. Bernoulli( 12 ) observation noise. Therefore,
the second controller’s observation is independent from the unknown bits sitting below the level 1. Consequently, there is no
action it can take to draw that bit to 0.
Neither controller can reduce the distortion bit sitting between the level 1 and 2, so with a positive probability this bit can
be non-zero. Therefore, the upper-level of x[n+ 1] has to be at least 2, i.e. d ≥ 2.
In fact, the following proposition shows this lower bound is actually achievable.
Proposition 2: Consider Problem C with a′ = 2, σ′v2 =
a′
2 , p
′
1 =
a′
2 . Given the first controller’s observation y1[n] =· · · yn1,1yn1,0.yn1,−1 · · · and the second controller’s observation y2[n] = · · · yn2,1yn2,0.yn2,−1 · · · , let the first and second controller’s
control input be
u1[n] = y
n
1,−2.y
n
1,−3y
n
1,−4 · · · (19)
u2[n] = · · · yn2,2yn2,1000.0 · · · (20)
Then, this strategy can achieve the optimal upper-level on the state distortion, d = 2.
Proof: Since we already know the minimal d ≥ 2 from Proposition 1, it is enough to show that the proposed strategy
can achieve d = 2.
Figure 2 shows the resulting dynamics when we actually use this strategy. Since the initial state x[0] = 0, at time 1 both
controller’s input is also 0 and w[0] is only term that contributes to x[1]. Thus, x[1] can be represented by 0.x1−1x
1
−2x
1
−3 · · ·
in the deterministic model where each bit is i.i.d. Bernoulli 12 in {0, 1}.
At time 2, x[1] is shifted two-bits up to generate x1−1x
1
−2.x
1
−3 · · · . Since the first controller’s observation y1[1] is equal
to x1[n], its control input is x1−2.x
1
−3 · · · . After being corrupted by the noise v2[1], the second controller’s observation y2[1]
becomes v10 .(x
1
−1 ⊕ v1−1)(x1−2 ⊕ v1−2) · · · which is independent from the state, and as a result u2[1] = 0. When all of these
are added, the second bit of the state canceled by the first controller’s input. As we can see in Figure 2 the state x[2] results
in x210.x
2
−1x
2
−2 · · · where each bit is i.i.d. Bernoulli 12 except for the 0 in the 0th position.
At time 3, the first controller does essentially the same operation as time 2, canceling the lower bits below the level 1.
However, the second controller’s observation has larger level than before, y2[2] = x21(v
2
0).(x
2
−1⊕v2−1) · · · . Thus, u2[2] becomes
x21000.0 · · · . When we are adding these values, the first bit of the state is canceled by the second controller’s input and the
third bit of the state is canceled by the first controller’s input. As Figure 2 shows, the resulting state x[3] is x310.x
3
−1x
3
−2 · · · ,
which is essentially the same as x[2].
Therefore, we arrive in steady state and repeating the control strategy always gives the state with the same upper-level 2.
This finishes the proof.
So, we have an optimal scheme for the deterministic model. Let’s apply the insights that we learnt from the deterministic
model to the original LQG problem. The first controller’s strategy of Proposition 2 can be understood as a sequence of two
operations. The first operation is extracting the lower bits of y1[n] and thus generating 0.0y1,−2y1,−3 · · · . To mimic this, we
can simply divide y1[2] by 0.1 (in binary) and take the remainder. Using Definition 2, this can be written as Rd(y1[2]) with
8d = 0.1. The second operation is shifting the bits up to generate u1[2], which is just multiplication by a constant (−a to be
exact). Therefore, u1[2] = −aRd(y1[2]).
The second controller’s strategy of Proposition 2 can be understood as a sequence of two operations. The first operation is
extracting the higher bits of y2[2] and thus generating y2,m · · · y2,10.0 · · · . For this, we can divide y2[2] by 10 (in binary) and
take the quotient (exactly speaking, quotient multiplied by divisor). Using Definition 2, this can be written as Qd′(y2[2]) with
d′ = ad = 10. The second operation is shifting two bits up as before, which is multiplication. Therefore, u2[2] = −aQd′(y2[2]).
Compared to (8) and (9), this strategy is essentially equivalent to 1-stage signaling strategy except for some minor terms in
u2[n]. Therefore, in nonlinear strategies Lsig,s, u1[n] tries to cancel the lower bits in ax[n] by exploiting its better observation
and u2[n] tries to cancel higher bits in ax[n] exploiting its less expensive input cost.
Now, we understand why the proposed strategy might be approximately optimal. We can move on to the next question, ‘why
linear is not enough for constant-ratio optimality’. Let’s first remind ourselves of the linear operations in binary deterministic
models. Addition and subtraction correspond to bitwise XOR. Multiplication and division by a constant correspond to shifting
bits up and down. Let’s revisit Problem C with these restrictions on the strategy, and understand why we cannot achieve the
optimal performance with linear strategies.
Proposition 3: Consider Problem C with a′ = 2, σ′v2 =
a′
2 , p
′
1 =
a′
2 . Let’s restrict the controller strategies to be the following
forms: For some ki,j , k′i,j ∈ Z and for all i ∈ Z and n ∈ Z+,
un1,i = y
0
1,i+k0,n ⊕ y11,i+k1,n ⊕ · · · ⊕ yn1,i+kn,n (21)
un2,i = y
0
2,i+k′0,n
⊕ y12,i+k′1,n ⊕ · · · ⊕ y
n
2,i+k′n,n
(22)
Under this constraint on control strategy, the minimal upper-level d on the state distortion is 3.
Intuitively this proposition is obvious. As we saw in Proposition 1, the first controller is input power is strictly less than the
distortion level 2. When we restrict the strategy to be linear, the first controller cannot cancel any bits in the state. Therefore,
the second controller is the only controller that can control the state. The second controller can only see the bits above level
1, and after one time step, the distortion level will become 3. Let’s clarify this point more carefully.
Time 1 is the same as the proof of Proposition 2. However, at time 2 the first controller cannot cancel the lower bits any
more. The only allowed operations are shifting the bits in each observation and taking XOR between them. As we can see in
Figure 3, within the power constraint the first controller cannot but shift at least one-level down the bits in y1[1], and may
choose u1[1] = x1−1.x
1
−2x
1
−3 · · · . As we discussed in Proposition 2, the second controller’s observation is independent from the
state and the optimal u2[1] is 0. Therefore, as we can see in Figure 3 no bits cancel with each other, and x[2] = x21x
2
0.x
2
−1 · · ·
where each bits are i.i.d. Bernoulli 12 .
At time 3, due to the same reason, the best feasible input for the first controller is u1[2] = x21.x
2
0x
2
−1 · · · and cannot cancel
any bits in the state. Meanwhile, the second controller’s observation with additive noise is y2[2] = x21(x
2
0⊕v20).(x2−1⊕v2−1) · · · .
Therefore, to cancel the first bits of the state, the second controller shifts two-bits up in y2[2] and chooses u2[2] = x21 (x
2
0 ⊕
v20) (x
2
−1⊕ v2−1) (x2−2⊕ v2−2). (x2−3⊕ v2−3) · · · . When these are added, the first bit of the state cancels and the resulting state
x[3] has three bits above the decimal point as we can see in Figure 3.
By repeating this procedure, we can see that after the transient states of time step 1, 2, 3, the plant and controllers stay in
steady state. From Figure 3, in steady state, x[n] has three bits above the decimal point. Therefore, compared to the optimal
performance without the linear controller constraint, we can see one-bit-level performance degradation. This degradation comes
from the inefficient use of the first controller input. In other words, the first controller cancels the lower bits of the state in
the optimal strategy while it cannot cancel any bits in linear strategies.
Let’s consider the Gaussian counterpart of the previous results. As we discussed earlier, the corresponding parameters in
the original LQG problem is σ2v1 = 0, σ
2
v2 = Θ(a), E[u21[n]] ≤ Θ(a), E[u22[n]] ≤ ∞. We will consider the minimum state
distortion as a goes to infinity. From Proposition 2, we can expect that the optimal state distortion is E[x2[n]] ≤ O(a2) with
these parameters.5 From Proposition 3, we can expect that the state distortion is E[x2[n]] ≥ Ω(a3) when we restrict control
strategies to be linear. Here, we can see the ratio between the optimal cost and the linear strategy cost goes to infinity as a
grows.
Even if the discussion so far focused on minimizing the state distortion under the power constraints, the result can be easily
converted to the weighted long-term cost. Let’s choose the parameters of Problem B as q = 1, r1 = a, r2 = 0, σ0 = 0,
σ2v1 = 0, and σ
2
v2 = a, i.e.
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
E[x2[n] + au21[n]]
5Exactly speaking, the optimal state distortion is E[x2[n]] ≤ O(a2 log a) with input power constraint E[u21[n]] ≥ Θ(a log a). The is due to the fact
that unlike uniform random variables Gaussian random variables can be arbitrary large with logarithmically decreasing probability. Later, this effect will be
captured by large deviation ideas, and turns out to be crucial to get constant-ratio optimality. We will discuss more about this issue in Section III-A.
9If E[x2[n]] ≤ O(a2) when E[u21[n]] ≤ Θ(a) as we predicted, the optimal weighted cost has to be O(a2). However, if we
restrict the control strategies to be linear, E[x2[n]] will be Ω(a3) with the same power constraint according to our conjecture.
Therefore, we need at least E[u21[n]] ≥ Θ(a2) to make E[x2[n]] ≤ O(a2). In either case6, the weighted cost is Ω(a3).
Formally, the following proposition formalizes this insight and proves the ratio between the optimal cost and linear strategy
cost actually diverges in Gaussian problems.
Proposition 4: Let L′lin be the set of all linear time-varying controllers which can be written in the following form:
u1[n] =
∑
i≤n
kn,iy1[i],
u2[n] =
∑
i≤n
k′n,iy2[i].
Consider Problem B with parameters q = 1, r1 = a, r2 = 0, σ20 = 0, σ
2
v1 = 0, and σ
2
v2 = a. Then, we have
inf
u1,u2∈L′lin
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n]]
inf
u1,u2∈Lsig,1
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n]]
→∞
as a→∞.
Proof: See Appendix F.
From the discussion above, we can see that the first controller with better observations is “signaling” to the second controller
(with worse observations) through the control actions. However, the notion of communication here is different from the
conventional one. In conventional communication problems, the transmitter has access to a source (but cannot change it) and
reduces the uncertainty about the source at the destination by explicitly sending information about the source.
However, in control systems the source is the state, and the “transmitter”(which is a controller) can change the source
itself by control action. Therefore, it can reduce the uncertainty of the source and make the source easier to estimate at the
destination. Then, the destination will have a better idea about the source even without receiving any explicit information. This
generalized notion of communication is the one happening between the first and the second controller.
Moreover, we can also see the delay of the communication is crucial in control problems, while this is usually ignored
in traditional information theory. In Figure 2, the second controller has to wait until the disturbance is amplified above its
observation noise level, which causes a 1-step delay between two controllers. However, as we increase the observation noise
level of the second controller, the second controller has to wait longer until the disturbance is amplified enough and this will
result in a longer “delay” between the two controller’s actions.
In Section V, we will explore this point by relating the infinite-horizon LQG problem to control problems with different time
horizons. As we saw in Figure 1, Radner’s problem [6] and Witsenhasuen’s counterexample [3] are sub-blocks of the infinite-
horizon LQG problem. We will see later in Section V that the scheme discussed here is a 1-step-delay implicit communication
scheme which essentially solves Witsenhausen’s counterexample. In general, we may need up to an s-step-delay implicit
communication to solve s-stage MIMO Witsenhausen’s counterexamples.
A. Caveat: Deterministic Model does not work for Radner’s Problem
Even though we explained the result based on the binary deterministic model, it is just a simplified model for intuition and
we should not naively believe that the same results always hold in Gaussian models as well. In fact, we will show that in
Radner’s problem [6] the deterministic model fails to correctly predict the behavior of Gaussian problems.
In [6], Radner considered the following problem of Figure 4a: x[0], v1[0], v2[0] are independent Gaussian random variables
with zero mean and variance σ20 , σ
2
v1, σ
2
v2 respectively. Let y1[0] := x[0] + v1[0], y2[0] := x[0] + v2[0], u1[0] := f1(y1[0]),
u2[0] := f2(y2[0]) and x[1] := x[0] + u1[0] + u2[0]. The control objective is minimizing E[qx[1]2 + r1u1[0]2 + r2u2[0]2]. And
he proved that a linear controller is optimal.
Later, Witsenhausen found that if we shift the second controller by one time-step, the problem is fundamentally different
and the optimal controller is not linear [3]. Figure 5a shows the counterexample: x[0], v1[0], y1[0], u1[0] are the same as
Radner’s problem. However, x[1] := x[0] +u1[0], the second controller observes y2[1] := x[1] + v2[1] where v2[1] is Gaussian
with zero mean and variance σ2v2, and u2[1] := f2(y2[1]), x[2] = x[1] + u2[1]. The control objective is minimizing E[qx[2]2 +
r1u1[0]
2 + r2u2[1]
2].
At a high level, this difference can be understood in terms of implicit communication. Radner’s problem is a single-stage
problem. Even if one controller sends some information, it is impossible for the other controller to receive the information
6One may wonder why we do not consider the cases between E[u21[n]] = Θ(a) and E[u21[n]] = Θ(a2), for example E[u21[n]] = Θ(a
3
2 ). The reason
comes from the limitation of these bit-wise deterministic models, precision. For a = 4, we will write u1[n] as un0 .u
n
−1u
n
−2 · · · in binary when E[u21[n]] = a,
and as un1u
n
0 .u
n
−1 · · · when E[u21[n]] = a2. When E[u21[n]] = a
3
2 , we have to choose either one of these two. We choose the former in this paper, so we
cannot resolve the difference between E[u21[n]] = a and E[u21[n]] = a
3
2 .
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C1[0] 
C2[0] 
(a) (b)
Fig. 4: (a) Radner’s Problem and (b) the corresponding binary deterministic model. Here, the binary deterministic model can
fail to correctly predict the optimal strategy and the optimal performance.
C1[0] 
C2[1] 
(a) (b)
Fig. 5: (a) Witsenhausen’s Counterexample and (b) the corresponding binary deterministic model . Here, the binary deterministic
model does approximately predict the optimal strategy and the optimal performance.
at the next time step. Therefore, implicit communication between the controllers is impossible, and it is widely believed that
if this is the case, then linear is optimal [8], [9], [12], [13], [14]. However, Witsenhausen’s counterexample is a two-stage
problem. If the first controller sends some information, the second controller can receive this information at the next time step.
Therefore, implicit communication is possible, and nonlinear strategies which are good at this implicit communication can
outperform linear strategies.
Let’s revisit these problems using the binary deterministic models. Like in Section III, we will give a perfect observation
to the first controller and allow unbounded input power for the second controller. The goal of control is minimizing the state
disturbance for a given input power constraint.
Binary deterministic model counterparts of Radner’s problem and Witsenhausen’s counterexample, shown in Figure 4b and
5b respectively, are formulated as follows.
Problem D (Binary Deterministic Model for Radner’s Problem): For binary level index i, the deterministic system dynamics
is given as follows:
x1i = x
0
i ⊕ u01,i ⊕ u02,i, (23)
y01,i = x
0
i , (24)
y02,i = x
0
i ⊕ v0i . (25)
Here, x0i are 0 for all i ≥ 2 and Bernoulli 12 on {0, 1} for all i < 2. v0i are 0 for all i ≥ 1 and Bernoulli 12 on {0, 1} for all
i < 1. u01,i and u
0
2,i are functions of y
0
1,i and y
0
2,i respectively. The first controller has a power limit, u
0
1,i = 0 for all i ≥ 1.
The goal of the control is to minimize the final state distortion level d, i.e. minimizing d such that x1i = 0 for all i ≥ d.
Here, we can easily notice that x0i , x
1
i , u
0
1,i, u
0
2,i, y
0
1,i, y
0
2,i, v
0
i correspond to x[0], x[1], u1[0], u2[0], y1[0], y2[0], v2[0] in the
original Radner’s problem.
Problem E (Binary Deterministic Model for Witsenhausen’s Counterexample): For binary level index i, the deterministic
11
system dynamics is given as follows:
x1i = x
0
i ⊕ u01,i (26)
x2i = x
1
i ⊕ u12,i (27)
y01,i = x
0
i (28)
y12,i = x
1
i ⊕ v1i (29)
Here, x0i are 0 for all i ≥ 2 and Bernoulli 12 on {0, 1} for all i < 2. v1i are 0 for all i ≥ 1 and Bernoulli 12 on {0, 1} for all
i < 1. u01,i and u
1
2,i are functions of y
0
1,i and y
1
2,i respectively. The first controller has a power limit, u
0
1,i = 0 for all i ≥ 1.
The goal of the control is to minimize the final state distortion level d, i.e. minimizing d such that x2i = 0 for all i ≥ d.
Here, we can easily notice that x0i , x
1
i , x
2
i , u
0
1,i, u
1
2,i, y
0
1,i, y
1
2,i, v
0
i correspond to x[0], x[1], x[2], u1[0], u2[1], y1[0], y2[1], v2[1] in
the original Witsenhausen’s problem.
As we can see in Figure 4b and Figure 5b, essentially the same scheme that we discussed in Section III can be also used in
both deterministic problems to give the optimal cost. The first controller cancels the lower bits x20 and the second controller
cancels the higher bits x10 at the next time step.
Proposition 5: At time n, let the first controller’s observation be y1[n] = · · · yn1,1yn1,0.yn1,−1 · · · in binary expansion. Likewise,
the second controller’s observation is y2[n] = · · · yn2,1yn2,0.yn2,−1 · · · in binary expansion. Then, the following control strategy
achieves d = −∞ (i.e. the final state is zero.) in both Problem D and E and is optimal in both problems.
u1[n] = y
n
1,0.y
n
1,−1 · · · (30)
u2[n] = · · · yn2,2yn2,10.00 · · · (31)
Proof: Immediately follows from Figure 4b and Figure 5b.
As we discussed in Section III the corresponding strategy in the reals is a nonlinear strategy. However, linear is optimal in
Radner’s problem. How can this be? Clearly, the nonlinear strategy is not even approximately achieving the cost that the binary
deterministic model promises. The binary deterministic model fails to predict the optimal control strategy and the optimal
cost of the real Gaussian Radner’s problem. The reason for this is the binary deterministic model ignores the carry-over in
addition and subtraction which is actually happening in real Gaussian problems. In fact, we can see the difference between
y2[0] of Figure 4b and y2[1] of Figure 5b. The second bit of y2[0] of Figure 4b is x20 ⊕ v10 which causes carry-over in the
reals, while the second bit of y2[1] of Figure 5b is v10 is just v10. Therefore, the bitwise separation ignoring the carry-over
results in an overly optimistic conclusion in binary deterministic models. A linear view of nonlinearity is too simplified in this
case. To clarify this point, in [36] we propose a simple deterministic model —which we named a ‘ring model’— that takes
into account of the carry-over effect, and succeeds in capturing the behavior of the optimal costs in Radner’s problem. We
refer to [36] for further details on this point.
In fact, even in Witsenhausen’s counterexample there is a small gap between the predicted cost and actual LQG cost, even
though the deterministic model correctly predicts the approximately optimal strategy. As we can see in Proposition 5, in the
deterministic model the final state is 0 as long as the first controller’s input power is greater than the second controller’s
noise level. In the corresponding LQG problem, the final cost turns out to be only an exponentially decreasing function of
the first controller’s input power. However, the underlying reason for this gap is different from that in Radner’s problem. This
gap in Witsenhausen’s counterexample comes from the tail of Gaussian random variables and the finite-dimensionality of the
problem.7 While all disturbances are bounded with probability 1 in deterministic models, in LQG problems Gaussian random
variables can be arbitrary large with an exponentially decreasing probability. This results in a logarithmic gap between the
costs in Witsenhausen’s counterexample. However, unlike in Radner’s problem this gap is only logarithmic and the insights
that we gain from the deterministic models are still useful in the original LQG problems.
Therefore, we can rightfully say that deterministic models predict the essential behavior of Witsenhausen’s counterexample,
while it fails to predict for Radner’s problem.
IV. PROOFS AND PROOF IDEAS: OUTLINE
The formal proof of the main result is separated into three parts. We will give upper and lower bounds on the optimal cost,
and then compare them to show that they are within a constant ratio.
Figure 6 shows the proof idea flow for the upper bound8 on the optimal cost. This is done by analyzing specific control
strategies. First, it is easy to analyze linear strategies by simply tracking mean and variance. For nonlinear strategies, it can be
7 In infinite-dimensional problems, the laws of large numbers guarantee that Gaussian random variables behave typically and the probability that they can
be arbitrary large asymptotically goes to zero. Therefore, we can drive the final cost to 0 with bounded first controller’s input power, and the cost predicted
by the deterministic model is actually achievable. To capture the finite-dimentionality of the problem, we have to use large deviation ideas. We refer to [37],
[38] for further details.
8This corresponds to achievability arguments in information theory.
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Achievable Strategies 
(Upper bound) 
Linear Strategy 
[Definition 1] 
Nonlinear 
s-Signaling Strategy 
[Definition 2] 
Analysis 
[Lemma 15] 
Analysis 
[Lemma 7] 
Evaluation 
[Corollary 3] 
Parameterization 
[Definition 4] 
Basic 
Properties 
[Lemma 2,3,4] 
Estimation 
Error with 
Gaussian Noise 
[Lemma 5,6] 
(d,w,o)  approximate-comb-lattice theory 
Problem: Nonlinear + Gaussian = Non-Gaussian 
Fig. 6: Flow diagram of the ideas for the upper bound on the control performance
tricky since mean and variance do not characterize non-Gaussian random variables. Therefore, in Section V-B, we will introduce
a mini theory to analyze quantization-based strategies, which we call (d,w, o)-approximate-comb-lattice theory. Section V-C
will actually analyze the nonlinear strategy performance based on this theory.
To show that we cannot do much better, we also have to find a lower bound9 on the cost. Figure 7 shows the flow of ideas
in the proof for the lower bound. The key idea is identifying the informational bottleneck of a problem and figuring out the
information relaying between the controllers. In information theory, to figure out the informational bottleneck of the system,
we partition the nodes and apply cutset bounds [31], [32]. However, here rather than simply partitioning the nodes, we expand
the system in time and must divide the infinite-horizon problem into finite-horizon ones. The geometric slicing idea (Figure 14)
is introduced for this.
Now, we have a finite-horizon problem. However, unlike infinite-horizon problems where the effect of transients can be
amortized over infinitely many stationary states, the transient states are the essence of a finite-horizon problem and therefore
the problem is non-stationary. To handle this issue, we divide the resulting finite-horizon problem into three sub time-intervals
— childhood, youth and old age, so to speak. Figure 15 (or Figure 22) shows the division of time intervals. In “childhood”,
we do not have enough information about the state, so we will call this interval information-limited. In “old age”, we do not
have enough power to control the state too well, so we will call this interval power-limited. Between these two —in “youth”—
something interesting is happening and we will call this interval a MIMO Witsenhaussen’s (or Radner’s for Figure 22) interval.
In this interesting interval, the first controller is power-limited and the second controller is information-limited, which is
essentially the same issue as in Witsenhausen’s counterexample. In fact, we will relate this interval to an s-stage MIMO
Witsenhausen’s counterexample where a new disturbance is added at each time step. Then, the question becomes what are
the critical disturbances among these? We will see that only first and second disturbances matter, and we can relax to simpler
problems which are s-stage and (s− 1)-stage MIMO Witsenhausen’s with only one disturbance. However, still these problems
are difficult due to the dual role of controller actions. The controller actions can be used to control the states, but at the same
time they can be used to communicate some information to the other controller. This control-communication dual role of
controller actions makes the problem hard.
To tackle this issue, we remove the control role from the first controller, and thereby the first controller will behave like a
transmitter in communication problems. On the other hand, we remove the communication role from the second controller by
allowing free feedback, and thereby the second controller will behave like a receiver in communication problems. In this way,
we can reduce the problem to MIMO state-amplification with feedback, which generalizes the problem shown in [39]. However,
the resulting problem is finite dimensional, and information-theoretic results for infinite-dimensional problems can possibly
give loose bounds [23]. In fact, we have to adapt large deviation ideas to the s-stage MIMO state-amplification problem for
this reason.10 Now, we can apply simple information-theoretic cutset bounds to the final communication problems and derive
lower bounds.
9This corresponds to converse arguments in information theory.
10This is the same issue and idea that we discussed in Section III-A for Witsenhausen’s counterexample.
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Converse / Fundamental Limits 
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   What is the key finite-horizon sub-problem? 
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A: Divide “Life-cycle” into stages:  [See Figure  15 and 22] 
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(2) Generalized MIMO Witsenhausen’s (Radner’s) 
(3)  Power-limited 
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A: The disturbances are the message. 
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s-stage 
MIMO Witsenhausen 
− Control-Communication dual 
(s-1)-stage 
MIMO Witsenhausen 
− Control-Communication dual 
Power-limited 
 (Cauchy-Schwarz) 
[Lemma 10] 
Information-limited 
(Centralized 
Controller) 
[Lemma 9] 
(s-1)-stage 
MIMO state-amplification 
with feedback 
(Finite-dimension) 
s-stage 
MIMO state-amplification 
with feedback 
(Finite-dimension) 
Q: How to deal with control-communication 
dual role of the first controller input? 
A: Remove control aspect by Cauchy-Schwarz 
Q: What to do with finite-dimension issue? 
Q: How to deal with control-communication 
dual role of the second controller input? 
A: Remove communication aspect by allowing 
free feedback 
(s-1)-stage 
MIMO state-amplification 
with feedback 
(Infinite-dimension) 
s-stage 
MIMO state-amplification 
with feedback 
(Infinite-dimension) 
A: Ignore A: Use Large Deviation idea 
Lower bound 
[Lemma 12] for Witsenhausen’s ( [Lemma 13] for Radner’s ) 
Evaluation 
[Corollary 2] for Witsenhausen’s ( [Corollary 1] for Radner’s ) 
Q: How to bound? 
A: Cutset bound 
Fig. 7: Flow diagram of the ideas for the lower bound on the control performance
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Before we discuss the proof details, we first convert the weighted long-term average cost optimization problem to an
optimization problem with average power constraints as we did in Section III. The original control objective is minimizing the
weighted cost of the state disturbance and the controller input powers. However, it will be useful to consider minimizing the
state given an average bound on the input powers. Formally, the problem is written as follows.
Problem F (Decentralized LQG problem with average power constraints): Consider the same dynamics as Problem B. But,
now the control objective is minimizing the state disturbance D(P1, P2) for given input power constraints P1, P2 ∈ R+. We
will say the power-disturbance tradeoff, D(P1, P2) is achievable if and only if there exist causal control strategies u1[n], u2[n]
such that
lim sup
N→∞
1
N
N∑
n=1
E[x2[n]] ≤ D(P1, P2), (32)
lim sup
N→∞
1
N
N∑
n=1
E[u21[n]] ≤ P1, (33)
lim sup
N→∞
1
N
N∑
n=1
E[u22[n]] ≤ P2. (34)
Lemma 14 will relate the weighted-cost problem, Problem B, and the power-constraints problem, Problem F, telling us that if
we can approximately solve the latter we can also approximately solve the former. To characterize D(P1, P2) approximately,
we will come up with lower and upper bounds on D(P1, P2). Since we are only aiming for an approximate solution, in the
discussion for intuitions and interpretations we will focus on the scaling and ignore the constants.
The following Cauchy-Schwarz style inequalities will be helpful to get bounds.
Lemma 1: For arbitrary correlated random variables X1, · · · , Xn, the following inequality holds:
(
√
E[X21 ]−
√
E[X22 ] · · · −
√
E[X2n])2+ ≤ E[(X1 + · · ·+Xn)2] ≤ (
√
E[X21 ] + · · ·+
√
E[X2n])2 ≤ n(E[X21 ] + · · ·+ E[X2n])
(35)
Proof:
E[(X1 + · · ·+Xn)2] (36)
= E[X21 ] + · · ·+ E[X2n] + 2E[X1X2] + · · ·+ 2E[Xn−1Xn] (37)
≤ E[X21 ] + · · ·+ E[X2n] + 2
√
E[X21 ]E[X21 ] + · · ·+ 2
√
E[X21 ]E[X2n] (38)
= (
√
E[X21 ] + · · ·+
√
E[X2n])2 (39)
≤ n(E[X21 ] + · · ·+ E[X2n]) (40)
where all inequalities follow from Cauchy-Schwarz.
E[(X1 + · · ·+Xn)2] (41)
= E[X21 ] + 2E[X1(X2 + · · ·+Xn)] + E[(X2 + · · ·+Xn)2] (42)
≥ E[X21 ]− 2
√
E[X21 ]E[(X2 + · · ·+Xn)2] + E[(X2 + · · ·+Xn)2] (43)
= (
√
E[X21 ]−
√
E[(X2 + · · ·+Xn)2])2 (44)
≥ (
√
E[X21 ]−
√
E[X22 ] · · · −
√
E[X2n])2+ (45)
where all inequalities follow from Cauchy-Schwarz.
V. PROOFS AND PROOF IDEAS: UPPER BOUND ON THE OPTIMAL COST
To come up with an upper bound on D(P1, P2), we should propose enough achievable control strategies for approximate
optimality and analyze their performances.
As we discussed in Section III-A, a 1-stage signaling strategy (Lsig,1) for the infinite-horizon problem (shown in Figure 2)
and the nonlinear strategy for Witsenhausen’s counterexample (shown in Figure 5) are essentially equivalent. The first controller
implicitly communicates its observation to the second controller by forcing the lower bits to be zero. This point can be visually
understood in Figure 1 by noticing that Witsenhausen’s counterexample is indeed a sub-block of the infinite-horizon problem.
However, there is a significant difference between these two problems — the time-horizon. Witsenhausen’s counterexample
terminates after 2-time steps, while the system keeps running in infinite-horizon problems. Therefore, more issues arise when
we are designing controllers for infinite-horizon problems.
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Zero-Forcing 
Zero-Input 
1-Stage Signaling 
2-Stage Signaling 
3-Stage Signaling 
4-Stage Signaling 
Fig. 8: Approximately optimal strategies for given P1 and σ2v2 when σ
2
v1 = 0 and P2 =∞.
Zero-Forcing 
Zero-Input 
3-Stage Signaling 
2-Stage Signaling 
1-Stage Signaling 
Fig. 9: Approximately optimal strategies for given P1 and σ2v1 when σ
2
v2 = a
5 and P2 =∞.
-1
0
1
2
3
4
-2 -1 0 1 2 3 4 5
Zero-Input Zero-Forcing 
1-Stage Signaling 
Fig. 10: The minimum state disturbance D(P1, P2) when σ2v1 = 0, σv2 = a and P2 = ∞ as a function of P1. The red line
indicates the cost achievable by the 1-stage signaling strategy. The blue line indicates the cost achievable by linear strategies.
As we can see this performance plot corresponds to that of the red line in Figure 8.
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Linear
Nonlinear
Zero-Forcing 
Zero-Input 
1-Stage Signaling 
Li r 
li r 
(Signaling Based) 
Centralized Controller 
Fig. 11: The optimal weighted average cost for σ2v1 = 0, σ
2
v2 = a, q = 1, r1 = a
l, r2 = 0. The red line indicates the optimal
cost among all possible strategies. The blue line indicates the optimal cost among only linear strategies. The green line indicates
the cost of the centralized controller which has both observations and can control both inputs. As l varies, the optimal strategy
traverses the red line of Figure 8.
First, since the system keeps running in infinite horizon problems, the implicit communication also has to keep happening. In
Figure 1, C1[1] communicates to C2[2], C1[2] communicates to C2[3], and so on. In other words, an infinite-horizon problem
can be thought as a series of Witsenhausen counterexamples. Because of this interlocking of Witsenhausen’s blocks, the effect
of one problem can propagate to subsequent ones. To handle this interference between interlocked problems, we introduced
the Rasd(
∑
1≤i≤s a
i−1u2[n− i]) terms in the s-stage signaling policy in Definition 2.
The second difference is that since we have a longer time horizon, C1[0] does not have to communicate to C2[1] of the next
time step. It can communicate with longer delay to C2[2], C2[3], · · · . In general, C1[0] can communicate to C2[s] as we can
see in Figure 1. In fact, the s-stage signaling strategy of Definition 2, Lsig,s, enables C1[0] to communicate with C2[s], and
the infinite-horizon problem is decomposed into a series of interlocked ‘s-stage MIMO Witsenhausen’s counterexamples’.
Let’s take a careful look at these signaling strategies, and understand which strategy has to be used for certain parameters
of Problem B. For simplicity, we first consider the extreme case when the first controller has a perfect observation and the
second controller has no power constraint just like Section III. In other words, σ2v1 = 0 and P2 =∞. Here, we will be making
references to the binary deterministic perspective on the problem.
1) When σ2v1 = 0 and P2 =∞: Figure 8 summarizes which strategy has to be used for a given σ22 and P1. First, we can
notice that if the first controller has enough power then it does not need any help from the second controller. At each time step
the disturbance w[n] is added, it is observable at the next time step n+ 1 by the first controller when its power is amplified by
a2. Therefore, if P1 ≥ a2 the first controller can remove the disturbance by itself by choosing u1[n] = −ay1[n]. We will call
this a zero-forcing strategy from the first controller’s point of view. On the other hand, at each time a new state disturbance
w[n] with variance 1 is added. Therefore, when P1 ≤ 1 most of the first controller’s input will be masked by the additional
disturbance w[n]. Therefore, in this case u1[n] = 0 is approximately optimal, and we will call this a zero-input strategy from
the first controller’s point of view.
Therefore, the question is “what should the first controller do when P1 is between these two extreme values?” As we
discussed before, the first controller can implicitly communicate its perfect observation to the second controller by canceling
the bits which are not observable by the second controller. This idea can be implemented when the bits below the second
controller’s noise level are observed by the first controller at previous time steps. For example, in Figure 2, x1−2 of time step
2, the bit below the noise level of the second controller, is observed by the first controller at time step 1, one time step before.
Then, what is the condition for the first controller to observe the disturbance one time step before in the original LQG
problems? We can notice that at each time the disturbance w[n] is amplified by a and its variance becomes a2 after one time
step. Therefore, when 1 ≤ σ2v2 ≤ a2 the bits below the second controller’s noise level are observed by the first controller at 1
time step before.
What is the minimum power required for the first controller to cancel all the bits below the second controller’s noise level
σ2v2? As we can guess
11, the answer is σ2v2. In sum, for 1-stage signaling to be actually useful, the parameters of the LQG
problems have to be 1 ≤ σ2v2 ≤ a2 and σ2v2 ≤ P1 ≤ a2. When P1 ≥ a2, zero-forcing is approximately optimal, and when
0 ≤ P1 ≤ σ2v2, zero-input is approximately optimal.
In general, when a2(s−1) ≤ σ2v2 ≤ a2s for some s ∈ N, the bits below the second controller’s noise level can be “previewed”
by the first controller at s time steps before, and the first controller’s power has to be larger than σ
2
v2
a2(s−1) to actually cancel
those bits. Therefore, in this case when P1 ≥ a2, zero-forcing is approximately optimal, when σ
2
v2
a2(s−1) ≤ P1 ≤ a2, s-stage
signaling is approximately optimal, and when 0 ≤ P1 ≤ σ
2
v2
a2(s−1) , zero-input is approximately optimal.
11We can also conjecture this from the deterministic model in Figure 2. In Figure 2, the first controller’s input power level and the second controller’s noise
level is the same.
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On the other hand, when σ2v2 ≤ 1, it corresponds to dividing the infinite-horizon problem to a series of Radner’s problems.12
The first controller will observe the bits below the second controller’s noise level without any delay, so it gets no preview. As
we discussed in Section III-A, we cannot expect a significant gain from nonlinear strategies when two controllers are acting
simultaneously on essentially the same quality of observations. Therefore, in this case, a linear strategy is enough to achieve
constant-ratio optimality. We will revisit this point when we are discussing lower bounds in Section VI
2) When σ2v1 > 0: So far, we limited ourselves to σ
2
v1 = 0 and P2 =∞. Let’s first consider the case when σ2v1 > 0.
If we take a careful look at the previous case of σ2v1 = 0, the bits that the first controller actually uses are those between the
power level 1 and a−2. The bits below a−2 are useless since at the next time step, they will be masked by the new disturbance.
Therefore, as long as σ2v1 ≤ a−2, the first controller can observe all its useful bits and the previous argument does not change.
Then, what is happening in the case when σ2v1 ≥ a−2? First, let’s ask what is the minimum power P1 for the first controller
to zero-force the state. The disturbance is amplified by a2 at each time step, and the bits below σ2v1 are not observable by the
first controller. Therefore, by the time the first controller observes the effect of the disturbance, the state’s variance becomes
a2σ2v1. To actually cancel it at the next time step, the first controller’s power has to be greater than a
4σ2v1, i.e. P1 ≥ a4σ2v1.
When the input power is smaller than a4σ2v1, it has to use signaling strategies. So when can we use the s-stage signaling
strategy? To use the s-stage signaling strategy, the first controller has to observe the bits below the second controller’s noise
level at least s time steps before. Therefore, σ2v1 has to be less than
σ2v2
a2s . Since a longer stage signaling requires smaller
power, we will use an s-stage signaling strategy when σ
2
v2
a2(s+1)
< σ2v1 ≤ σ
2
v2
a2s . Then, what is the minimum power to use s-stage
signaling strategy? Since the first controller has to cancel the bits below σ
2
v2
a2s at the next time step, P1 has to be greater than
a2σ2v2
a2s . When P1 is less than this, the first controller uses the zero-input strategy.
Summarizing the conclusions so far, let s = d lnσ2v2−ln(max(1,a2σ2v1))2 ln a e so that
a2(s−1) max(1, a2σ2v1) < σ
2
v2 ≤ a2s max(1, a2σ2v1). (46)
Then (i) When P1 ≥ max(a2, a4σ2v1), the zero-forcing strategy
(ii) When σ
2
v2
a2(s−1) ≤ P1 ≤ max(a2, a4σ2v1), the s-stage signaling strategy
(iii) When P1 ≤ σ
2
v2
a2(s−1) , the zero-input strategy
are approximately optimal respectively.
3) When P2 < ∞: Let’s consider when the second controller also has a power constraint P2. When the first controller is
zero-forcing the state, the second controller does not have to control and the power constraint P2 does not change the result.
When the first controller is either applying signaling or zero input strategy, the second controller has to stabilize the system.
By the definition, D(P1,∞) is the smallest state disturbance we can expect. Therefore, P2 has to be essentially greater than
a2D(P1,∞) to cancel the state at the next time step and stabilize the system. In fact, this turns out to be sufficient, too.
A. Generalized d.o.f. Performance
Now, we have approximately optimal strategies. In this section, we will see how their performances scales as the problem
parameters vary. More precisely, we will increase the various problem parameters in different scales, and see how the control
cost scales as a function of the problem parameters. In spirit, this measure of the performance corresponds to the generalized
d.o.f. in wireless communication [40], [31] where the SNRs of different antennas are allowed to scale differently. The more
fundamental connection with wireless communication theory will be discussed in Section VIII.
Figure 10 shows how the minimum state disturbance of the proposed strategies scales as a goes to infinity. Precisely, in
Problem F we fix a = a, σ2v1 = 0, σ
2
v2 = a, P2 =∞, and explore how D(P1, P2) scales in a when P1 scales differently in a.
From the problem parameters, we can easily see this cost plot corresponds to the cost of the red line (σ2v2 = a) in Figure 8. As
we discussed before, between zero-forcing and zero-input linear strategies, the nonlinear 1-stage signaling strategy performs
better.
So far the discussion is from the power-disturbance point of view. However, the original weighted cost problem is essentially
the same since the optimal strategy will have some corresponding control input powers. Let’s consider the system equation (5)
with a = a, σ2v1 = 0, σ
2
v2 = a and the average cost (4)
c(l) = inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
E[x2[n] + alu21[n]]
Figure 11 shows how the average cost scales as a goes to infinity for different values of l. As we change l, the optimal solution
follows the red line (σ2v2 = a) in Figure 8.
12In Section VII, we will name this case as the weakly-degraded-observation case, while the remaining case is named as the strongly-degraded-observation
case.
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(i) When l is small (l ≤ 0), the input cost of the first controller is inexpensive and the zero-forcing strategy is optimal up to
scaling.
(ii) When l is large (l ≥ 2), the input cost is expensive and the zero-input strategy is approximately optimal.
(iii) Between these two extremes (0 ≤ 1 ≤ 2), we need nonlinear 1-stage signaling strategy and it is approximately optimal.
As we can see in Figure 11, the average cost of linear and optimal nonlinear strategy scales differently in a. Therefore, the
performance ratio between these two diverges to infinity, which was formally stated in Proposition 4. Moreover, in Figure 11
we can also see a naive lower bound on the cost derived by allowing a centralized controller is too loose to give a constant
ratio optimality. Thus, we have to improve both upper and lower bound to prove a constant ratio optimality.
It is worth to mention that figuring out this generalized d.o.f. cost is not enough to guarantee constant-ratio optimality, since
the logarithmic scaling (caused by the tail of the Gaussian random variables) in a does not appear in the generalized d.o.f.
cost. For example, the first term shown in the lower bound given by (c) of Corollary 2 cannot be captured in the generalized
d.o.f. cost.
B. (d,w,o) Approximate-Comb-Lattice Theory
w w w 
d d 
Fig. 12: Pictorial description of Definition 4
So far, we understand the approximately optimal strategies and intuitively why they have to be used for given problem
parameters. Now, we have to analyze their performances. Unlike linear strategies, nonlinear strategies make the random variables
(the state, observations and inputs) non-Gaussian. Thus, the mean and variance is not enough to describe the distribution of
random variables, and the exact description of the distribution requires a potentially infinite number of parameters. Therefore,
we have to come up with an approximate description involving only a finite number of parameters. To this end, we propose
the following definition which will turn out to be useful in analyzing quantization-based signaling strategies.
Definition 4: Let X be a random variable, d be nonzero, and w, o be nonnegative reals with |d| > w. We say X ≤df (d,w, o)
if
P{X 6∈
⋃
i∈Z
[i · d− w
2
, i · d+ w
2
]} ≤ o. (47)
Figure 12 pictorially shows this definition. When a random variable stays in one of the boxes with width w, the event will
be considered typical. When a random variable falls outside the boxes, the event will be considered atypical and measured
by outage probability o. Notice that after quantization, the probability mass will concentrate in a sequence of boxes. When
d =∞, we have only one box centered at 0.
Let’s study properties of this definition. The first lemma tells what happens when we add two random variables.
Lemma 2: Let X1, X2 and X3 be arbitrary correlated random variables. If X1 ≤df (d1, w1, o1), X2 ≤df (∞, w2, o2) and
X3 ≤df (d1, w3, o3) then
X1 +X2 ≤df (d1, w1 + w2, o1 + o2) (48)
X1 +X3 ≤df (d1, w1 + w3, o1 + o3) (49)
Proof:
P{X1 +X2 6∈
⋃
i∈Z
[i · d1 − w1 + w2
2
, i · d1 + w1 + w2
2
]} (50)
≤ P{X1 +X2 6∈
⋃
i∈Z
[i · d1 − w1 + w2
2
, i · d1 + w1 + w2
2
], X2 ∈ [−w2
2
,
w2
2
]}+ P{X2 6∈ [−w2
2
,
w2
2
]} (51)
≤ P{X1 6∈
⋃
i∈Z
[i · d1 − w1
2
, i · d1 + w1
2
]}+ o2 (52)
≤ o1 + o2 (53)
The second part follows similarly since when we add two points from the lattice points spaced by d, the resulting point is also
in that lattice.
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The second lemma tells what happens when we multiply a random variable by a constant.
Lemma 3: Let X ≤df (d,w, o) and k > 0. Then,
kX ≤df (kd, kw, o). (54)
Proof:
P{kX 6∈
⋃
i∈Z
[i · kd− kw
2
, i · kd+ kw
2
]} (55)
= P{X 6∈
⋃
i∈Z
[i · d− w
2
, i · d+ w
2
]} (56)
≤ o. (57)
The next lemma tells the variance of remainder is only smaller than the original random variable.
Lemma 4: For all random variable X and nonzero d, we have
E[Rd(X)2] = E[(X −Qd(X))2] ≤ E[X2]. (58)
Proof: For a real x, let x = q · d+ r for q ∈ Z and r ∈ [−d2 , d2 ). Then,
x2 = (q · d+ r)2 = q2d2 + 2qdr + r2 (59)
= |qd|(|qd|+ 2sgn(qd) · r) + r2 (60)
When q = 0, x2 = r2.
When q 6= 0, since q ∈ Z we have x2 ≥ |qd|(|d| − 2|r|) + r2 ≥ r2.
Therefore,
E[X2] ≥ E[Rd(X)2]. (61)
Since all underlying random variables of interest are Gaussian, we will relate Gaussian distributions with our parameterization.
Lemma 5: Let Q(x) := 1√
2pi
∫∞
x
exp(−u22 )du. Then, Q(x) ∼ 1√2pix exp(−x
2
2 ). More precisely, for ∀x > 0
1√
2pi
(
1
x
− 1
x3
)
exp
(
−x
2
2
)
≤ Q(x) ≤ 1√
2pix
exp
(
−x
2
2
)
. (62)
Moreover, when X is Gaussian with zero mean and variance smaller than σ2, for all w ≥ 0
X ≤df (∞, w, 2 ·Q( w
2σ
)). (63)
Proof: For the first part, see [41]. The second part directly follows from the definition.
The next lemma bounds the MMSE error of a quantized random variable when it is corrupted by Gaussian observation
noise.
Lemma 6: Let X and V be independent random variable where X ≤df (d,w, o) with |d| > w and V is a Gaussian random
variable with zero-mean and variance σ2. Then,
E[(X −Qd(X + V ))2] (64)
≤ E[(X −Qd(X))2] +
∑
1≤i≤∞
(i|d|+ w
2
)2 · 2Q( (2i− 1)|d| − w
2σ
) (65)
+ o ·
(d+ d
2
)2 +
∑
2≤i≤∞
(i · d+ d
2
)2 · 2Qd( (i− 1)|d|
σ
)
 . (66)
Proof: For convenience, let d > 0. d < 0 can be proved by replacing d with |d|. Denote Td,w =
⋃
i∈Z[i ·d− w2 , i ·d+ w2 ].
E[(X −Qd(X + V ))2] = E[(X −Qd(X + V ))2|X ∈ Td,w]P{X ∈ Td,w} (67)
+ E[(X −Qd(X + V ))2|X ∈ T cd,w]P{X ∈ T cd,w} (68)
≤ E[(X −Qd(X + V ))2|X ∈ Td,w] (69)
+ E[(X −Qd(X + V ))2|X ∈ T cd,w] · o (70)
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Notice that when X ∈ Td,w and |V | < d−w2 , Qd(X) = Qd(X + V ). When X ∈ Td,w and |V | < d + d−w2 , Qd(X) =
Qd(X + V )± d and so on. Therefore,
E[(X −Qd(X + V ))2|X ∈ Td,w] = E[(Qd(X) +Rd(X)−Qd(X + V ))2|X ∈ Td,w] (71)
≤ E[(X −Qd(X))2] + (d+ w
2
)2 · 2Q(d− w
2σ
) + (2d+
w
2
)2 · 2Q(3d− w
2σ
) + · · · (72)
Moreover, for all x when |V | < d, Qd(x)−Qd(x+V ) = −d, 0, d. When |V | < 2d, Qd(x)−Qd(x+V ) = −2d,−d, 0, d, 2d
and so on. Therefore, since |Rd(·)| ≤ d2 ,
E[(X −Qd(X + V ))2|X ∈ T cd,w] = E[(Qd(X)−Qd(X + V ) +Rd(X))2|X ∈ T cd,w] (73)
≤ (d+ d
2
)2 + (2d+
d
2
)2 · 2Qd( d
σ
) + (3d+
d
2
)2 · 2Qd(2d
σ
) + · · · (74)
Therefore,
E[(X −Qd(X + V ))2] (75)
≤ E[(X −Qd(X))2] + (d+ w
2
)2 · 2Q(d− w
2σ
) + (2d+
w
2
)2 · 2Q(3d− w
2σ
) + · · · (76)
+ o · ((d+ d
2
)2 + (2d+
d
2
)2 · 2Qd( d
σ
) + (3d+
d
2
)2 · 2Qd(2d
σ
) + · · · ). (77)
C. Analysis of Signaling Strategies
Now, we are ready to analyze the performance of the s-stage signaling strategy. In the s-stage signaling strategy, the first
controller imposes a lattice structure on x[n], but the second controller’s action can possibly break this lattice structure.
However, the second controller knows all its past inputs, so it can exploit the imposed lattice structure by compensating
for its past inputs. More precisely, we will see that x[n] − Rasd(
∑
1≤i≤s a
i−1u2[n − i]) —with the compensation term,
Rasd(
∑
1≤i≤s a
i−1u2[n − i])— has a lattice structure, and the second controller will observe this quantized state with an
observation noise v2[n]. In spirit, the idea and analysis in this section is similar to that in [42].
Before we state the lemma, we introduce a definition to compare multiple numbers. For a1, · · · an, b1, · · · , bn ∈ R, we say
(a1, · · · , an) ≤ (b1, · · · , bn) if and only if a1 ≤ b1, · · · , an ≤ bn.
Lemma 7: For a given s ∈ N, let SU,1 be the set of (d,w1) such that
d > 0, w1 > 0, (78)
|a|sd− (|a|s−1d |a||a| − 1 + w1) > 0. (79)
The bound DU,1(d,w1) is defined as
DU,1(d,w1) := 2a
2s(2(
d
2
)2(
1
1− 1|a|
)2 + 2(
1
1− 1a2
) + 2a2σ2v1) (80)
+
∑
1≤i≤∞
4a2(i|a|sd+
|a|s−1d |a||a|−1 + w1
2
)2Q(
(2i− 1)|a|sd− (|a|s−1d |a||a|−1 + w1)
2σv2
) (81)
+ 8a2Q(
w1
2
√
a2(s−1) a2a2−1 + a
2sσ2v1
)
∑
1≤i≤∞
(i|a|sd+ |a|
sd
2
)2Q(
(i− 1)|a|sd
σv2
) (82)
+ 2(a2(
d
2
)2) + 1. (83)
Let |a| > 1. Then, for all s and (d,w1) ∈ SU,1, the s-stage signaling strategy of Definition 2 can achieve the following
Power-Disturbance tradeoff of Problem F.
(D(P1, P2), P1, P2) ≤ (DU,1(d,w1), a
2d2
4
, 8a2DU,1(d,w1) +
7
2
a2(s+1)d2 + 4a2σ2v2) (84)
Proof: For notational simplicity, we only consider a > 1. The proof for a < −1 can be obtained by replacing a with |a|.
By the definition of s-stage signaling strategies,
u1[n] = −aRd(y1[n]) (85)
u2[n] = −a(Qasd(y2[n]−Rasd(
∑
1≤i≤s
ai−1u2[n− i])) +Rasd(
∑
1≤i≤s
ai−1u2[n− i])) (86)
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Therefore, for all n we have
x[n+ 1] = ax[n] + u1[n] + u2[n] + w[n] (87)
= ax[n]− a(Qasd(y2[n]−Rasd(
∑
1≤i≤s
ai−1u2[n− i])) +Rasd(
∑
1≤i≤s
ai−1u2[n− i])) + u1[n] + w[n] (88)
= a(x[n]−Rasd(
∑
1≤i≤s
ai−1u2[n− i])︸ ︷︷ ︸
:=X[n]
−Qasd(y2[n]−Rasd(
∑
1≤i≤s
ai−1u2[n− i]))︸ ︷︷ ︸
:=Y2[n]
) + u1[n] + w[n] (89)
First, we will prove that for all n ≥ s, X[n] has a lattice structure. Then, Y2[n] is X[n] + v2[n], so we can use Lemma 6 that
analyzes the estimation error of quantized random variables.
For n ≥ s, we have
X[n] (90)
= x[n]−Rasd(
∑
1≤i≤s
ai−1u2[n− i]) (91)
= asx[n− s] +
∑
1≤i≤s
ai−1u1[n− i] +
∑
1≤i≤s
ai−1u2[n− i] +
∑
1≤i≤s
ai−1w[n− i]−Rasd(
∑
1≤i≤s
ai−1u2[n− i]) (92)
= (asx[n− s] + as−1u1[n− s]) +
∑
1≤i≤s
ai−1u2[n− i]−Rasd(
∑
1≤i≤s
ai−1u2[n− i]) (93)
+
∑
1≤i≤s−1
ai−1u1[n− i] +
∑
1≤i≤s
ai−1w[n− i] (94)
= (asx[n− s]− asRd(y1[n− s])) +
∑
1≤i≤s
ai−1u2[n− i]−Rasd(
∑
1≤i≤s
ai−1u2[n− i]) (95)
+
∑
1≤i≤s−1
ai−1u1[n− i] +
∑
1≤i≤s
ai−1w[n− i] (96)
= (as(x[n− s] + v1[n− s]− v1[n− s])− asRd(y1[n− s])) +
∑
1≤i≤s
ai−1u2[n− i]−Rasd(
∑
1≤i≤s
ai−1u2[n− i]) (97)
+
∑
1≤i≤s−1
ai−1u1[n− i] +
∑
1≤i≤s
ai−1w[n− i] (98)
= (asy1[n− s]− asRd(y1[n− s])) +
∑
1≤i≤s
ai−1u2[n− i]−Rasd(
∑
1≤i≤s
ai−1u2[n− i]) (99)
+
∑
1≤i≤s−1
ai−1u1[n− i] +
∑
1≤i≤s
ai−1w[n− i]− asv1[n− s]. (100)
Here, by Lemmas 2 and 3 we have
asy1[n− s]− asRd(y1[n− s]) ≤df (asd, 0, 0), (101)∑
1≤i≤s
ai−1u2[n− i]−Rasd(
∑
1≤i≤s
ai−1u2[n− i]) ≤df (asd, 0, 0), (102)∑
1≤i≤s
ai−1w[n− i]− asv1[n− s] ∼ N (0,
∑
1≤i≤s
a2(i−1) + a2sσ2v1), (103)∑
1≤i≤s−1
ai−1u1[n− i] ≤df (∞, ad+ a2d+ · · ·+ as−1d, 0). (104)
The first and second term have a lattice structure. The third and fourth term can be thought as bounded disturbances.
Since ∑
1≤i≤s
a2(i−1) + a2sσ2v1 ≤ a2(s−1)
a2
a2 − 1 + a
2sσ2v1 (105)
ad+ a2d+ · · ·+ as−1d = as−1d(1 + 1
a
+ · · ·+ 1
as−2
) ≤ as−1d a
a− 1 (106)
by Lemma 2, Lemma 5 we conclude for all w1 ≥ 0∑
1≤i≤s−1
ai−1u1[n− i] +
∑
1≤i≤s
ai−1w[n− i] ≤ (∞, as−1d a
a− 1 + w1, 2 ·Q(
w1
2
√
a2(s−1) a2a2−1 + a
2sσ2v1
)) (107)
22
Applying Lemma 2 to (101), (102), (107) gives
X[n] ≤ (asd, as−1d a
a− 1 + w1, 2 ·Q(
w1
2
√
a2(s−1) a2a2−1 + a
2sσ2v1
)). (108)
Therefore, we can see that X[n] (n ≥ s) has a lattice structure. Then, we will analyze the performance of the estimator of
X[n] using Lemma 6.
First, for n ≥ s we have the following inequality.
E[(X[n]−Qasd(X[n]))2] (109)
= E[(x[n]−Rasd(
∑
1≤i≤s
ai−1u2[n− i])−Qasd(x[n]−Rasd(
∑
1≤i≤s
ai−1u2[n− i])))2] (110)
= E[(x[n]−Rasd(
∑
1≤i≤s
ai−1u2[n− i])−Qasd(
∑
1≤i≤s
ai−1u2[n− i]) (111)
−Qasd(x[n]−Rasd(
∑
1≤i≤s
ai−1u2[n− i])−Qasd(
∑
1≤i≤s
ai−1u2[n− i])))2] (112)
= E[(x[n]−
∑
1≤i≤s
ai−1u2[n− i]−Qasd(x[n]−
∑
1≤i≤s
ai−1u2[n− i]))2] (113)
= E[(
∑
1≤i≤s−1
ai−1u1[n− i] +
∑
1≤i≤s
ai−1w[n− i]− asv1[n− s] (114)
−Qasd(
∑
1≤i≤s−1
ai−1u1[n− i] +
∑
1≤i≤s
ai−1w[n− i]− asv1[n− s]))2] (115)
≤ E[(
∑
1≤i≤s−1
ai−1u1[n− i] +
∑
1≤i≤s
ai−1w[n− i]− asv1[n− s])2] (116)
(∵ Lemma 4) (117)
≤ 2E[(
∑
1≤i≤s−1
ai−1u1[n− i])2] + 2E[(
∑
1≤i≤s
ai−1w[n− i]− asv1[n− s])2] (118)
(∵ Lemma 1) (119)
≤ 2(
√
E[u21[n− 1]] + · · ·+
√
a2(s−2)E[u21[n− s+ 1]])2 + 2E[(
∑
1≤i≤s
ai−1w[n− 1]− asv1[n− s])2] (120)
(∵ Lemma 1) (121)
≤ 2(ad
2
)2a2(s−2)(
1
1− 1a
)2 + 2a2(s−1)(
1
1− 1a2
) + 2a2sσ2v1 (122)
(∵ Definition of u1[n]) (123)
= a2(s−1)(2(
d
2
)2(
1
1− 1a
)2 + 2(
1
1− 1a2
) + 2a2σ2v1) (124)
Therefore, by Lemma 6 we can bound the estimation error as follows.
E[(X[n]−Qasd(Y2[n]))2] (125)
= E[(X[n]−Qasd(X[n] + v2[n]))2] (126)
≤ a2(s−1)(2(d
2
)2(
1
1− 1a
)2 + 2(
1
1− 1a2
) + 2a2σ2v1) (127)
+ (asd+
as−1d aa−1 + w1
2
)22Q(
asd− (as−1d aa−1 + w1)
2σv2
) (128)
+ (2asd+
as−1d aa−1 + w1
2
)22Q(
3asd− (as−1d aa−1 + w1)
2σv2
) + · · · (129)
+ 2Q(
w1
2
√
a2(s−1) a2a2−1 + a
2sσ2v1
)((asd+
asd
2
)2 + (2asd+
asd
2
)22Q(
asd
σv2
) + (3asd+
asd
2
)22Q(
2asd
σv2
) + · · · ) (130)
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Finally, by plugging the above equation into (89) we conclude for all n ≥ s,
E[x2[n+ 1]] = E[(a(X[n]−Qasd(Y2[n])) + u1[n] + w[n])2] (131)
≤ 2E[(a(X[n]−Qasd(Y2[n])))2] + 2E[u21[n]] + E[w2[n]] (132)
≤ 2a2s(2(d
2
)2(
1
1− 1a
)2 + 2(
1
1− 1a2
) + 2a2σ2v1) (133)
+ 2a2(asd+
as−1d aa−1 + w1
2
)22Q(
asd− (as−1d aa−1 + w1)
2σv2
) (134)
+ 2a2(2asd+
as−1d aa−1 + w1
2
)22Q(
3asd− (as−1d aa−1 + w1)
2σv2
) + · · · (135)
+ 4a2Q(
w1
2
√
a2(s−1) a2a2−1 + a
2sσ2v1
)((asd+
asd
2
)2 + (2asd+
asd
2
)22Q(
asd
σv2
) + (3asd+
asd
2
)22Q(
2asd
σv2
) + · · · )
(136)
+ 2(a2(
d
2
)2) + 1 (137)
Moreover, by (89) E[x2[n]] is bounded for any n < s. Therefore, the L.H.S. of (137) is an upper bound on D(P1, P2).
For all n, we also have
E[u21[n]] ≤
a2d2
4
(138)
which is an upper bound on P1.
Before we bound E[u22[n]], we first notice that by Lemma 1
E[(Qasd(y2[n]−Rasd(
∑
1≤i≤s
ai−1u2[n− 1])))2] (139)
= E[(y2[n]−Rasd(
∑
1≤i≤s
ai−1u2[n− 1]−Rasd(y2[n]−Rasd(
∑
1≤i≤s
ai−1u2[n− 1])))2] (140)
≤ 2E[(y2[n]−Rasd(
∑
1≤i≤s
ai−1u2[n− 1]))2] + 2(a
sd
2
)2 (141)
= 2E[(x[n]−Rasd(
∑
1≤i≤s
ai−1u2[n− 1]))2] + 2σ2v2 + 2(
asd
2
)2 (142)
≤ 4E[x2[n]] + 4(a
sd
2
)2 + 2σ2v2 + 2(
asd
2
)2 (143)
Therefore, for all n
E[u22[n]] = a2E[(Qasd(y2[n]−Rasd(
∑
1≤i≤s
ai−1u2[n− 1])) +Rasd(
∑
1≤i≤s
ai−1u2[n− i]))2] (144)
≤ a2(2E[(Qasd(y2[n]−Rasd(
∑
1≤i≤s
ai−1u2[n− 1])))2] + 2(a
sd
2
)2) (145)
≤ a2(8E[x2[n]] + 8(a
sd
2
)2 + 4σ2v2 + 4(
asd
2
)2 + 2(
asd
2
)2) (146)
≤ 8a2E[x2[n]] + 7
2
a2(s+1)d2 + 4a2σ2v2 (147)
which gives an upper bound on P2. Therefore, by (137), (138), (147) the lemma is proved.
VI. PROOFS AND PROOF IDEAS: LOWER BOUND ON THE OPTIMAL COST
In this section, we will study the lower bound on the optimal cost and understand why it is impossible to outperform the
proposed strategies by an arbitrary factor. In Section V, we discussed the relationship between the infinite-horizon problem
of this paper and finite-horizon problems. The first idea for the lower bound is to make this idea formal, i.e. dividing the
infinite-horizon problem into a sequence of finite-horizon problems.
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Fig. 13: Naive truncation idea to divide an infinite-horizon problem to finite-horizon sub-problems. This idea fails to give a
constant-ratio lower bound.
Fig. 14: Geometric Slicing idea to divide an infinite-horizon problem to finite-horizon sub-problems. This idea successfully
gives a lower bound tight to within a constant ratio.
A. Geometric Slicing of Infinite-Horizon Problems
Let’s say we want to divide the infinite-horizon problem into sub-problems with time-horizon 3. A naive way of dividing
the problem is truncation, which is pictorially described in Figure 13. The total cost
∑N
i=1 qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]]
can be divided into 3-time-horizon problems. The first problem is minimizing qE[x2[0] + x2[1] + x2[2]] + r1E[u21[0] + u21[1] +
u21[2]] + r2E[u22[0] +u22[1] +u22[2]]. The second problem is minimizing qE[x2[3] +x2[4] +x2[5]] + r1E[u21[3] +u21[4] +u21[5]] +
r2E[u22[3] + u22[4] + u22[5]], and so on. However, in this approach we can find only N3 sub-problems out of N times, which
turns out not to be enough to prove constant-ratio optimality.
The main reason why the truncation idea gives too loose a bound is that in order to decouple the sub-problems from each
other, we have to start each sub-problem with initial state 0 because that is the best possible initial state. But then, we have
to wait long enough until the state disturbance w[n] is amplified enough. So, in each sub-problem, the state cost at the final
time step is the only one that is large enough. We end up penalizing the state only for N3 -time steps, while the actual cost
penalizes the state for N -time steps. In general, if we truncate the problem to s-time-horizon problems, the resulting bound
will be loose by a factor of s. In fact, to find a matching lower bound for the s-stage signaling strategy, we have to divide the
infinite-horizon problem into s-time-horizon problems. Therefore, the lower bounds based on the truncation idea will be too
loose as s goes to infinity.
The next idea of ‘geometric slicing’ solves this by introducing interlocking sub-problems and penalizing the state at every
time step. Figure 14 shows the idea pictorially. For example, we can slice the problem to 3-time horizon problems as follows.
The first problem is minimizing qE[x2[2]] + r1E[ 12u
2
1[0] +
1
4u
2
1[1] +
1
8u
2
1[2]] + r2E[ 12u
2
2[1] +
1
4u
2
2[2]]. The second problem is
minimizing qE[x2[3]] + r1E[ 12u
2
1[1] +
1
4u
2
1[2] +
1
8u
2
1[3]] + r2E[ 12u
2
2[2] +
1
4u
2
2[3]], and so on. Here, notice that u
2
1[1] shows up
in both problems but it does not cause any difficulty since the weights form a geometric sequence and the sum is less than 1.
Therefore, we are slicing the problem using geometric sequences, and that is where the name of the idea come from. In this
way, we can extract N sub-problems out of an N -time-horizon problem. The sub-problems can be formally written as follows.
Problem G (Geometrically-Sliced Finite-horizon LQG problem for Problem B): Let the system equations, the problem pa-
rameters, the underlying random variables, and the restrictions on the controllers be given exactly the same as Problem B.
However, now the control objective is for given 0 < α < 1, k, k1, k2 ∈ N (k1 ≤ k, k2 ≤ k), minimizing the finite-horizon cost
inf
u1,u2
qE[x2[k]] + r1(1− α)(
∑
k1≤i≤k−1
αi−k1E[u21[i]]) + r2(1− α)(
∑
k2≤i≤k−1
αi−k2E[u22[i]]). (148)
Even if the system can run for infinite time, the cost terminates after the time step k. Therefore, this problem is effectively
a finite-horizon problem. The next lemma shows the cost of this finite-horizon problem is a lower bound to the original
infinite-horizon cost of Problem B.
Lemma 8: Let the system equations, the problem parameters, the underlying random variables, and the restrictions on the
controllers be given as in Problem B. When σ20 = 0, for all 0 < α < 1, k, k1, k2 ∈ N (k1 ≤ k, k2 ≤ k), the infinite-horizon
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cost of Problem B is lower bounded by the finite-horizon cost of Problem G, i.e.
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n≤N−1
(qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]]) (149)
≥ inf
u1,u2
qE[x2[k]] + r1(1− α)(
∑
k1≤i≤k−1
αi−k1E[u21[i]]) + r2(1− α)(
∑
k2≤i≤k−1
αi−k2E[u22[i]]). (150)
Here, when k1 = k or k2 = k the second or third term in the lower bound vanishes.
Furthermore, both costs are increasing functions of σ20 and when σ
2
0 = 0, u1[0] = 0 and u2[0] = 0 are optimal for both.
Proof: Let’s first prove that for all finite-horizon and infinite horizon problem, the average cost is an increasing function
in σ20 .
Proposition 6: Let x′[0] and x′′[0] be independent random variables, and x′[0] has zero mean. Consider two systems where
the system equations are given by Problem B. However, the initial state of the first system is x′[0] + x′′[0] while the initial
state of the second system is x′[n]. Except for the initial states, both systems have the same underlying random variables w[n],
v1[n], v2[n] as those in Problem B. We denote the variables of the first system as x[n], ui[n], yi[n], and those of the second
system as x¯[n], u¯i[n], y¯i[n]. Then, the following inequality is true.
inf
u1,u2
1
N
∑
0≤n≤N−1
(qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]]) ≥ inf
u¯1,u¯2
1
N
∑
0≤n≤N−1
(qE[x¯2[n]] + r1E[u¯21[n]] + r2E[u¯22[n]]). (151)
Proof: Since both systems are coupled with each other except the initial state, we will reduce the first system to the second
system by giving x′′[0] as side-information. Define Lg as the set of strategies for the first system which depend on its own ob-
servations and x′′[0], i.e. Lg := {(u1[n], u2[n]) : u1[n] = f1,n(y1[0], · · · , y1[n], x′′[0]), u2[n] = f2,n(y2[0], · · · , y2[n], x′′[0])}.
Likewise, define L′g as the set of strategies for the second system which depend on its own observations and x
′′[0], i.e.
L′g := {(u¯1[n], u¯2[n]) : u¯1[n] = f ′1,n(y¯1[0], · · · , y¯1[n], x′′[0]), f ′2,n(y¯1[0], · · · , y¯1[n], x′′[0])}.
Further, define u′i[n] := ui[n]− E[ui[n]|x′′[0]] and u′′i [n] := E[ui[n]|x′′[0]]. Then, we can lower bound the average cost as
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follows.
inf
u1,u2
1
N
∑
0≤n≤N−1
(qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]]) (152)
(A)
≥ inf
u1,u2∈Lg
1
N
∑
0≤n≤N−1
(qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]]) (153)
(B)
= inf
u1,u2∈Lg
1
N
∑
0≤n≤N−1
(qE[(anx[0] + an−1w[0] + · · ·+ w[n− 1] (154)
+ an−1u1[0] + · · ·+ u1[n− 1] + an−1u2[0] + · · ·+ u2[n− 1])2] (155)
+ r1E[u21[n]] + r2E[u22[n]]) (156)
(C)
= inf
u1,u2∈Lg
1
N
∑
0≤n≤N−1
qE[(anx′[0] + an−1w[0] + · · ·+ w[n− 1] (157)
+ an−1u′1[0] + · · ·+ u′1[n− 1] + an−1u′2[0] + · · ·+ u′2[n− 1] (158)
+ anx′′[0] + an−1u′′1 [0] + · · ·+ u′′1 [n− 1] + an−1u′′2 [0] + · · ·+ u′′2 [n− 1])2] (159)
+ r1E[(u′1[n] + u′′1 [n])2] + r2E[(u′2[n] + u′′2 [n])2] (160)
(D)
= inf
u1,u2∈Lg
1
N
∑
0≤n≤N−1
qE[(anx′[0] + an−1w[0] + · · ·+ w[n− 1] (161)
+ an−1u′1[0] + · · ·+ u′1[n− 1] + an−1u′2[0] + · · ·+ u′2[n− 1])2] (162)
+ qE[(anx′′[0] + an−1u′′1 [0] + · · ·+ u′′1 [n− 1] + an−1u′′2 [0] + · · ·+ u′′2 [n− 1])2] (163)
+ r1E[u′1[n]2] + r1E[u′′1 [n]2] + r2E[u′2[n]2] + r2E[u′′2 [n]2] (164)
≥ inf
u1,u2∈Lg
1
N
∑
0≤n≤N−1
qE[(anx′[0] + an−1w[0] + · · ·+ w[n− 1] (165)
+ an−1u′1[0] + · · ·+ u′1[n− 1] + an−1u′2[0] + · · ·+ u′2[n− 1])2] (166)
+ r1E[u′1[n]2] + r2E[u′2[n]2] (167)
(E)
≥ inf
u¯1,u¯2∈L′g
1
N
∑
0≤n≤N−1
(qE[x¯2[n]] + r1E[u¯21[n]] + r2E[u¯22[n]]) (168)
= inf
u¯1,u¯2∈L′g
1
N
E[
∑
0≤n≤N−1
(qE[x¯2[n]] + r1E[u¯21[n]] + r2E[u¯22[n]])|x′′[0]] (169)
≥ inf
x′
inf
u¯1,u¯2∈L′g
1
N
E[
∑
0≤n≤N−1
(qE[x¯2[n]] + r1E[u¯21[n]] + r2E[u¯22[n]])|x′′[0] = x′] (170)
(F )
= inf
u¯1,u¯2∈L
1
N
∑
0≤n≤N−1
(qE[x¯2[n]] + r1E[u¯21[n]] + r2E[u¯22[n]]) (171)
(A): L ⊆ Lg .
(B): By the system dynamics of (5).
(C): Definitions of x′[0], x′′[0], u′i[n], u
′′
i [n].
(D): Since x′[0], w[n] are zero mean and independent from x′′[0], they are orthogonal to x′′[0], u′′1 [n], u
′′
2 [n]. Moreover, by
definition, u′1[n], u
′
2[n] are orthogonal to x
′′[0], u′′1 [n], u
′′
2 [n].
(E): To justify this, we will show that for all n, yi[0], · · · yi[n], x′′[0] are functions of y¯i[0], · · · y¯i[n], x′′[0]. Therefore, there
exists u¯1[n], u¯2[n] such that u¯1[n] = u′1[n], u¯2[n] = u
′
2[n].
First, when n = 1, the claim is obvious since yi[0] = y¯i[0]+x′′[0]. Thus, yi[0], x′′[0] are functions of y¯i[0], x′′[0]. Moreover,
since u′i[n] are functions of yi[0] and x
′′[0], we can find u¯i[n] such that u¯i[n] = u′i[n].
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Let’s say the claim holds until n− 1. Then, we have
yi[n] =a
nx′[0] + an−1w[0] + · · ·+ w[n− 1] (172)
+ an−1u′1[0] + · · ·+ u′1[n− 1] (173)
+ an−1u′2[0] + · · ·+ u′2[n− 1] + vi[n] + g(x′′[0]) (174)
=anx′[0] + an−1w[0] + · · ·+ w[n− 1] (175)
+ an−1u¯1[0] + · · ·+ u¯1[n− 1] (176)
+ an−1u¯2[0] + · · ·+ u¯2[n− 1] + vi[n] + g(x′′[0]) (177)
=y¯i[n] + g(x
′′[0]) (178)
where g(x′′[0]) := anx′′[0] + an−1E[u1[0]|x′′[0]] + · · ·+ E[u1[n− 1]|x′′[0]] + an−1E[u2[0]|x′′[0]] + · · ·+ E[u2[n− 1]|x′′[0]],
and the send equality comes from the induction hypothesis. Therefore, yi[n] is a function of y¯i[n], x′′[0], and we can find u¯i[n]
such that u¯i[n] = u′i[n]. This proves the claim by induction.
(F): Since in L′g the strategies can depend on x
′′[0].
Therefore, the proposition is true.
Here, we can notice that the proof holds for all quadratic costs. Therefore, by setting x′[0] ∼ N (0, σ′20 ) and x′′[0] ∼
N (0, σ′′20 ), we can prove the costs in (150) are increasing functions on σ20 . We can also easily justify that when x0[0] = 0,
u1[0] = u2[0] = 0 is the optimal input by symmetry.
Then, let’s prove the inequality of (150).
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n≤N−1
(qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]]) (179)
(a)
≥ lim sup
N→∞
inf
u1,u2
1
N
∑
0≤n≤N−1
(qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]]) (180)
(b)
≥ lim sup
N→∞
inf
u1,u2
1
N
(qE[x2[k]] + r1(1− α)(
∑
k1≤i≤k−1
αi−k1E[u21[i]]) + r2(1− α)(
∑
k2≤i≤k−1
αi−k2E[u22[i]]) (181)
+ qE[x2[k + 1]] + r1(1− α)(
∑
k1≤i≤k−1
αi−k1E[u21[i+ 1]]) + r2(1− α)(
∑
k2≤i≤k−1
αi−k2E[u22[i+ 1]]) + · · · (182)
+ qE[x2[N − 1]] + r1(1− α)(
∑
k1≤i≤k−1
αi−k1E[u21[i+N − k − 1]]) + r2(1− α)(
∑
k2≤i≤k−1
αi−k2E[u22[i+N − k − 1]])
(183)
(c)
≥ lim sup
N→∞
1
N
( inf
u1,u2
qE[x2[k]] + r1(1− α)(
∑
k1≤i≤k−1
αi−k1E[u21[i]]) + r2(1− α)(
∑
k2≤i≤k−1
αi−k2E[u22[i]]) (184)
+ inf
u1,u2
qE[x2[k + 1]] + r1(1− α)(
∑
k1≤i≤k−1
αi−k1E[u21[i+ 1]]) + r2(1− α)(
∑
k2≤i≤k−1
αi−k2E[u22[i+ 1]]) + · · · (185)
+ inf
u1,u2
qE[x2[N − 1]] + r1(1− α)(
∑
k1≤i≤k−1
αi−k1E[u21[i+N − k − 1]]) + r2(1− α)(
∑
k2≤i≤k−1
αi−k2E[u22[i+N − k − 1]])
(186)
(d)
≥ lim sup
N→∞
N − k
N
( inf
u1,u2
qE[x2[k]] + r1(1− α)(
∑
k1≤i≤k−1
αi−k1E[u21[i]]) + r2(1− α)(
∑
k2≤i≤k−1
αi−k2E[u22[i]]) (187)
(e)
= inf
u1,u2
qE[x2[k]] + r1(1− α)(
∑
k1≤i≤k−1
αi−k1E[u21[i]]) + r2(1− α)(
∑
k2≤i≤k−1
αi−k2E[u22[i]]). (188)
(a): inf sup ≥ sup inf .
(b): We can easily check that the sum of the weight for each input cost, E[u21[n]] or E[u22[n]] is less than (1−α)(1+α+α2+· · · )
which is 1.
(c): infx f(x) + g(x) ≥ infx f(x) + infx′ g(x′).
(d): The second minimization problem in (186) can be thought as a one-time-step shift of the first minimization problem, i.e.
x[1] of the second problem corresponds to the initial state x[0] = 0 of the first problem. Therefore, by putting x′[0] = 0 and
x′′[0] = x[1] in Proposition 6, the first problem’s cost is smaller than the second problem’s cost. Likewise, we can prove that
the first problem’s cost is a lower bound for all other problems’ cost.
(e): lim supN→∞
N−k
N = 1.
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Conceptually, this idea of geometric slicing can be thought of as an interesting variant on how discounted dynamic
programming [43] is used to study average-cost dynamic programming.
C1[0] 
C2[0] 
C1[k1] 
C2[k1] 
C1[k2] 
C2[k2] 
C1[k-1] 
C2[k-1] 
Costly 
Input 
Costly 
Input 
Power Limited Information Limited 
Controller 1: 
    Power Limited 
Controller 2: 
    Information Limited 
Costly 
State 
Fig. 15: The general finite-horizon problem structure which can give a lower bound for s-stage signaling strategies. The problem
consists of three time intervals. In the first time interval, both controllers are information-limited. In the second time interval,
the first contoller is power-limited and the second controller is information-limited. In the third time interval, both controllers
are power-limited.
B. Finite-Horizon LQG Problems: Three-Stage Division
Now, we can divide the infinite-horizon problem to finite-horizon problems. Figure 15 shows the finite-horizon problem
that gives a lower bound approximately matching with s-stage signaling strategies. As we discussed in Figure 7, the resulting
problem is not stationary and to tackle this issue we will divide the time-horizon into three intervals: (1) information-limited
interval, (2) MIMO Witsenhausen’s interval, (3) power-limited interval.
Let’s first state the power-distortion tradeoff version of the finite-horizon problem of Problem G.
Problem H (Finite-Horizon LQG problem with discounted power constraints): Let’s consider the same system and param-
eters as Problem G. But, now the control objective is minimizing the final state disturbance DF (P1, P2) for given input power
constraints P1, P2 ∈ R+. In other words, we solve
DF (P1, P2) = inf
u1,u2
E[x2[k]] (189)
s.t.
∑
k1≤i≤k−1
αi−k1E[u21[i]] ≤ P1 (190)∑
k2≤i≤k−1
αi−k2E[u22[i]] ≤ P2. (191)
Here we can see four parameters that characterize the performance of controllers, σ2v1, P1, σ
2
v2, P2. The importance of these
parameters becomes different depending on which interval they lie in.
The information-limited interval —which corresponds to the time steps between 0 and k1 in Problem H and Figure 15— is
introduced to handle the case when σ2v1 is large. Since σ
2
v2 ≥ σ2v1, in this interval both controllers have very noisy observations
and we can allow arbitrarily large power to both controllers. In fact, in Figure 15 we can see in this interval both controllers do
not have any input costs. Therefore, the important parameters are σ2v1 and σ
2
v2. Furthermore, even the cost of the centralized
controller (with access to both observations y1[n] and y2[n]) gives a reasonable bound. Essentially, what this interval is doing
is waiting until the variance of the state disturbances grows enough — till σ2v1 up to scaling.
On the other hand, the power-limited interval — which corresponds to the time steps between k2 and k in Problem H
and Figure 15 — is introduced to handle the case when both controllers do not have enough power to stabilize the system.
Therefore, in this interval the important parameters are P1 and P2. We will even give a perfect observation of x[n] to both
controllers by setting σ2v1 = 0 and σ
2
v2 = 0. In this interval, we will keep running the system by making k arbitrarily large,
and prove that E[x2[k]] must diverge to infinity given that the previous interval ended up with a too large x[k2].
Between these two intervals — the time steps between k1 and k2 in Problem H and Figure 15 — each controller faces a
different situation. The first controller has enough information about the state but it does not have enough power. The second
controller has enough power but it does not have enough information. Therefore, the important parameters of this interval are
P1 and σ2v2. So, we will allow a perfect observation to the first controller by setting σ
2
v1 = 0 and infinite power to the second
controller by setting P2 = ∞. In other words, the first controller is power limited and the second controller is information
limited. This situation is exactly the same as that of Witsenhausen’s counterexample which we discussed in Section III-A.
Therefore, we will call this interval an s-stage MIMO Witsenhausen’s interval and discuss it in Section VI-C in more detail.
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Let’s convert these ideas into formal proofs. As we mentioned, we will bound the cost in the information-limited interval
by analyzing a centralized controller with both observations y1[n] and y2[n] when there is only initial disturbance w[0].
Lemma 9: Let w[0] ∼ N (0, 1), v1[n] ∼ N (0, σ2v1), v2[n] ∼ N (0, σ2v2) be independent Gaussian random variables. Let
y1[n] = a
n−1w[0] + v1[n], (192)
y2[n] = a
n−1w[0] + v2[n]. (193)
Then,
E[(ak−1w[0]− E[ak−1w[0]|y1[1 : k1], y2[1 : k1]])2] = a
2(k−1)σ2v1
(1 +
σ2v1
σ2v2
)(a
2(k1−1)(1−a−2k1 )
1−a−2 ) + σ
2
v1
. (194)
Proof: Notice that
y1[n] = a
n−1w[0] + v1[n] (195)
σv1
σv2
y2[n] =
σv1
σv2
an−1w[0] +
σv1
σv2
v2[n] (196)
Since maximum-ratio combining is a sufficient statistic (See [44] for instance), the sufficient statistic ys of y1[1 : k1 − 1], y2
for estimating w[0] is given as:
ys =
∑
1≤n≤k1
an−1y1[n] +
∑
1≤n≤k1
σv1
σv2
an−1(
σv1
σv2
y2[n]) (197)
=
∑
1≤n≤k1
an−1(an−1w[0] + v1[n]) +
∑
1≤n≤k1
σv1
σv2
an−1(
σv1
σv2
an−1w[0] +
σv1
σv2
v2[n]) (198)
= (
∑
1≤n≤k1
(a2(n−1) +
σ2v1
σ2v2
a2(n−1)))w[0] + (
∑
1≤n≤k1
an−1v1[n] +
∑
1≤n≤k1
σ2v1
σ2v2
an−1v2[n]) (199)
The estimation error for ak−1w[0] is
E[(ak−1w[0]− E[ak−1w[0]|y1[1 : k1], y2[1 : k1]])2] (200)
= E[(ak−1w[0]− E[ak−1w[0]|ys])2] (201)
= E[(ak−1w[0])2]− E[ak−1w[0]ys](E[y2s ])−1E[ak−1w[0]ys] (202)
=
E[(ak−1w[0])2]E[y2s ]− E[ak−1w[0]ys]2
E[y2s ]
(203)
=
a2(k−1)((
∑
1≤n≤k1(a
2(n−1) + σ
2
v1
σ2v2
a2(n−1)))2 +
∑
1≤n≤k1 a
2(n−1)σ2v1 +
∑
1≤n≤k1(
σ2v1
σ2v2
)2a2(n−1)σ2v2)
(
∑
1≤n≤k1(a
2(n−1) + σ
2
v1
σ2v2
a2(n−1)))2 +
∑
1≤n≤k1 a
2(n−1)σ2v1 +
∑
1≤n≤k1(
σ2v1
σ2v2
)2a2(n−1)σ2v2
(204)
−
a2(k−1)(
∑
1≤n≤k1(a
2(n−1) + σ
2
v1
σ2v2
a2(n−1)))2
(
∑
1≤n≤k1(a
2(n−1) + σ
2
v1
σ2v2
a2(n−1)))2 +
∑
1≤n≤k1 a
2(n−1)σ2v1 +
∑
1≤n≤k1(
σ2v1
σ2v2
)2a2(n−1)σ2v2
(205)
=
a2(k−1)(
∑
1≤n≤k1 a
2(n−1)σ2v1 +
∑
1≤n≤k1(
σ2v1
σ2v2
)2a2(n−1)σ2v2)
(
∑
1≤n≤k1(a
2(n−1) + σ
2
v1
σ2v2
a2(n−1)))2 +
∑
1≤n≤k1 a
2(n−1)σ2v1 +
∑
1≤n≤k1(
σ2v1
σ2v2
)2a2(n−1)σ2v2
(206)
=
a2(k−1)(σ2v1 +
σ4v1
σ2v2
)(a
2(k1−1)(1−a−2k1 )
1−a−2 )
(1 +
σ2v1
σ2v2
)2(a
2(k1−1)(1−a−2k1 )
1−a−2 )
2 + (σ2v1 +
σ4v1
σ2v2
)a
2(k1−1)(1−a−2k1 )
1−a−2
(207)
=
a2(k−1)σ2v1
(1 +
σ2v1
σ2v2
)(a
2(k1−1)(1−a−2k1 )
1−a−2 ) + σ
2
v1
. (208)
To bound the performance in the power-limited interval, we have to bound the influence of control inputs on the state with
respect to their power constraints. By expanding x[n] using the system equation (5), we can see x[n] =
∑
0≤i≤n−1 a
n−1−iw[i]+
an−1−iu1[i] + an−1−iu2[i]. Thus, the terms
∑
0≤i≤n−1 a
n−1−iuj [i] can be thought as the influence of control inputs to the
state. The following Cauchy-Schwarz style inequality bounds the variance of
∑
0≤i≤n−1 a
n−1−iuj [i] by the power constraint∑
0≤i≤n−1 α
iE[u2j [i]] imposed in Problem H.
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Lemma 10: For arbitrary random variables Xi, n ∈ N, a, b ∈ R (| 1a2b | < 1), we have
E[(an−1X0 + an−2X1 + · · ·+Xn−1)2] ≤
a2(n−1)(1− ( 1a2b )n)
1− 1a2b
(E[X20 ] + bE[X21 ] + · · ·+ bn−1E[X2n−1]) (209)
Proof:
E[(an−1X0 + an−2X1 + · · ·+Xn−1)2] (210)
≤ (
√
a2(n−1)E[X20 ] +
√
a2(n−2)E[X21 ] + · · ·+
√
E[X2n−1])
2 (211)
≤ (a2(n−1) + a
2(n−2)
b
+ · · ·+ (1
b
)n−1)(E[X20 ] + bE[X21 ] + · · ·+ bn−1E[X2n−1]) (212)
=
a2(n−1)(1− ( 1a2b )n)
1− 1a2b
(E[X20 ] + bE[X21 ] + · · ·+ bn−1E[X2n−1]) (213)
where all inequalities follow from Cauchy-Schwarz.
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Fig. 16: Finite-horizon generalized MIMO Witsenhausen’s counterexample. This problem gives the matching lower bound to
1-stage signaling.
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Fig. 17: The simplified problem that results from Figure 16 by cutting the problem across the red line. Unlike the original
problem, w[0] is the only disturbance.
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Fig. 18: The simplified problem that results from Figure 16 by cutting the problem across the blue line. Unlike the original
problem, w[1] is the only disturbance.
C. s-stage MIMO Witsenhausen’s interval: From multiple disturbances to a single disturbance
Understanding the MIMO Witsenhausen’s interval is necessary to find a matching lower bound to s-stage signaling strategies.
Let’s explicitly consider Problem F with parameters σ2v1 = 0 and P2 = ∞ and find the lower bound on D(P1, P2) that
approximately matches to the 1-stage signaling strategy.
By selecting the parameters k = 3, k1 = 1, k2 = 3, α = 12 in Problem H, we have the problem of minimizing DF (P1, P2) =
E[x2[3]] with the power constraint ( 12E[u
2
1[1]] +
1
4E[u
2
1[2]]) ≤ P1. This is a lower bound on D(P1, P2).
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C1 C2 Channel 
Fig. 19: A further simplified MIMO communication problem of Figure 17. This problem reflects the communication aspect of
Figure 17.
Figure 16 shows the resulting 2-stage finite-horizon problem. As we can see the problem looks similar to Witsenhausen’s one
in Figure 5a. In fact, it can be thought as a multi-stage MIMO (multiple-input multiple-output) Witsenhausen’s counterexample.
Compared to the original Witsenhausen’s counterexample, both controllers have observations and control inputs at every time
step, and a new state disturbance w[n] is added at every time step. Since the second controller’s input cost is free, it can
be considered as the receiver in a communication problem. From this perspective, the observation y2[1] can be considered as
side-information at the receiver, and the input u2[1] can be imagined to be feedback from receiver to transmitter.
The first question that we have to answer to take this communication perspective is “What is the relevant message in this
communication problem?” Since the only uncertainty of the system is the state disturbance w[n], the answer has to be the
disturbance. However, since a new w[n] is added at every time step, we have to find the critically relevant disturbance among
them.
To understanding this issue, let’s revisit the binary deterministic model of Section III. In Figure 2, we can see x[3] corresponds
to 00x3−10.x
3
−3x
3
−4 · · · in the binary deterministic model. We will divide this binary number into three parts. The first part
is the first two bits 00, the second part is the next two bits x3−10, and the third part is the remaining bits x
3
−3x
3
−4 · · · . If we
track back the arrows of Figure 2, we can see that these three parts originated from the different disturbances w[0], w[1], w[2]
respectively. Therefore, we can see that w[2] is not a dominating disturbance since its bit level is much smaller than the other
parts, and the dominant disturbances for x[3] are w[0] and w[1]. We will separate these two disturbances using the cutset idea
in information theory.
The first cut gives every disturbance except w[0] as side information to the second controller, i.e. we give w[1], w[2] as
side information. Figure 17 shows the resulting problem, which is a 2-stage MIMO Witsenhausen’s counterexample with only
one disturbance at the beginning. Likewise, the second cut gives w[0], w[2] and reserves w[1] inside the cut. Figure 18 shows
the resulting problem, which is a 1-stage Radner’s problem. Both problems are relaxations of the original problem, and any
convex sum of their cost is also a lower bound to the cost of the original problem.
We already know how to solve Radner’s problem in Figure 18. However, the problem in Figure 17 is a generalized MIMO
Witsenhausen’s problem, which is even harder than the original one. The crux of the problem is the dual role of controllers’
inputs. The input signals u1[n] and u2[n] can be used to cancel the state (control role) and at the same time to send information
about their observations (communication role). Therefore, we will simplify the problem by removing the less important role.
The first controller has a perfect observation while its input cost is expensive. Therefore, it is better to use the control
inputs to send information about the state. We will essentially remove the control role of the first controller input by using the
Cauchy-Schwarz inequality. Meanwhile, the second controller has free input cost but blurry observations. Therefore, it is better
to focus on the control role. We will remove the communication role of the second controller input by allowing free freeback
from the second controller to the first. Therefore, the first controller reduces to a transmitter and the second controller reduces
to a receiver.
Figure 19 shows the pure MIMO communication problem we will get after removing the dual roles of the controllers from
the problem of Figure 18. The first controller knows the exact state w[0] and sends information through the input u1[1]. Thus,
the first controller is the transmitter and u1[1] is the transmitted signal.13 The second controller estimates the state w[0] based
on its observation y2[1], y2[2]. Therefore, the second controller is the receiver and y2[1], y2[2] are the received signals.14 We
will use a simple information-theoretic cutset bound to bound the performance of this communication system, and eventually
derive a lower bound approximately matching to the 1-stage signaling strategy.
At this point, one may wonder why we need the lower bound of Figure 17 and Figure 19 which correspond to zeros in the
binary deterministic model. It is because it is not zero in Gaussian real models. Binary deterministic models simplify Gaussian
random variables as bounded uniform distributions. This simplification can be justified in an infinite-dimensional relaxation.
However, in finite dimensions the simplification only approximately holds and the zeros in the binary deterministic model are
13Here, u1[2] cannot send any information to the second controller since communication requires at least one step delay from the transmitter to the receiver.
14The second controller can also feedback its observation through u2[1]. However, this effect of feedback is negligible in this case, since the causal feedback
information can only affect u2[2] at the transmitter. However, we will see the effect of feedback later in the more generalized problem of Figure 20.
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actually exponentially decreasing small quantities in a Gaussian model. As shown in [23], we will replace v2[n] of Figure 19
by a test channel, adapting ideas of large-deviation theory. The problem of Figure 19 gives a non-trivial lower bound that
captures the exponentially decreasing small quantities that must occur because of the finite-dimensionality.
In general, we will see an s-stage MIMO Witsenhausen’s counterexample in the second time interval of Figure 15. Following
the same steps as above, we will reduce the problem to a pair of pure communication problems, s-stage and (s − 1)-stage
MIMO state-amplification with feedback.
C1 C2 Channel 
Strictly Causal 
Side Information 
Fig. 20: s-stage MIMO state-amplification with feedback. This problem reflects the implicit communication aspect in the
MIMO Witsenhausen’s interval of Figure 15.
Channel 
With 
Memory 
C1 C2 
Feedback 
Fig. 21: An equivalent representation of s-stage MIMO state-amplification with feedback in Figure 20. The MIMO channel of
Figure 20 can be thought as a channel with memory.
D. s-stage MIMO state-amplification with feedback
Figure 20 shows the s-stage MIMO state-amplification problem. As we discussed before, the first controller C1 is the
transmitter, and the second controller C2 is the receiver. The transmitter knows the state x[0] at the initial time and learns the
channel noise v2[n] by causal feedback. The goal of communication is minimizing the estimation error of the state x[0] at the
receiver.
Let’s formally state the s-stage MIMO state-amplification with feedback problem.
Problem I (s-stage MIMO state-amplification with feedback): Let the underlying random variables x[0] ∼ N (0, σ20) and
v2[n] ∼ N (0, σ2v) be all independent. These are the source and observation noise respectively. The transmitter’s input u1[n] is
a function on x[0] and v2[1], · · · , v2[n− 1], i.e.
u1[1] = f1(x[0]) (214)
u1[2] = f2(x[0], v2[1]) (215)
... (216)
u1[k − 1] = fk−1(x[0], v2[1 : k − 2]) (217)
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The receiver’s observations y2[n] are given as follows.
y2[0] = x[0] + v2[0] (218)
y2[1] = ax[0] + u1[0] + v2[1] (219)
y2[2] = a
2x[0] + au1[0] + u1[1] + v2[2] (220)
... (221)
y2[k − 1] = ak−1x[0] + ak−2u1[0] + · · ·+ u1[k − 2] + v2[k − 1] (222)
The receiver generates an estimate x̂[0] of the state x[0] based on its received signal y2[1 : k− 1], i.e. x̂[0] = g(y2[1 : k− 1]).
The objective of the system is minimizing the quadratic estimation error, E[(x[0]− x̂[0])2].
This problem can be more compactly represented as Figure 21 by thinking of the MIMO channel as a channel with memory.
As shown in [45], feedback only increases the capacity at most a half bit per time step. However, in this problem we are
using the channels for k time steps, so we still have to justify that the feedback does not increase the capacity too much.
The following lemma explicitly computes an information-theoretic cutset bound for this communication problem and gives a
reasonable bound on the rate-distortion tradeoff.
Lemma 11: Let’s consider the problem of Figure 20.
(i) Let x[0] ∼ N (0, σ20) and v2[n] ∼ N (0, σ2v). Let w ∈ R satisfy | 1a2w | < 1 and the input power constraint is
(1− w)E[u21[0]] + (1− w)wE[u21[1]] + · · ·+ (1− w)wk−2E[u21[k − 2]] ≤ P (223)
Then, the estimation error of x[0] based on y2[0 : k − 1] is lower bounded by
E[(x[0]− x̂[0])2] ≥ σ
2
0
22Ik
(224)
where
Ik =
k
2
log(1 +
1
kσ2v
(
2a2(k−1)σ20
1− a−2 +
2ak−2
1− a−2
P
(1− 1a2w )(1− w)
)). (225)
(ii) Consider the same problem as (i) except that v2[k−1] ∼ N (0, σ′2v ), i.e. only the last observation noise variance is different.
Then, the estimation error based on y2[0 : k − 1] is lower bounded by
E[(x[0]− x̂[0])2] ≥ σ
2
0
22I
′
k
(226)
where
I ′k = Ik−1 +
1
2
log(1 +
1
σ′2v
(2a2(k−1)σ20 + 2
a2(k−2)
1− 1a2w
P
1− w )). (227)
(iii) Consider the same problem as (ii) except that v2[k − 1] ∼ Unif [−σ′v, σ′v], i.e. the last observation is a uniform random
variable. Then, the estimation error based on y2[0 : k − 1] is lower bounded by
E[(x[0]− x̂[0])2] ≥ σ
2
0
22I
′′
k
(228)
where
I ′′k = I
′
k +
1
2
log(
pie
2
). (229)
Proof: (i) First, we can lower bound the estimation error as follows:
1
2
log(2pieE[(x[0]− x̂[0])2]) (230)
≥ h(x[0]− x̂[0]|y2[0 : k − 1]) (231)
= h(x[0]|y2[0 : k − 1]) (232)
= h(x[0])− I(x[0]; y2[0 : k − 1]) (233)
≥ 1
2
log(2pieσ20)− I(x[0]; y2[0 : k − 1]). (234)
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We will upper bound the mutual information. Let’s first upper bound the received signal power. Since u1[n] is a strictly causal
function of v2[n],
E[y22 [n]] ≤ 2E[(anx[0])2] + 2E[(ak−2u1[0] + u1[n− 1])2] + E[v22 [n]]. (235)
(236)
By Lemma 10, we have
E[(an−1u1[0] + · · ·+ u1[n− 1])2] (237)
≤ a
2(n−1)
1− 1a2w
P
1− w. (238)
Therefore, the received signal power is upper bounded as
E[y22 [n]] ≤ 2a2nσ20 + 2
a2(n−1)
1− 1a2w
P
1− w + E[v
2
2 [n]]. (239)
Thus, we can conclude ∑
0≤n≤k−1
E[y22 [n]] (240)
≤
∑
0≤n≤k−1
2a2nσ20 + 2
a2(n−1)
1− 1a2w
P
1− w + σ
2
v (241)
= 2(1 + · · ·+ a2(k−1))σ20 +
∑
0≤n≤k−1
2
a2(n−1)
1− 1a2w
P
1− w + kσ
2
v (242)
= 2a2(k−1)
1− a−2k
1− a−2 σ
2
0 + 2a
k−2 1− a−2k
1− a−2
P
(1− 1a2w )(1− w)
+ kσ2v (243)
≤ 2a
2(k−1)σ20
1− a−2 +
2ak−2
1− a−2
P
(1− 1a2w )(1− w)
+ kσ2v . (244)
Using this, we can upper bound the mutual information.
I(x[0]; y2[0 : k − 1]) (245)
≤ h(y2[0 : k − 1])− h(y2[0 : k − 1]|x[0]) (246)
≤
∑
0≤n≤k−1
h(y2[n])−
∑
0≤n≤k−1
h(v2[n]) (247)
≤
∑
0≤n≤k−1
1
2
log(2pieE[y2[n]2])− k − 1
2
log(2pieσ2v) (248)
=
1
2
log(
∏
0≤n≤k−1
E[y2[n]2]
σ2v
) (249)
≤ 1
2
log
( 1
k
∑
0≤n≤k−1
E[y2[n]2]
σ2v
)k−1
 (250)
(∵ geometric mean and arithmetic mean) (251)
≤ 1
2
log
(
(1 +
1
kσ2v
(
2a2(k−1)σ20
1− a−2 +
2ak−2
1− a−2
P
(1− 1a2w )(1− w)
))k
)
(252)
The last term is Ik. By plugging (252) into (234), we get
E[(x[0]− x̂[0])2] ≥ σ
2
0
22Ik
(253)
which finishes the proof.
35
(ii) We have
I(x[0]; y2[0 : k − 1]) (254)
≤ h(y2[0 : k − 1])− h(y2[0 : k − 1]|x[0]) (255)
≤
∑
0≤n≤k−1
h(y2[n])−
∑
0≤n≤k−1
h(v2[n]) (256)
≤
∑
0≤n≤k−1
1
2
log(2pieE[y2[n]2])− k − 1
2
log(2pieσ2v)−
1
2
log(2pieσ′2v ) (257)
=
1
2
log(
∏
0≤n≤k−2
E[y2[n]2]
σ2v
) +
1
2
log(
E[y2[k − 1]2]
σ′2v
) (258)
≤ 1
2
log(
1
k − 1
∑
0≤n≤k−2
E[y2[n]2]
σ2v
)k−1 +
1
2
log(
E[y2[k − 1]2]
σ′2v
) (259)
(∵ geometric mean and arithmetic mean) (260)
≤ 1
2
log(1 +
1
(k − 1)σ2v
(
2a2(k−2)σ20
1− a−2 +
2ak−3
1− a−2
P
(1− 1a2w )(1− w)
))k−1 (261)
+
1
2
log(1 +
1
σ′2v
(2a2(k−1)σ20 + 2
a2(k−2)
1− 1a2w
P
1− w )). (262)
The last term is I ′k. By plugging (262) into (234), we get
E[(x[0]− x̂[0])2] ≥ σ
2
0
22I
′
k
(263)
which finishes the proof.
(iii) We can repeat the proof of (ii) replacing the distribution of v2[k − 1] by uniform.
In this lemma, the bound of (ii) is tighter than that of (i) since it excludes the last observation in the arithmetic-geometric
inequality, but it is harder to compute. We also allow the variance of the last observation noise to be different from the other
ones, since we will replace it with another distribution to adapt large deviation ideas.15
E. Lower bound on the optimal cost based on Witsenhausen’s counterexample
Now, we can combine the previous results to derive a lower bound that will approximately match with s-stage signaling
strategies. We will derive a lower bound on the weighted average cost of Problem B, i.e. we will find functions DL,i(P˜1, P˜2)
such that
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]] ≥ min
P˜1,P˜2≥0
qDL,i(P˜1, P˜2) + r1P˜1 + r2P˜2. (264)
Here, the lower bounds DL,i(P˜1, P˜2) can be thought as a lower bound on D(P1, P2), the power-disturbance tradeoff, of
Problem F. The first bound DL,1 is given in the following lemma, and the rest will be given in Lemma 13 of page 43.
Lemma 12: Define SL,1 as the set of (k1, k2, k, σ′v2, α,Σ) such that
k1, k2, k ∈ N, σ′v2, α,Σ ∈ R+, (265)
k1 ≥ 1, k2 − k1 − 1 ≥ 0, k ≥ k2, (266)
σ′v2 ≥ 0, 0 ≤ α ≤ 1, (267)
0 ≤ Σ ≤

1 when k1 = 1
a2(k1−1)σ2v1
(1+
σ2v1
σ2v2
)(
a2(k1−2)(1−a−2(k1−1))
1−a−2 )+σ
2
v1
when k1 ≥ 2 (268)
15Even though large deviation ideas usually introduce a sequence of atypical noise, here the SNR of the last observation dominates the SNR of all the other
observations. Thus, it is enough to introduce atypically large noise only to the last observation.
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We also define DL,1(P˜1, P˜2; k1, k2, k, σ′v2, α,Σ) as follows:
DL,1(P˜1, P˜2; k1, k2, k, σ
′
v2, α,Σ) (269)
:= α(
√
c
a2(k−k1)Σ
22I′(P˜1)
−
√
c
a2(k−k1−1)(1− (2.5a−2)k2−k1)
1− 2.5a−2
P˜1
1− 2.5−1 (270)
−
√
a2(k−k2−1)(1− (2.5a−2)k−k2)
1− 2.5a−2
2.5k2−k1 P˜1
1− 2.5−1 −
√
a2(k−k2−1)(1− (2.5a−2)k−k2)
1− 2.5a−2
P˜2
1− 2.5−1 )
2
+ (271)
+ (1− α)(
√
a2(k−k1−1)Σ
22I′′(P˜1)
−
√
a2(k−k1−2)(1− (2.5a−2)k−k1−1)
1− 2.5a−2
2.5P˜1
1− 2.5−1 (272)
−
√
a2(k−k2−1)(1− (2.5a−2)k−k2)
1− 2.5a−2
P˜2
1− 2.5−1 )
2
+ + 1 (273)
where
I ′′(P˜1) =
{
k2−k1−1
2 log(1 +
1
(k2−k1−1)σ2v2 (
2a2(k2−2−k1)
1−a−2 Σ +
2a2(k2−3−k1)
1−a−2
2.5P˜1
(1−2.5a−2)(1−2.5−1) )) if k2 − k1 − 1 > 0
0 if k2 − k1 − 1 = 0
(274)
I ′(P˜1) = I ′′(P˜1) +
1
2
log(1 +
1
σ′2v2
(2a2(k2−1−k1)Σ + 2
a2(k2−2−k1)P˜1
(1− 2.5a−2)(1− 2.5−1) )) +
1
2
log(
2pie
4
)1(σv2 6= σ′v2) (275)
c =
{
2σ′v2√
2piσv2
exp(− σ′2v2
2σ2v2
) if σv2 6= σ′v2
1 if σv2 = σ′v2
(276)
Let |a| ≥ 2.5. Then, for all q, r1, r2 ≥ 0, the minimum cost (4) of Problem B is lower bounded as follows:
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]] (277)
≥ sup
(k1,k2,k,σ′v2,α,Σ)∈SL,1
min
P˜1,P˜2≥0
qDL,1(P˜1, P˜2; k1, k2, k, σ
′
v2, α,Σ) + r1P˜1 + r2P˜2. (278)
Proof: For simplicity, we assume a ≥ 2.5, k1 ≥ 2, k2 − k1 − 1 > 0, k > k2, σv2 6= σ′v2. The remaining cases when
a ≤ −2.5 or k1 = 1 or k2 − k1 − 1 = 0 or k = k2 or σv2 = σ′v2 easily follow with minor modifications.
• Geometric Slicing: We first apply the geometric slicing idea of Section VI-A to get a finite-horizon problem. By setting
α = 2.5−1 in Lemma 8, the average cost is lower bounded by
inf
u1,u2
(qE[x2[k]] (279)
+ r1 ((1− 2.5−1)E[u21[k1]] + (1− 2.5−1)2.5−1E[u21[k1 + 1]] + · · ·+ (1− 2.5−1)2.5−k+1+k1E[u21[k − 1]])︸ ︷︷ ︸
:=P˜1
(280)
+ r2 ((1− 2.5−1)E[u22[k2]] + (1− 2.5−1)2.5−1E[u22[k2 + 1]] + · · ·+ (1− 2.5−1)2.5−k+1+k2E[u22[k − 1]])︸ ︷︷ ︸
:=P˜2
) (281)
Here, we denote the second and the third terms as P˜1 and P˜2 respectively. As we mentioned in Figure 16, 17 and 18, we will
relax the problem in two different ways — one with state disturbance w[0] and the other one with w[1]. Let’s start with the
former.
• Large deviation idea: As mentioned in Section VI-C, we will apply large deviation ideas16 to v2[k2 − 1]. For this, we
write v2[k2 − 1] as a mixture of two independent random variables:
v2[k2 − 1] = C · v′2[k2 − 1] + (1− C)v′′2 [k2 − 1] (282)
16As mentioned before, large deviation theory replaces whole noise sequence as atypical one. However, for the simplicity of computation, we will only
replace the last observation noise. Precisely, the Gaussian observation noise v2[k2− 1] will behave like a uniform observation noise with larger variance with
a certain probability. Thus, we can replace v2[k2 − 1] with a uniform random variable with larger variance by multiplying by the corresponding probability.
See [23] for the details of the idea.
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where C, v′2[k2 − 1], v′′2 [k2 − 1] are independent random variables whose distributions are given as follows:
v′2[k2 − 1] ∼ Unif [−σ′v2, σ′v2] (283)
fv′′2 [k2−1](v) =

1
1−c
1√
2piσv2
exp(− v2
2σ2v2
) for |v| > σ′v2
1
1−c
1√
2piσv2
(exp(− v2
2σ2v2
)− exp(− σ′2v2
2σ2v2
)) for |v| ≤ σ′v2
(284)
C =
{
1 w.p. c
0 w.p. 1− c (285)
where c = 2σ
′
v2√
2piσv2
exp(− σ′2v2
2σ2v2
).
• Three stage division: As mentioned in Section VI-B, we will divide the finite-horizon problem into three time intervals.
The following definitions of Uij correspond to the first and second controller’s input in these three intervals shown in Figure 15,
where the index i and j represent the controllers and time intervals respectively.
W := aw[k − 2] + · · ·+ ak−1w[0] (286)
U11 := a
k−2u1[1] + · · ·+ ak−k1u1[k1 − 1] (287)
U12 := a
k−k1−1u1[k1] + · · ·+ ak−k2u1[k2 − 1] (288)
U13 := a
k−k2−1u1[k2] + · · ·+ u1[k − 1] (289)
U21 := a
k−2u2[1] + · · ·+ ak−k1u2[k1 − 1] (290)
U22 := a
k−k1−1u2[k1] + · · ·+ ak−k2u2[k2 − 1] (291)
U23 := a
k−k2−1u2[k2] + · · ·+ u2[k − 1] (292)
W := (w[k − 1], w[k − 2], · · · , w[1]) (293)
The goal in this proof is grouping control inputs into Uij , where each Uij can be thought as either power-limited or information-
limited inputs. By expanding x[n], we reveal the effects of the controller inputs on the state, and then isolate (and bound) their
effects according to their characteristics.
• Power-Limited Interval: Let’s first handle the third power-limited interval using Cauchy-Schwarz inequalities. Notice that
x[k] = w[k − 1] + aw[k − 2] + · · ·+ ak−1w[0] (294)
+ u1[k − 1] + au1[k − 2] + · · ·+ ak−2u1[1] (295)
+ u2[k − 1] + au2[k − 2] + · · ·+ ak−2u2[1] (296)
Therefore, by Lemma 1
E[x2[k]] = E[(W + U11 + U12 + U13 + U21 + U22 + U23)2] +E[w2[k − 1]] (297)
≥ (
√
E[(W + U11 + U12 + U21 + U22)2]−
√
E[U213]−
√
E[U223])
2
+ + 1 (298)
Here, we can notice that E[(W + U11 + U12 + U21 + U22)2] is not affected by the controllers’ inputs of the third interval.
• First controller’s input in Witsenhausen’s interval: We will also separate out the effect of the power-limited (first controller’s)
input in the second interval, U12, and introduce large deviation ideas.
E[(W + U11 + U12 + U21 + U22)2] (299)
= E[E[(W + U11 + U12 + U21 + U22)2|C]] (300)
= E[(W + U11 + U12 + U21 + U22)2|C = 1]P(C = 1) + E[(W + U11 + U12 + U21 + U22)2|C = 0]P(C = 0) (301)
≥ E[(W + U11 + U12 + U21 + U22)2|C = 1]P(C = 1) (302)
= c · E[(W + U11 + U12 + U21 + U22)2|C = 1] (303)
≥ c(
√
E[(W + U11 + U21 + U22)2|C = 1]−
√
E[U212|C = 1])2+ (304)
Here, we can notice that by the causality of the system, C only affects the inputs from u2[k2−1] and u1[k2]. Thus, u2[1 : k2−2]
and u1[1 : k2 − 1] are independent of C. We can also notice E[(W +U11 +U21 +U22)2|C = 1] has only information-limited
inputs.
• Information-Limited Interval: Using Lemma 9, we will bound the remaining uncertainty of the state after the information-
limited interval. Since we will grant all disturbances except w[0] as side-information, we denote the relevant observations as
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y′1[n] and y
′
2[n]. Formally, let y
′
1[n], y
′
2[n], W
′, W ′′, U ′22, U
′′
22 be as follows:
y′1[n] := a
n−1w[0] + v1[n] (305)
y′2[n] := a
n−1w[0] + v2[n] (306)
W ′ := W − E[W |y′1[1 : k1 − 1], y′2[1 : k1 − 1],W ,C = 1] (307)
W ′′ := E[W |y′1[1 : k1 − 1], y′2[1 : k1 − 1],W ,C = 1] (308)
U ′22 := U22 − E[U22|y′1[1 : k1 − 1], y′2[1 : k1 − 1],W ,C = 1] (309)
U ′′22 := E[U22|y′1[1 : k1 − 1], y′2[1 : k1 − 1],W ,C = 1] (310)
Here we can notice W, y′1[1 : k1 − 1], y′2[1 : k1 − 1],W are independent of C and
W ′ = ak−1w[0]− E[ak−1w[0]|y′1[1 : k1 − 1], y′2[1 : k1 − 1]]. (311)
Since w[0], y′1[1 : k1 − 1], y′2[1 : k1 − 1],W are jointly Gaussian, W ′ is independent from y′1[1 : k1 − 1], y′2[1 : k1 − 1],W . By
Lemma 9 we have
E[W ′2|C = 1] (312)
= E[(ak−1w[0]− E[ak−1w[0]|y′1[1 : k1 − 1], y′2[1 : k1 − 1]])2] (313)
=
a2(k−1)σ2v1
(1 +
σ2v1
σ2v2
)(a
2(k1−2)(1−a−2(k1−1))
1−a−2 ) + σ
2
v1
(314)
This lower bounds the uncertainty in the state due to w[0] after the state has been observed through y′1[1 : k1 − 1] and
y′2[1 : k1 − 1].
Note that y1[1 : k1− 1], y2[1 : k1− 1],W are functions of y′1[1 : k1− 1], y′2[1 : k1− 1],W . Therefore, U11 and U21 are also
functions of y′1[1 : k1−1], y′2[1 : k1−1],W . Since (W ′, U ′22) are orthogonal to all functions of (y′1[1 : k1−1], y′2[1 : k1−1],W ),
(W ′, U ′22) are also orthogonal to (W
′′, U11, U21, U ′′22). Moreover, since E[W ′ + U ′22] = 0 and the conditioning on C = 1 can
be ignored due to causality, we can conclude
E[(W + U11 + U21 + U22)2|C = 1] (315)
= E[(W ′ +W ′′ + U11 + U21 + U ′22 + U ′′22)2|C = 1] (316)
= E[(W ′ + U ′22)2|C = 1] + E[(W ′′ + U11 + U21 + U ′′22)2|C = 1] (317)
≥ E[(W ′ + U ′22)2|C = 1]. (318)
In the last term, the effect of the information-limited interval inputs is separated out.
• Second controller’s input in Witsenhausen’s interval: We will bound the remaining uncertainty of the state after it has been
estimated by the second controller in the second time interval. For this, we will reduce the problem to the state amplification
problem of Section VI-D, and apply Lemma 11.
U ′22 is a function of y2[1 : k2 − 1], y′1[1 : k1 − 1], y′2[1 : k1 − 1],W . Here, y′1[1 : k1 − 1], y′2[1 : k1 − 1],W are independent
from W ′ and y2[1 : k1 − 1] is a function of y′1[1 : k1 − 1], y′2[1 : k1 − 1],W . Therefore, only y2[k1 : k2 − 1] are dependent on
W ′. Moreover, y1[1 : k1 − 1] —and therefore, u1[1 : k1 − 1]— is a function of y′1[1 : k1 − 1], y′2[1 : k1 − 1],W , so they are
also independent from W ′.
Now, we can subtract the independent part from W ′ from the observation y2[k1, k2 − 1] without losing information about
the state. First, consider y2[k1].
y2[k1]− (w[k1 − 1] + aw[k1 − 2] + · · ·+ ak1−2w[1])− E[ak1−1w[0]|y′1[1 : k1 − 1], y′2[1 : k1−]] (319)
− (u1[k1 − 1] + au1[k1 − 2] + · · ·+ ak1−2u1[1]) (320)
− (u1[k1 − 1] + au1[k1 − 2] + · · ·+ ak1−2u1[1]) (321)
= ak1−1w[0]− E[ak1−1w[0]|y′1[1 : k1 − 1], y′2[1 : k1 − 1]] + v2[k1] (322)
= ak1−kW ′ + v2[k1] (323)
Likewise, we can subtract the independent (from W ′) part from y2[k1 + 1]. Furthermore, u2[k1] can also be subtracted from
y2[k1 + 1] without losing information since the second controller already knows about u2[k1]. Thus, the information about W ′
in y2[k1 + 1] is
ak1w[0]− E[ak1w[0]|y′1[1 : k1 − 1], y′2[1 : k1 − 1]] + u1[k1] + v2[k1 + 1] (324)
= ak1−k+1W ′ + u1[k1] + v2[k1 + 1]. (325)
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In the same way, we can extract the relevant information about W ′ from the observations y2[n]. It is worth to mention that
conditioned on C = 1, v2[k2 − 1] is replaced by v′2[k2 − 1], and thus the information about W ′ in y2[k2 − 1] is
ak2−2w[0]− E[ak2−2w[0]|y′1[1 : k1 − 1], y′2[1 : k1 − 1]] + u1[k2 − 1] + au1[k2 − 2] + · · ·+ ak2−k1−1u1[k1] + v′2[k2 − 1]
(326)
= ak2−k−1W ′ + u1[k2 − 1] + au1[k2 − 2] + · · ·+ ak2−k1−1u1[k1] + v′2[k2 − 1]. (327)
Moreover, as we mentioned, the conditioning C = 1 does not affect u1[k1 : k2 − 1] by causality. We have
E[(1− 2.5−1)u21[k1] + (1− 2.5−1)2.5−1u21[k1 + 1] + · · ·+ (1− 2.5−1)2.5−k2+k1+1u21[k2 − 1]|C = 1] ≤ P˜1 ≤ 2.5P˜1.
(328)
Therefore, we can see that after removing the independent (from W ′) part from y2[k1 : k2 − 1] the problem reduces to the
state amplification problem of Section VI-D. By plugging x[0] = ak1−1w[0], σv = σv2, σ′v = σ
′
v2, k = k2 − k1, w = 2.5−1,
P = 2.5P˜1 and σ20 = Σ (which comes from (314)) in Lemma 11 (iii), we have
17
E[(W ′ + U ′22)2|C = 1] ≥
a2(k−k1)Σ
22I′(P˜1)
. (329)
• Power-Limited Inputs: As mentioned before, causality implies C is independent from y1[1 : k2 − 1] and thus U12. Then,
we can upper bound the power of the power-limited inputs.
E[U212|C = 1] = E[U212] (330)
= E[(ak−k1−1u1[k1] + · · ·+ ak−k2u1[k2 − 1])2] (331)
= a2(k−k2)E[(ak2−k1−1u1[k1] + · · ·+ u1[k2 − 1])2] (332)
≤ a
2(k−k1−1)(1− (2.5a−2)k2−k1)
1− 2.5a−2 (E[u
2
1[k1]] + · · ·+ 2.5−(k−k1−1)E[u21[k2 − 1]]) (333)
≤ a
2(k−k1−1)(1− (2.5a−2)k2−k1)
1− 2.5a−2
P˜1
1− 2.5−1 (334)
where the first inequality comes from Lemma 10 with parameters a = a and b = 2.5−1. Likewise, by applying Lemma 10
with paramters a = a and b = 2.5−1, we have
E[U213] = E[(ak−k1−1u1[k1] + · · ·+ u1[k − 1])2] (335)
≤ a
2(k−k2−1)(1− (2.5a−2)k−k2)
1− 2.5a−2 (E[u
2
1[k2]] + · · ·+ 2.5−(k−k2−1)E[u21[k − 1]]) (336)
≤ a
2(k−k2−1)(1− (2.5a−2)k−k2)
1− 2.5a−2
2.5k2−k1 P˜1
1− 2.5−1 (337)
and
E[U223] = E[(ak−k2−1u2[k2] + · · ·+ u2[k − 1])2] (338)
≤ a
2(k−k2−1)(1− (2.5a−2)k−k2)
1− 2.5a−2 (E[u
2
2[k2]] + · · ·+ 2.5−(k−k2−1)E[u22[k − 1]]) (339)
≤ a
2(k−k2−1)(1− (2.5a−2)k−k2)
1− 2.5a−2
P˜2
1− 2.5−1 . (340)
• Lower bound from w[0]: Finally, by plugging (304), (329), (334), (337), (340) into (298)
E[x2[k]] ≥ (
√
c
a2(k−k1)Σ
22I′(P˜1)
−
√
c
a2(k−k1−1)(1− (2.5a−2)k2−k1)
1− 2.5a−2
P˜1
1− 2.5−1 (341)
−
√
a2(k−k2−1)(1− (2.5a−2)k−k2)
1− 2.5a−2
2.5k2−k1 P˜1
1− 2.5−1 −
√
a2(k−k2−1)(1− (2.5a−2)k−k2)
1− 2.5a−2
P˜2
1− 2.5−1 )
2
+ + 1 (342)
• Lower bound from w[1]: As we mentioned in Figure 16, 17 and 18, we will repeat the above derivation for w[1] instead
of w[0].
17Here, we have to use (iii) of Lemma 11 instead of (i) since in the last observation the SNR (Signal-to-Noise ratio) is too big to apply an arithmetic-geometric
inequality together with the previous observations.
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Let’s denote
U˜11 := a
k−2u1[1] + · · ·+ ak−k1−1u1[k1] (343)
U˜12 := a
k−k1−2u1[k1 + 1] + · · ·+ u1[k − 1] (344)
U˜21 := a
k−2u2[1] + · · ·+ ak−k1−1u2[k1] (345)
U˜22 := a
k−k1−2u2[k1 + 1] + · · ·+ ak−k2u2[k2 − 1] (346)
W˜ := (w[k − 1], w[k − 2], · · · , w[2], w[0]) (347)
Compared with the previous case, U˜11 and U˜21 include extra input signals u1[k1] and u2[k1] since w[1] is generated one
time-step later than w[0]. U˜12 includes all power-limited inputs of the first controller.
Like before, U˜ij groups the controller inputs into either information-limited or power-limited ones. Then, we will isolate
the effect of the inputs U˜ij to the state x[n] according to their categories.
• Power-Limited Inputs: Like the previous case, we first isolate the power-limited inputs. However, unlike the previous case,
we do not need to introduce any large deviation ideas. By Lemma 1,
E[x2[k]] = E[(W + U˜11 + U˜12 + U˜21 + U˜22 + U23)2] + 1 (348)
≥ (
√
E[(W + U˜11 + U˜21 + U˜22)2]−
√
E[U˜212]−
√
E[U223])
2
+ + 1 (349)
Now, the resulting E[(W + U˜11 + U˜21 + U˜22)2] has only information-limited inputs.
• Information-Limited Interval: Like before, we will bound the remaining uncertainty of the state after the information-limited
interval using Lemma 9. Denote y˜1[n] and y˜2[n] as follows:
y˜1[1] := v1[1] (350)
y˜2[1] := v2[1] (351)
For n ≥ 2 (352)
y˜1[n] := a
n−2w[1] + v1[n] (353)
y˜2[n] := a
n−2w[1] + v2[n] (354)
W ′1 := W − E[W |y˜1[1 : k1], y˜2[1 : k1], W˜ ] (355)
W ′′1 := E[W |y˜1[1 : k1], y˜2[1 : k1], W˜ ] (356)
U˜ ′22 = U˜ − E[U˜22|y˜1[1 : k1], y˜2[1 : k1], W˜ ] (357)
U˜ ′′22 = E[U˜22|y˜1[1 : k1], y˜2[1 : k1], W˜ ] (358)
Here we can notice
W ′1 = a
k−2w[1]− E[ak−2w[1]|y˜1[1 : k1], y˜2[1 : k1]] (359)
Since w[1], y˜1[1 : k1], y˜′2[1 : k1], W˜ are jointly Gaussian, W
′
1 is independent from y˜1[1 : k1], y˜
′
2[1 : k1], W˜ . By Lemma 9 we
have
E[W ′21 ] (360)
= E[(ak−2w[1]− E[ak−2w[1]|y˜1[1 : k1], y˜2[1 : k1]])2] (361)
=
a2(k−2)σ2v2
(1 +
σ2v1
σ2v2
)(a
2(k1−2)(1−a−2(k1−1))
1−a−2 ) + σ
2
v1
(362)
This lower bounds the remaining state disturbance due to w[1] after it is observed by y˜1[1 : k1] and y˜2[1 : k1].
Note that y1[1 : k1], y2[1 : k1], W˜ are functions of y˜1[1 : k1], y˜2[1 : k1], W˜ . Therefore, U˜11 and U˜21 are also functions of
y˜1[1 : k1], y˜2[1 : k1], W˜ . By repeating the previous argument, we can conclude
E[(W + U˜11 + U˜21 + U˜22)2] (363)
= E[(W ′1 +W ′′1 + U˜11 + U˜21 + U˜ ′22 + U˜ ′′22)2] (364)
= E[(W ′1 + U˜ ′22)2] + E[(W ′′1 + U˜11 + U˜21 + U˜ ′′22)2] (365)
≥ E[(W ′1 + U˜ ′22)2]. (366)
In the last term, the effect of the information-limited inputs is separated out.
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• Second controller’s input in Witsenhausen’s interval: Like before, we will reduce the problem to the state amplification
problem of Section VI-D, and apply Lemma 11. Only the observations y2[k1 + 1 : k2 − 1] are relevant to W ′1. Here, we also
have the power constraint on u1
E[(1− 2.5−1)u21[k1 + 1] + · · ·+ 2.5−k2+k1+2u21[k2 − 1]] ≤ 2.5P˜1 (367)
Like before, after removing the independent (from W ′1) part from the observations y2[k1+1 : k2−1], the problem reduces to the
state amplification problem of Section VI-D. By plugging x[0] = ak1−1w[1], σv = σv2, k = k2−k1−1, w = 2.5−1, P = 2.5P˜1
and σ20 = Σ (which comes from (362)) to Lemma 11 (i), we have
18
E[(W ′1 + U˜ ′22)2] ≥
a2(k−k1−1)Σ
22I′′(P˜1)
. (368)
• Lower bound from w[1]: By applying Lemma 10 with the parameters a = a and b = 2.5−1, we can upper bound the
power of the power-limited inputs.
E[U˜212] = E[(ak−k1−2u1[k1 + 1] + · · ·+ u1[k − 1])2] (369)
≤ a
2(k−k1−2)(1− (2.5a−2)k−k1−1)
1− 2.5a−2
2.5P˜1
1− 2.5−1 (370)
Therefore, by plugging (368), (370), (340) into (349) we get
E[x2[k]] ≥ (
√
a2(k−k1−1)Σ
22I′′(P˜1)
−
√
a2(k−k1−2)(1− (2.5a−2)k−k1−1)
1− 2.5a−2
2.5P˜1
1− 2.5−1 (371)
−
√
a2(k−k2−1)(1− (2.5a−2)k−k2)
1− 2.5a−2
P˜2
1− 2.5−1 )
2
+ + 1 (372)
• Final Lower bound: By (342) and (372), for all 0 ≤ α ≤ 1
E[x2[k]] (373)
≥ α(
√
c
a2(k−k1)Σ
22I′(P˜1)
−
√
c
a2(k−k1−1)(1− (2.5a−2)k2−k1)
1− 2.5a−2
P˜1
1− 2.5−1 (374)
−
√
a2(k−k2−1)(1− (2.5a−2)k−k2)
1− 2.5a−2
2.5k2−k1 P˜1
1− 2.5−1 −
√
a2(k−k2−1)(1− (2.5a−2)k−k2)
1− 2.5a−2
P˜2
1− 2.5−1 )
2
+ (375)
+ (1− α)(
√
a2(k−k1−1)Σ
22I′′(P˜1)
−
√
a2(k−k1−2)(1− (2.5a−2)k−k1−1)
1− 2.5a−2
2.5P˜1
1− 2.5−1 (376)
−
√
a2(k−k2−1)(1− (2.5a−2)k−k2)
1− 2.5a−2
P˜2
1− 2.5−1 )
2
+ + 1 (377)
In this lemma, the time-interval from 0 to k1 − 1 corresponds to the information-limited interval in Figure 15. The time-
interval from k1 to k2−1 corresponds to the Witsenhausen’s interval in Figure 15. The time-interval from k2 to k corresponds
to the power-limited interval in Figure 15.
F. Lower bound on the optimal cost based on Radner’s problem
As we discussed in Section III-A, Radner’s problem cannot be understood using the binary deterministic models and thereby
is fundamentally different from Witsenhausen’s counterexample. Essentially, it says the communication between controllers
requires at least one step delay, and for the observations obtained at the same time step, nonlinear strategies do not improve
the performance. Therefore, so-called ‘0-stage signaling’ is impossible.
Sine Radner’s problem is a sub-block of the infinite-horizon problem 1, we also need a lower bound based on Radner’s
problem to bound the infinite-horizon problem within a constant ratio. Figure 22 shows the general structure of the lower
bound for the case. As we discussed in Figure 15, the information-limited interval from time step 0 to k1 is introduced due
to the case σ2v1 > 0 and the power-limited interval from time step k1 + 1 to k is introduced due to the case P2 <∞.
However, between these two time intervals, we can see the difference. Even though the first controller has better observations
and the second has worse observations, if this significant unbalance between two controllers lasts for only one time step, the
18Unlike the previous part, we apply (i) of Lemma 11 instead of (iii) since SNR is small enough for all observations.
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C1[0] 
C2[0] 
C1[k1] 
C2[k1] 
C1[k-1] 
C2[k-1] 
Costly 
Input 
Costly 
Input 
Power Limited Information Limited Radner’s Problem 
Costly 
State 
Fig. 22: The general finite-horizon problem structure to justify the infeasibility of 0-stage signaling strategies. Like the one in
Figure 15, the problem consists of three time intervals. However, unlike Figure 15, we can see Radner’s problem between the
information-limited and power-limited intervals.
implicit communication between two controllers is nearly impossible and nonlinear strategies cannot help that much. To capture
this effect, we replace the MIMO Witsenhausen’s problem with Radner’s problem.
Like Lemma 9, the following lemma gives a lower bound on the weighted average cost of Problem B when Witsenhausen’s
interval is replaced by Radner’s.
Lemma 13: Define a set SL,2 as a set of (k1, k,Σ) such that
k1, k ∈ N,Σ ∈ R, (378)
k1 ≥ 1, k ≥ k1 + 1, (379)
0 ≤ Σ ≤

1 k1 = 1
a2(k1−1)σ2v1
(1+
σ2v1
σ2v2
)(
a2(k1−2)(1−a−2(k1−1))
1−a−2 )+σ
2
v1
k1 ≥ 2 (380)
We also define DL,2(P˜1, P˜2; k1, k,Σ) as follows:
DL,2(P˜1, P˜2; k1, k,Σ) (381)
:= inf
c1,c2∈R
(
√
a2(k−k1−1)((a− c1 − c2)2Σ + c21σ2v1 + c22σ2v2) (382)
−
√
a2(k−k1−2)(1− (2.5a−2)k−k1−1)
1− 2.5a−2
P˜1
(1− 2.5−1)2.5−1 −
√
a2(k−k1−2)(1− (2.5a−2)k−k1−1)
1− 2.5a−2
P˜2
(1− 2.5−1)2.5−1 )
2
+ + 1
(383)
s.t. (1− 2.5−1)c21(Σ + σ2v1) ≤ P˜1 (384)
(1− 2.5−1)c22(Σ + σ2v2) ≤ P˜2 (385)
Let |a| ≥ 2.5. Then, for all q, r1, r2 ≥ 0, the minimum cost (4) of Problem B is lower bounded as follows:
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]] (386)
≥ sup
(k1,k,Σ)∈SL,2
min
P˜1,P˜2≥0
qDL,2(P˜1, P˜2; k1, k,Σ) + r1P˜1 + r2P˜2. (387)
For k1, k ∈ N, define SL,3, SL,4, DL,3(P˜1, P˜2; k1) and DL,4(P˜1, P˜2, k) as follows:
SL,3 := {k1 ∈ N} (388)
SL,4 := {k ∈ N : k ≥ 2} (389)
DL,3(P˜1, P˜2; k1) := max(
a2(k1−1)σ2v1
(1 +
σ2v1
σ2v2
)(a
2(k1−2)(1−a−2(k1−1))
1−a−2 ) + σ
2
v1
, 1) (390)
DL,4(P˜1, P˜2; k) := (
√
a2(k−1) −
√
a2(k−2)
1− 2.5a−2
P˜1
1− 2.5−1 −
√
a2(k−2)
1− 2.5a−2
P˜2
1− 2.5−1 )
2
+. (391)
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Then, when |a| ≥ 2.5, for all q, r1, r2 ≥ 0, the minimum cost (4) of Problem B is also lower bounded as follows:
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]] (392)
≥ sup
k1∈SL,3
min
P˜1,P˜2≥0
qDL,3(P˜1, P˜2; k1) + r1P˜1 + r2P˜2 (393)
and
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]] (394)
≥ sup
k∈SL,4
min
P˜1,P˜2≥0
qDL,4(P˜1, P˜2; k) + r1P˜1 + r2P˜2. (395)
Proof: For simplicity, we assume a ≥ 2.5, k1 ≥ 2, k > k1 + 1. The remaining cases when a ≤ −2.5 or k1 = 1 or
k = k1 + 1 easily follow with minor modifications.
• Geometric Slicing: We apply the geometric slicing idea of Section VI-A to get a finite-horizon problem. By putting
α = 2.5−1 and k2 = k1 to Lemma 8, the average cost is lower bounded by
inf
u1,u2
(qE[x2[k]] (396)
+ r1 ((1− 2.5−1)E[u21[k1]] + (1− 2.5−1)2.5−1E[u21[k1 + 1]] + · · ·+ (1− 2.5−1)2.5−k+1+k1E[u21[k − 1]])︸ ︷︷ ︸
:=P˜1
(397)
+ r2 ((1− 2.5−1)E[u22[k1]] + (1− 2.5−1)2.5−1E[u22[k1 + 1]] + · · ·+ (1− 2.5−1)2.5−k+1+k1E[u22[k − 1]])︸ ︷︷ ︸
:=P˜2
(398)
Like the proof of Lemma 13, we denote the second and the third terms as P˜1 and P˜2 respectively.
• Power-Limited Interval: Denote
W2 := a
k−k1−2w[k1 + 1] + · · ·+ aw[k − 2] (399)
U12 := a
k−k1−2u1[k1 + 1] + · · ·+ u1[k − 1] (400)
U22 := a
k−k1−2u2[k1 + 1] + · · ·+ u2[k − 1] (401)
(402)
Here, U12 and U22 correspond to the first and second controller’s input in the power-limited intervals described in Figure 22.
We will first handle these power-limited inputs. Notice that
x[k] = ak−k1−1x[k1 + 1] + ak−k1−2u1[k1 + 1] + · · ·+ u1[k − 1] + ak−k1−2u2[k1 + 1] + · · ·+ u2[k − 1] (403)
+ ak−k1−2w[k1 + 1] + · · ·+ w[k − 1]. (404)
Since x[k1 + 1] and W2 are independent by causality, using Lemma 1 we can lower bound E[x2[k]] as
E[x2[k]] (405)
= E[(ak−k1−1x[k1 + 1] + U12 + U22 +W2)2] + 1 (406)
≥ (
√
E[(ak−k1−1x[k1 + 1] +W2)2]−
√
E[U212]−
√
E[U222])
2
+ + 1 (407)
= (
√
E[(ak−k1−1x[k1 + 1])2] + E[W 22 ]−
√
E[U212]−
√
E[U222])
2
+ + 1 (408)
≥ (
√
a2(k−k1−1)E[x[k1 + 1]2]−
√
E[U21 ]−
√
E[U22 ])
2
+ + 1. (409)
Here, E[x[k1 + 1]2] is lower bounded as
E[x[k1 + 1]2] = E[(ax[k1] + u1[k1] + u2[k1] + w[k1])2] (410)
= E[(ax[k1] + u1[k1] + u2[k1])2] + E[w[k1]2] (411)
≥ E[(ax[k1] + u1[k1] + u2[k1])2]. (412)
In the last term, the effect of the power-limited inputs is separated out.
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• Information-Limited Interval: Using Lemma 9, we will bound the remaining uncertainty of the state after the information-
limited interval. Since we will give all the disturbances except w[0] as side-information, we denote the relevant observations
as y′1[n] and y
′
2[n]. Formally, denote
W1 := a
k1−1w[0] + · · ·+ w[k1 − 1] (413)
U11 := a
k1−1u1[0] + · · ·+ u1[k1 − 1] (414)
U21 := a
k1−1u2[0] + · · ·+ u2[k1 − 1] (415)
W := (w[1], · · · , w[k − 1]) (416)
y′1[n] := a
n−1w[0] + v1[n] (417)
y′2[n] := a
n−1w[0] + v2[n] (418)
W ′1 := W1 − E[W1|y′1[1 : k1 − 1], y′2[1 : k1 − 1],W ] (419)
W ′′1 := E[W1|y′1[1 : k1 − 1], y′2[1 : k1 − 1],W ] (420)
u′1[k1] := u1[k1]− E[u1[k1]|y′1[1 : k1 − 1], y′2[1 : k1 − 1],W ] (421)
u′′1 [k1] := E[u1[k1]|y′1[1 : k1 − 1], y′2[1 : k1 − 1],W ] (422)
u′2[k1] := u2[k1]− E[u2[k1]|y′1[1 : k1 − 1], y′2[1 : k1 − 1],W ] (423)
u′′2 [k1] := E[u2[k1]|y′1[1 : k1 − 1], y′2[1 : k1 − 1],W ]. (424)
Here, we have
W ′1 = a
k1−1w[0]− E[ak1−1w[0]|y′1[1 : k1 − 1], y′2[1 : k1 − 1]] (425)
Since w[0], y′1[1 : k1 − 1], y′2[1 : k1 − 1],W are jointly Gaussian, W ′1 is independent from y′1[1 : k1 − 1], y′2[1 : k1 − 1],W . By
Lemma 9 we have
E[W ′21 ] =
a2(k1−1)σ2v1
(1 +
σ2v1
σ2v2
)(a
2(k1−2)(1−a−2(k1−1))
1−a−2 ) + σ
2
v1
(426)
This lower bounds the state disturbance due to w[0] when it is observed by y′1[1 : k1 − 1] and y′2[1 : k1 − 1]. Note that
y1[1 : k1 − 1], y2[1 : k1 − 1],W is a function of y′1[1 : k1 − 1], y′2[1 : k1 − 1],W . Therefore, U11 and U21 are also functions
of y′1[1 : k1 − 1], y′2[1 : k1 − 1],W and (412) can be lower bounded as
E[(ax[k1] + u1[k1] + u2[k1])2] (427)
= E[(a(W1 + U11 + U12) + u1[k1] + u2[k1])2] (428)
= E[(aW ′1 + u′1[k1] + u′2[k1])2] + E[(aW ′′1 + aU11 + aU12 + u′′1 [k1] + u′′2 [k1])2] (429)
≥ E[(aW ′1 + u′1[k1] + u′2[k1])2] (430)
In the last term, the effect of the information-limited inputs is separated out.
• Radner’s Interval: Now we will reduce the last term to Radner’s problem. u′1[k1] and u′2[k1] are functions of y1[1 : k1], y′1[1 :
k1 − 1], y′2[1 : k1 − 1],W and y2[1 : k1], y′1[1 : k1 − 1], y′2[1 : k1 − 1],W respectively. Here, y′1[1 : k1 − 1], y′2[1 : k1 − 1],W
are independent from W ′1 and y1[1 : k1 − 1], y2[1 : k1 − 1],W is a function of y′1[1 : k1 − 1], y′2[1 : k1 − 1],W . Therefore,
only y1[k1] at the first controller and y2[k1] at the second controller are relevant to W ′1. Therefore, by removing independent
parts from W ′1 in y1[k1], the sufficient statistic of y1[k1] is
y1[k1]− (w[k1 − 1] + aw[k1 − 2] + · · ·+ ak1−2w[1])− E[ak1−1w[0]|y′1[1 : k1 − 1], y′2[1 : k1 − 1]] (431)
− (u1[k1 − 1] + au1[k1 − 2] + · · ·+ ak1−2u1[1]) (432)
− (u2[k1 − 1] + au2[k1 − 2] + · · ·+ ak1−2u2[1]) (433)
= ak1−1w[0]− E[ak1−1w[0]|y′1[1 : k1 − 1], y′2[1 : k1 − 1]] + v1[k1] (434)
= W ′1 + v1[k1] (435)
Likewise, y2[k1] can be reduced to
W ′1 + v2[k1] (436)
Therefore, by considering W ′1 as an initial state, v1[k1] and v2[k1] as observation noise of the first and second controller, we
can map the problem with Radner’s problem. Here, we have the following power constraints on u1[k1] and u2[k1].
(1− 2.5−1)E[u21[k1]] ≤ P˜1 (437)
(1− 2.5−1)E[u22[k1]] ≤ P˜2 (438)
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Since a linear strategy is optimal in Radner’s problem, by (426) we can conclude
E[(aW ′1 + u′1[k1] + u′2[k1])2] ≥ inf
c1,c2∈R
(a− c1 − c2)2Σ + c21σ2v1 + c22σ2v2 (439)
s.t. (1− 2.5−1)c21(Σ + σ2v1) ≤ P˜1 (440)
(1− 2.5−1)c22(Σ + σ2v2) ≤ P˜2 (441)
• Final Lower bound: Applying Lemma 10 with paramters a = a and b = 2.5−1, we can upper bound the power of the
power-limited inputs.
E[U21 ] = E[(ak−k1−2u1[k1 + 1] + · · ·+ u1[k − 1])2] (442)
≤ a
2(k−k1−2)(1− (2.5a−2)k−k1−1)
1− 2.5a−2
P˜1
(1− 2.5−1)2.5−1 (443)
and likewise
E[U21 ] ≤
a2(k−k1−2)(1− (2.5a−2)k−k1−1)
1− 2.5a−2
P˜2
(1− 2.5−1)2.5−1 (444)
Finally, plugging (439), (443), (444) into (409) gives the first bound based on DL,2(P˜1, P˜2; k1, k,Σ):
E[x2[n]] ≥ inf
c1,c2
(
√
a2(k−k1−1)((a− c1 − c2)2Σ + c21σ2v1 + c22σ2v2) (445)
−
√
a2(k−k1−2)(1− (2.5a−2)k−k1−1)
1− 2.5a−2
P˜1
(1− 2.5−1)2.5−1 −
√
a2(k−k1−2)(1− (2.5a−2)k−k1−1)
1− 2.5a−2
P˜2
(1− 2.5−1)2.5−1 )
2
+ + 1
(446)
s.t. (1− 2.5−1)c21(Σ + σ2v1) ≤ P˜1 (447)
(1− 2.5−1)c22(Σ + σ2v2) ≤ P˜2 (448)
The second bound based on DL,3(P˜1, P˜2; k1) derived as follows. Since E[x2[n]] ≥ E[w2[n−1]] = 1, trivially DL(P˜1, P˜2) ≥ 1.
Moreover, as justified above, we have
E[x2[k1]] ≥ E[(ak1−1w[0]− E[ak1−1w[0]|y′1[1 : k1 − 1], y′2[1 : k1 − 1])2] = E[W ′21 ]. (449)
Therefore, by setting k = k1 we get the second bound based on DL,3(P˜1, P˜2; k1).
The last bound based on DL,4(P˜1, P˜2; k) of the lemma can be derived as follows.
E[x2[k]] (450)
≥ (
√
E[(ak−1w[0] + · · ·+ w[k − 1])2]−
√
E[(ak−1u1[0] + · · ·+ u1[k − 1])2]−
√
E[(ak−1u2[0] + · · ·+ u2[k − 1])2])2+
(451)
≥ (
√
a2(k−1) −
√
a2(k−2)
1− 2.5a−2
P˜1
1− 2.5−1 −
√
a2(k−2)
1− 2.5a−2
P˜2
1− 2.5−1 )
2
+ (452)
where the first inequality follows from Lemma 1 and the second inequality follows from Lemma 10.
In this lemma, the time-interval from 0 to k1 − 1 corresponds to the information-limited interval in Figure 22. The time-
interval from k1 to k1 + 1 corresponds to the Radner’s interval in Figure 22. The time-interval from k1 + 1 to k corresponds
to the power-limited interval in Figure 22.
VII. CONSTANT RATIO OPTIMALITY
Now, we have an upper and lower bound on D(P1, P2). In this section, we will evaluate the bounds and prove Theorem 1
which bounds the weighted average cost within a constant ratio. Even though the numerical evaluations are not elegant19, these
are enough to justify constant ratio optimality.
The upper bounds are written from the power-disturbance tradeoff perspective of Problem F and denoted by (DU (P1, P2), P1, P2).
The lower bounds in Lemma 12 and 13 are given for the original weighted average-cost of Problem B, which can be
written as (DL,i(P˜1, P˜2), P˜1, P˜2) from the power-disturbance perspective. The following lemma tells if these two tradeoff
regions are within a constant ratio of each other as regions in R3, i.e. ∃c ≥ 1 such that (DU (cP1, cP2), cP1, cP2) ≤
c · (DL,i(P1, P2), P1, P2), then the average cost can be characterized to within a constant ratio.
19The bounds can probably be improved and tightened. However, the main concern of this paper is not quantifying the exact cost, but qualitatively
understanding the near-optimal strategies. The constant ratio optimality results are enough to justify our intuition behind the proposed strategies.
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Lemma 14: For two functions DL(P˜1, P˜2) and DU (P1, P2), let there exist c ≥ 1 such that for all x1, x2 ≥ 0
DU (cx1, cx2) ≤ c ·DL(x1, x2). (453)
Then, for all q, r1, r2 ≥ 0, the following inequality holds.
min
P1,P2≥0
qDU (P1, P2) + r1P1 + r2P2 ≤ c( min
P˜1,P˜2≥0
qDL(P˜1, P˜2) + r1P˜1 + r2P˜2) (454)
Proof: Let P ?1 and P
?
2 achieve the minimum of the right term of the inequality, i.e.
min
P˜1,P˜2≥0
qDL(P˜1, P˜2) + r1P˜1 + r2P˜2 (455)
= qDL(P
?
1 , P
?
2 ) + r1P
?
1 + r2P
?
2 . (456)
Then, we have
c( min
P˜1,P˜2≥0
qDL(P˜1, P˜2) + r1P˜1 + r2P˜2) (457)
= c · (qDL(P ?1 , P ?2 ) + r1P ?1 + r2P ?2 ) (458)
≥ qDU (cP ?1 , cP ?2 ) + r1(cP ?1 ) + r2(cP ?2 ) (459)
≥ min
P1,P2
qDU (P1, P2) + r1P1 + r2P2 (460)
where the first inequality comes from the assumption of the lemma. Thus, the lemma is proved.
We will show that the proposed strategies of Defintion 1 and 2 solve the weighted average cost problem of Problem B to
within a constant ratio. Let’s call the case when σ2v2 ≤ max(1, a2σ2v1) the weakly-degraded-observation case since the gap
between the two controllers’ observation noises is not too huge and the second controller can observe what the first controller
observed only after one-time step. Likewise, we will call the case when σ2v2 > max(1, a
2σ2v1) the strongly-degraded-observation
case since the gap between the observation noises is larger.
The weakly-degraded-observation case will be discussed in Section VII-A and the strongly-degraded-observation case will
be covered in Section VII-B.
A. Weakly-Degraded-Observation case with |a| ≥ 2.5
Let’s first consider the weakly-degraded case when σ2v2 ≤ max(1, a2σ2v1), which corresponds to the left half plane of Figure 8
of page 15. In this case, the infeasibility of 0-stage signaling discussed in Section III-A and VI-F shows up and thus linear
strategies are enough for constant-ratio optimality.
First, we evaluate the lower bound of Lemma 13 which involves Radner’s problem.
Corollary 1: Let |a| ≥ 2.5 and σ2v2 ≤ max(1, a2σ2v1). Then, for all q, r1, r2 ≥ 0, the minimum cost (4) of Problem B is
lower bounded as follows:
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]] ≥ min
P˜1,P˜2≥0
qDL(P˜1, P˜2) + r1P˜1 + r2P˜2 (461)
where DL(P˜1, P˜2) satisfies the following conditions.
(a) If P˜1 ≤ 1400a2 max(1, a2σ2v1) and P˜2 ≤ 1400a2 max(1, a2σ2v2) then DL(P˜1, P˜2) =∞.
(b) If P˜1 ≤ 1400a2 max(1, a2σ2v1), for all P˜2, DL(P˜1, P˜2) ≥ 0.176a2σ2v2 + 1.
(c) For all P˜1 and P˜2, DL(P˜1, P˜2) ≥ 0.295 ·max(1, a2σ2v1).
Proof: See Appendix A.
(a) and (b) tell what happens if the first controller has little power (i.e. it must follow something close to a zero-input
strategy). (a) shows if the second controller does not have enough power, the system becomes unstable. (b) shows even if
the second controller has enough power, the state variance is lower bounded by the second controller’s observation noise. (c)
shows even if the first controller has enough power to apply a zero-forcing strategy, the state variance is lower bounded by
the first controller’s observation noise.
The following lemma analyzes the achievable disturbance by the simple linear strategy of Definition 1.
Lemma 15: Consider a single-controller scalar system
x[n+ 1] = ax[n] + u[n] + w[n] (462)
y[n] = x[n] + v[n] (463)
where w[n] is i.i.d.N (0, 1) and v[n] is i.i.d.N (0, σ2v). For a given control strategy, let D(P ) := lim supn→∞ 1N
∑
0≤n<N E[x2[n]]
and P := lim supn→∞
1
N
∑
0≤n<N E[u2[n]]. Then,
(D(P ), P ) ≤ (a2σ2v + 1, a4σ2v + a2σ2v + a2) (464)
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is achievable by a linear bang-bang controller, u[n] = −ay[n]. Therefore, in Problem F the following power-disturbance
tradeoffs are achievable.
(D(P1, P2), P1, P2) ≤ (a2σ2v1 + 1, a4σ2v1 + a2σ2v1 + a2, 0), (465)
(D(P1, P2), P1, P2) ≤ (a2σ2v2 + 1, 0, a4σ2v2 + a2σ2v2 + a2). (466)
Proof: Put u[n] = −ay[n] into the system equation. Then, we have
x[n+ 1] = ax[n]− ax[n]− av[n] + w[n] (467)
= −av[n] + w[n] (468)
Thus, we conclude for n ≥ 1
E[x2[n]] = a2σ2v + 1 (469)
and
E[u2[n]] = a2E[(x[n] + v[n])2] (470)
= a2(a2σ2v + 1 + σ
2
v) (471)
Using Lemma 14, Corollary 1 and Lemma 15, we can compare the upper and lower bounds to prove linear strategies suffice
to achieve constant-ratio optimality in this region of problem parameters.
Proposition 7: There exists c ≥ 1200 such that for all a, q, r1, r2, σ0, σv1, σv2 satisfying |a| ≥ 2.5 and σ2v2 ≤ max(1, a2σ2v1),
the following inequality holds:
infu1,u2∈Llin,bb lim supN→∞
1
N
∑
0≤n<N E[qx2[n] + r1u21[n] + r2u22[n]]
infu1,u2 lim supN→∞
1
N
∑
0≤n<N E[qx2[n] + r1u21[n] + r2u22[n]]
≤ c. (472)
Proof: See Appendix B.
B. Strongly-Degraded-Observation case with |a| ≥ 2.5
Let’s consider the strongly-degraded-observation case when σ2v2 > max(1, a
2σ2v1), which corresponds to the right half-plane
of Figure 15. Since |a| ≥ 2.5, we can find s ∈ N such that a2(s−1) max(1, a2σ2v1) ≤ σ2v2 ≤ a2s max(1, a2σ2v1). We will show
that the s-stage signaling strategy is required for constant-ratio optimality.
Since we need a matching lower bound to s-stage signaling strategies, we evaluate Lemma 13 which has a generalized
Witsenhausen’s counterexample in it.
Corollary 2: Let |a| ≥ 2.5 and for some s ∈ N, suppose
a2(s−1) max(1, a2σ2v1) ≤ σ2v2 ≤ a2s max(1, a2σ2v1). (473)
Then, for all q, r1, r2 ≥ 0, the minimum cost (4) of Problem B is lower bounded as follows:
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]] ≥ min
P˜1,P˜2≥0
qDL(P˜1, P˜2) + r1P˜1 + r2P˜2. (474)
where DL(P˜1, P˜2) satisfies the following conditions.
(a) When P˜1 ≤ σ
2
v2
70a2(s−1) , then DL(P˜1, P˜2) ≥ 0.008a2σ2v2 + 1.
(b) When P˜1 ≤ σ
2
v2
70a2(s−1) and P˜2 ≤
a4σ2v2
28000 , then DL(P˜1, P˜2) =∞.
(c) When σ
2
v2
70a2(s−1) ≤ P˜1 ≤ 120000 max(a2, a4σ2v1),
then DL(P˜1, P˜2) ≥ 0.2541a2sP˜1 exp(− 50a2(s−1)P˜1σ2v2 ) + 0.066a
2s max(1, a2σ2v1) + 1.
(d) When σ
2
v2
70a2(s−1) ≤ P˜1 ≤ 120000 max(a2, a4σ2v1) and P˜2 ≤ 0.0457a2(s+1)P˜1 exp(− 50a
2(s−1)P˜1
σ2v2
)+0.0113a2(s+1) max(1, a2σ2v1),
then DL(P˜1, P˜2) =∞.
(e) For all P˜1 and P˜2, DL(P˜1, P˜2) ≥ 0.295 ·max(1, a2σ2v1).
Proof: See Appendix C.
(a) and (b) tell what happens if the first controller has little power and thus is forced to be close to a zero-input strategy.
Even if the second controller has enough power, the state variance is lower bounded by the second controller’s observation
noise. If the second controller does not have enough power to stabilize the system, the state diverges to infinity. (e) shows the
opposite case when the first controller has enough power to apply zero-forcing strategy. However, even in this case, the state
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variance is lower bounded by the first controller’s observation noise. (c) and (d) cover the case between these two extreme
cases. (c) gives the lower bound that matches to the s-stage signaling strategy when the second controller has enough power.
(d) shows that since the first controller does not stabilize the system with its signaling alone, the second controller’s input
power has to be large enough to stabilize the system.
Now, we evaluate the performance of the s-stage signaling analyzed in Lemma 7 of page 20.
Corollary 3: Consider Problem F of page 14, and let |a| ≥ 2.5 and suppose a2(s−1) max(1, a2σ2v1) ≤ σ2v2 ≤ a2s max(1, a2σ2v1)
for some s ∈ N. Then, there exists an upper bound DU (P1, P2) on D(P1, P2) i.e. D(P1, P2) ≤ DU (P1, P2) for all P1, P2 ≥ 0
satisfying the following:
(DU (P1, P2), P1, P2) ≤(832a2sP exp(−50a
2(s−1)P
σ2v2
) + 63a2s max(1, a2σ2v1), (475)
80000P, 6656a2(s+1)P exp(−50a
2(s−1)P
σ2v2
) + 564a2(s+1) max(1, a2σ2v1)) (476)
for σ
2
v2
70a2(s−1) ≤ P ≤ 120000 max(a2, a4σ2v1).
Proof: See Appendix D
Here we can notice that the performance is matching that of Corollary 2 (c), (d) in that the bounds on the state disturbance
take the same form of a function on P1 and system parameters.
Now, we can compare these two bounds to prove constant-ratio optimality.
Proposition 8: There exists c ≤ 1.5× 105 such that for all a, q, r1, r2, σ0, σv1, σv2 satisfying |a| ≥ 2.5 and
a2(s−1) max(1, a2σ2v1) ≤ σ2v2 ≤ a2s max(1, a2σ2v1). (477)
for some s ∈ N, the following inequality holds:
infu1,u2∈Llin,bb∪Lsig,s lim supN→∞
1
N
∑
0≤n<N E[qx2[n] + r1u21[n] + r2u22[n]]
infu1,u2 lim supN→∞
1
N
∑
0≤n<N E[qx2[n] + r1u21[n] + r2u22[n]]
≤ c. (478)
Proof: See Appendix E
Now, Theorem 1 immediately follows from Propositions 7 and 8.
Proof: [Proof of Theorem 1] Propostion 7 covers the case when σ2v2 ≤ max(1, a2σ2v1). Propostion 8 covers the case
when σ2v2 > max(1, a
2σ2v1), since in this case there exists s ∈ N such that a2(s−1) max(1, a2σ2v1) ≤ σ2v2 ≤ a2s max(1, a2σ2v1).
VIII. CONNECTION TO WIRELESS COMMUNICATION THEORY
Throughout the discussion, we have observed a lot of similarity between wireless communication and the decentralized
LQG control problems considered in this paper. In this section, we will explore this point in more detail. At first glance,
decentralized LQG control and wireless communication seem pretty distinct from each other. But the main result in this paper
is actually a manifestation of a deeper connection.
The essence of wireless communication problems [44] can be summarized as follows: First, unlike wired communication,
wireless communication systems share a common channel and as a result the signals from different transmitting antennas
can interact with each other. Second, wireless communication systems involve uncertainties or randomness that come from
channel fading or thermal noise in circuits. Third, to extend battery life and minimize interference to other transceivers, each
transmitting antenna has a power constraint.
The way that wireless communication theory models capture this nature is very similar to stochastic control theory. First,
the interaction between the signals is modeled by linear operations. Second, the uncertainty in the system is modeled by
Gaussian random variables. Third, the power of the transmitting antennas is measured by a quadratic cost. If we remember
that wireless communication systems are by nature distributed, wireless communication problems are essentially a special
case of decentralized LQG control problems, except that wireless communication problems have the special objective of
communication.
Like decentralized LQG problems, wireless network communication problems are still open [40], [31] or nonconvex [46].
However, wireless communication theorists found that it is helpful to divide cases according to the SNR(Signal-to-Noise Ratio).
For a given communication scheme, the capacity of a channel is usually given as log(1+c1SNR+ · · ·+ckSNRk). Therefore,
when SNR is large (high-SNR case), the capacity is approximately k logSNR (where k turns out to be the ‘d.o.f. gain’ of
the scheme). When SNR is small (low-SNR case), the capacity is approximately c1SNR (where c1 turns out to be the ‘power
gain’ of the scheme). Therefore, depending on the SNR the capacity of communication schemes are very different. Thus,
wireless communication theory usually divides into two cases: (1) high-SNR (2) low-SNR.
Let’s consider a 2×2 MIMO communication problem of Figure 23. We can think of two basic ways of exploiting these two
antennas. The first way is transmitting different signals across different antennas. As we can see in Fig. 23a, in this case the
49
Tx Rx 
(a) By transmitting different signals across the antennas, we can achieve ‘d.o.f. gain’. Generally,
this scheme performs well in high-SNR.
Tx Rx 
(b) By transmitting the same signal across the antennas, we can achieve ‘power gain’. Generally,
this scheme performs well in low-SNR.
Fig. 23: MIMO Wireless Communication Problem
receiver will have two variables and two (noisy) equations, and we can expect ‘MIMO gain’ by solving for multiple variables. In
wireless communication theory, this gain is called the ‘d.o.f.(degree-of-freedom) gain’ and the scheme of Figure 23a succeeds
in increasing k in the capacity formula.
As we mentioned in Section V-A, this concept can be extended to generalized d.o.f. by allowing the transmitting powers of
different antennas to scale differently [40]. When the transmitting powers of different antennas scale differently, we can further
divide a single receiving antenna according to “signal levels”. For the small signal level, all tranmitting antennas can affect it,
but for the large signal level, only the few transmitting antennas with large power can affect it. In [31], binary deterministic
models were proposed to capture this phenomenon by conceptualizing different bit-levels like different antennas, which we
used in Section III.
The second way of using two antennas is transmitting the same signal across different antennas as shown in Fig. 23b. In
this scheme, the receiver will have only one variable and we cannot expect the d.o.f. gain of solving for multiple variables.
However, there is a gain to be had from aligning the signals. Let’s assume all random variables, A,B, n1, n2, are Gaussian
random variables with zero mean and unit variance, and compute the signal-to-noise ratio at the receiving antennas. The SNR
of the first receive antenna in Fig. 23a is E[(A+B)
2]
E[n21]
= 2. On the other hand, the SNR of the first antenna in Fig. 23b is
E[(2A)2]
E[n21]
= 4. Therefore, by transmitting the same signal over different antennas we can increase SNR of the received signals.
This gain is known as ‘power gain’ in wireless communication theory and the proposed scheme is good for increasing c1 in
the capacity formula. To exploit the power gain, the receiver has to introduce maximum-ratio combining [44].
How is this relevant for scalar decentralized LQG control problems? To control a plant we first have to gain information about
its state. The quantitative behavior of this information flow (from a plant to controllers and finally back to the plant [47]) is very
similar to that in wireless communication systems. More precisely, according to the eigenvalue of the system, the information
flow in the system shows a very different behavior. The system is deemed to be fast-dynamics when the eigenvalue is large
(|a| ≥ 2.5) and slow-dynamics when the eigenvalue is small (|a| < 2.5).
The main reason for this division is the relationship between the eigenvalue of the system and the SNR of the information
flow for control. The discussion of Section III reveals that the SNR of implicit communication between two controllers will
be bounded20 by the eigenvalue squared (|a|2). Therefore, when the eigenvalue is large, the SNR for implicit communication
is also large. Therefore, from wireless communication theory we can expect that the (generalized) d.o.f. gain of the implicit
communication is crucial. Likewise, when the eigenvalue is small, the SNR for implicit communication is also small and the
20Since the second controller can cancel all bits above its noise level at the next time step, the new information of the state cannot be amplified more than
|a|2 above the second controller’s noise level. Thus, the SNR measured at the second controller is always bounded by |a|2.
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Fig. 24: As indicated by the blue circles, in the fast dynamics case the proposed scheme exploits “information flow” from
both controllers but ignores all past observations. By contrast, as indicated by the red circle, in the slow dynamics case the
proposed scheme exploits the information of only one controller but takes into account all past observations.
power gain of the implicit communication is crucial. This is the slow dynamics case. To harness the power gain, we have to
use Kalman filtering which corresponds to maximum-ratio combining in wireless communication [44].
In short, even if the system is the simplest scalar system, we can think of two ways of sending information. One way is
across different bit-levels and the other way is across different time-slots. Moreover, these multiple bit-levels and multiple
time-slots can be deemed as MIMO antennas in wireless communication theory. In fast-dynamics, the MIMO antenna gain of
multiple bit-levels dominates that of multiple time-slots. The proposed signaling strategies exploit the d.o.f. gain of the MIMO
antennas over multiple bit-levels.
On the other hand, in slow-dynamics, the MIMO antenna gain of multiple time-slots is much more crucial. In [34], Kalman
filtering is used to exploit the power gain of the MIMO antennas over multiple time-slots.
Figure 24 visualizes the discussion so far. In fast-dynamics, the state is quickly changing and the SNR of implicit com-
munication is high. Thus, the information from previous time steps is much less important than that of the current time step.
However, to fully exploit the MIMO antenna gain of different bit-levels, the observations from both controllers has to be used.21
On the other hand, in slow-dynamics, the state changes slowly and the SNR of implicit communication is low. Therefore, there
is no huge incentive for implicit communication between controllers, and a strategy which fully exploits the observations of
either one controller is enough to achieve constant-ratio optimality. However, the power gain from the past observations cannot
be ignored and so Kalman filtering has to be used [34].
It is worth mentioning that this fundamental difference between fast and slow dynamics was conjectured as early as the
1970s [5] but it remains vague: “The development of systematic procedures for appropriately modeling large scale systems
with slow and fast dynamics has not received the attention it deserves. · · · one should look for time scale separation (fast and
slow dynamics).” This paper is the first that has used this quantitatively.
The division of fast and slow dynamics base on 2.5 is somewhat surprising if we remind that Witsenhausen’s counterexample
corresponds to a = 1 case in the infinite horizon problem. In [23] it was shown that we need nonlinear strategy to achieve a
constant ratio optimality in Witsenhasuen’s counterexample, while in [34] it is shown that in the slow dynamics case including
a = 1 linear strategies are enough for a constant ratio optimality. The main reason for this is that the infinite horizon problem
is a sequential problem. Since the problem is sequential, we can think the infinite-horizon problem as an interlocking of a
series of Witsenhausen’s counterexamples. When a = 1, the interference from the previous Witsenhausen’s problem is too
strong and we do not have to solve the current Witsenhausen’s problem optimally.
IX. DISCUSSION AND FURTHER RESEARCH
In the beginning of the paper, we summarized the two main contributions of the classical centralized LQG result. The first
was linear controller optimality which narrows the search for the optimal strategy from the infinite-dimensional strategy space
to the finite-dimensional linear strategy space. In Theorem 1, we gave the corresponding result for scalar decentralized LQG
problems in an approximation sense by proposing a finite-dimensional strategy space.
The second contribution was more philosophical. Centralized LQG gave us the separation principle for estimation and control.
Therefore, a natural question is whether we can interpret the result of Theorem 1 in terms of estimation-control separation, or
21Even though the strategy in Definition 2 relies on the past controller inputs (therefore, the past observations), the role of the past inputs in the strategy
is just to cancel their influence on the current time step, not providing information about the state.
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Fig. 25: Communication-Estimation-Control Separation Controllers
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Fig. 26: Communication-Estimation-Control separation controller interpretation of Lsig,s (Here, x¯[n] = Qasd(y2[n] −
Rasd(
∑
1≤i≤s a
i−1u2[n− i])) +Rasd(
∑
1≤i≤s a
i−1u2[n− i]))
if there is a conceptual missing block. The authors believe there is a missing fundamental design block, the “communication”
block.
Figure 25 shows the proposed communication-estimation-control separation controller, which we believe, is approximately
optimal. First, the controller observes y[n]. Unlike the centralized case, y[n] may contain transmitted “signals” from the other
controllers. The decoder block extracts such information and generates a new observation yd[n]. Based on both y[n] and yd[n],
the estimator block tries to estimate the states. After the estimation, the controller can either control the states22 by itself,
or relay information to the other controllers and let them control. xˆa[n] is the states that the controller wants to control by
itself. Based on xˆa[n], the actuator generates the control action ua[n]. xˆe[n] is the state that the controller wants to encode
for the other controllers. Based on xˆe[n], the encoder generates the encoded signal ue[n]. Finally, the control output is the
superposition of ua[n] and ue[n].
Figure 26 interprets the strategy Lsig,s based on the proposed controller structure. The strategy exploits the fact that the
controller 1 has a better observation than the controller 2. Since the controller 1’s control signal is expensive, it “relays” its
observation through the encoder rather than trying to control the state by itself. Then, the controller 2 extracts the relayed
information in the decoder block, and takes action based on it. We can notice that only encoders and decoders are nonlinear,
while estimators and actuators are linear. Therefore, this structure fits the intuition that the essential nonlinearity comes from
communication.
An extensive relationship between the implicit information flow for control and wireless information flow was discussed
in Section VIII. Some unique features of information flows for control was also noticed. We also found the counterpart of
the classical notion of information theoretic cutset bounds [32] in dynamic programming context. The geometric slicing idea
discussed in Figure 13 can be thought as a cutset bound in a sense that it finds the informational bottleneck of the system.
However, unlike traditional information theoretic cutsets, the geometric slicing idea divides the nodes by a weighted cut rather
than a simple partitioning.
Even if this paper focused on the simplest toy scalar LQG problem with two controllers, the essential difficulty of
decentralized problems — nonconvex optimization over infinite-dimensional space — was still there and we could finesse this
difficulty by taking an approximation approach. We believe the approaches and techniques developed in this paper will also be
useful in more general problems with vector states and multiple controllers. Moreover, in the process of such generalization,
we will find more close relationship and parallelism between wireless information flows and control information flows. For
example, the notion of the computation over communication channels [48] or interference alignment [49], [50] has to be
22Even a single scalar state can be viewed as a collection of bits-positions.
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properly understood in control contexts. Above all, by solving the problems only approximately, we “may” be able to make a
breakthrough in this long-standing open problem, the decentralized LQG problem.
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APPENDIX
A. Proof of Corollary 1 of Page 46
Proof of (c):
Let’s first consider when max(1, a2σ2v1) = a
2σ2v1. Since a
2σ2v1 ≥ 1, there exists k1 ≥ 2 such that
a2(k1−2) ≤ a2σ2v1 < a2(k1−1), (479)
and we choose such a k1 as k1 in Lemma 13. Then, by (390) of Lemma 13 we have
DL,3(P˜1, P˜2; k1) (480)
≥ a
2(k1−1)σ2v1
(1 +
σ2v1
σ2v2
)(a
2(k1−2)
1−a−2 ) + σ
2
v1
(481)
(A)
≥ a
2(k1−1)σ2v1
2
1−2.5−2 a
2(k1−2) + σ2v1
(482)
=
a2σ2v1
2
1−2.5−2 +
σ2v1
a2(k1−2)
(483)
(B)
≥ a
2σ2v1
2
1−2.5−2 + 1
(484)
≥ 0.295775...a2σ2v1 (485)
≥ 0.295a2σ2v1. (486)
(A): σ2v1 ≤ σ2v2 and |a| ≥ 2.5.
(B): a2σ2v1 < a
2(k1−1).
When max(1, a2σ2v1) = 1, by (390) of Lemma 13 we have DL,3(P˜1, P˜2; k1) ≥ 1 ≥ 0.295.
Proof of (b):
In Lemma 13, choose k1 in the same way as (c) and let k = k1 + 1. Inspired by the proof of (c), we can safely choose
Σ = 0.295 max(1, a2σ2v1). Then, by Lemma 13, we notice that since k − k1 − 1 = 0, the second and third square-root terms
in DL,2(P˜1, P˜2; k1, k,Σ) goes away and the bound reduces to
DL,2(P˜1, P˜2; k1, k,Σ) ≥ inf
c1,c2
(
√
(a− c1 − c2)2Σ + c21σ2v1 + c22σ2v2)2+ + 1 (487)
s.t. (1− 2.5−1)c21(Σ + σ2v1) ≤ P˜1 (488)
where c2 can be chosen arbitrarily.
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Here, since we assumed P˜1 ≤ 1400a2 max(1, a2σv1), we have
(1− 2.5−1)c21(Σ + σ2v1) ≤ P˜1 ≤
1
400
a2 max(1, a2σ2v1) (489)
(⇒)c21(0.295 max(1, a2σ2v1) + σ2v1) ≤
1
400(1− 2.5−1)a
2 max(1, a2σ2v1) (490)
(⇒)c21 ≤
a2 max(1, a2σ2v1)
400(1− 2.5−1)(0.295 max(1, a2σ2v1) + σ2v1)
≤ a
2
400(1− 2.5−1) · 0.295 (491)
(⇒)|c1| ≤ 0.118846...|a| ≤ 0.119|a|. (492)
Therefore,
DL,2(P˜1, P˜2; k1, k,Σ) ≥ inf
c1,c2
(
√
(a− c1 − c2)20.295 max(1, a2σ2v1) + c21σ2v1 + c22σ2v2)2+ + 1 (493)
s.t. |c1| ≤ 0.119|a| (494)
≥ inf
c2
(a− 0.119a− c2)20.295 max(1, a2σ2v1) + c22σ2v2 + 1 (495)
(A)
≥ inf
c2
(a− 0.119a− c2)20.295σ2v2 + c22σ2v2 + 1 (496)
= inf
c˜2
(
√
(1− 0.119− c˜2)20.295 + c˜22)2a2σ2v2 + 1 (497)
(B)
= 0.176808...a2σ2v2 + 1 (498)
≥ 0.176a2σ2v2 + 1. (499)
(A): By the assumption max(1, a2σ2v1) ≥ σ2v2.
(B): By the numerical optimization of the quadratic function.
Proof of (a):
(i) When max(1, a2σ2v2) = a
2σ2v2
In Lemma 13, we will choose k1 in the same way as (c) and k arbitrarily large. As above, we can safely choose Σ =
0.295a2σ2v1. Applying the same arguments as (b), (c) to Lemma 13 gives
DL,2(P˜1, P˜2; k1, k,Σ) ≥ inf
c1,c2
(
√
a2(k−k1−1)((a− c1 − c2)2Σ + c21σ2v1 + c22σ2v2) (500)
−
√
a2(k−k1−2)(1− (2.5a−2)k−k1−1)
1− 2.5a−2
P˜1
(1− 2.5−1)2.5−1 (501)
−
√
a2(k−k1−2)(1− (2.5a−2)k−k1−1)
1− 2.5a−2
P˜2
(1− 2.5−1)2.5−1 )
2
+ + 1 (502)
s.t. (1− 2.5−1)c21(Σ + σ2v1) ≤ P˜1 (503)
(1− 2.5−1)c22(Σ + σ2v2) ≤ P˜2 (504)
≥ (
√
a2(k−k1−1)0.176a2σ2v2 (505)
−
√
a2(k−k1−2)(1− (2.5a−2)k−k1−1)
1− 2.5a−2
P˜1
(1− 2.5−1)2.5−1 (506)
−
√
a2(k−k1−2)(1− (2.5a−2)k−k1−1)
1− 2.5a−2
P˜2
(1− 2.5−1)2.5−1 )
2
+ + 1. (507)
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Moreover, we have
a2(k−k1−2)(1− (2.5a−2)k−k1−1)
1− 2.5a−2
P˜1
(1− 2.5−1)2.5−1 (508)
(A)
≤ a
2(k−k1−2)
1− 2.5−1
P˜1
(1− 2.5−1)2.5−1 (509)
(B)
≤ a
2(k−k1−2)
(1− 2.5−1)22.5−1
1
400
a2 max(1, a2σ2v1) (510)
≤ 0.01736111...a2(k−k1)σ2v2 (511)
≤ 0.0174a2(k−k1)σ2v2. (512)
(A): |a| ≥ 2.5.
(B): We assumed P˜1 ≤ 1400a2 max(1, a2σ2v1) = 1400a4σ2v1 ≤ a2σ2v2.
Likewise, we also have
a2(k−k1−2)(1− (2.5a−2)k−k1−1)
1− 2.5a−2
P˜2
(1− 2.5−1)2.5−1 (513)
≤ 0.0174a2(k−k1)σ2v2. (514)
Therefore, by plugging (512) and (514) into (507), we get
DL,2(P˜1, P˜2; k1, k,Σ) ≥ (
√
0.176−
√
0.0174−
√
0.0174)2+a
2(k−k1)σ2v2 + 1 (515)
≥ 0.02a2(k−k1)σ2v2 + 1. (516)
Since k can be chosen arbitrarily large and |a| > 1, limk→∞DL,2(P˜1, P˜2; k1, k,Σ) =∞.
(ii) When max(1, a2σ2v2) = 1
We will choose k arbitrarily large in (391) of Lemma 13. Here the assumptions P˜1 ≤ 1400a2 max(1, a2σ2v1) and P˜2 ≤
1
400a
2 max(1, a2σ2v2) reduce to P˜1 ≤ a
2
400 and P˜2 ≤ a
2
400 .
Therefore, by (391) of Lemma 13 and |a| ≥ 2.5, for all k we have
DL,4(P˜1, P˜2; k) ≥ (
√
a2(k−1) −
√
a2(k−2)
(1− 2.5−1)2
a2
400
−
√
a2(k−2)
(1− 2.5−1)2
a2
400
)2+ (517)
= (1−
√
1
400(1− 2.5−1)2 −
√
1
400(1− 2.5−1)2 )
2
+a
2(k−1) (518)
≥ 0.6a2(k−1) (519)
Since k can be chosen arbitrarily large, limk→∞DL,4(P˜1, P˜2; k) =∞.
B. Proof of Proposition 7
By Lemma 14, if there exists c ≥ 1 such that for all P˜1, P˜2 ≥ 0, DU (cP˜1, cP˜2) ≤ c ·DL(P˜1, P˜2), then for all q, r1, r2 ≥ 0
we have
minP1,P2≥0 qDU (P1, P2) + r1P1 + r2P2
min
P˜1,P˜2≥0 qDL(P˜1, P˜2) + r1P˜1 + r2P˜2
≤ c (520)
which finishes the proof. Therefore, we will only prove that such c exists.
(i) When P˜1 ≤ 1400a2 max(1, a2σ2v1) and P˜2 ≤ 1400a2 max(1, a2σ2v2)
Lower bound: By Corollary 1 (a),
DL(P˜1, P˜2) =∞ (521)
Therefore, we do not need the corresponding upper bound.
(ii) When P˜1 ≤ 1400a2 max(1, a2σ2v1) and P˜2 ≥ 1400a2 max(1, a2σ2v2)
Lower bound: By Corollary 1 (b),
DL(P˜1, P˜2) ≥ 0.176a2σ2v2 + 1. (522)
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Upper bound: By Lemma 15,
(DU (P1, P2), P1, P2) ≤ (a2σ2v2 + 1, 0, a4σ2v2 + a2σ2v2 + a2) (523)
≤ (a2σ2v2 + 1, 0, 3a2 max(1, a2σ2v2)). (524)
Ratio: Thus, c is upper bounded by
c ≤ max( 1
0.176
,
3
1
400
) = 1200. (525)
(iii) When P˜1 ≥ 1400a2 max(1, a2σ2v1)
Lower bound: By Corollary 1 (c),
DL(P˜1, P˜2) ≥ 0.295 max(1, a2σ2v1) (526)
Upper bound: By Lemma 15,
(DU (P1, P2), P1, P2) ≤ (a2σ2v1 + 1, a4σ2v1 + a2σ2v1 + a2, 0) (527)
≤ (2 max(1, a2σ2v1), 3a2 max(1, a2σ2v1), 0) (528)
Ratio: c is upper bounded by
c ≤ max( 2
0.295
,
3
1
400
) = 1200. (529)
Therefore, by (i), (ii), (iii), the lemma is true and c ≤ 1200.
C. Proof of Corollary 2
For simplicity, we will only prove for the case when max(1, a2σ2v1) = a
2σ2v1. To prove the case when max(1, a
2σ2v1) = 1, we
can simply repeat the following proofs with parameters k1 = 1 and Σ = 0.295. We will also abbreviate DL,1(P˜1, P˜2; k1, k2, k, σ′v2, α,Σ)
to DL,1(P˜1, P˜2).
Proof of (a):
Since a2σ2v1 ≥ 1, there exists k1 ≥ 2 such that
a2(k1−2) ≤ a2σ2v1 < a2(k1−1), (530)
and we will use such a k1 in Lemma 12.
Since the selection of k1 is the same as in the proof of Corollary 1 (c), by (486) we can select Σ = 0.295a2σ2v1 in Lemma 12.
Let’s further choose k2 = k = k1 + s+ 1, α = 1 and σv2 = σ′v2 in Lemma 12. Then, since (271), (272), (273) disappear,
DL,1 in Lemma 12 reduces to
DL,1(P˜1, P˜2) ≥ (
√
a2(k2−k1)Σ
22I′(P˜1)
−
√
a2(k2−k1−1)P˜1
(1− 2.5−1)2 )
2
+ + 1. (531)
We can bound I ′′(P˜1) as
I ′′(P˜1)
(A)
≤ 1
2
log(1 +
1
(k2 − k1 − 1)σ2v2
(
2a2(k2−2−k1)
1− 2.5−2 0.295a
2σ2v1 +
2a2(k2−3−k1)
1− 2.5−2
2.5 170
σ2v2
a2(s−1)
(1− 2.5−1)2 ))
k2−k1−1 (532)
=
1
2
log(1 +
1
(k2 − k1 − 1)σ2v2
(
2
1− 2.5−2 0.295a
2sσ2v1 +
2
1− 2.5−2
2.5 170
(1− 2.5−1)2 a
−2σ2v2))
k2−k1−1 (533)
(B)
≤ 1
2
log(1 +
1
k2 − k1 − 1(
2
1− 2.5−2 0.295 +
2
1− 2.5−2
1
70
1
2.5
(1− 2.5−1)2 ))
k2−k1−1 (534)
=
1
2
log(1 +
0.7401738...
k2 − k1 − 1 )
k2−k1−1 (535)
≤ 1
2
log(1 +
0.7402
k2 − k1 − 1)
k2−k1−1 (536)
≤ 1
2
log(e0.7402). (537)
(A): Assumptions P˜1 ≤ σ
2
v2
70a2(s−1) and |a| ≥ 2.5.
(B): Assumptions a2sσ2v1 ≤ σ2v2 and |a| ≥ 2.5.
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Likewise, I ′(P˜1) is upper bounded as
I ′(P˜1) ≤ 1
2
log(e0.7402) +
1
2
log(1 +
1
σ2v2
(2a2(k2−1−k1)Σ + 2
a2(k2−2−k1)P˜1
(1− 2.5a−2)(1− 2.5−1) )) (538)
(A)
≤ 1
2
log(e0.7402) +
1
2
log(1 +
1
σ2v2
(2a2s0.295a2σ2v1 + 2
a2(s−1) 170
σ2v2
a2(s−1)
(1− 2.5−1)2 )) (539)
=
1
2
log(e0.7402) +
1
2
log(
1
σ2v2
(σ2v2 + 2× 0.295a2(s+1)σ2v1 +
1
35(1− 2.5−1)2σ
2
v2)) (540)
(B)
≤ 1
2
log(e0.7402) +
1
2
log(
1
σ2v2
(a2(s+1)σ2v1 + 2× 0.295a2(s+1)σ2v1 +
1
35(1− 2.5−1)2 a
2(s+1)σ2v1)) (541)
=
1
2
log(e0.7402) +
1
2
log(
a2(s+1)σ2v1
σ2v2
(1 + 2× 0.295 + 1
35(1− 2.5−1)2 )) (542)
=
1
2
log(e0.7402) +
1
2
log(
a2(s+1)σ2v1
σ2v2
1.669365...) (543)
≤ 1
2
log(e0.7402) +
1
2
log(
a2(s+1)σ2v1
σ2v2
1.6694). (544)
(A): Assumptions P˜1 ≤ σ
2
v2
70a2(s−1) and |a| ≥ 2.5.
(B): Assumption σ2v2 ≤ a2(s+1)σ2v1.
Moreover, since P˜1 ≤ σ
2
v2
70a2(s−1) , we have
a2(k2−k1−1)P˜1
(1− 2.5−1)2 ≤
a2s
(1− 2.5−1)2
σ2v2
70a2(s−1)
≤ a
2σ2v2
(1− 2.5−1)270 . (545)
Therefore, by plugging (544) and (545) into (531), we have
DL,1(P˜1, P˜2) ≥ (
√√√√ a2(s+1)0.295a2σ2v1
e0.7402
a2(s+1)σ2v1
σ2v2
1.6694
−
√
a2σ2v2
(1− 2.5−1)270)
2
+ + 1 (546)
≥ 0.008a2σ2v2 + 1. (547)
Proof of (b):
We choose k1,Σ, k2, α, σv2 of Lemma 12 in the same way as the proof of (a) except k. Then, we will increase k arbitrarily
large. Then, Lemma 12 reduces to
DL,1(P˜1, P˜2) ≥ (
√
a2(k−k1)Σ
22I′(P˜1)
−
√
a2(k−k1−1)P˜1
(1− 2.5−1)2 −
√
a2(k−k2−1)2.5k2−k1 P˜1
(1− 2.5−1)2 −
√
a2(k−k2−1)P˜2
(1− 2.5−1)2 )
2
+ + 1. (548)
Since the relevant parameters are the same, (544) and (545) in the proof of (a) still hold. Since |a| ≥ 2.5 and P˜2 ≤ a
4σ2v2
28000 ,
we also have
a2(k−k2−1)2.5k2−k1 P˜1
(1− 2.5−1)2 (549)
= (
2.5
a2
)k2−k1
a2(k−k1−1)P˜1
(1− 2.5−1)2 (550)
≤ ( 1
2.5
)2
a2(k−k1−1)P˜1
(1− 2.5−1)2 (551)
and
a2(k−k2−1)P˜2
(1− 2.5−1)2 ≤
a2(k−k2−1)
(1− 2.5−1)2
a4σ2v2
28000
. (552)
Therefore, by plugging (544), (545), (551), (552) into (548), we have
DL,1(P˜1, P˜2) ≥ (
√√√√ a2(s+1)0.295a2σ2v1
e0.7402
a2(s+1)σ2v1
σ2v2
1.6694
− (1 + 1
2.5
)
√
a2σ2v2
(1− 2.5−1)270 −
√
a2σ2v2
(1− 2.5−1)228000)
2
+a
2(k−k2) + 1 (553)
≥ 10−6a2(k−k2+1)σ2v2 + 1. (554)
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Since k can be chosen arbitrarily large, limk→∞DL,1(P˜1, P˜2) =∞.
Proof of (c):
We choose k, k1, k2, Σ of Lemma 12 in the same way as the proof of (a), i.e. Σ = 0.295a2σ2v1 and k2 = k = k1 + s+ 1.
We put the remaining parameters α and σ′v2 as α =
1
2 , σ
′2
v2 = 100a
2(s−1)P˜1. Then, Lemma 12 reduces to
DL,1(P˜1, P˜2) ≥ 1
2
D′ +
1
2
D′′ + 1 (555)
where
D′ = (
√
c
a2(k2−k1)Σ
22I′(P˜1)
−
√
c
a2(k2−k1−1)P˜1
(1− 2.5−1)2 )
2
+ (556)
D′′ = (
√
a2(k2−k1−1)Σ
22I′′(P˜1)
−
√
a2(k2−k1−2)2.5P˜1
(1− 2.5−1)2 )
2
+. (557)
Here, I ′′(P˜1) is upper bounded as:
I ′′(P˜1) =
1
2
log(1 +
1
(k2 − k1 − 1)σ2v2
(
2a2(k2−2−k1)
1− a−2 Σ +
2a2(k2−3−k1)
1− a−2
2.5P˜1
(1− 2.5a−2)(1− 2.5−1) ))
k2−k1−1 (558)
(A)
≤ 1
2
log(1 +
1
(k2 − k1 − 1)σ2v2
(
2a2(k2−2−k1)
1− 2.5−2 0.295a
2σ2v1 +
2a2(k2−3−k1)
1− 2.5−2
2.5 120000a
4σ2v1
(1− 2.5−1)2 ))
k2−k1−1 (559)
=
1
2
log(1 +
1
(k2 − k1 − 1)σ2v2
(
2
1− 2.5−2 0.295 +
2
1− 2.5−2
2.5 120000
(1− 2.5−1)2 )a
2sσ2v1)
k2−k1−1 (560)
(B)
≤ 1
2
log(1 +
1
k2 − k1 − 1(
2
1− 2.5−2 0.295 +
2
1− 2.5−2
2.5 120000
(1− 2.5−1)2 ))
k2−k1−1 (561)
=
1
2
log(1 +
1
k2 − k1 − 10.703207...)
k2−k1−1 (562)
≤ 1
2
log(1 +
1
k2 − k1 − 10.7033)
k2−k1−1 (563)
≤ 1
2
log(e0.7033). (564)
(A): P˜1 ≤ 120000a4σ2v1 and |a| ≥ 2.5.
(B): a2sσ2v1 ≤ σ2v2.
Likewise, I ′(P˜1) is upper bounded as:
I ′(P˜1) ≤ 1
2
log(1 +
1
σ′2v2
(2a2(k2−1−k1)Σ + 2
a2(k2−2−k1)P˜1
(1− 2.5a−2)(1− 2.5−1) )) +
1
2
log(e0.7033) +
1
2
log(
2pie
4
) (565)
≤ 1
2
log(1 +
1
σ′2v2
(2a2sΣ + 2
a2(s−1)P˜1
(1− 2.5−1)2 )) +
1
2
log(e0.7033) +
1
2
log(
2pie
4
) (566)
=
1
2
log(1 +
1
σ′2v2
(2a2s(0.295a2σ2v1) + 2
a2(s−1)P˜1
(1− 2.5−1)2 )) +
1
2
log(e0.7033) +
1
2
log(
2pie
4
) (567)
=
1
2
log(
1
100a2(s−1)P˜1
(100a2(s−1)P˜1 + 2 · 0.295a2(s+1)σ2v1 + 2
a2(s−1)P˜1
(1− 2.5−1)2 )) +
1
2
log(e0.7033) +
1
2
log(
2pie
4
) (568)
(A)
≤ 1
2
log(
1
100a2(s−1)P˜1
(
100a2(s+1)σ2v1
20000
+ 2 · 0.295a2(s+1)σ2v1 + 2
a2(s+1)σ2v1
20000(1− 2.5−1)2 )) +
1
2
log(e0.7033) +
1
2
log(
2pie
4
)
(569)
=
1
2
log(
1
100
(0.595277...)
a2(s+1)σ2v1
a2(s−1)P˜1
) +
1
2
log(e0.7033) +
1
2
log(
2pie
4
) (570)
≤ 1
2
log(
1
100
(0.5953)
a2(s+1)σ2v1
a2(s−1)P˜1
) +
1
2
log(e0.7033) +
1
2
log(
2pie
4
). (571)
(A): Assumption P˜1 ≤ a
4σ2v1
20000 .
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Therefore, by plugging (571) into (556), we get the following lower bound on D′:
D′ ≥ c(
√√√√ 0.295a2(s+2)σ2v1
e0.7033 2pie4
1
1000.5953
a2(s+1)σ2v1
a2(s−1)P˜1
−
√
a2sP˜1
(1− 2.5−1)2 )
2
+ (572)
= c(
√
0.295
e0.7033 2pie4
1
1000.5953
−
√
1
(1− 2.5−1)2 )
2
+a
2sP˜1 (573)
= 0.532969...ca2sP˜1 (574)
≥ 0.5329ca2sP˜1 (575)
= 0.5329
2 · 10as−1
√
P˜1√
2piσv2
exp(−100a
2(s−1)P˜1
2σ2v2
)a2sP˜1 (576)
(A)
≥ 0.5329 2 · 10√
2pi
√
70
exp(−100a
2(s−1)P˜1
2σ2v2
)a2sP˜1 (577)
= 0.508202...a2sP˜1 exp(−50a
2(s−1)P˜1
σ2v2
) (578)
≥ 0.5082a2sP˜1 exp(−50a
2(s−1)P˜1
σ2v2
). (579)
(A): Assumption P˜1 ≥ σ
2
v2
70a2(s−1) .
Since P˜1 ≤ a
4σ2v1
20000 , we also have
a2(k2−k1−2)2.5P˜1
(1− 2.5−1)2 (580)
≤ a
2(s−1)2.5a
4σ2v1
20000
(1− 2.5−1)2 (581)
=
2.5a2(s+1)σ2v1
20000(1− 2.5−1)2 (582)
Therefore, by plugging (564) and (582) into (557), D′′ is lower bounded as:
D′′ ≥ (
√
0.295a2(s+1)σ2v1
e0.7033
−
√
2.5a2(s+1)σ2v1
20000(1− 2.5−1)2 )
2
+ (583)
= 0.132117...a2(s+1)σ2v1 (584)
≥ 0.1321a2(s+1)σ2v1 (585)
Finally, DL,1(P˜1, P˜2) is lower bounded as:
DL,1(P˜1, P˜2) ≥ 0.2541a2sP˜1 exp(−50a
2(s−1)P˜1
σ2v2
) + 0.066a2(s+1)σ2v1 + 1 (586)
Proof of (d):
We choose k1, k2,Σ, α, σ′v2 of Lemma 12 in the same way as the proof of (c) except k. k will be chosen arbitrarily large.
Lemma 12 reduces to
DL,1(P˜1, P˜2) ≥ 1
2
a2(k−k2)D′ +
1
2
a2(k−k2)D′′ + 1 (587)
where
D′ = (
√
c
a2(k2−k1)Σ
22I′(P˜1)
−
√
c
a2(k2−k1−1)P˜1
(1− 2.5−1)2 −
√
a−22.5k2−k1 P˜1
(1− 2.5−1)2 −
√
a−2P˜2
(1− 2.5−1)2 )
2
+ (588)
D′′ = (
√
a2(k2−k1−1)Σ
22I′′(P˜1)
−
√
a2(k2−k1−2)2.5P˜1
(1− 2.5−1)2 −
√
a−2P˜2
(1− 2.5−1)2 )
2
+. (589)
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Denote P ′ :=
√
a−22.5k2−k1 P˜1
(1−2.5−1)2 +
√
a−2P˜2
(1−2.5−1)2 . Then, following the same steps of the proof of (c), we can lower bound D
′
and D′′ as follows:
D′ ≥ (
√
0.5082a2sP˜1 exp(−50a
2(s−1)P˜1
σ2v2
)−
√
P ′)2+ (590)
D′′ ≥ (
√
0.1321a2(s+1)σ2v1 −
√
a−2P˜2
(1− 2.5−1)2 )
2
+ (591)
≥ (
√
0.1321a2(s+1)σ2v1 −
√
P ′)2+ (592)
Here, we have
a−22.5k2−k1 P˜1
(1− 2.5−1)2 (593)
≤ a
−2|a|s+1P˜1
(1− 2.5−1)2 (∵ |a| ≥ 2.5) (594)
≤ a
−2a2sP˜1
(1− 2.5−1)2 (∵ s ≥ 1) (595)
≤ a
2s max(1, a2σ2v1)
20000(1− 2.5−1)2 (∵ P˜1 ≤
max(a2, a4σ2v1)
20000
) (596)
Thus,
P ′
(A)
≤
√
2(
a−22.5k2−k1 P˜1
(1− 2.5−1)2 +
a−2P˜2
(1− 2.5−1)2 ) (597)
(B)
≤
√
a2s max(1, a2σ2v1)
10000(1− 2.5−1)2 +
2
(1− 2.5−1)2 (0.0457a
2sP˜1 exp(−50a
2(s−1)P˜1
σ2v2
) + 0.0113a2s max(1, a2σ2v1)) (598)
≤
√
0.253889a2sP˜1 exp(−50a
2(s−1)P˜1
σ2v2
) + 0.0625a2s max(1, a2σ2v1) (599)
(A): Cauchy-Schwarz inequaility
(B): Assumptions on P˜1 and P˜2
By comparing (599) with (590) and (592), we can conclude that either D′ or D′′ has to be greater than 0. Moreover, since
we can choose k arbitrarily large in (587), limk→∞DL,1(P˜1, P˜2) =∞.
Proof of (e):
The same as (a) of Corollary 1.
D. Proof of Corollary 3
For simplicity, we will only prove the case when a ≥ 2.5. The proof for a ≤ −2.5 easily follows by replacing a with |a|.
We will evaluate Lemma 7 with the parameters w1 = a
sd
6 and d =
√
320000P
a2 . Then, we can easily see that (d,w1) ∈ SU,1.
Furthermore, a
sd
σv2
≥ 13 since
asd
σv2
=
as−1
√
320000P
σv2
(600)
≥ a
s−1
σv2
√
4 · 80000 σ
2
v2
70a2(s−1)
(∵ P ≥ σ
2
v2
70a2(s−1)
) (601)
=
√
4 · 80000
70
≥ 13. (602)
Then, we will upper bound DU,1(d,w1). First, let’s bound the second term of DU,1(d,w1) in (83). The second term is upper
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bounded as ∑
1≤i≤∞
4a2(iasd+
as−1d aa−1 + w1
2
)2Q(
(2i− 1)asd− (as−1d aa−1 + w1)
2σv2
) (603)
= 4a2(asd+
as−1d aa−1 + w1
2
)2Q(
asd− (as−1d aa−1 + w1)
2σv2
) (604)
+ 4a2(2asd+
as−1d aa−1 + w1
2
)2Q(
3asd− (as−1d aa−1 + w1)
2σv2
) + · · · (605)
= 4a2(asd+
as−1d aa−1 +
asd
6
2
)2Q(
asd− (as−1d aa−1 + a
sd
6 )
2σv2
) (606)
+ 4a2(2asd+
as−1d aa−1 +
asd
6
2
)2Q(
3asd− (as−1d aa−1 + a
sd
6 )
2σv2
) + · · · (607)
≤ 4a2(asd+ 1
2(2.5− 1)a
sd+
1
12
asd)2Q(
1
2σv2
(1− 1
2.5− 1 −
1
6
)asd) (608)
+ 4a2(2asd+
1
2(2.5− 1)a
sd+
1
12
asd)2Q(
1
2σv2
(3− 1
2.5− 1 −
1
6
)asd) + · · · (609)
= 4a2(asd)2(1 +
5
12
)2Q(
1
2σv2
(1− 5
6
)asd) (610)
+ 4a2(asd)2(2 +
5
12
)2Q(
1
2σv2
(3− 5
6
)asd) + · · · (611)
Denote k := a
sd
σv2
. Since we already know k ≥ 13, for all n ≥ 1 we have
(n+ 512 )
2Q( 12σv2 (2n− 1− 56 )asd)
(n+ 1 + 512 )
2Q( 12σv2 (2n+ 1− 56 )asd)
(612)
≥
(n+ 512 )
2( 11
2σv2
(2n−1− 56 )asd
− 1
( 12σv2
(2n−1− 56 )asd)3
) exp(− (
1
2σv2
(2n−1− 56 )asd)2
2 )
(n+ 1 + 512 )
2( 11
2σv2
(2n+1− 56 )asd
) exp(− (
1
2σv2
(2n+1− 56 )asd)2
2 )
(∵ Lemma 5) (613)
=
(n+ 512 )
2( 11
2 (2n−1− 56 )k
− 1
( 12 (2n−1− 56 )k)3
) exp(− ( 12 (2n−1− 56 )k)22 )
(n+ 1 + 512 )
2( 11
2 (2n+1− 56 )k
) exp(− ( 12 (2n+1− 56 )k)22 )
(614)
≥ (1 +
5
12
2 + 512
)2
( 11
2 (2n−1− 56 )k
− 1
( 12 (2n−1− 56 )k)3
)
( 11
2 (2n+1− 56 )k
)
exp(− ( 112k)22 )
exp(− ( 1312k)22 )
(∵ n ≥ 1) (615)
≥ (1 +
5
12
2 + 512
)2 exp(
7
12
k2)(
1
2 (2n+ 1− 56 )
1
2 (2n− 1− 56 )
−
1
2 (2n+ 1− 56 )
( 12 (2n− 1− 56 ))3132
) (∵ k ≥ 13) (616)
(A)
≥ (1 +
5
12
2 + 512
)2 exp(
7
12
k2)0.99 (617)
≥ 1042 (∵ k ≥ 13) (618)
(A): When n = 1, we can check the inequality by computation. When n ≥ 2, we have
1
2 (2n+ 1− 56 )
1
2 (2n− 1− 56 )
−
1
2 (2n+ 1− 56 )
( 12 (2n− 1− 56 ))3132
(619)
≥ 1−
1
2 (4 + 1− 56 )
( 12 (4− 1− 56 ))3132
≥ 0.99. (620)
Thus, the terms in (611) decrease faster than a geometric sequence with ratio 10−42 and thus can be upper bounded as
(611) ≤ 4a2(asd)2(1 + 5
12
)2Q(
1
2σv2
(1− 5
6
)asd)
1
1− 10−42 . (621)
The third term of DU,1(d,w1) in (83) can also be bounded similarly. We have
(asd+ a
sd
2 )
2 1
2
(2asd+ a
sd
2 )
2Q(a
sd
σv2
)
≥ (1 +
1
2 )
2
(2 + 12 )
22Q(13)
(∵ a
sd
σv2
≥ 13) (622)
≥ 1037 (623)
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and for n ≥ 2
(n+ 12 )
2Q( (n−1)adσv2 )
((n+ 1) + 12 )
2Q(nadσv2 )
(624)
≥
(n+ 12 )
2( 1(n−1)ad
σv2
− 1
(
(n−1)ad
σv2
)3
) exp(− (
(n−1)ad
σv2
)2
2 )
((n+ 1) + 12 )
2( 1nad
σv2
) exp(− (
nad
σv2
)2
2 )
(∵ Lemma 5) (625)
= exp(
2n− 1
2
k2)
(n+ 12 )
2( 1(n−1)k − 1(n−1)3k3 )
((n+ 1) + 12 )
2( 1nk )
(626)
≥ exp(3
2
132)
(2 + 12 )
2
(3 + 12 )
2
(
n
n− 1 −
n
(n− 1)3132 ) (∵ n ≥ 2, k ≥ 13) (627)
(A)
≥ exp(3
2
132)
(2 + 12 )
2
(3 + 12 )
2
0.98 (628)
≥ 10109. (629)
(A): Since n ≥ 2, we have
n
n− 1 −
n
(n− 1)3132 ≥ 1−
2
(2− 1)3132 ≥ 0.98. (630)
Therefore, the third term of DU,1(d,w1) in (83) is upper bounded by
4a2Q(
asd
6
2
√
a2(s−1) a2a2−1 + a
2sσ2v1
)(asd+
asd
2
)2
1
1− 10−37 . (631)
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By plugging (621) and (631) into (83), we can bound DU,1(d,w1) of Lemma 7 as follows.
DU,1(d,w1) ≤ 2a2s(2(d
2
)2(
1
1− 1a
)2 + 2(
1
1− 1a2
) + 2a2σ2v1) (632)
+ 4a2(asd)2(1 +
5
12
)2Q(
1
2σv2
(1− 5
6
)asd)
1
1− 10−42 (633)
+ 4a2Q(
asd
6
2
√
a2(s−1) a2a2−1 + a
2sσ2v1
)(asd+
asd
2
)2
1
1− 10−37 (634)
+ 2(a2(
d
2
)2) + 1 (635)
(A)
≤ 2a2s(2(d
2
)2(
5
3
)2 +
50
21
+ 2a2σ2v1) (636)
+ 4a2(asd)2(
17
12
)2Q(
asd
12σv2
)
1
1− 10−42 (637)
+ 4a2Q(
asd
6
2
√
a2(s−1) 2521 + a
2sσ2v1
)(asd+
asd
2
)2
1
1− 10−37 (638)
+ 2(a2(
d
2
)2) + 1 (639)
(B)
≤ 2a2s(2(d
2
)2(
5
3
)2 +
50
21
+ 2a2σ2v1) (640)
+ 4a2(asd)2(
17
12
)2Q(
asd
12σv2
)
1
1− 10−42 (641)
+ 4a2(asd+
asd
2
)2Q(
asd
12
√
46
21σv2
)
1
1− 10−37 (642)
+ 2(a2(
d
2
)2) + 1 (643)
≤ 2a2s(2(d
2
)2(
5
3
)2 +
50
21
+ 2a2σ2v1) (644)
+ 4a2(asd)2(
17
12
)2Q(
asd
12
√
46
21σv2
)
1
1− 10−42 (645)
+ 4a2(asd+
asd
2
)2Q(
asd
12
√
46
21σv2
)
1
1− 10−37 (646)
+ 2(a2(
d
2
)2) + 1 (647)
= 1 +
100
21
a2s +
25
9
a2sd2 +
a2d2
2
+ 4a2(s+1)σ2v1 (648)
+ (4(
17
12
)2
1
1− 10−42 + 9
1
1− 10−37 )a
2(s+1)d2Q(
asd
12
√
46
21σv2
) (649)
≤ 1 + 100
21
a2s +
25
9
a2sd2 +
a2d2
2
+ 4a2(s+1)σ2v1 + 17.03a
2(s+1)d2Q(
asd
12
√
46
21σv2
) (650)
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= 1 +
100
21
a2s +
25
9
4 · 80000a2(s−1)P + 2 · 80000P + 4a2(s+1)σ2v1 + 17.03 · 4 · 80000a2sP ·Q(
as−1
√
4 · 80000P
12
√
46
21σv2
) (651)
(C)
≤ 1 + 100
21
a2s +
25
9
16a2(s−1) max(a2, a4σ2v1) + 8 max(a
2, a4σ2v1) + 4a
2(s+1)σ2v1 (652)
+ 17.03 · 4 · 80000a2sP 1√
2pi a
s−1√4·80000P
12
√
46
21σv2
exp(−1
2
a2(s−1)4 · 80000P
144 · 4621σ2v2
) (653)
= 1 +
100
21
a2s +
25
9
16a2(s−1) max(a2, a4σ2v1) + 8 max(a
2, a4σ2v1) + 4a
2(s+1)σ2v1 (654)
+ 17.03 · 4 · 80000
√
70√
2pi
√
4·80000
12
√
46
21
exp(−(1
2
4 · 80000
144 · 4621
− 50)a
2(s−1)P
σ2v2
)a2sP exp(−50a
2(s−1)P
σ2v2
) (655)
(D)
≤ 1 + 100
21
a2s +
25
9
16a2(s−1) max(a2, a4σ2v1) + 8 max(a
2, a4σ2v1) + 4a
2(s+1)σ2v1 (656)
+ 17.03 · 4 · 80000
√
70√
2pi
√
4·80000
12
√
46
21
exp(−(1
2
4 · 80000
144 · 4621
− 50) 1
70
)a2sP exp(−50a
2(s−1)P
σ2v2
) (657)
≤ 1 + 100
21
a2s +
25
9
16a2(s−1) max(a2, a4σ2v1) + 8 max(a
2, a4σ2v1) + 4a
2(s+1)σ2v1 (658)
+ 831.473...a2sP exp(−50a
2(s−1)P
σ2v2
) (659)
≤ 1 + (100
21
+
25
9
16 + 8 + 4)a2s max(1, a2σ2v1) + 831.473...a
2sP exp(−50a
2(s−1)P
σ2v2
) (660)
≤ 1 + 61.206...a2s max(1, a2σ2v1) + 831.473...a2sP exp(−
50a2(s−1)P
σ2v2
) (661)
≤ 1 + 62a2s max(1, a2σ2v1) + 832a2sP exp(−
50a2(s−1)P
σ2v2
) (662)
≤ 832a2sP exp(−50a
2(s−1)P
σ2v2
) + 63a2s max(1, a2σ2v1) (663)
(A): a ≥ 2.5.
(B): From the assumption a2(s−1) max(1, a2σ2v1) ≤ σ2v2 ≤ a2s max(1, a2σ2v1), we have
a2(s−1)
25
21
+ a2sσ2v1 ≤
46
21
max(a2(s−1), a2sσ2v1) ≤
46
21
σ2v2. (664)
(C): P ≤ max(a2,a4σ2v1)20000 and Lemma 5.
(D): P ≥ σ2v2
70a2(s−1) .
This justifies the upper bound on DU (P1, P2). By the definition of d and Lemma 7, P1 is upper bounded by 80000P . P2
of Lemma 7 can be upper bounded as
P2 ≤ 8a2DU,1(d,w1) + 7
2
a2(s+1)d2 + 4a2σ2v2 (665)
= 8a2DU,1(d,w1) +
7
2
4 · 80000a2sP + 4a2σ2v2 (666)
≤ 8a2(832a2sP exp(−50a
2(s−1)P
σ2v2
) + 63a2s max(1, a2σ2v1)) (667)
+
7
2
4 · 4a2s max(a2, a4σ2v1) + 4a2a2s max(1, a2σ2v1) (668)
= 8a2(832a2sP exp(−50a
2(s−1)P
σ2v2
) + 70.5a2s max(1, a2σ2v1)) (669)
= 6656a2(s+1)P exp(−50a
2(s−1)P
σ2v2
) + 564a2(s+1) max(1, a2σ2v1). (670)
where the inequality comes from the assumptions P ≤ max(a2,a4σ2v1)20000 and σ2v2 ≤ a2s max(1, a2σ2v1). This finishes the proof.
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E. Proof of Proposition 8
As the proof of Proposition 7, by Lemma 14 it is enough to show that there exists c ≥ 1 such that DU (cP˜1, cP˜2) ≤
c ·DL(P˜1, P˜2).
(i) When P˜1 ≤ σ
2
v2
70a2(s−1) and P˜2 ≤
a4σ2v2
28000
Lower bound: By Corollary 2 (b)
DL(P˜1, P˜2) =∞. (671)
Therefore, we do not need the corresponding upper bound.
(ii) When P˜1 ≤ σ
2
v2
70a2(s−1) and P˜2 ≥
a4σ2v2
28000
Lower bound: By Corollary 2 (a)
DL(P˜1, P˜2) ≥ 0.008a2σ2v2 + 1. (672)
Upper bound: By Lemma 15
(DU (P1, P2), P1, P2) ≤ (a2σ2v2 + 1, 0, a4σ2v2 + a2σ2v2 + a2) (673)
≤ (a2σ2v2 + 1, 0, a4σ2v2 + a2σ2v2 + a2σ2v2) (674)
≤ (a2σ2v2 + 1, 0, (1 +
2
2.52
)a4σ2v2) (675)
≤ (a2σ2v2 + 1, 0, 1.32a4σ2v2). (676)
Ratio: Thus, c is upper bounded by
c ≤ max( 1
0.008
,
1.32
1
28000
). (677)
(iii) When σ
2
v2
70a2(s−1) ≤ P˜1 ≤ 120000 max(a2, a4σ2v1) and P˜2 ≤ 0.0457a2(s+1)P˜1 exp(− 50a
2(s−1)P˜1
σ2v2
)+0.0113a2(s+1) max(1, a2σ2v1)
Lower bound: By Corollary 2 (d)
DL(P˜1, P˜2) =∞ (678)
Therefore, we do not need the corresponding upper bound.
(iv) When σ
2
v2
70a2(s−1) ≤ P˜1 ≤ 120000 max(a2, a4σ2v1) and P˜2 ≥ 0.0457a2(s+1)P˜1 exp(− 50a
2(s−1)P˜1
σ2v2
)+0.0113a2(s+1) max(1, a2σ2v1)
Lower bound: By Corollary 2 (c)
DL(P˜1, P˜2) ≥ 0.2541a2sP˜1 exp(−50a
2(s−1)P˜1
σ2v2
) + 0.066a2s max(1, a2σ2v1) + 1 (679)
Upper bound: By Corollary 3
(DU (P1, P2), P1, P2) ≤(63a2s max(1, a2σ2v1) + 832a2sP˜1 exp(−
50a2(s−1)P˜1
σ2v2
), 80000P˜1 (680)
, 6656a2(s+1)P˜1 exp(−50a
2(s−1)P˜1
σ2v2
) + 564a2(s+1) max(1, a2σ2v1)) (681)
Ratio: c is upper bounded by
c ≤ max( 832
0.2541
,
63
0.066
, 80000,
6656
0.0457
,
564
0.0113
) (682)
(v) When P˜1 ≥ 120000 max(a2, a4σ2v1)
Lower bound: By Corollary 2 (e)
DL(P˜1, P˜2) ≥ 0.295 ·max(1, a2σ2v1) (683)
Upper bound: By Lemma 15
(DU (P1, P2), P1, P2) ≤ (a2σ2v1 + 1, a4σ2v1 + a2σ2v1 + a2, 0) (684)
≤ (a2σ2v1 + 1, 2a4σ2v1 + a2, 0) (685)
≤ (2 max(1, a2σ2v1), 3 max(a2, a4σ2v1), 0) (686)
Ratio: c is upper bounded by
c ≤ max( 2
0.295
,
3
1
20000
) (687)
Therefore, by (i), (ii), (iii), (iv), (v), the lemma is true and c ≤ 1.5× 105.
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F. Proof of Proposition 4
Since a goes to infinity, let a ≥ 10000. We will first show the best linear strategy performance is Θ(a3).
• The best linear strategy performance is Θ(a3): Following the same steps in the proof of Lemma 8, we can lower bound
the average cost as follows:
inf
u1,u2∈L′lin
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n]] (688)
= inf
u1,u2∈L′lin
1
N
((
1
2
r1E[u21[1]] +
1
2
r1E[u21[2]] + qE[x2[3]]) + (
1
2
r1E[u21[2]] +
1
2
r1E[u21[3]] + qE[x2[4]]) + · · · (689)
+ (
1
2
r1E[u21[N − 3]] +
1
2
r1E[u21[N − 2]] + qE[x2[N − 1]])) (690)
≥ N − 3
N
inf
u1,u2∈L′lin
(
1
2
r1E[u21[1]] +
1
2
r1E[u21[2]] + qE[x2[3]]) (691)
=
N − 3
N
inf
u1,u2∈L′lin
(
1
2
aE[u21[1]] +
1
2
aE[u21[2]] + E[x2[3]]). (692)
In the similar way of Proposition 6, we can further justify that setting w[1] = 0, w[2] = 0 only decrease the quadratic cost.
Then, at time 1 we have
x[1] = w[0] (693)
y1[1] = w[0] (694)
y2[1] = w[0] + v2[1] (695)
Let
u1[1] = k11w[0] (696)
u2[1] = k21(w[0] + v2[1]) (697)
At time 2 we have
x[2] = ax[1] + u1[1] + u2[1] (698)
= aw[0] + k11w[0] + k21(w[0] + v2[1]) (699)
y1[1] = aw[0] + k11w[0] + k21(w[0] + v2[1]) (700)
y2[1] = aw[0] + k11w[0] + k21(w[0] + v2[1]) + v2[2] (701)
Therefore, we can put
u1[2] = k12w[0] + k13v2[1] (702)
u2[3] = k22(w[0] + v2[1]) + k23(aw[0] + k11w[0] + v2[2]) (703)
At time 3 we have
x[3] = ax[2] + u1[2] + u2[2] (704)
= a2w[0] + ak11w[0] + ak21(w[0] + v2[1]) + k12w[0] + k13v2[1] (705)
+ k22(w[0] + v2[1]) + k23(aw[0] + k11w[0] + v2[2]) (706)
= (a2 + ak11 + k12)w[0] + k13v2[1] + (ak21 + k22)(w[0] + v2[1]) + k23(aw[0] + k11w[0] + v2[2]) (707)
= (a2 + ak11 + k12 − k13)w[0] + (ak21 + k22 + k13)(w[0] + v2[1]) + k23(aw[0] + k11w[0] + v2[2]) (708)
Therefore,
E[x2[3]] ≥ (a2 + ak11 + k12 − k13)2MMSE[w[0]|w[0] + v2[1], aw[0] + k11w[0] + v2[2]] (709)
(i) When E[u21[1]] + E[u21[2]] ≤ 116a2
The condition implies
E[(k11w[0])2] + E[(k12w[0] + k13v2[1])2] (710)
= k211 + k
2
12 + k
2
13a ≤
1
16
a2 (711)
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Thus,
|k11| ≤ 1
4
a (712)
|k12| ≤ 1
4
a (713)
|k13| ≤ 1
4
√
a (714)
Since a ≥ 10000 we have
a2 + ak11 + k12 − k13 ≥ a2 − a
2
4
− a
2
4
− a
2
4
=
a2
4
(715)
Moreover, we also have
MMSE[w[0]|w[0] + v2[1], aw[0] + k11w[0] + v2[2]] (716)
≥MMSE[w[0]|w[0] + v2[1], 5a
4
w[0] + v2[2]] (717)
≥MMSE[w[0]|5a
4
w[0] + v2[1],
5a
4
w[0] + v2[2]] (718)
= MMSE[w[0]|10a
4
w[0] + v2[1] + v2[2]] (719)
= 1− (
10a
4 )
2
( 10a4 )
2 + 2a
(720)
=
2a
( 10a4 )
2 + 2a
(721)
≥ 2
( 104 )
2 + 2
1
a
=
8
33a
(722)
Therefore, in this case,
inf
u1,u2∈L′lin
1
2
aE[u21[1]] +
1
2
aE[u21[2]] + E[x2[3]] ≥
1
16
· 8
33
a3 (723)
(ii) When E[u21[1]] + E[u21[2]] ≥ 116a2 In this case
inf
u1,u2∈L′lin
1
2
aE[u21[1]] +
1
2
aE[u21[2]] + E[x2[3]] ≥
1
32
a3 (724)
Therefore, by (i),(ii),
inf
u1,u2∈L′lin
1
2
aE[u21[1]] +
1
2
aE[u21[2]] + E[x2[3]] ≥
1
66
a3 (725)
• The optimal average cost is O(a2 log a): Now, we will show the average cost, O(a2 log a), is achievable by the nonlinear
1-stage signaling strategy. Let a ≥ 20000. Since max(1, a2σ2v1) ≤ σ2v2 ≤ a2 max(1, a2σ2v1) and a70 ≤ a log a25 ≤ 120000a2, we
can set s = 1 and P = a log a25 in Corollary 2. Then, by Corollary 2, the average cost is upper bounded as follows.
inf
u1,u2∈Lsig,1
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n]] (726)
≤ 832a2 a log a
25
exp(−50
a log a
25
a
) + 63a2 + a
80000a log a
25
(727)
≤ 832a log a
25
+ 63a2 +
80000
25
a2 log a (728)
≤ 3297a2 log a (729)
In short, by (725) the optimal linear strategy cost is lower bounded by Ω(a3) . By (729), the nonlinear 1-stage signaling
strategy can achieve O(a2 log a). Thus, their ratio diverges as a goes to infinity, which finishes the proof.
