additional information for understanding the mechanism of osteoporosis. The regulatory variants we predicted will provide novel targets for etiology research and treatment of osteoporosis.
Introduction
Osteoporosis is a common disease characterized by decreased bone mass and increased tendency of fragility fractures (Guo et al. 2010) . Bone mineral density (BMD), which is the most widely used predictor for osteoporosis, is highly heritable with heritability estimates between 0.5 and 0.85 (Ralston and Uitterlinden 2010) . Genome-wide association studies (GWASs) is an effective strategy to identify genetic variants for human complex diseases/traits. Using this strategy, hundreds of genetic variants have been identified to be associated with BMD (Estrada et al. 2012; Yang et al. 2008) . However, these susceptibility loci together can only explain a relatively small fraction of the estimated heritability for osteoporosis (Estrada et al. 2012) , leading many to question where the 'missing' heritability is. True association signals with modest genetic effect size may be missed due to the strict significance thresholds (Yang et al. 2010) of GWASs. In addition, epigenetic inheritance (Slatkin 2009) was not considered in GWASs, which is another possible cause of missing heritability. For better prevention, diagnosis and treatment of osteoporosis, it is necessary to detect the underlying genetic variants with new methods.
The vast majority of reported trait/disease-associated SNPs more than expected are located in non-coding regions (Hindorff et al. 2009 ) and many lay far away from the nearest protein-coding genes. Due to lack of functional verification, little is known about the mechanisms of non-coding genetic variants, besides simply being potential markers.
Actually, most of the GWASs SNPs harbor a rich array of regulatory elements that have diverse gene regulatory and other functions (ENCODE Project Consortium 2012) , which implies that these variants associated with disease may be important for gene regulation rather than biochemical function (Musunuru et al. 2010) . Using epigenomic analyses for promoters of known osteoporosis susceptibility genes, we have recently predicted candidate genes and identified BDNF as a new susceptibility gene for osteoporosis (Guo et al. 2016) , which reminds us that regulatory features data have the potential to predict disease-associated variants when integrating with GWASs. However, we only focused on promoter regions, which might neglect potentially meaningful regulatory information of other genomic regions. Integrating all SNPs and regulatory data produces a new set of challenges of excessive computational demands with the large number of SNPs and regulatory elements.
Machine learning is a subfield of computer science that gives computers the ability to process big data without being explicitly programmed (Samuel 1959) . Machine learning is also a powerful tool for interpreting large genomic data sets and it has been applied in numerous areas in genetics and genomics (Libbrecht and Noble 2015) . For example, it has been used to prioritize the noncoding variants with various genomic and epigenomic annotations (Ritchie et al. 2014) as well as measure of functional importance with an unsupervised approach (Ionita-Laza et al. 2016) . Recent studies used support vector machine (Kircher et al. 2014 ) and a deep learning-based algorithmic framework (Zhou and Troyanskaya 2015) to interpret genetic variation with genomic annotations, estimating the relative pathogenicity of human genetic variants. However, these studies did not specify a particular disease, it reminds us that machine learning has the potential to acquire the characteristics of osteoporosis-associated SNPs with regulatory information.
In this study, we integrated GWASs data and regulatory features with machine learning methods for predicting osteoporosis-associated variants. We hypothesized that an optimal algorithm could predict susceptibility SNPs with disease specific regulatory elements. To achieve this goal, we first annotated positive and negative SNP sets with all available regulatory elements. Next, we trained multiple predictors with annotated information and gained the optimal classifier according to the performance of models. At last, we predicted genome-wide SNPs with the optimal classifier and validated the predicted positive SNPs in available GWASs datasets. Our results demonstrate that regulatory elements are effective to depict the regularities of genetic distribution of disease-related variants and be the predictor of osteoporosis-associated variants, which can improve the power of detecting associations and provide valuable insights into genetic architecture of osteoporosis.
Results

Acquisition of osteoporosis-associated labeled SNPs set
We obtained a total of 172 osteoporosis-associated index SNPs in white populations (Online Resource Table S1 ) from the GWAS Catalog, PheGenI database and two GWASs reported recently. We used a highly stringent LD threshold of r 2 = 1 to supplement the positive SNPs set, and the total number of the positive SNPs set was extended to 1898. We found only 1.37% labeled positive SNPs mapped to coding exon (Online Resource Fig S1a) . Most of SNPs located in non-coding regions, of which 63.91% mapped to intron, 17.91% mapped to intergenic region, 14.91% mapped to non-coding RNA, 1.05% mapped to UTR, 0.42% mapped to upstream and 0.42% mapped to downstream (Online Resource Fig S1a) . To build a binary supervised classification, we selected negative SNPs set using 20 negative SNPs per positive SNP as shown in section "Materials and methods".
Regulatory elements are highly effective for predicting osteoporosis-associated SNPs
To model the interaction status between labeled SNPs and regulatory elements, we built a complete machine learning analysis procedure (Fig. 1) . The input data are labeled SNPs and regulatory elements annotation. In this study, we focused on 55 osteoporosis-associated cell lines (Online Resource Table S2 ). The full list of ULRs for annotation elements we used for training models was provided in Online Resource Table S3 . The output is a model for predicting whether an unlabeled SNP is associated with osteoporosis susceptibility. We found that the labeled positive SNPs were potentially functional, since all the labeled positive were covered by at least one histone modification in at least one cell line and 76.66% (1455) were covered by at least one annotation among DHSs, TFBSs, eQTLs in whole blood and evolutionary conserved annotation (Online Resource Fig S1b) .
Before inputting the labeled SNPs and annotation element sets to generate model, we need to remove highly correlated features. Although regulatory elements were annotated from different databases and cell lines, they might be highly correlated with each other thus redundant to the model. For example, trimethylation of histone H3 at lysine 36 (H3K36me3) in 13 cell lines was highly correlated (Fig. 2) . We calculated the correlation of all elements and finally removed 70 highly correlated regulatory elements to avoid redundant information.
To get the best classifier of osteoporosis-associated SNPs, we modeled five common algorithms and evaluated the performance with multiple metrics after removing highly correlated elements. The algorithms mined numerous of regulatory elements to build models. To test whether such a large elements set is needed, we utilized feature selection. Based on the rankings of elements in each algorithm, we built multiple feature subsets with the number of the features increasing from 1 to the maximum (762). We then used appropriate number of features of each model to generate the best algorithm (Table 1) . Five models were all evaluated with sensitivity, specificity, precision, accuracy and F1 score. We found that random forest with 40 features performed best among all algorithms with the F1 score of 0.8871 (Table 1 ; Fig. 3a) . In contrast, when we performed random forest model with random assignments of labeled annotation as positive or negative, the accuracy and F1 score of the model dropped to 0.5. Thus, we chose random forest algorithm with the top 40 important features as our final model (Fig. 3b) .
No single regulatory element distinguishes true osteoporosis-associated variants
The regulatory elements had a complex combination between positive set and negative set. Any given regulatory element can not distinguish true osteoporosis-associated SNPs individually (Fig. 4) . For example, all labeled Fig. 1 Schematic diagram of the model generation. The input data of the model generation were labeled SNPs and regulatory elements annotation. The output was a model for predicting whether a SNP (unlabeled) with the same regulatory elements was associated with osteoporosis susceptibility. Positive SNPs were obtained from NHGRI GWAS Catalog, PheGenI database and two GWASs reported lately. Labeled SNPs which were consisted of positive SNPs and negative SNPs were divided into training sets and testing sets randomly with the ratio of 4:1. Regulatory elements included five parts, including histone modification, DHSs, TFBSs, eQTLs and evolutionary conserved annotation. The 'streamline features' part focused on removing the high correlated features. The 'optimize model' part mainly focused on feature selection 1 3 positive SNPs and negative SNPs in selected region were covered by H3k27me3 in Monocd14, Gm12878, HSMM and Ezh2_ (39875) in HSMM. No single feature distinguished true osteoporosis-associated variants. This complex condition proved the necessity of the utilization of machine learning.
Osteoporosis-associated SNPs prediction using regulatory elements is robust
Using the final random forest model, we predicted genomewide common SNPs in white populations and obtained 37,584 candidate osteoporosis-associated loci. Almost Fig. 2 Correlation of all selected regulatory elements. The correlation matrix included all 832 regulatory elements, of which 70 high correlated elements with the absolute value of threshold of 0.7 were removed before training models to avoid redundant information. The amplification region in the correlation was H3K36me3 in 13 cell lines (E026, E029, E033, E034, E041, E042, E043, E044, E045, E049, E062, E089, and E090) 95% of the predicted positive SNPs were in weak LD with labeled positive SNPs in white populations (r 2 < 0.1, Fig. 5a ), indicating that the predicted positive SNPs were independent from the labeled positive SNPs. Similar to the labeled positive SNPs, majority of these predicted positive SNPs were located in non-coding regions, only 0.95% mapped to coding exon (Fig. 5b) , indicating that the candidate regulatory variants we predicted may be important for gene regulation. Among all predicted SNPs, 99.93% (37, 556) were covered by at least one histone modification in at least one cell line and 72.44% (27, 224) were covered by at least one annotation among DHSs, TFBSs, Model evaluation. a Multiple feature subsets were used to evaluate appropriate predictor subsets of all five models according to the feature importance, of which, 'rf' represented random forest, 'C5.0' represented single decision tree, 'knn' represented k-nearest neighbors, 'CSimca' represented soft independent modeling of class analogy and 'svmRadial' represented support vector machines with radial basis function kernel, respectively. The sizes of features ranged from 1 up to 762. The performance of models was evaluated by F1 score, the harmonic mean of precision and recall. b Feature importance of the 40 regulatory elements in final model. Importance ranking for the regulatory elements in the optimal model was evaluated using importance evaluation function in caret package in R eQTLs in whole blood and evolutionary conserved annotation ( Fig. 5c ), suggesting that the predicted positive SNPs were potentially functional. To investigate whether the eQTL target genes of predicted positive SNPs are related to osteoporosis, we performed pathway enrichment analysis. These genes were significantly enriched in eleven pathways in KEGG after multiple testing corrections, including lysosome, viral myocarditis and metabolic pathways (Fig. 5d ). Since our ultimate goal is to predict osteoporosis-associated SNPs with regulatory elements, we further tested whether predicted positive SNPs were associated with osteoporosis and may provide novel targets. We checked the predicted positive SNPs for their association signals with meta-analysis results of four GWASs and found 369 SNPs significantly associated with femoral neck or/ and spine BMD after multiple testing corrections (P value <1.33 × 10 −6
, Online Resource Table S4 ). These SNPs located in 41 genes, of which 38 were overlapped with the labeled positive genes. As for the intergenic SNPs, we assigned the SNP to the closest gene according to their physical position. We identified three new genes that may be associated with osteoporosis, which are ESPL1, AMT and GAL (Table 2) . Most of the 369 SNPs assigned to known osteoporosis-associated genes, indicating that our prediction is trustworthy. On the other hand, we found 93 SNPs of the 369 SNPs were annotated as enhancer in at least one osteoporosis-associated cell line according to the HMM annotation (Online Resource Table S5 ). It emphasized the hypothesis that disease-associated variants may be important for gene regulation rather than biochemical function. These SNPs contributed to the expression of 28 protein-coding genes, including AMT, GAL and SPP1 (Online Resource Table S6 ).
Discussion
Although GWASs have detected hundreds of variants associated with osteoporosis, they can only explain a small fraction of the estimated heritability. Here, we illustrated the feasibility of machine learning to find missing heritability using regulatory elements. In addition, functional annotation, pathway enrichment analysis and GWASs validation suggested that the positive SNPs we predicted can be candidate variants for osteoporosis. We identified three novel susceptibility genes, including AMT, ESPL1 and GAL, and a list of susceptibility regulatory variants for osteoporosis.
The variable importance evaluation function of our final optimized model can assess the biological relevance of regulatory elements. The most useful element in our final model was eQTL annotation, indicating that whether the genomic loci contributing to the gene expression variation Fig. 4 Predicting osteoporosis-associated SNPs in a random region of chromosome 2 The peaks of top ten predictive regulatory elements (Fig. 3b ) of our final model in labeled positive SNPs are shown, separated by labeled negative SNPs. The most important elements in our final model was eQTL annotation in whole blood which existed partly in both labeled positive SNPs and negative SNPs. The peaks of H3k27me3 in 3 cell lines (Monocd14, Gm12878 and HSMM) and Ezh2_ (39875) in HSMM enriched in selected region which can't distinguish positive SNPs from negative ones. Other elements either covered both labeled SNPs, such as P300kat3b in Osteoblasts and 'Weak Repressed PolyComb' in E049, or didn't covered all specific labeled SNPs, including 'Repressed PolyComb' in E049, 'Quiescent/ Low' in E090 and Ezh2_ (39875) in CD20 which can't predicted for positive SNPs alone is vital for predicting osteoporosis-associated loci. As for histone modification marks, H3k27me3 in 5 cell lines were selected in our final model. H3k27me3 was also reported being a negative signature of Wnt signaling (Wang et al. 2010) , which is a crucial pathway for bone biology and development. A previous study has reported that EZH2 were also used to annotate predicted positive SNPs, and the majority of SNPs (99.93%) were covered by at least one histone modification in at least one cell line (not shown). d Pathway enrichment analysis of genes whose expression level was affected by predicted positive SNPs. Eleven pathways in KEGG were significantly enriched after multiple testing corrections, including lysosome, viral myocarditis, metabolic pathways, herpes simplex infection pathway, etc contributes to the development of osteoporosis through shifted mesenchymal stem cells (MSC) lineage commitment to adipocyte (Jing et al. 2016 ). EZH2_ (39875) histone mark in two cell lines (HSMM and CD20) was important in our optimized model. For the enriched pathways through genes identified by predicted positive SNPs, multiple pathways have already been reported to be associated with osteoporosis. For example, lysosome (Hsa04142) pathway has been reported to be related to the degradation of OPG (osteoprotegerin), a famous gene in the pathogenesis of osteoporosis (Tat et al. 2006) . Other pathways, such as metabolic pathways (Hsa01100) (Byers and Pyott 2012) , graft-versus-host disease pathway (Hsa05332) (Mitchell et al. 2010) , type I diabetes mellitus (Hsa04940) (Khan and Fraser 2015) as well as cysteine and methionine metabolism (Hsa00270) (Sellmeyer et al. 2001 ) also have been reported to be associated with osteoporosis. As for viral myocarditis (Hsa05416) and herpes simplex infection (Hsa05168), the relationships between them and osteoporosis are unknown. These findings suggested the fact that osteoporosis could result from multiple diseases, showing that our model for predicting osteoporosis-associated variants is robust.
We overlapped the predicted positive SNPs with SNPs reported in NHGRI GWAS Catalog (Online Resource Table  S7 ). The results showed that rs2273061 of the JAG1 has already been reported to be associated with BMD in populations including Asian and European individuals (Kung et al. 2010) . And rs7797976 within CPED1 have been reported to be significantly associated with pediatric areal bone mineral density (Chesi et al. 2015) in European ancestry which was not included in our labeled positive set since it was reported as a susceptibility locus specific to pediatric trait. These results demonstrate the effectiveness of the algorithm we modeled for predicting new susceptibility loci for osteoporosis. We also observed plenty of SNPs associated with other diseases when overlapping the results with SNPs that have been reported in NHGRI GWAS Catalog, which including diabetes, blood metabolite levels, Parkinson's disease, height, etc. It consistent with the fact that phenotypic outcome of osteoporosis could be caused by multiple diseases. Diabetes mellitus (Hofbauer et al. 2007 ) and Parkinson's disease (Fink et al. 2005 ) have been previously published to contribute to lower BMD, and both body mass index (BMI) and height were associated with fracture at specific site (Compston et al. 2014) .
We suggested a list of candidate loci for osteoporosis, among which, three novel susceptibility genes (AMT, ESPL1 and GAL) were confirmed for association with spine BMD in meta-analysis of four GWAS datasets. AMT encodes one of four critical components of the glycine cleavage system, which provides a bypass reaction in glycine metabolism. Glycine was found to enhance the activity of osteoblast and the formation of bone matrix, and insufficient supply of glycine can cause a number of health problems, such as arthrosis and osteoporosis (Kim et al. 2016) . Genetic mutations in AMT were associated with glycine encephalopathy (Coughlin et al. 2016) , and the patients with glycine encephalopathy usually suffered skeletal system problems, including osteoporosis. Another gene also has potential connection with osteoporosis. ESPL1 encodes separase in human. Although we have not found direct biological evidence for ESPL1 involved in bone, two SNPs (rs1318648 and rs17125266) in ESPL1 showed correlation with SP7 (Ham and Roh 2014) , a transcription factor responsible for regulating osteoblast differentiation. SP7 is one of the most famous osteoporosis-associated genes, and is the master gene for skeletal development along with RUNX2 (Timpson et al. 2009 ), suggesting that ESPL1 may be related with osteoporosis through interacting with SP7. GAL encodes a neuroendocrine peptide, which proteolytically processed to generate galanin and galanin messageassociated peptide (GMAP). Galanin has been reported to inhibit formation of IL-1β and TNF-α, both associated with osteoclast formation and osteoporosis, and has been reported to increase bone thickness and osteoblast number in mouse (McDonald et al. 2007 ). Together, our findings highlighted the important role of three genes to the pathogenesis of osteoporosis and the credibility of our predicted positive SNPs.
We also found 93 novel osteoporosis-associated SNPs were annotated as enhancer (Online Resource Table S5 ) and contributed to the expression of 28 protein-coding genes, including AMT, GAL and SPP1 (Online Resource  Table S6 ). AMT and GAL were the two of the three genes that we discovered as novel susceptibility genes in this project. The association between these two genes and osteoporosis have been discussed above. As for SPP1, the protein encoded by this gene is a natural ligand for the vitronectin receptor and is involved in mineralizing bone matrix through the attachment of osteoclasts (Reinholt et al. 1990 ). These findings emphasized the regulatory function of our prediction.
One of the greatest challenges facing genetics of human complex diseases/traits is the reinterpretation of GWASs data. Despite the huge computational burden, integrating GWASs and regulatory features data is an effective approach to identify regulatory variants for complex diseases. Machine learning is a powerful tool for interpreting large GWASs data and regulatory elements, and the random forest classifier performed best with the F1 score of 0.8871 in our project, indicating the reliability of our hypothesis.
Limitations of our study also need to be addressed. For example, we only focused on SNPs that associated with osteoporosis in white populations, but the regulatory mechanisms may be different among races. This limitation is due to the fact that most reported GWASs in osteoporosis were performed in the whites. Second, the features we used for our classifier included many regulatory elements in monocytes and lymphocytes (Online Resource Table S2 ). Although both monocytes and lymphocytes are involved in the osteogenesis, they are not the direct target cell lines for osteoporosis. Additionally, as our current knowledge about the regulatory mechanism is still incomplete, the prediction results would be greatly improved using additional informative features.
In conclusion, we integrated comprehensive regulatory data and GWASs to build a machine learning algorithm and we identified 37,584 susceptibility regulatory variants for osteoporosis. We also discovered AMT, ESPL1 and GAL as susceptibility genes for osteoporosis through metaanalysis results of four GWASs. Our findings demonstrated that combining GWASs and regulatory elements through machine learning could provide additional information for understanding the mechanism of osteoporosis. The regulatory variants we predicted may provide novel targets for etiology research and treatment of osteoporosis.
Materials and methods
Acquisition of osteoporosis-associated labeled SNPs set
In this study, we first selected a total of 8,550,209 common SNPs with minor allele frequency (MAF) >0.01 as the whole SNP set from European samples in 1000 Genome Project (http://www.1000genomes.org/). The SNP set was further divided into labeled SNP set and unlabeled SNP set (prediction set), of which labeled SNP set was constituted by positive set and negative set.
For the positive set, osteoporosis-associated index SNPs were downloaded from NHGRI GWAS Catalog (Welter et al. 2014) , PheGenI database (Ramos et al. 2014 ) and two GWASs (Styrkarsdottir et al. 2016; Zheng et al. 2015) reported recently with P value less than 5 × 10 −8 in white populations in the discovery stage, using osteoporosis related phenotypes including bone mineral density (BMD), bone density, bone properties, osteoporosis and femoral neck bone geometry. Moreover, susceptibility loci that specific to pediatric trait were not included in the positive SNP set. However, GWASs was confined by low genomic coverage provided by genotyping microarrays (Grant and Hakonarson 2008) which may overlook the genuine riskassociated SNPs that in LD (linkage disequilibrium) with causal variants (McClellan and King 2010) . Therefore, we generated all SNPs that were in strong LD (r 2 = 1) with each index SNP by PLINK (Purcell et al. 2007 ) using data from 1000 Genomes as the complement of the positive SNPs set.
We created several sets of negative SNPs with different distances to positive SNPs. For each positive SNP, the maximum distances allowed in each group were 40, 200, 1000 and 5000 kb, respectively, and the MAF difference between the positive SNP and negative SNP was less than 0.05. Moreover, to get osteoporosis-independent genetic loci, we filtered out positive SNPs and SNPs in weak LD (r 2 > 0.1) with positive SNPs. Next, we selected the full set of the closest SNPs set, 60, 40 and 20% random subsets of other negative sets with different distances to positive SNPs as the whole negative set. At last, we used 20 negative SNPs per positive SNP to build a binary supervised classification.
Regulatory elements annotation
The elements annotation were computed through BEDTools (Quinlan and Hall 2010) from Encyclopedia of DNA Elements (ENCODE) project (ENCODE Project Consortium 2012), Roadmap Epigenomics Mapping Consortium (REMC) (Bernstein et al. 2010) , expression quantitative trait loci (eQTLs) data and evolutionary informationderived annotation. Cell lines related with osteoporosis were included in the annotation (Online Resource Table  S2 ). We also included blood cell lines from monocytes and lymphocytes, considering monocytes act as precursors of osteoclasts (Udagawa et al. 1990 ) and lymphocytes have been reported to be involved in the osteogenesis (Kotake et al. 2001; Manilay and Zouali 2014) . For each element, a SNP was annotated as 1 if the SNP overlaps with the element and 0 otherwise. The GRCh37/hg19 genome assembly was used for all analyses in our study. Detailed information of the regulatory data is described as follows:
ENCODE The annotation features from ENCODE can be classified into three groups of regulatory elements, including transcription factor binding sites (TFBSs), histone modifications and DNase I hypersensitive sites (DHSs). A total of 225 regulatory elements were used in the analysis.
REMC The annotation features from REMC can be classified into three groups of regulatory elements, including TFBSs, histone modifications and chromatin state segmentation by hidden Markov model (HMM). A total of 605 regulatory elements were used in the analysis.
Other elements We also added cis-eQTLs data of whole blood from GTEx Portal (GTEx Consortium GT 2015) with a P value cutoff of 0.01 on expression level and evolutionary conservation feature (Davydov et al. 2010) .
Model generation and evaluation
High correlation inherent elements were randomly removed with the absolute value of threshold of correlation >0.7 before generating models. The correlation matrix was implemented using the corrplot package (from Taiyun Wei, Viliam Simko) in R. The labeled SNPs with regulatory features annotation were further separated into training and testing sets randomly. The training SNPs contained 80% of the total labeled SNPs. In this study, five familiar algorithms were used to train the model, including random forest (rf), single decision tree (C5.0), k-nearest neighbors (knn), soft independent modeling of class analogy (CSimca) and support vector machines with radial basis function kernel (svmRadial).
Models were evaluated using five-fold cross-validation. In this study, osteoporosis-associated SNPs were treated as the positive class. True positive (TP) and true negative (TN) were the number of SNPs that have been correctly classified. Whereas, false positive (FP) represented the number of negative SNPs that were predicted as positive, and false negative (FN), on the other hand, was the number of positive SNPs that were predicted as negative. Performance was measured with sensitivity, specificity, precision, accuracy and F1 score. All simulations and analyses were executed using the caret package (from Max Kuhn) in R.
Model optimization and prediction
After removing highly correlated elements, feature selection was also used to optimize models to improve the performance of prediction and provide more cost-effective elements. First, using the importance evaluation function in caret package, we obtained model-based importance rankings for all elements. Then, we built multiple feature subsets with the number of the features increasing from 1 to the maximum. At last, we determined the appropriate number of features and used the model corresponding to the optimal subsets with the highest prediction performance to predict new susceptibility SNPs using the unlabeled SNPs.
Characteristic of regulatory elements in final model
We showed the distributions of the top ten important elements in a random region of chromosome 2 to test whether a smaller subset was still effective for separating SNPs according to their labels. This procedure was executed using the Gviz package (from Florian Hahne) in R.
Functional validation of predicted positive SNPs
Independence of predicted positive SNPs To check whether the predicted positive SNPs were independent from the labeled positive SNPs, we first calculated the LD of each predicted positive SNP with labeled positive SNPs.
Gene annotation We assigned the predicted positive SNPs to genes according to the physical position via ANNOVAR (Yang and Wang 2015) . We used RefSeq genes in this study.
Functional annotation We then checked the annotation of predicted positive SNPs using all regulatory annotation results, including histone modification, TFBSs, DHSs, eQTLs and evolutionary annotation.
Gene set enrichment analysis We conducted gene set enrichment analysis to evaluate whether the predicted positive SNPs associated with osteoporosis at the pathway level. The gene list, which predicted positive SNPs contribute to its expression level in whole blood, was supplied to pathway enrichment analysis. KEGG (Kyoto Encyclopedia of Genes and Genomes) pathway enrichment analysis was performed using DAVID (https://david.ncifcrf.gov/).
Validation in GWAS datasets
To further validate the predicted positive SNPs at the population level, we took advantage of NHGRI GWAS Catalog and other four GWAS datasets, including GEFOS (Genetic Factors for Osteoporosis Consortium) dataset, and three GWAS samples from in-house studies. We meta-analyzed the four GWAS datasets using METAL (Willer et al. 2010) and checked the predicted positive SNPs for their association signals with the results. We gained the gene of SNPs that reached the significant threshold after multiple testing corrections using ANNOVAR (Yang and Wang 2015) . The related information of GWAS datasets is described in detail as follows.
NHGRI GWAS Catalog The predicted positive SNPs were overlapped with SNPs reported in NHGRI GWAS Catalog, a curated collection of all published GWASs, to check whether predicted positive SNPs associated with other diseases/traits.
GEFOS dataset GEFOS is a large international collaboration comprising various prominent research groups in the bone field, including 17 GWASs and 32,965 samples of European and East Asian ancestry (Estrada et al. 2012) .
Three in-house GWAS samples Our GWAS datasets include three BMD samples, which are Kansas City Osteoporosis Study (KCOS) with 2286 unrelated European individuals, Omaha Osteoporosis Study (OOS) with 1000 unrelated European individuals and Chinese Osteoporosis Study (COS) with 1627 unrelated Han Chinese individuals. The detailed description of the three samples have been reported in our previous studies (Guo et al. 2010; Xiong et al. 2009; Yang et al. 2012) . BMD (g/cm 2 ) at spine and femoral neck (FN) was measured in all samples with dual energy x-ray absorptiometry (DXA). Raw BMD values were adjusted by sex, age, weight and height. The KCOS and COS samples were genotyped with Genome-Wide Human SNP Array 6.0, while the OOS samples were genotyped with Affymetrix Human Mapping 500K array set, according to the manufacturer's protocols. Genotype data were cleaned by applying minimum call rates (95%) and maximum individual missingness (5%). SNPs deviating from Hardy-Weinberg equilibrium (P < 0.0001) were also excluded. These data were imputed using IMPUTE2 (Howie et al. 2011 ) with 1000 Genome Project phase 3 as the reference panel.
