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The main object of study of this thesis is the development of artificial diffusion
shock capturing techniques for continuous and discontinuous Galerkin (cG and dG)
approximations of the convection-diffusion problem. Special emphasis is given to the
fulfillment of the Discrete Maximum Principle (DMP).
Two artificial diffusion techniques are proposed for the transport problem in cG.
They scale the corresponding artificial viscosity according to the variation of the gra-
dient of the discrete solution between elements and one of them is proven to be mono-
tonicity preserving. Both methods are used in combination with linear stabilization to
enhance its performance; in particular a novel symmetric projection stabilization tech-
nique based on a local Scott-Zhang projector is proposed. The weighting of such detec-
tor in order to preserve the monotonicity properties —including entropy stability for
1D— of the underlying methods is faced. Both shock capturing techniques are shown
to outperform other methods in the literature for different sets of numerical tests.
In the dG case a novel definition of the DMP has been provided. One of the gra-
dient jump shock detectors previously used for cG methods has been adapted to this
new paradigm and proved to enjoy the DMP property in the one dimensional case. A
possible extension to the multidimensional case is proposed.
A DMP-enjoying multidimensional dG method for the convection-diffusion equa-
tion is obtained by means of graph-viscosity techniques. The method perturbs the
entries of the problem matrix to enforce some properties that lead to a DMP. Appropri-
ate shock detectors are used to weight the perturbation of the problem matrix and the
lumping of the Mass matrix, avoiding an excessive smearing of the final solution.
Finally an hp-adaptive technique is proposed to solve the steady convection-diffusion
problem. A novel troubled-cell detector based on the evolution of the gradient of the
discrete solution along the refinement process is proposed. This troubled-cell detector
is able to detect the shock layers in which linear order is enforced. Moreover the ap-
plication of the artificial viscosity is restricted to such regions. At the same time, high
order polynomials are reached through p-refinement in the smooth regions of the solu-
tions.
The performance of all the methods has been tested by means of various numerical




En aquesta tesi es proposen diferents eines de difusió artificial per a la captura de
xocs en mètodes de Galerkin continu i discontinu (cG i dG) aplicats al problema de
convecció-difusió. S’ha posat un especial èmfasi en aconseguir mètodes que satisfacin
la versió discreta del Principi del Màxim (DMP).
S’han proposat dos mètodes de difusió artificial per a l’equació del transport en
cG. Ambdós utilitzen la variació del gradient (de la solució discreta) entre els elements
per a escalar la quantitat de viscositat que afegeixen i s’ha provat que un d’ells com-
pleix el DMP. Per tal de millorar-ne els resultats, aquests mètodes s’utilitzen en combi-
nació amb diferents tipus d’estabilizació lineal; en particular es proposa un nova tèc-
nica d’estabilització per projecció simètrica local basada en un projector d’Scott-Zhang.
També es contempla un sistema de ponderació de l’activació dels termes d’aquest dar-
rer mètode per tal de preservar les propietats monotòniques del mètode subjacent; in-
cloent la convergència a la solució entròpica.
S’ha proposat una nova definició de DMP per al cas discontinu. S’ha adaptat un
dels detectors de xocs del cas continu per tal que la compleixi en el cas 1D i se n’ha
indicat una possible extensió per al cas multidimensional.
S’aconsegueix un mètode que compleixi el DMP per al cas discontinu fent ús de la
graf-viscositat. Els valors de la matriu del problema es modifiquen per tal d’obtenir-ne
una que es pot demostrar que compleix les propietats desitjades. Per tal de minimitzar
l’impacte d’aquestes pertorbacions en el resultat final, es limita la seva aplicació als
graus de llibertat on és necessària fent ús del detector de xocs prèviament proposat.
Finalment, es proposa una tècnica d’hp-adaptivitat per resoldre el problema de
convecció-difusió estacionari. S’ha dissenyat un marcador de cel·les conflictives que és
capaç de detectar les regions amb xocs mitjantçant el seguiment de l’evolució del valor
del gradient de la solució discreta amb el refinament de la malla. Aquest marcador de
cel·les conflictives determina quins elements han de ser estabilitzats amb el nostre cap-
turador de xocs i n’imposa ordre lineal. Entretant, a les regions on la solució és suau
s’assoleixen polinomis d’alt ordre mitjantçant l’ús d’algorismes de p-refinament.
El comportament de totes aquestes tècniques de captura de xocs ha estat posat a
prova amb un seguit d’experiments numèrics el resultat dels quals acompanya la pre-
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It is impossible to be a mathematician without being a poet in soul.
Sofia Kovalevskaya
1.1 Motivation
The ultimate objective of science is to comprehend the universe around us whilst en-
gineering, taking advantage of that knowledge generated by scientists, is focussed on
designing and constructing tools and machines that interact with the environment to
supply some human necessities and desires. Fluid dynamics is one of the fields where
both disciplines go hand in hand. Physics has been struggling to understand the be-
haviour of fluids and to be able to model and predict them. They have been able to
success in the former by means of mathematical tools such as Partial Differential Equa-
tions (PDE). When it comes to the latter, they found that solving those sets of PDEs was
not straightforward. So, after being able to synthesize the behaviour of a vast diversity
of phenomena involving fluids in sets of mathematical equations, scientist were not
able to exactly solve a great amount of them. In this paradigm Computational Fluid
Dynamics (CFD) becomes a key tool to make it possible for engineers to benefit of all
that mathematical background.
The objective of the CFD is not to obtain the analytical solution of an equation but
a discrete approximation of it. In this way, scientists are able to corroborate that each
PDE do properly model the fluid phenomenon of concern and moreover it can be used,
at the designing level, to predict the behaviour of different machines or systems that
have to deal with fluids. In this sense CFD is used in different industries such as aero-
nautics, biomedical science and energy industries. In Table 1.1, the reader can find a
compilation of different applications of the CFD provided by Colomés in his recently
defended thesis [38].
There are several approaches to discretize the problem and compute what is called
the numerical solution of the PDE. Some examples of these techniques would be Finite
Elements Method (FEM), Finite Volumes (FV) or Finite Differences. In this thesis, we
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Energy and power industry
Heat exchange modeling
Wind turbines blade design
Pulverized coal combustion
Emission of NOx particles
Environmental
Impact of industrial exhausts
Fire and smoke in buildings and tunnels
Natural ventilation systems design
Meteorology prediction
Civil
Effect of wind on structures
Water flow in rivers
Water management
TABLE 1.1: CFD applications.
will focus on the Finite Element Method technique and, in particular, in the continuous
Galerkin (cG) and discontinuous Galerkin (dG) schemes. What all of these schemes
have in common is that they reduce the equations to a matrix vector problem and the
solution to a finite list of values –usually related to a finite set of points in the domain of
the problem–, what makes it possible for a computer to calculate the desired solution.
Together with Fluid Mechanics and the engineering applications, software engineering
is a crucial part of the CFD development.
Nowadays CFD is able to give response to a wide variety of problems but there still
a vast amount of open challenging problems. One of them is the behaviour of the nu-
merical approach when the solution presents sudden changes in the physical values in
a very narrow region of the domain; what is called a shock layer. This kind of solutions
are not rare and can be found, for instance, in many explosive reactions in which ex-
tremely large velocities and abrupt changes of physical quantities occur. The numerical
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solution in those cases, tends to present an oscillatory behaviour around those shock
layers. Several ways to smooth or avoid such oscillations have been proposed in the
literature; they are known as shock capturing techniques. This thesis will try to shed a
bit of light on that topic.
In order to be able to perform accurate mathematical analysis, this work is focused
in a rather simple problem: the convection-diffusion equation. Its simplicity do not
avoid the appearance of spurious oscillations around shocks and it stabilization is far
from being a closed field. The objective of the research presented in the oncoming
pages is to stabilize the problem in such a way that, not only reduces those wiggles,
but prevents them to appear at all.
1.2 Thesis Objectives
Keeping in mind the motivation of the thesis, we proceed to unwrap some specific
goals to fulfil the global objective of the thesis.
• Analyse the State of the Art of the Shock capturing techniques
Much water has flowed under the bridge since in mid-twentieth century Von
Neumann and Richtmyer proposed a homogeneous artificial diffusion to stabi-
lize the numerical approaches of hydrodynamic shocks [101]. Since then, several
authors in the literature have proposed different approaches to deal with the spu-
rious oscillations around shock layers for different kind of methods and physical
problems. Always standing on the shoulder of giants; it is necessary to imple-
ment and compare different schemes to decide which is the one that better fits
the necessities. In this sense this work will be focused on those methods that
work towards the fulfilment of the Discrete Maximum Principle (DMP) property
as it is a powerful way of ensure the eradication of any undesired wiggle in the
problem.
• Design an adequate blending of the linear and nonlinear stabilization terms.
Together with the nonlinear stabilization terms, one must consider linear stabi-
lization of the problem to avoid an excessive smearing of the solution and the
appearance of the terracing effect. The choice of the linear stabilization must take
into account its effects on the DMP property of the underlying method and the
convergence to the entropy solution. Most of the times a weighting of the linear
stabilization is necessary to not spoil the monotonicity properties.
• Extension of the analysis of the DMP property for dG.
The amount of work related to the development of methods that enjoy the DMP
for cG is enormous in comparison with those for dG. DMP for discontinuous
methods is a challenging open field that we were willing to explore.
4 Chapter 1. Introduction
• Propose a uniform shock capturing technique for both cG and dG.
When extending the analysis of the monotonicity properties of the discrete solu-
tion, it would be interesting to find a method which is capable to deal with both
cG and dG. This feature is specially desirable when using hybrid meshes such
as the continuous-discontinuous Galerkin method introduced in [4] for dealing
with hanging nodes in adaptive meshes.
• Extend the analysis to the transient problems.
The DMP property is related with the steady part of the problem. When transient
problems are considered, oscillations might appear with the evolution in time
of nonsmooth initial solutions. To avoid such a behaviour, one needs to design
methods that ensure that no new extrema may appear in the solution when inte-
grating in time. They are called Local Extrema Diminishing (LED) schemes and,
as it will be seen, they are closely related to the DMP property of the steady part
of the problem.
Beyond the continuous time derivative, it will be necessary to consider how the
chosen discrete integration in time can inherit those properties. Usually mass
lumping will be needed for such an end even though it is well known that the
convergence of the solution can be spoiled by such a choice. In order to minimize
its effects, an adequate weighting of the mass lumping terms is advisable.
• Deal with high order methods
It is well known that finite element methods have exponential convergence with
respect to the degree of approximation. It is, thus, quite desirable to work with
high order methods, specially on the regions of the domain where the solutions is
assumed to be smooth in order to improve convergence. At the same time, high
order polynomials increase the oscillations of the solution around discontinuities
or sharp layers due to the Gibbs phenomenon1. How to blend high order approx-
imations with the use of a shock capturer that stabilize the nonsmooth regions is
a challenge that will be faced in this work.
• Design a suitable hp-adaptive technique.
It seems obvious that, since the shocks are produced within slim layers inside
the domain, the convergence of the problem can be boosted by h-refining the
mesh around those layers. Moreover one can, at the same time, promote the p-
refinement in the regions of the domain where the solutions is smooth. In such
paradigm, it is necessary to decide what kind of shock capturing can be used and
in which parts of the domain it is going to be applied.
• Development of the corresponding codes.
All the numerical experiments of this thesis have been obtained through their
1This phenomenon has been well studied and documented in the field of Fourier analysis. It is a
consequence of the truncation error when trying to approximate a discontinuity with a finite series of
continuous functions.
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implementation in the in-house code FEMPAR. FEMPAR is a library for the de-
velopment of Finite Element Multiphysics PARallel solvers. The key feature of
FEMPAR is the full integration of all the different steps of the simulation pipeline,
e.g., linearization, discretization and numerical linear algebra.
1.3 Structure of the Document
During the development of this thesis, three scientific articles have been written and
published. Concretely, the papers are the following:
• On Monotonicity-Preserving Stabilized Finite Element Approximations of Transport Prob-
lems, published in SIAM Journal on Scientific Computing journal on January 2014
([7]). A novel shock capturing method together with an appropriately blended
linear stabilization were proposed. Chapter 2 is inspired in the work developed
there.
• On discrete maximum principles for discontinuous Galerkin methods, published in
Computer Methods in Applied Mechanics and Engineering journal on April 2015 ([8]).
The shock capturing technique was extended to the discontinuous Galerkin paradigm.
It has motivated Chapter 3.
• Shock capturing techniques for hp-adaptive finite elements, published in Computer
Methods in Applied Mechanics and Engineering journal on September 2016 ([56]). It
presents the challenge of developing hp-adaptivity techniques able to deal with
solutions with shock layers. The hp-adaptive method proposed in the paper is
presented in Chapter 5.
In addition a fourth oncoming paper is being written at the moment. Its content
can be found in Chapter 4, in which a novel shock capturing technique fulfilling the
desired Discrete maximum principle property for dG i presented.
So, even though the notation has been unified2, for the sake of simplicity, Chapters
2, 3, 4 and 5 are self-contained. The structure of the document is as follows.
In Chapter 2 two shock capturing techniques for continuous Galerkin are presented
2.5. One of them is proved to enjoy the DMP property. In order to optimize the sharp-
ness of the solution they are combined with appropriate linear stabilizations –2.3. In
particular the problem of how to blend linear and nonlinear stabilization to preserve
the DMP properties and the entropy stability for the 1D Burgers’ equation is faced in
2.4. The results obtained with those methods are shown in 2.6 and compared with the
2 The main variation on the notation is that on 5 the elements of the mesh are ordered while in the rest
of the chapters they are not. Also there is some abuse of notation on the solution space: it is called Vh
troughout the document but it stands for different spaces (continuous or discontinuous) in each of them.
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ones given by other schemes in the literature. The analysis on the preservation of the
entropy stability for the onedimensional Burgers’ equation was not included in [7] and
is first published in this thesis.
In Chapter 3, the previously proposed shock capturing techniques is extended to
the discontinuous Galerkin case. For that end, a novel definition of the discrete extrema
and of the DMP in the discontinuous paradigm needed to be given –3.4. The method
is shown tu fulfil such property for the onedimensional case in 3.6. Even though it was
not possible to prove the same result for the multidimensional case, the method was
extended for 2D –3.6.1. The numerical results obtained, for both 1D and 2D, are pre-
sented in 3.7.
In order to achieve the desired DMP property for the dG method, a different ap-
proach is analysed in Chapter 4. The idea is to substitute the PDE-based artificial vis-
cosity used in previous chapters by the so called graph-viscosity which –instead of
being computed before integrating the problem– is added as a postprocess of the ma-
trix of the problem. Even though the technique differs from the previous ones it still
takes advantage of the shock detector proposed in Chapter 3. The definition of DMP
will be revisited –4.3– and a method that fulfils this new definition is presented in 4.4.
Moreover, an analysis on how this affect the evolution of the discrete solution in time is
given in 4.5. In 4.6 there is a dissertation about the optimal value of some of the param-
eter used to smooth the shock capturing technique. The performance of the methods
can be found in 4.7.
In Chapter 5, an hp-adaptivity method is presented –5.3. A novel troubled-cell de-
tector based on the evolution of the gradient of the solution is proposed in 5.5. The idea
is to maintain linear order in those elements marked as troubled-cell –where the solu-
tion is assumed to have a shock– in order to be able to apply the shock capturing tech-
nique proposed in 5.3 whose shock detector resembles the bGJV presented in Chapter
2. Meanwhile p-refinement is applied on the smooth regions to boost the convergence
of the method. Implementation of the method is described with various algorithms
presented throughout the chapter and it synthesized in 5.5.3. Results of the method,
including mesh refinement, distribution of the troubled-cell detector and the conver-
gence to smooth solutions are given in 5.6.
A summary of all the work done and the goals achieved in this thesis are presented
in the conclusions Chapter 6. The reader will also find some hints of potential future
work derived from this research.
Chapter 2
Monotonicity Preserving Methods
for Continuous Galerkin Schemes
The aim of this chapter is to design monotonicity-preserving stabilized finite element
techniques for transport problems as a blend of linear and nonlinear (shock-capturing)
stabilization. As linear stabilization, we consider and analyze a novel symmetric pro-
jection stabilization technique based on a local Scott-Zhang projector. Next, we de-
sign a weighting of the aforementioned linear stabilization such that, when combined
with a finite element discretization enjoying a discrete maximum principle (usually
attained via nonlinear stabilization), it does not spoil these monotonicity properties.
Then, we propose novel nonlinear stabilization schemes in the form of an artificial vis-
cosity method where the amount of viscosity is proportional to gradient jumps either
at finite element boundaries or nodes. For the nodal scheme, we prove a discrete max-
imum principle for time-dependent multidimensional transport problems. Finally, we
state a set of conditions to be satisfied in order to have monotonic and entropy stable
schemes and design blended formulations that fulfill all these requirements in the one-
dimensional case for the nonlinear Burgers’ equation and linear transport. Numerical
experiments support the numerical analysis and we show that the resulting methods
provide excellent results. In particular, we observe that the proposed nonlinear stabi-
lization techniques do an excellent work eliminating oscillations around shocks.
2.1 Introduction
The finite element (FE) Galerkin approximation of convection-dominated and trans-
port problems with non-smooth data produces highly oscillatory results, and addi-
tional numerical stabilization must be introduced. The most rudimentary stabilization
methods add non-consistent terms, e.g., homogeneous artificial diffusion and upwind-
ing techniques [101]. The SUPG method originally proposed in [19] was the first con-
sistent stabilization technique, allowing for higher order approximations. Since this
groundbreaking work, the amount of research produced on linear stabilization has
been impressive, leading to a wide variety of formulations (see, e.g., [61, 36, 12, 50]).
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We can roughly distinguish between linear stabilization methods based on FE resid-
uals and methods based on projections. Residual-based methods include the SUPG,
GLS, and VMS formulations [60, 61] proposed by Hughes and co-workers. These meth-
ods are consistent by definition and exhibit optimal convergence and stability proper-
ties. However, these methods can be cumbersome for complex systems of equations,
specially in multiphysics [92, 6], where the number of stabilization terms to be inte-
grated notably increases; only some terms do introduce stability whereas the rest are
only required to keep consistency. These additional terms can couple unknowns that
are uncoupled at the continuous level, destroy symmetric properties and make unsta-
ble segregated algorithms [6]. Furthermore, the extension of these methods to transient
problems is involved unless space-time discretizations are considered [37, 64].
In order to solve all these problems, symmetric projection stabilization only intro-
duces the terms that are required for stability purposes. More specifically, it only pro-
vides stability of the projection orthogonal to the FE space, so that the stabilization
terms do not spoil the convergence of the method. This way, we keep convergence and
attain the desired stability, e.g., relying on continuous inf-sup conditions. The key as-
pect of these methods is the choice of the projector. One example is the orthogonal sub-
scales method in [35], which uses a (global) L2 projection. In order to avoid the need
of a global projection, local projection stabilization techniques have been proposed,
e.g., in [15, 81]. The resulting methods only involve local projections but are restricted
to particular mesh topologies or require enriched FE spaces. A recent improvement
of these formulations has been recently proposed in [3] for pressure stability of the
Stokes problem, which makes use of a particular Scott-Zhang projector which is local
and does not require any particular type of mesh or FE space enrichment; this method
has been named nodal projection stabilization (NPS), due to the nodal-wise nature of the
projection. A closely related term-by-term pressure/convection stabilization has been
presented in [26]. The main difference between the stabilization mechanism in [3] and
[26] is the buffer FE space in which the projections are performed. The buffer space in
[3] is the same velocity FE space, whereas it has one order less than the velocity space
(assumed to be at least quadratic) in [26].
Linear stabilization certainly reduces oscillations but still exhibits overshoots and
undershoots around discontinuities or shocks. As a result, nonlinear stabilization tech-
niques (traditionally called shock-capturing) have been designed, usually in the form
of an artificial viscosity that depends on the solution (see, e.g., [65, 66, 97]). This nonlin-
ear viscosity must be active around shocks, where it sacrifices the order of accuracy of
the method but improves stability. The way this artificial viscosity is computed leads
to different families of methods. Most methods are based on residual-based viscosity
[35, 80, 62, 63] combined with linear stabilization. Guermond and co-workers have pro-
posed entropy-viscosity methods, in which the nonlinear viscosity is defined in terms
of some entropy inequality [54].
The aim of the nonlinear stabilization is to eliminate oscillations around shocks,
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which implies to satisfy a discrete maximum principle (DMP). Only a few FE methods
are known to satisfy some monotonicity property (see, e.g., [87, 22, 24]). It is remark-
able the work by Burman and Ern in [22], where they state the properties to be fulfilled
by a method in order to satisfy a DMP property in a useful variational setting for non-
linear problems. The methods in [24, 25] satisfy a DMP property for the steady-state
convection-diffusion-reaction (CDR) problem but it has been observed that they are
too dissipative for practical use in [63] and the extension to time-dependent problems
is unclear. Afterwards, Burman has proposed in [20] a method which only includes
nonlinear stabilization and satisfies monotonicity properties for the (transient) Burg-
ers’ problem in one dimension. Existence and uniqueness have been proved for some
residual-based shock-capturing techniques combined with local projection stabiliza-
tion via Lipschitz continuity and Brouwer’s fixed point theorem in [10].
In this first chapter, we will approach the problem of designing a continuous Galerkin
method that enjoys the DMP property. Following the works by Codina, Lube and co
workers [35, 80, 62, 63] combined with linear stabilization. Guermond and co-workers
have proposed entropy-viscosity methods, in which the nonlinear viscosity is defined
in terms of some entropy inequality [54]
When it comes to continuous Galerkin and artificial diffusion stabilization tech-
niques, the combination of linear and nonlinear stabilization seems to be the winning
choice, since the former is an accurate method with optimal convergence properties
that is effective on smooth regions whereas the latter reduces (or eliminates) oscilla-
tions around shocks or discontinuities. In particular, when using nonlinear artificial
viscosity without any linear stabilization, it is common to observe the terracing effect,
which consists in “a distortion of smooth profiles and represents an integrated, nonlin-
ear effect of residual phase error” [74, 89]. However, the combination of linear and non-
linear stabilization must be carried out with care. A naive combination of an optimally
convergent linear stabilization and a monotonicity-preserving nonlinear stabilization
can produce a method with none of these properties. It has recently been observed
in [44] that traditional linear stabilization terms usually harm interesting properties of
the nonlinear stabilization, since they act as a hyperviscosity term. In [44], the authors
propose a way to blend edge stabilization [25] with entropy-viscosity and numerically
observe that the resulting method converges to entropy solutions; neither a DMP nor
entropy stability is proved.
In this chapter we introdue a linear/nonlinear stabilized FE formulations to ap-
proximate hyperbolic problems (and by extension singular limits of CDR systems). The
outcomes of this research are:
• We extend the NPS technique proposed in [3] for pressure stabilization to con-
vection stabilization. We carry out the stability and convergence analysis, getting
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full control on the convection term (times a stabilization parameter).1
• Next, we show how to weight this linear stabilization in such a way that it does
not affect the potential monotonicity of the underlying method. The use of the
Scott-Zhang projector in the NPS stabilization turns out to be essential to design
a linear stabilization that allows one to preserve DMP properties.
• Then we present some nonlinear stabilization, i.e., shock-capturing, methods with
some monotonicity properties. In particular, we design a method that enjoys a
DMP for time-dependent multidimensional linear transport problems.
• One of those methods is defined for the 1D Burgers’ equation and it is proved
in [20] that it is not only monotonic but also entropy stable; thus an alternative
blending between this nonlinear stabilization and the Scott-Zhang term is pro-
posed in order to ensure that the combination mantains entropy stability.
• We present a detailed numerical experimentation, where we show the excellent
performance of the proposed algorithms in terms of elimination of oscillations,
compared to some up-to-date shock-capturing schemes.
The outline of the chapter is the following. In Section 2.2 we introduce the con-
tinuous problems and its Galerkin discretization using FEs. Section 2.3 is devoted to
the NPS formulation based on the Scott-Zhang projector and its corresponding numer-
ical analysis. Section 2.4 proposes a weighting of the previous linear stabilization in
order to not affect the monotonicity of the underlying method, namely a DMP or en-
tropy stability. Novel nonlinear stabilization techniques are introduced in Section 2.5.
A summary of the linear/nonlinear schemes used in the numerical experimentation,
including the ones introduced in this chapter, can be found in Algorithm 1. Numerical
experiments are included in Section 2.6. Finally, some conclusions are drawn in Section
2.7.
2.2 Preliminaries
Let us consider an open, bounded, and Lipschitz polyhedral domain Ω ⊂ Rd, where
d = 1, 2, or 3 is the space dimension, and a time interval (0, T ). The linear transport
problem consists in finding a solution u(x, t) for the problem
∂tu+∇ · (βu) = f, in Ω× (0, T ), (2.1)
where β is a solenoidal vector field and f is the forcing term. This problem is sup-
plemented with the boundary condition u = 0 on the inflow boundary ∂Ω− := {x ∈
1This is an improvement of our analysis with respect to the one in [26] for a similar formulation, which
only provides partial control over convection, i.e., the component orthogonal to the FE space with respect
to the aforementioned projector. However, the analysis in [26] is not restricted to quasi-uniform meshes.
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∂Ω : β(x) · n(x) < 0}, n being the outwards normal vector, and the initial condition
u(·, 0) = u0 on Ω.
We will use standard notation for Sobolev spaces (see, e.g., [17]). In particular,
the L2(ω) scalar product will be denoted by (·, ·)ω for some ω ⊂ Ω, but the domain
subscript is omitted for ω ≡ Ω (analogously for the duality pairing 〈·, ·〉). The L2(Ω)
norm is denoted by ‖ · ‖. We will omit the d superscript in vector-valued functional
spaces. In order to state the weak form of (2.1), we introduce the spaces Hβ(Ω) := {u ∈
L2(Ω) : ∇ · (βu) ∈ L2(Ω)} and Hβ0 (Ω) = {u ∈ Hβ(Ω) : u = 0 on ∂Ω−}.
The weak form of (2.1) reads as follows: seek u(·, t) ∈ Hβ0 (Ω) such that (∂tu, φ)+(∇·
(βu), φ) = (f, φ) for any φ ∈ L2(Ω) and almost every t ∈ (0, T ), where f ∈ L2(Ω). The






(∇ · (βu), φ)
‖u‖Hβ(Ω)‖φ‖L2(Ω)
≥ cγ > 0. (2.2)
We will also consider the nonlinear Burgers’ equation, since it is a prototype for
equations with solutions that can develop discontinuities (shock waves). In particular,




· ∂x(u2) = 0, on [0, L]× [0, T ], (2.3)
with periodic boundary conditions and the initial condition u(·, 0) = u0.
2.3 Linear Stabilization
Let Th be a conforming and shape-regular partition of Ω̄ into d-simplices, quadrilaterals
(d = 2), or hexahedra (d = 3), where every K ∈ Th is the image of a reference element
K̂ through an affine mapping FK : K̂ → K (see [29, Chp. 2]). Pk(K̂) is the space of
complete polynomials of degree k on K̂. For d-simplicial FE partitions, we define the
space of element-wise discontinuous functions
Dkh := {vh : vh|K ◦ FK ∈ Pk(K̂), K ∈ Th}, for an integer k ≥ 1.
The continuous FE spaces are obtained by enforcing continuity, namely V kh := D
k
h ∩




0 (Ω) with null trace on the
inflow. For quadrilaterals and hexahedra, the spaces are obtained by replacing Pk(K̂)
by Pk(K̂), the space of polynomials with maximum degree k in each reference space
coordinate on K̂.
Let us introduce some basic notation. Let q and v be a scalar and vectorial smooth
function respectively inside every elementK ∈ Th. LetK+F andK
−
F be two neighboring
elements and F = ∂K+F ∩∂K
−
F the corresponding common face. We denote by q
± (idem
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for v±) the trace of q on ∂K±F taken within the interior of K
±
F , and n
± the outward
normal to ∂K±F . We define at x ∈ F the averages and jumps
{{q}} := 1
2
(q+ + q−), [[q]] := (q+n+ + q−n−),
{{v}} := 1
2
(v+ + v−), [[v]] := (v+ · n+ + v− · n−).
For the FE space V kh we denote byMh the set of all interpolation nodes related to
Th and by {ϕih}xi∈Mh the corresponding nodal basis of V kh . We also denote byMh(K)









h denotes the nodal value of vh corresponding to i.
Analogously, {ϕih(x)|K}K∈Th,xi∈Mh(K) is the basis for Dh and discontinuous FE func-








h(x)|K , where vh|iK is the value of
vh at the node xi in element K. On the other hand, Ωi is the set of elements K ∈ Th
such that xi ∈Mh(K), i.e., the set of neighbor elements. Let hK denote the diameter of
K ∈ Th and h := maxK∈Th hK .
The Galerkin FE approximation of (2.1) consists in seeking uh ∈ V kh,0 such that
(∂tuh, φh) + (∇ · (βuh), φh) = (f, φh), for any φh ∈ V kh,0, (2.4)
for almost every t ∈ (0, T ), with the initial boundary condition uh(0) = πh(u0). In the
analysis of DMP properties, we will consider a Gauss-Lobatto sub-integration, denoted
by (·, ·)h, of the time-derivative term, leading to a lumped mass matrix. We define as
‖·‖h the norm associated to the sub-integration product. The numerical experiments in
Section 2.6 are carried out with and without mass lumping. For the subsequent presen-
tation of the formulation and numerical analysis, we assume the problem is continuous
in time. In the numerical experiments, we will consider both explicit and implicit time
integration schemes.
Additional stabilization terms must be introduced in order to reduce the strong
oscillations of the solution in (2.4). The SUPG method (and identically VMS or GLS
residual-based stabilized formulations) applied to (2.4) reads as follows: seek uh ∈ V kh
such that





δ(∂tuh +∇ · (βuh))∇ · (βφh)dΩ





δf∇ · (βφh)dΩ, for any φh ∈ V kh ,
(2.5)
where δ is elementwise constant with value δ|K := cδhK‖β‖−1L∞(K) if ‖β‖L∞(K) > 0
and δ|K = 0 otherwise, cδ being a positive algorithmic constant (cδ = 0.5 in our nu-
merical tests). The stability of this formulation has recently been proved in [21] for a
time-independent β, a constant in space δ, and some regularity requirements. As one
can observe in [21], the time derivative in the stabilization term certainly complicates
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the numerical analysis. An alternative to SUPG-type formulations is to use symmet-
ric projection stabilization. This type of stabilization applied to problem (2.4) admits
different versions of the stabilization term, depending on the quantity that is being pro-
jected. The first version, which includes the projection of the unknown gradient/shape
function, reads as:
sh(uh, φh) = (δβ · κ⊥h (∇uh), β · κ⊥h (∇φh)), (2.6)
where κ⊥h (v) = v − κh(v), κh(·) : L2(Ω) −→ V kh being a projector with optimal interpo-
lation properties. Alternatively, we can consider the projection of the whole convective
term, i.e.,
sh(uh, φh) = (δκ
⊥
h (∇ · (βuh)), κ⊥h (∇ · (βφh)). (2.7)
Both versions have a very similar numerical behaviour. In fact, they are equivalent
in the case β ∈ V 1h (linear FE space); this fact is a direct consequence of Lemma 1.
Convergence estimates for these two versions are slightly different (see Theorems 3-4).
Different choices of κh have been proposed so far. A natural option is to con-
sider the L2 projector πh, i.e., given v ∈ L1(Ω) we compute πh(v) as the solution of
(πh(v), φh) = 〈v, φh〉 for any φh ∈ V kh . However, this projector is global and cannot
be straightforwardly used. Assuming δ to be constant (which is not in practical com-
putations) the element contributions in (2.7) are replaced by (δπ⊥h (β · ∇uh), β · ∇φh),
dealing to the orthogonal subscales formulation in [35]. Still, the global projector re-
quires the explicit computation of the inverse of a mass matrix and produces a much
denser system matrix. Further, symmetry is lost, since δ is not constant in practice.
The local projection stabilization (LPS) in [15] solves the aforementioned problems
since this method involves a local projector; κh does not project onto V kh but a space
of discontinuous functions. The original LPS method, lately called two-level LPS, re-
quires a particular hierarchical topology of the mesh that restricts the applicability of
the method. Alternative formulations have been proposed in [81], in which a fine space
is obtained by including additional functions to the FE space. The resulting method,
called one-level LPS, does not involve mesh restrictions but particular enriched FE
spaces must be used.
We will extend the NPS method (recently proposed in [3] to attain pressure stability
for the Stokes problem) to convection stabilization. We consider κh to be a particular
L1(Ω) Scott-Zhang projector, which is favoured with respect to the previous symmetric
stabilization techniques since only local projections are required and neither assumptions
over the mesh partition nor enriched FE spaces are needed. We note that the projector is
locally defined at the node level, which has motivated the name of the method.
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2.3.1 Nodal Projection Stabilization
At this point, let us introduce a variant of the Scott-Zhang projector [95] which is well-
defined for L1(Ω) functions. The analysis in [95] does apply for this projector even
though it is not the standard version, because it does not keep homogeneous boundary
conditions. We can build a node-to-element map ς :Mh → Th such that given a node xi
it provides an element K ∈ Ωi; for interior nodes there is only one choice, two choices
for nodes on faces and possibly more for nodes on edges or vertices. Following [95],





h(x)dx = δij , for any j ∈Mh(ς(xi)). (2.8)








However, we can consider the following simplifications:
1. Since ∇ϕih|K ∈ Pr−1(K) ⊂ Pr(K) for any xi ∈ Mh, we can easily check that
κh(∇ϕih)(xk) = ∇ϕih|kς(xk) and thus, to compute the stabilization term (2.6) one
does not require any integration or the explicit computation of dual functions.
2. We note that this trick is not possible for (2.7) since β · ∇ϕih|K 6∈ Pr(K) in general.
However, we can still use the nodal projection, i.e., κh(β ·∇ϕih)(xk) = β ·∇ϕih|kς(xk),
keeping the required stability and approximability properties (see [26]).
We refer to [3] for a detailed discussion about implementation aspects and for the defi-
nition of the sparsity pattern of the matrix.
2.3.2 Numerical Analysis
In this section, we prove stability and convergence results for the NPS formulation
introduced above, i.e., find uh(·, t) ∈ V kh,0 such that
(∂tuh, φh) + (∇ · (βuh), φh) + sh(uh, φh) = (f, φh), for any φh ∈ V kh,0, (2.10)
for almost every t ∈ (0, T ), with the initial boundary condition uh(0) = πh(u0), sh(·, ·)
defined by (2.6) or (2.7), and the projector κh(·) defined in (2.9). In the subsequent
analysis, . denotes ≤ up to a positive constant. We also introduce the symmetric
semipositive-definite bilinear form cs(·, ·) corresponding to the symmetric part of the




(∇ · (βv), w) + 1
2
(v,∇ · (βw)).
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We remark that
cs(v, v) = (∇ · (βv), v) =
∫
∂Ω+
v(x)2β(x) · n(x)dx ∀v ∈ Hβ0 (Ω), (2.11)
where ∂Ω+ = ∂Ω\∂Ω−. First, we prove the following result, that will be used hereafter.
Lemma 1. Let us consider the projector κh(·) defined in (2.9) and β ∈ W 1,∞(Ω). Then, we
have
‖κ⊥h (β · ∇vh)‖ . ‖β · κ⊥h (∇vh)‖+ ‖β‖W 1,∞(Ω)‖vh‖.
Further, ‖κ⊥h (∇ · (βvh))‖ = ‖β · κ⊥h (∇vh)‖ for β ∈ V 1h .
Proof. Let βh be an approximation of β in V 1h such that ‖β⊥h ‖L∞(Ω) . h‖β‖W 1,∞(Ω),
where β⊥h = β − βh. It holds, e.g., for βh being the Scott-Zhang projection of β [95].
Then, we have:
‖κ⊥h (β · ∇vh)‖ ≤ ‖κ⊥h (βh · ∇vh)‖+ ‖κ⊥h (β⊥h · ∇vh)‖.
We can easily check that κ⊥h (βh · ∇vh) = βh · κ⊥h (∇vh) at every node of K ∈ Th, by
the continuity of βh and the definition of κh. Further, κ⊥h (βh · ∇vh)|K ∈ V kh (K) (the
restriction of V kh onto K) and so κ
⊥
h (βh ·∇vh) = ρh,K(βh ·κ⊥h (∇vh)) on K, where ρh,K is
the nodal (Lagrangian) interpolant in element K. As a result, using the stability of the
Lagrangian interpolant, we have that ‖κ⊥h (βh·∇vh)‖ . ‖βh·κ⊥h (∇vh)‖ . ‖β·κ⊥h (∇vh)‖+
‖β⊥h · κ⊥h (∇vh)‖. Further, using an inverse inequality and the interpolation properties
of βh we get
‖β⊥h · κ⊥h (∇vh)‖+ ‖κ⊥h (β⊥h · ∇vh)‖ . ‖β⊥h ‖L∞(Ω)‖∇vh‖ . ‖β‖W 1,∞(Ω)‖vh‖.
Combining these results we prove the inequlaity in the lemma. The proof of the equal-
ity is straightforward, since β⊥h = 0 for β ∈ V 1h .
Let us define δ̄ := cδh‖β‖−1L∞(Ω) if ‖β‖L∞(Ω) > 0 and δ̄ = 0 otherwise. In the numeri-
cal analysis, we will assume that β(t) 6= 0 for any t ∈ (0, T ) for the sake of brevity, since
the extension is obvious. Using the previous lemma we obtain the following stability
result.
Theorem 2 (Stability). The solution uh of problem (2.10) with the linear stabilization term
sh(·, ·) defined either by (2.6) or (2.7) and the projector κh(·) defined in (2.9) satisfies the bound
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for any t∗ ∈ (0, T ). Further, it satisfies the weak inf-sup condition
‖δ̄
1
2β · ∇uh‖ . sh (uh, uh) + γδ̄
1




2∇ · (βuh), φh)
‖φh‖
, (2.12)
where γ = 1 for the stabilization term (2.6) and γ = 0 for (2.7).
Proof. The first inequality can be readily proved by taking φh equal to uh in (2.10),
using (2.11) (noting that β · n ≥ 0 in ∂Ω+), integrating the resulting equation in time
and using the fact that
∫ t∗
0 ‖f‖‖uh‖dt ≤ ‖u(t̃)‖‖f‖L1(0,t∗;L2(Ω)) for some t̃ ∈ [0, t
∗]. The
discrete weak inf-sup condition (2.12) is proved by using the fact that uh ∈ Hβ0 (Ω) and
the continuous inf-sup condition (2.2). Thus, there exists a ϕ ∈ L2(Ω) such that
‖uh‖+ ‖β · ∇uh‖ .
(β · ∇uh, ϕ)
‖ϕ‖
.
Now, using the L2(Ω) interpolant πh(ϕ), we have
(β · ∇uh, ϕ) = (β · ∇uh, ϕ− πh(ϕ)) + (β · ∇uh, πh(ϕ))
. ‖π⊥h (β · ∇uh)‖‖ϕ‖+ (β · ∇uh, πh(ϕ)).
Since πh is the orthogonal projector, we know that ‖π⊥h (v)‖ ≤ ‖v−wh‖ for any v ∈ L2(Ω)
and wh ∈ V kh,0. In particular, ‖π⊥h (·)‖2 ≤ ‖κ⊥h (·)‖2. Using this fact (and invoking the
previous lemma for the formulation (2.6)), we prove the theorem.
Finally, we prove error estimates for this algorithm. We remark that linear projec-
tion stabilization methods are weakly consistent, i.e., the consistency error does not
spoil the overall convergence rates, as soon as the projector κh in (2.9) has optimal ap-
proximation properties, i.e., for any v ∈W l,p(Ω) and 0 ≤ s ≤ l ≤ k + 1, it holds:
‖κ⊥h (v)‖W s,p(K) . hl−s‖v‖W l,p(SK), ‖κ
⊥
h (v)‖W s,p(Ω) . hl−s‖v‖W l,p(Ω), (2.13)
where SK is a domain made of the elements neighboringK (see [16]). We consider first
the analysis for the symmetric stabilization (2.6).
Theorem 3 (Convergence). Let uh ∈ V kh be the solution of (2.10) with the linear stabilization
term sh(·, ·) defined in (2.6) and the projector κh(·) defined in (2.9). Let us assume that the
solution u of (2.1) belongs to L∞(0, T ;H l(Ω)) for l ≤ k + 1, and β ∈ L∞(0, T ;W 1,∞(Ω)).
The following error estimate holds for any t∗ ∈ (0, T ):
‖(uh − u)(t∗)‖+ ‖δ
1
2β · κ⊥h∇(uh − u)‖L2(Ω×(0,t∗))












Proof. Let us consider the decomposition uh − u = ξ − η, with ξ = uh − πhu ∈ V kh,0
and η = u − πhu ∈ (V kh,0)⊥. It is well known that ‖π⊥h v‖ ≤ hl‖v‖Hm(Ω). Further, let
Chapter 2. Monotonicity Preserving Methods for Continuous Galerkin Schemes 17





[(∂tv, w) + (∇ · (βv), w) + sh(v, w)]dt.







sh(u, vh)dt, ∀vh ∈ V kh,0.
Thus,
Dh(uh−u, vh) = −
∫ T
0



























= I + II + III + IV,
where we have used the fact that ‖ξ(0)‖ = 0. Now, we will proceed to bound the abso-
lute value of quantities I− IV . For the term I , it is sufficient to use the approximability


























2β · κ⊥h (∇ξ)‖2dt,
with α > 0 to be determined. It is easy to see that the term II = 0 because η ∈ (V kh,0)⊥
























2β · κ⊥h (∇ξ)‖2dt.
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Finally, knowing that η ∈ (V kh )⊥ and the semipositive definiteness of cs(·, ·), the term



























































































2β · κ⊥h (∇η)‖2dt
. h2l‖u(t∗)‖2Hl(Ω) + h
2l−1‖β‖L∞(Ω×(0,t∗))‖u‖2L2(0,t∗;Hl(Ω)).
So, the theorem holds.
When we consider the stabilization term (2.7) it is possible to eliminate the expo-
nential function in time under extra regularity on β.
Theorem 4 (Convergence). Let uh ∈ V kh be the solution of (2.10) with the linear stabilization
term sh(·, ·) defined in (2.7) and the projector κh(·) defined in (2.9). Let us assume that the
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solution u of (2.1) belongs to L∞(0, T ;H l(Ω)) for l ≤ k + 1, and β ∈ L∞(0, T ;Hs(Ω)) for
s > max{l − 1, d2}. Then, the following error estimate holds for any t
∗ ∈ (0, T ):
‖(uh − u)(t∗)‖+ ‖δ
1
2κ⊥h (β · ∇(uh − u))‖L2(Ω×(0,t∗))












Proof. The proof is similar to the one for Theorem 3. Due to [48, Th. 1.4.4.2], we have
that ‖β · ∇u‖Hl−1(Ω) ≤ ‖β‖Hs(Ω)‖u‖Hl(Ω) for s > max{l − 1, d2}. We can use this fact
together with the bounds in (2.13) to bound the term |I|. Further, term |IV | can easily
be bounded as above and II also vanishes. Finally, the term including ‖β‖W 1,∞(Ω) does
not appear when bounding |III| (see Lemma 1), thus avoiding the exponential term in
the final bound.
Remark 1. Let us note that the following discussion can straightforwardly be generalized to
CDR problems. However, diffusion and reaction terms introduce additional stability, namely
H1(Ω) and L2(Ω) control, that is lost in the singular limit of pure convection. Most numerical
analyses of convection FE stabilization techniques are carried out for CDR problems and many
of them wrongly use the aforementioned control. As a result, bounds are not uniform with re-
spect to physical parameters and blow-up in the interesting singular limit. A notable exception
is the work in [50].
2.4 Weighting the Linear Stabilization
Let us assume that we have a FE discretization of the convective term in the trans-
port problem (2.1), denoted by bh(·, ·), that satisfies some monotonicity property. The
bilinear form bh(·, ·) will include the Galerkin terms plus additional shock-capturing
terms that provide the monotonicity properties. The definition of a shock-capturing
with these properties is the subject of Section 2.5.
Now, we add the NPS stabilization sh(·, ·) in (2.6)/(2.7)-(2.9) on top of bh(·, ·). Thus,
the final system consists in finding uh ∈ V 1h such that
(∂tuh, φh)h + Āh(uh;φh) = 0, ∀φh ∈ Vh1, (2.14)
where Āh(uh, φh) = bh(uh, φh) + sh(uh, φh). As it has been noticed in [44], linear stabi-
lization terms destroy the monotonicity properties because they act as a hyperviscosity
term. The aim of this section is to design the first linear stabilization technique which
is proved not to spoil monotonicity properties when applied to the transient transport
problem.2 In order to do this, we design a properly weighted NPS (wNPS) formulation
2Let us remark that the work in [24] also combines linear and nonlinear stabilization, and a DMP
property is proved. However, this work considers the steady CDR problem and the extension to time-
dependent problems is unclear, due to the fact that SUPG-type stabilization has been used.
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that allows to keep a DMP property for the transport problem. Moreover, we consider
the 1D Burgers’ equation and an alternative weighting that also keeps entropy stability,
labelled as BwNPS.
2.4.1 The DMP Property
In this section we show how a DMP property can be kept as soon as the weighted
formulation is carefully chosen. We will consider the useful definition of the strong
DMP given by Burman and Ern in [24, 20] which reads as follows.
Definition 1. We say that the semi-linear form Bh(uh, φh) has the strong DMP property if
the following holds true: for any uh ∈ V kh,0 and for all interior vertex xi, if uh is locally minimal
(resp. maximal) on vertex xi over macroelement Ωi (uh(xi) ≤ uh(x) ∀x ∈ Ωi) then there exists










It will be shown that, when using lumped matrices for the integration in time, the
DMP implies that the local extrema are diminishing in time. The challenge is to find a
linear stabilization that is capable to maintain this property.
We want Āh(·, ·) to enjoy the strong DMP property and to do so we will weight
the value of δ in such a way that the term sh(·, ·) does not harm the DMP property of
bh(·, ·). Let us introduce some definitions to compute this weighting. First let xi ∈ Mh
be a node of the mesh and Sd ⊂ Rd be the unit sphere. We further introduce two new
concepts: the jump on a node xi, [[v]]i, and the mean value on a node xi, {{v}}i. Given
v ∈ [Dh]d be such that v · t is univalued on element boundaries, t being an arbitrary













(v(xi + λr) · r + v(xi − λr) · r). (2.16)
Clearly, when d = 1, these definitions reduce to the jump and the average of the abso-
lute value on the corresponding node. The values are well defined for all r since the
quantity v · r is univalued due to the tangential continuity of this function on element
boundaries.
Lemma 5. If uh ∈ V 1h has an extremum on node xi,
[[∇uh]]i
2{{|∇uh|}}i = 1. Further,
[[∇uh]]i
2{{|∇uh|}}i ≤ 1
for any xi ∈Mh.
Proof. Given uh ∈ V 1h , ∇uh satisfies the tangential continuity on element boundaries
above and the quantities in (2.15) are well-defined. If uh has a local extremum on xi,
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sign(∇uh(xi + rλ)) = −sign(∇uh(xi − rλ)) for any r ∈ Sd. Thus









(|∇uh(xi + λr) · r|+ |∇uh(xi − λr) · r|) = 2{{|∇uh|}}i.
The upper bound is obvious. It proves the lemma.
Finally, let us define the set Sh(K) = {ς(xi)|xi ∈ Mh(K)}. Now we are able to












for q > 0. The following theorem ensures the strong DMP property for Āh(·, ·).
Theorem 6. Let sh(·, ·) be defined as (2.6) or (2.7), with the projector κh(·) in (2.9) and the
stabilization parameter δ in (2.17). Then, if bh(·, ·) enjoys the strong DMP property, so it does
Āh(·, ·) = bh(·, ·) + sh(·, ·).
Proof. First, we consider the expression (2.6). Let us check that if uh has an extremum
on xi, then sh(uh, ϕih) = 0. If κ
⊥
h (∇ϕih)|K 6= 0, there exists xj ∈ K such that ς(j) ∈
Ωi. Thus xi ∈ Sh(K) and, since uh has an extremum on xi, [[∇uh]]i2{{|∇uh|}}i = 1 and δ|K is
0. Combining this result with Definition 1 of the strong DMP property, we prove the
theorem. The proof for the stabilization term (2.6) is straighforward, observing that the
same holds when κ⊥h (β · ∇ϕih)|K 6= 0.
The DMP property implies the following good features of the method.
Lemma 7. Let the semilinear form Bh(·, ·) satisfy the strong DMP property. Then:
i) If uh is such that Bh(uh;φh) = f for any φh ∈ V 1h with f ≥ 0 ( f ≤ 0 resp.), then the
minimum (the maximum resp.) of the solution is on the boundary of the domain Ω.
ii) If uh is the solution of (2.14), any local extremum of |uh| is decreasing in time (LED).
This implies that ‖uh‖L∞(0,T ;L∞(Ω)) ≤ ‖u0‖L∞(Ω).
Proof. i) If uh has a minimum on the node xi in the interior of Ω then Bh(uh, ϕih) ≤
−
∑
K∈Ωi αK |∇uh|K |. But, since f ≥ 0, we can deduce that ∇uh|K = 0 for any
K ∈ Ωi. Thus, uh(xj) = uh(xi) for any node xj ∈ Ωi. If uh(xi) is a minimum in
the domain, so is uh(xj) and the process can be repeated until one reaches a node
xj ∈ ∂Ω. The proof for the maximum is analogous.
ii) We refer to [20, Lemma 3.2] for its proof. It is done for the 1D case but the proce-
dure is very similar for the multidimensional case.
For the 1D case, we can also obtain the following results.
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Lemma 8. Let uh be a solution of (2.14) with Ω ⊂ R and the semilinear formBh(·, ·) satisfying
the strong DMP property. Then:
i) The number of local extrema in uh(·, t) is smaller than or equal to the number of local
extrema in uh(·, 0).
ii) The method is total variation diminishing (TVD), i.e., ∂tTV(uh) ≤ 0, where the total





Proof. We refer to [20, Lemmata 3.3-3.4] for its proof.
2.4.2 Entropy stability
We consider the homogeneous Burgers’ equation (2.3) with periodic boundary condi-
tions and source term f = 0. It is well known that weak solutions of hyperbolic prob-
lems are not necessarily unique. The physically correct one is determined by enforcing
an additional condition, the entropy condition
∂tη(uh) + ∂xψ(uh) ≤ 0,
where η is a strictly convex function (for example η(s) = s2) and ψ is an entropy flux
defined by the relation η(s)′F (s)′ = ψ′ for F being the flux of the problem (F (s) = s
2
2
for the Burgers’ equation). Thus, a good FE discretization of this problem should also
converge to the correct physical (entropy) solution; methods that satisfy this property
are called entropy stable. As an example, the shock-capturing scheme in [20] for the 1D
Burgers’ equation does not only enjoy the DMP property but is also entropy stable. In
this section we would like to introduce an alternative blending of the nonlinear stabi-
lization and the NPS stabilization in order to fulfill this additional property when the
underlying method contains an artificial viscosity extra term.
Let us consider a uniform onedimensional mesh Th with local mesh size h = LN−1,
so that Th = {xi |xi = ih, i = 0, · · · , N}. The discrete form of this problem together








h (∂xφh))Ω + (εB∂xu, ∂xφh)Ω, (2.18)
where δB|K = cδhK‖uh‖−1L∞(K) if ‖uh‖L∞(K) > 0 and δB|K = 0 otherwise, for K ∈ Th.
We consider the discrete problem (2.14) with ah(·, ·) as in (2.18).
First, let us make some assumptions about the blended formulation. In particular,
we assume that ah(·, ·) enjoys the strong DMP property; how to attain this property
will be adressed in the next section. Further, in order to get entropy stability we require
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additional conditions on δB and the mapping ς . In this framework, entropy stability
implies the strong DMP property whereas the opposite is not true in general. The
hypotheses on the parameters are the following:
(H1) the bounds 0 ≤ εB(uh) ≤ Ch‖uh‖L∞(Ω) hold,
(H2) the bounds 0 ≤ |uh|δB(uh) ≤ Ch hold,
(H3) εB, δB and κh are chosen in such a way that ah(·, ·) enjoys the strong DMP prop-
erty,
(H4) δB and κh are chosen in such a way that (δBuhκ⊥h (∂xuh), uhκ
⊥
h (∂xuhχh)) ≥ 0 for
any χh ∈ Vh such that χh ≥ 0
For the sake of simplicity in the notation, we will note εB and δB as ε, δ respectively,
from now on in this section.
Lemma 9. Let uh be the solution of (2.14) with the semilinear form in (2.18). Then there holds













for any t∗ ∈ (0, T ). Further, if (2.18) satisfies H3, uh enjoys properties (i)− (iii) in Lemma 7.
Proof. It follows from taking φh = uh in (2.14) and integrating in time. Notice that
(uh∂xuh, uh) = 0 for all t ∈ I thanks to the periodic boundary conditions. The second
part is a direct consequence of Lemma 7.
We can prove additional stability and Lipschitz continuity in time (see [20, Lemma
3.5]).
Lemma 10. Let uh be a solution of (2.14) with the semilinear form in (2.18) satisfying H1 −
H3. Then, for all h > 0 there holds
‖∂tuh(t)‖L1(Ω) + ‖∂xuh(t)‖L1(Ω) ≤ C, ∀t ∈ R+,
and
‖uh(t2)− uh(t1)‖L1(Ω) ≤ C|t2 − t1| ∀t1, t2 ∈ R+,
with C independent of h.
Proof. From the property (iii) in Lemma (7) we have that ∂tTV(uh(t)) ≤ 0 and ‖∂xuh(t)‖L1(Ω) =
TV(uh(t)). So, we obtain that ‖∂xuh(t)‖L1(Ω) ≤ C. On the other hand using Assump-
tions H1-H2, the definition of the Gauss-Lobatto sub-integration (·, ·)h, the fact that
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∣∣∣∣dt ≤ ∫ t2
t1
C‖uh(t)‖L∞(Ω)‖∂xuh(t)‖L1(Ω)
≤ C|t2 − t1|‖uh‖L∞(0,T ;L∞(Ω)) max
t∈[t1,t2]
‖∂xuh(t)‖L1(Ω).
It proves the lemma.
The forthcoming theorems prove that under H1 − H4 the FE solution converges
weakly to the entropy solution. They use the following commutator properties of the
standard nodal interpolation ρh.
Lemma 11. Let uh ∈ Vh1 and χ ∈ C∞(Ω). It holds
‖uhχ− ρh(uhχ))‖L1(Ω) ≤ Ch‖uh‖L1(Ω)‖χ‖W 1,∞(Ω)
and
‖∂x(uhχ− ρh(uhχ)))‖L2(Ω) ≤ C‖uh‖L2(Ω)‖χ‖W 1,∞(Ω). (2.19)
Proof. See [13, 65]
Theorem 12. The solutions {uh}h>0 of (2.14) with the semilinear form in (2.18) satisfying
H1−H3 converge to a weak solution.
Proof. As in [20], we can use Lemmata (7), (10) and Helly’s theorem (see [77, Theorem
A.3 p. 261]) to prove that there exists a subsequence from {uh} and a function u :
(a, b)×R+ −→ R with bounded TV such that uh(x, t) −→ u(x, t) at almost all (x, t) and
uh(t) −→ u(t) in the L1(Ω) norm for all t ∈ R+. Now we must show that in the limit uh
satisfies (uh(0), χ) = (u0, χ) a.e. and
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for all χ ∈ C∞([0, L] × [0, T ]) with χ(a, t) = χ(b, t) = 0. To do so we proceed again
as in [20, Theorem 3.7] and use the Galerkin orthogonality and integration by parts to








The only extra term with respect to [20, Theorem 3.7] that needs to be bounded is∣∣∣(δ(uh)uhκ⊥h (∂xuh), uhκ⊥h (∂xρh(χ)))Q∣∣∣































where we have used Lemma (9) and H2. Since χ ∈ C∞(Ω) ⊂ W 1,∞(Ω), using the









|(uh(0)− u(0), χ)| = |(uh(0)− u(0), χ− ρh(χ))| ≤ Ch‖u0‖L1(Ω)‖χ‖W 1,∞(Ω) −−−→
h→0
0
for all χ ∈ C∞(Ω̄). It proves the theorem.
Including now Assumption H4 we prove that the FE method converges to the en-
tropy solution, i.e. it is entropy stable.




(−(η(uh), ∂tχ)Q − (ψ(uh), ∂xχ)Q) ≤ 0, for any χ ∈ C∞0 (Q), χ ≥ 0,
for the strictly convex entropy η(s) = s2 and associated entropy flux ψ.
Proof. Note that η′(uh) = 2uh. Thus, Lemma (11) can be used for the product η′(uh)χ.
The following identity holds for any χh ∈ Vh1 and χ ∈ C∞0 (Q):∫ T
0
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We define







We note that η′′(uh) = 2 for the Burgers’ equation. Further, z(uh, χ) ≥ 0 by hypothesis
H4 and the positivity of χ. So we proceed to bound −(η(uh), ∂tχ)Q − (ψ(uh), ∂xχ)Q
plus a positive value by 0. Using the fact that χη′′(uh)∂xuh = ∂x(η′(uh)χ) − η′(uh)∂xχ
(analogously with η′′(uh)∂xuhρh(χ)) and ∂xψ(uh) = η′(uh)∂xu2h/2, we get:


























− (δ(uh)uhκ⊥h (∂xuh), uhκ⊥h (η′(uh)∂x(ρh(χ))))Q
∣∣∣.
Since uh satisfies (2.14)-(2.18), we can use the Galerkin orthogonality property with the
FE function ρh(η′(uh)χ). This way, it is possible to bound the first five terms of the sum
as in [20, Theorem 3.8]. The additional linear stabilization terms can be bounded by
means of the L2-approximability of the projector, the H1 stability of the nodal inter-
polant, Assumption H4, Lemma (9) and (2.19) in Lemma (11):

















































From Lemmata (9), (7) and (10), we infer that for each α > 0 there exists h0 > 0 such
that




(−(η(uh), ∂tχ)Q − (ψ(uh), ∂xχ)Q + z(uh, χ)) = 0.
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Since z(uh, χ) ≥ 0 we may conclude.
It can be proved that the wNPS formulation given by (2.17) does not fulfilH4. Now,
the question is how to design a method that fulfills AssumptionsH1−H4. Let us define
the alternative weighting BwNPS. Entropy stability can be attained by considering the
following definition of ς :
ς(a) = arg max
K∈Ωa
{|∇uh|K |}. (2.20)
Thus, the map ς is no longer arbitrary. In fact, with this definition of ς we can relax the













where γ = ‖uh‖L∞(K) for the Burgers’ equation and γ = ‖β‖L∞(K) for the linear trans-
port equation (γ = 0 if ‖ · ‖L∞(K) = 0), in such a way that the linear stabilization is
switched off in those elements in which we add the maximum amount of artificial vis-
cosity. Clearly, the value of δ in (2.21) is larger or equal than the one in (2.17) since
Mh(K) ⊂ Sh(K). As soon as the projector is defined as in (2.20), both definitions
of δ lead to entropy stable formulations. In the subsequent analysis, we consider the
definition of δ in (2.21); the analysis with (2.17) is just a simplification.
With these definitions we can readily check that ε and δ satisfy H1 −H2. Now, let
us show they also fulfill H3 and H4 for the linear 1D case.
Lemma 14. The form ah(·, ·) in (2.18) with δ defined in (2.21) and ς as in (2.20) satisfies
Assumption H3, i.e. it enjoys the strong DMP property.
Proof. First, let us prove that if there is a local minimum on xi, the linear stabilization




h))Ω ≤ 0 ; analogously for ≥ 0 and maximum on xi.
We know that the 1D mesh elements areKj = [xj−1, xj ] with xj = jh, j ∈ {0, · · · , N}.










ϕmh |Kj . (2.22)
Applying this definition we obtain κ⊥h (∇ϕih)
∣∣
Kj
≡ 0 for j /∈ {i− 1, i, i+ 1, i+ 2}. More-
over, if there is an extremum on xi, sign(∇uh|Ki) 6= sign(∇uh|Ki+1) and so
|[[∇uh]]i|
2{|∇uh|}i = 1.
Therefore δki = δki+1 = 0 and sh(uh, ϕ
i
h)|Ki = sh(uh, ϕih)|Ki+1 = 0. In conclusion, we
only have to check the value of sh(uh, ϕih) in Ki−1 and Ki+2.
We will only focus on Ki−1 since the analysis is equivalent for Ki+2. There are two
possible situations depending on the sign of ∇u in Ki and Ki−1; either the signs of
∇uh|Ki and ∇uh|Ki−1 are the same or they are different. If they are different, δKi−1 = 0
and sh(uh, ϕih)Ki−1 = 0 and we have finished. On the other hand, if the signs are the
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|∇uh|Ki−1 | − |∇uh|ς(xm)|
)
= −αi−1m sign(∇uh|Ki),
for m = i − 2, i − 1. We can affirm (by the definition of ς in (2.20)) that αi−1m ≥ 0, for








h |Ki−1 . On the
other hand, it is easy to see that βκ⊥h (∇ϕih)
∣∣
Ki−1
= −βγi−1ϕi−1h |Ki−1 with γi−1 = 0 or
γi−1 = h














Since (βϕmh , βϕ
i−1
h )Ki−1 ≥ 0, we have that sh(uh, ϕ
i
h)Ki−1 ≤ 0 if there is a local minimum
on xi (resp. sh(uh, ϕih)Ki−1 ≥ 0 if there is a local maximum on xi), as we wanted to
prove.
After properly bounding the linear stabilization term, we can combine Lemma 14
and the results in [20, Theorem 4.1] in order to show that the term ah(uh, φh) in (2.18),
with δ and ς as in (2.21) and (2.20) respectively, enjoys the DMP property and therefore
the parameters ε, δ and ς satisfy H3.
It only remains to prove that the choice of the parameters is such that they fulfill
H4. It implies that the method (2.18) with the weighted definition of (2.21) and the
Scott-Zhang projection (2.20) does not only keep the TVD property but also entropy
stability, by Theorem 13.
Lemma 15. The form ah(·, ·) in (2.18) with δ defined in (2.21) and ς in (2.20) satisfies As-
sumption H4, i.e. (δκ⊥h (∂xuh), κ
⊥
h (∂xuhχh)) ≥ 0 for any χh ∈ Vh1 such that χh ≥ 0.
Proof. It is enough to show that (δκ⊥h (∂xuh), κ
⊥
h (∂xuhχh))Kj ≥ 0 for j = 1, . . . , N . Using














We can easily check that χh(xn)(δϕmh , ϕ
n
h)K ≥ 0 so we only need to prove that (∂xuh|Kj−
∂xuh|ς(xm))(∂xuh|Kj − ∂xuh|ς(xn)) ≥ 0. Rather the sign of ∂xuh is the same in elements
K, ς(xi−1) and ς(xi) or δ is 0. If δ = 0, (δϕmh , ϕ
n
h)Kj = 0. Otherwise, by the definition of
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ς in (2.20) we have:
sign(∂xuh|Kj − ∂xuh|ς(xl)) = −sign(∂xuh|Kj ) l = j − 1, j
Thus (∂xuh|Kj − ∂xuh|ς(xm))(∂xuh|Kj − ∂xuh|ς(xn)) ≥ 0 and we may conclude.
Remark 2. At this point, we have considered two different weightings for the linear stabiliza-
tion term. First, we have designed the weighting based on the modified definition of δ in (2.17),
which has been proved to keep the strong DMP property for the multidimensional transient
transport problem. Next, we have proved that entropy stability can be attained by considering
the Scott-Zhang node-to-element mapping ς in (2.20). Further, with this expression for ς the
weighting can be relaxed, using the definition of δ defined in (2.21). With this relaxed defini-
tion of δ, the method has been proved to keep both the strong DMP and entropy stability for the
1D Burgers’ equation. Using the ideas above, we can readily prove that this formulation also
satisfies the strong DMP property for the multidimensional transient transport problem.
2.5 Nonlinear Stabilization
FE methods, even with linear stabilization, are known to exhibit oscillations around
shocks or discontinuities. In order to reduce (or even eliminate) these oscillations, the
most used approach in the frame of continuous Galerkin FEs is to introduce localized
artificial viscosity. Artificial viscosity can spoil the accuracy of the resulting method for
smooth functions and so, it should be active only around the shocks/discontinuities.
As a result, the value of the viscosity must depend on the solution, leading to a nonlin-
ear stabilization term. Thus, the idea is to add to the linearly stabilized formulation the
term
rh(uh, φh) = (ε(uh)∇uh,∇φh), (2.23)
where the nonlinear viscosity ε(uh) is large enough around the shocks (to reduce os-
cillations) and vanishes in smooth regions (to keep accuracy). This nonlinear stabiliza-
tion is usually denoted shock-capturing in the literature, and it is one example of high
resolution methods [78]. In the frame of finite volumes and discontinuous Galerkin
techniques, high resolution methods are usually based on flux or slope limiters [68].
The key ingredient of (2.23) is the definition of ε(uh). In the frame of stabilized FE
formulations, residual-based viscosity (RV onwards) methods have traditionally been
used [65, 66, 80, 34, 10, 62, 63, 45, 43]. In these formulations, the artificial viscosity
can be written as ν(uh)|R(uh)|q where R(uh) is the FE residual, ν(uh) is the artificial
diffusion tensor and q a positive constant value. In particular we have implemented
the isotropic RV proposed in [80] to compare the results with the methods designed in
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this work. We consider for the isotropic viscosity
νisoK (w) =
lisoK
(‖w‖H1(K) + τ isoK )2
, q = 2. (2.24)
where lisoK and τ
iso
K are algorithmic constants.
It is argued in [54, Remark 2.2] that residual-based viscosity is not a proper choice,
since it vanishes as h→ 0. Conservation laws have only one entropy solution [77] that
satisfies
∂tη +∇ · ψ ≤ 0, in Ω, (2.25)
for any pair of entropy functions (η, ψ); η is the entropy function and ψ the entropy
flux. Further, it can be proved that the left-hand side of (2.25) vanishes on smooth
regions and is a Dirac delta on shocks. Based on these observations, the following
entropy-viscosity (EV) has been proposed in [54]:
εK(uh) = min{εmax,K , εent,K}, εmax,K = cmaxh‖β‖L∞(K), (2.26)
εent,K = centh
2 ‖∂tη +∇ · ψ‖L∞(K)
‖η − η̄‖L∞(K)
, (2.27)
where η̄ is the mean value of the entropy function on Ω and (cmax, cent) are positive
algorithmic constants; we refer to [54] for a tuning procedure of these constants.3
RV methods have traditionally been combined with linear stabilization [34, 62, 63,
45, 43]. On the other side, EV methods are generally used without linear stabilization.
Recently, they have been combined with edge-based linear stabilization in [44]. The
most salient conclusion in [44] is that linear stabilization can jeopardize the good prop-
erties of the nonlinear term, since linear stabilization acts as a hyperviscosity term that
promotes Gibbs phenomena and destroys the DMP property. The authors propose a
blending technique but no monotonicity analysis of the resulting method is provided.
An interesting alternative to these formulations are the edge stabilization methods
in [24, 25], where the oscillations around shocks are controlled by an interior penalty
that depends on gradient jumps on faces (edges). This leads to the addition of the





ψK(uh)sign(t∂K · ∇(uh|K))t∂K · ∇(φ|K)dσ,
where t∂K is a unitary vector tangent to ∂K and ψK(uh) is proportional to the jump
of the gradient [[∇uh]]. The methods in [24, 25] do satisfy a DMP for the steady CDR
problem, where they are combined with SUPG-type linear stabilization. Both of them
use simplicial meshes and the constant parameters of the method are highly related to
3Unfortunately, all the formulations cited above do not satisfy any DMP. So far, the convergence anal-
ysis and monotonicity results for EV methods are open.
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the regularity of the mesh. They have been proved to be slightly over-dissipative in the
review articles [62, 63].
2.5.1 Gradient Jump Viscosity Methods
It is also possible to prove a DMP for artificial viscosity schemes, as it is shown in [22],
but strong conditions on the mesh must be imposed such as strictly acuteness, i.e., for
every element K ∈ Th there exists












≤ − sin α̃K . (2.28)
In one dimension, Burman has proposed in [20] a method that, without linear stabi-
lization, exhibits monotonic properties for the time-dependent Burgers’ equation. As
in the edge stabilization case, the method scales the artificial diffusion taking into ac-
count the jump of the gradient between elements; we will recall this kind of methods
as gradient jump viscosity (GJV) methods.
Let us propose a novel multidimensional shock-capturing formulation of GJV-type,
which enjoys a strong DMP property on strictly acute meshes. The method consists of
(2.23) with the artificial viscosity term:







with q > 0 and cgjv|K = 1(d+1)σK sinαK , where σK = hK minxi∈Mh(K)
|∇ϕih|K | and αK =
arg max{α̃K : α̃K satisfies (2.28)}. This method can be considered as a multidimen-
sional extension of the one-dimensional scheme in [20] keeping the monotonic proper-
ties. Let us note that in the 1D case we recover the value cgjv = 1/2 in [20]. Since the
key novelty of this formulation is the use of the nodal jump and mean values, we call
it nodal GJV (nGJV). In order to prove the monotonicity of the method we rely on the
following lemma (see [22] for its proof).
Lemma 16. Let Th be a strictly acute mesh, uh ∈ V 1h and K ∈ Th. If uh is minimal on
xi ∈Mh(K) and ωK,i is the angle formed by∇uh and ∇ϕih in K, we have
cosωK,a ≤ − sinαK .
Similarly, if uh is maximal on xi in K, cosωK,i ≥ sinαK .
The next theorem states the strong DMP property for the proposed method.
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Then, the bilinear form
bh(uh, φh) = (∇ · (βuh), φh) + (ε(uh)∇uh,∇φh), (2.31)
with ε(uh) defined as in (2.29), satisfies the strong DMP Definition 1 for any q > 0.






(∇ · (βuh), ϕih)K + (ε(uh)|K∇uh,∇ϕih)K .
The convective term in each element K can be bounded by∫
K



















Thus Bh(uh, ϕih) ≤ 0 if uh has a minimum on xi. Similarly, one can prove that
Bh(uh, ϕ
a
h) ≥ 0 if uh has a maximum on xi, from what the DMP property follows.
In practice, meshes are not strictly acute in general. In these situations, the inequal-





which (in 2D) is the one obtained when using the original expression for meshes of
equilateral triangles. The method does not have a DMP property anymore, which is
something natural since even the DMP for the Laplacian term is lost. However, it ex-
hibits excellent results on non-acute meshes (see Section 2.6).
Let us also propose another GJV shock-capturing technique based on (more stan-
dard) face (edge) jumps; it is denoted by boundary GJV (bGJV). The viscosity is com-
puted for every K ∈ Th as
ε(uh)|K = c̃gjvh‖β‖L∞(K) max
e∈∂K
[∫









where c̃gjv is a positive algorithmic constant; we take c̃gjv = 1/2 in order to recover
the method in [20] (or analogously (2.29)) in 1D. This method is only monotonic in
one-dimension.
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Remark 3. Let us remark that a naive multidimensional extension of the method in [20] turns




; we note that the
correction term is equal to one in one-dimension. This correction dramatically improves the
numerical results in multidimensional problems (see Section 2.6).
In this work we propose to combine the artificial diffusion method defined in (2.29)
and (2.32) with a linear stabilization. Let us recall here the results obtained so far. With
regard to the shock-capturing techniques, we have proved that the nGJV method satis-
fies the strong DMP property for multidimensional transport problems. Both nGJV and
bGJV methods reduce to the method in [20] in 1D, so both satisfy the strong DMP prop-
erty and are entropy-stable for the Burgers’ equation in 1D. Further, both wNPS and
BwNPS weighted linear stabilization terms allow one to keep the strong DMP property
in the multi-dimension case whereas BwNPS has been proved to keep entropy-stability
in 1D for the Burgers’ equation.
2.6 Numerical Experiments
The purpose of this section is to show the results obtained with the previously pro-
posed methods when solving a set of common tests in the literature. In Algorithm 1
we collect the possible choices for the linear and nonlinear stabilization for the multidi-
mensional transport problem. The wNPS linear stabilization has been combined with
nGJV (monotonic scheme) and SUPG; we have also considered nGJV shock-capturing
alone to justify the need of linear stabilization. Since bGJV does not enjoy any DMP, it
is used together with SUPG stabilization in the numerical tests. Moreover the methods
RV and EV are used together with SUPG linear stabilization and no extra stabilization
respectively, because this is the way they are used in the literature.
The outline of the experimental tests is the following. First, it is checked that the
numerical results obtained with the weighted linear/nonlinear stabilization techniques
previously analysed do effectively show monotonic properties in 1D. Next we check
how the convergence of smooth solutions is affected by the methods proposed. Fi-
nally it is shown that the novel multidimensional shock-capturing schemes proposed
by the authors produce good results and they are compared with current state-of-the-
art schemes. Let us note that both expressions of the symmetric projection stabilization,
i.e., (2.6) and (2.7), provide the same numerical results, since β ∈ V 1h in all tests.
2.6.1 Test 1: 1D Pulse
Consider the 1D transport equation
ut − ux = 0, (2.33)
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Algorithm 1: Combination of linear stabilization and shock-capturing techniques
The linear-nonlinear stabilized problem space discretization of the transient transport
problem reads as:
(∂tuh, φh) + (∇ · (βuh), φh) + sh(uh, φh) + (ε(uh)∇uh,∇φh) = (f, φh),
We propose the following linear and nonlinear stabilization terms.
Linear stabilization: We consider two different schemes, the wNPS method proposed in this
work and the classical SUPG method.
1: wNPS: We have two alternative versions of the symmetric stabilization term, namely




h (∇ · (βuh)), κ⊥h (∇ · (βφh)),













2: BwNPS: In this case, we consider
sh(uh, φh) =(δκ
⊥













and ς(a) = arg max
K∈Ωa
{|∇uh|K |}.




cδhK‖β‖−1L∞(K)(∂tuh +∇ · (βuh),∇ · (βφh)).
If ‖β‖L∞(K) = 0, the contribution of the term corresponding to the element K is 0.
In all cases, we take cδ = 1/2.
Nonlinear stabilization: We propose two different GJV shock-capturing schemes and we
test them against the RV and EV schemes.
1: nGJV: In the nodal GJV scheme the artificial diffusion is defined at K ∈ Th as







where cgjv = 1(d+1)σK sin(π/6) .
2: bGJV: In the boundary GJV scheme the artificial diffusion is defined at K ∈ Th as
















where c̃gjv = 1/2.
3: EV: The scheme is defined in (2.26) with η(uh) = (uh − 0.5)2, ψ(uh) = β(uh − 0.5)2,
cent = 0.1 and cmax = 0.15.
4: RV: In the RV scheme the artificial diffusion is defined at K ∈ Th as
ε(uh)|K = νK(uh)|R(uh)|q where νK is defined in (2.24) with lisoK = 0.6 and τ isoK = 0.















(a) Results for GJV shock-capturing, NPS stabilization and both com-















FIGURE 2.1: 1D pulse under transport equation. GJV (cgjv = 0.5, q = 10).
p = 1. N = 200. Crank-Nicolson (CFL= 0.5). No mass lumping.




1 if x ∈ [0.25, 0.75],
0 otherwise.
(2.34)
This test is being used to show the positive effect of the combined use of linear stabi-
lization with a shock-capturing technique. At this point, the definition of the shock-
capturing technique, namely nGJV or bGJV in Algorithm 1, is not important since both
definitions reduce to the one in [20] for the 1D case. In Fig. 2.1 we show the results ob-
tained when solving this problem with 200 FEs and using the Crank-Nicolson time in-
tegration with CFL 0.5, a semi-implicit treatment of the nonlinearity and no mass lump-
ing. Let us recall that the monotonic methods preserve the DMP when no mass lump-
ing is performed. The parameters used in the GJV stabilization are cgjv = c̃gjv = 0.5
(which is the minimum value for which the strong DMP property holds) and q = 10. It
is clear that the combination of the artificial diffusion and the weighted NPS stabiliza-
tion with GJV shock-capturing outperforms each of them separately. One can observe
in the right part of Fig. 2.1 the terracing effect on the solution obtained when no linear
stabilization is used.
The same test can be used to check the dependence of the DMP property on the
variable cgjv in the transport problem. For this test, we have used the explicit forward
Euler method for the integration in time with mass lumping and a CFL of 0.01 in such
a way that the error of the integration in time can be neglected. Fig. 2.2 shows the
results obtained when solving problem (2.33)-(2.34) with wNPS-GJV in Algorithm 1.
We notice that the larger the value of q the sharper are the oscillations that appear for
cgjv < 0.5, so we have used q = 100 to show the results. It is clear that the threshold



























(b) Detail of (a)
FIGURE 2.2: 1D pulse under transport equation. GJV (q = 100). p = 1.



























(b) Detail of (a)
FIGURE 2.3: 1D Burgers’ solution. GJV-BwNPS (q = 100). p = 1. N =
100. Forward Euler (CFL= 0.01). Mass lumping.
cgjv = 0.5 is sharp; overshoots and undershoots appear in the solution when cgjv is
slightly smaller than 0.5, violating the TVD property.
2.6.2 Test 2: Burgers’ Equation
Next, we want to demonstrate that the BwNPS-GJV method proposed in Section 2.4.2
is also TVD for the Burgers’ equation. To do so, we proceed as in the previous test by




1 if x ∈ [−0.5, 0],
1− 2x if x ∈ [0, 0.5],
0 otherwise,
and periodic boundary conditions for different values of cgjv. The results are displayed
in Fig. Fig. 2.3 and, again, a dependence of the TVD property on cgjv is observed.
Identical results are obtained for the alternative weighting wNPS in Section 2.4 when
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FIGURE 2.4: Smooth solution. L2(Ω) error vs size of the mesh. Crank-
Nicolson. t = 1. ∆t = 10−3. No mass lumping.
applied to the Burgers’ equation.
2.6.3 Test 3: Convergence to a Smooth Solution
In order to check that the order of convergence is not affected by the stabilization
added, we will evaluate the error reduction for a sinusoidal when refining the mesh.
The test consists in solving the 2D transport equation (2.1) with β = (1, 0), f = 0, initial
solution u0(x, y) = sin(2πx) in Ω = [0, 1] × [0, 1] and periodic boundary conditions in
the x direction. The solution presents maximum and minimum values along two lines
(x = 14 and x =
3
4 respectively for t = 0) that activate the shock-capturing. The de-
sired behaviour is that this activation does not affect the convergence of the method.
The meshes used for the test are regular triangular meshes of size Nh × Nh(×2). The
L2(Ω) errors are plotted in Fig. 2.4. The label cG stands for the continuous Galerkin
scheme without any stabilization and is the reference for the desired convergence one
wants to attain when solving smooth solutions. It is clear that the convergence order is
spoiled when using shock-capturing techniques without any linear stabilization, spe-
cially when using the bGJV method. On the other hand the convergence is maintained
when both methods are combined with linear stabilization, either wNPS or SUPG. This
test provides another motivation to combine linear and nonlinear stabilization, i.e., to
have superior convergence in smooth regions.
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(b) Detail of Fig. 2.5(a)
FIGURE 2.5: Convergence to entropy solution. p = 1. N = 100. Forward
Euler (CFL= 0.01). Mass lumping.
2.6.4 Test 4: Convergence to Entropy Solution
The purpose of the following tests is to show that the solution obtained with the BwNPS-
GJV formulation in Section 2.4.2 effectively converges to the entropy solution when ap-
plied to the 1D Burgers’ equation. In the following plots we show the results using the
forward Euler method for the integration in time and a CFL coefficient of 0.01. More-
over we have used a lumped mass matrix and four different schemes: the wNPS-GJV
formulation, the BwNPS-GJV formulation, the NPS-GJV formulation without weight-
ing and the SUPG method. Test 4 is extracted from [78] and it consists in solving the
Burgers’ equation in Ω = [−1, 4] with initial condition:
u0(x) =
{
2 if x < 0,
1 otherwise.
The results are plotted in Fig. Fig. 2.5. We observe that the NPS-GJV method (no
weighting) presents an overshoot on the shock that does not vanish as h → 0. Once
we have introduced the weighting, the method does converge to the correct solution.
Finally, the SUPG stabilization in this case is slightly more dissipative than the NPS
stabilization. In any case, all methods converge to the correct entropy solution in L2
norm.
2.6.5 Test 5: Multidimensional Transport Problem
Now, we want to show the performance of nGJV and bGJV nonlinear stabilization for
multidimensional problems. We solve the 2D transport equation (2.33) in Ω = [0, 1] ×
[0, 1] with β = (−2π(y − 0.5), 2π(x − 0.5)). The initial solution is given in [72] and its
interpolation in a mesh of 250× 250 bilinear elements is displayed in Fig. 2.6(a).
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(a) Nodally exact initial solution (b) Error regions
FIGURE 2.6: Three body rotation. Nodally exact initial solution and error
regions.
The solution is computed until t = 1 with a 250× 250(×2) triangular mesh. Crank-
Nicolson with time step ∆t = 2 · 10−4 and without mass lumping is used for the in-
tegration in time. We compare the performance of nGJV and bGJV (with and without
linear stabilization), EV, and RV methods. The value of the constant of each method is
specified in Algorithm 1 and all of them have been optimized to obtain the best results.
With regard to the EV formulation, we have considered the value of the constants fol-
lowing [54].4 An approximation of the L2 error after one cycle has been computed in 4
different regions Ω1, Ω2, Ω3, Ω4 that are plotted in Fig. 2.6(b). The first 3 regions consist
of a layer of width 2 ·10−2 around the regions where the function or its gradient change
abruptly. The results are collected in Table 2.1. Most of the error is concentrated in Ω1,
the layer around the cylinder. In general all the methods give a similar order of error
in each region and there is no method that clearly outstands from the rest. However,
the numerical results obtained with the different methods are certainly different, as one
can observe in the actual results plotted in Fig. 2.7 at t = 1. The solutions obtained with
nGJV are oscillation-free up to solver tolerance error. Even though the nGJV method
without stabilization gives the smallest error in Ω1, the terracing effect can be appreci-
ated around the cylinder. When wNPS stabilization is added, the solution is smoothed
in the region. The strongest oscillations are observed in the SUPG-RV solution. The EV
solution presents oscillations on the uh = 0 plateau around the shapes that cannot be
clearly observed in the plot, and these oscillations become larger when the problem is
solved with a quadrilateral mesh.
The results reported in Fig. 2.7 are at the final stage of the computation, i.e., t = 1,
and the oscillations have already been smoothed out. In order to better evaluate how
the different methods succeed eliminating oscillations, we introduce the oscillation
4Let us note that the results for the EV method have been obtained with the entropy function η =
(u − 1/2)2. This choice is basic to reproduce these results, since the discontinuities under consideration
have plateaus on u = 0 and 1, and the use of η = u2 or η = (u− 1)2 leads to worse results.
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Method Ω1 Ω2 Ω3 Ω4
wNPS + bGJV 2.961e-01 1.338e-02 3.071e-03 1.033e-02
SUPG + bGJV 2.698e-01 1.234e-02 2.303e-03 8.929e-03
None + EV 2.854e-01 9.123e-03 8.412e-04 1.287e-02
SUPG + RV 2.634E-01 7.551e-03 2.063e-03 6.933e-03
nGJV 2.318e-01 1.015e-02 1.914e-03 6.957e-03
wNPS + nGJV 2.848e-01 1.119e-02 1.546e-03 7.834e-03
TABLE 2.1: Three body rotation. ‖u− uh‖Ωi for continuous schemes.
(a) wNPS-bGJV (b) SUPG-bGJV
(c) EV (d) SUPG-RV
(e) nGJV (f) wNPS-nGJV
FIGURE 2.7: Three body rotation. Results for different methods. p = 1.
250 × 250(×2) triangular mesh. Crank-Nicolson. t = 1. ∆t = 2 · 10−4.
No mass lumping.
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(a) osc(t) in time (b) SUPG-RV, t = 0.01
FIGURE 2.8: Three body rotation. Evolution of the oscillations in time.
p = 1. 250 × 250(×2) triangular mesh. Crank-Nicolson. t = 1. ∆t =




{0, uh(x, y, t)− 1,−uh(x, y, t)} .
We compute the mean value of the parameter osc(t) in bunches of 50 time steps and
the time evolution of this quantity for the different methods is plotted in Fig. 2.8(a).
It can be appreciated that the method with the smallest overshoots and undershoots
is nGJV without any linear stabilization; when the wNPS is added, the order of the
oscillations is still very low. We remark that the DMP is not exactly attained for the
nGJV method since we are considering non-acute meshes, no mass lumping, and inex-
act time integration. bGJV shows smaller oscillations when combined with SUPG sta-
bilization than with the wNPS; it is noticeable the good behavior of bGJV with SUPG
compared to the traditional RV-SUPG approach. Focusing on the first time steps, where
the stronger oscillations occur, RV and bGJV present strong violations of the DMP (ei-
ther wiht SUPG and with wNPS linear stabilization). These oscillations remain for
SUPG-RV and wNPS-bGJV methods during the whole computation. This oscillatory
behaviour is clearly observed in Fig. 2.8(b), where we plot the solutions obtained at
time t = 0.01.
Even when the analysis performed in this work has been done on simplicial meshes,
the methods have been tested in quadrilateral meshes also. All the methods provide
similar results in both kind of meshes with the notable exception of the bGJV method
that, when combined with SUPG stabilization, leads to a very accurate approximation
of the solution. The result is plotted in Fig. 2.9(a). It is remarkable how the solution
keeps the shape of the cylinder and the plateu uh = 1. We want to stress that a naive
extension of the 1D method in [20], i.e., the artificial diffusion in (2.32) without the
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(a) SUPG-bGJV (b) SUPG-bGJV without correction
FIGURE 2.9: Three body rotation. The effect of the correction term. p = 1.






, is extremely over-diffusive. The results after one cycle are
displayed in Fig. 2.9(b). We can observe the dramatic improvement obtained with the
correction factor by comparing both plots.
2.7 Conclusions
In this chapter we have introduced the linear stabilization technique for continuous
FE discretizations of time-dependent transport problems which belongs to the family
of local projection stabilization techniques. In particular, we consider a Scott-Zhang-
type projector which is well-defined for L1(Ω) functions, extending the ideas in [3]
to convection stabilization. Stability and numerical analyses for the linear transport
problem are carried out.
Further, we design a weighting of the aforementioned linear stabilization such that,
when combined with a FE discretization with a DMP and/or entropy stability (usually
attained via a shock-capturing technique), it does not spoil the monotonicity properties.
It is attained by switching off the linear stabilization around shocks and a particular
definition of the Scott-Zhang projector.
Next, we have proposed different nonlinear stabilization (shock-capturing) schemes
based on artificial viscosity, in order to reduce or even eliminate local oscillations around
shocks/discontinuities. In particular, we have used a definition of the artificial viscos-
ity based on boundary gradient jumps (bGJV), following the original work of Burman
in [20], and another one based on nodal jumps (nGJV). For the nodal method, we have
proved a salient strong DMP property for multidimensional time-dependent transport
problems.
Finally, a complete set of numerical experiments is included. On one hand, we
check experimentally the theoretical monotonicity properties of the weighting formu-
lations and the nonlinear stabilization. Next, gradient-jump shock-capturing methods
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(with different linear stabilizations) are compared against residual-based and entropy-
based formulations, in order to show its performance. The results obtained with the
nGJV scheme are remarkably good, with oscillation-free solutions in different tests.

Chapter 3
The Discrete Maximum Principle for
Discontinuous Galerkin Methods
In this chapter a monotonicity-preserving method for discontinuous Galerkin (dG) ap-
proximations of convection-diffusion problems will be presented. To do so, a novel def-
inition of discrete maximum principle (DMP) is proposed using the discrete variational
setting of the problem, and we show that the fulfilment of this DMP implies that the
minimum/maximum (depending on the sign of the forcing term) is on the boundary
for multidimensional problems. Then, an artificial viscosity (AV) technique is designed
for convection-dominant problems that satisfies the above mentioned DMP. The non-
complete stabilized interior penalty dG method is proved to fulfil the DMP property
for the one-dimensional linear case when adding such AV with certain parameters.
3.1 Introduction
As it was already exposed in the previous chapter, it is well known that the operator L
associated to an elliptic problem such as the convection-diffusion problem enjoys the
maximum property, meaning that the maximum (resp., minimum) of the solution to
the problem Lu = f is achieved on the boundary of the domain if the source term,
f , is negative (resp., positive). In particular, this property ensures that the solution
of the problem will not show oscillations. The solution of a convection-dominated
problem may present sharp layers that may induce spurious oscillations in the discrete
approximation of the solution. We are interested in finding a method that ensures
a similar maximum property at the discrete discontinuous level in order to obtain a
method that gives oscillation free solutions.
As we have previously explained, when the problem is discretized, this maximum
property may be inherited by what is called discrete maximum principle (DMP). Sev-
eral definitions of the DMP have been proposed in the literature for continuous dis-
crete approximations (see [34, 57, 98, 25, 94]). Some of them are equivalent while
some others are weaker or stronger. There is also a lot of literature about the con-
ditions on the mesh for the Poisson problem to enjoy the DMP [57, 100, 58, 90] as
well as discrete methods specially implemented to fulfil such property. Methods have
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been designed for linear finite differences [28] and continuous linear finite elements
[27, 34, 87, 23, 25, 24]. These methods are implicit in sense, and usually based on
the addition of AV to the problem at hand; they are traditionally called shock (or
discontinuity)-capturing techniques, even though we favour the notation nonlinear sta-
bilization. Some approaches to prove a DMP using piecewise higher order polynomi-
als have been done [88, 90, 71, 100, 99, 103, 104] but only the Poisson problem has
been proved to enjoy the DMP and only on certain one-dimensional (1D) meshes [100]
and on very restrictive quadratic and cubic two dimensional meshes [79, 57]. When
it comes to discontinuous methods, most of the shock capturing techniques are based
on the concept of slope limiter, proposed by Cockburn and Shu for conservation laws
[32, 30] and latter adapted to the convection-dominated convection-diffusion problem
[33]. The same strategy can be applied to finite volume methods (see [105, 106, 107]).
Again, these methods consist in a postprocess after the solution is computed and are
designed for explicit methods. However, as far as we know, there are no works deal-
ing with nonlinear stabilization and implicit DMP-preserving dG formulations. In fact,
even the definition of what a DMP for dG means is open.
Concerning to the study of the DMP for the Poisson problem in the dG setting,
there is only one work by Horváth and Mincsovics [58]; they analyse the fulfilment of
certain condition on the stiffness matrix K that ensure the following property for the
1D interior penalty (IP) method:
Ku ≤ 0 =⇒ maxu ≤ max{0,maxu∂Ω}.
The aim of this chapter is twofold. On one side, we propose a new (variational) def-
inition of the DMP for discontinuous Galerkin (dG), and we prove that it is a sufficient
condition to have the minimum/maximum (depending on the sign of the forcing term)
on the boundary for multidimensional problems. The new definition is stronger than
the one given in [58] and it is, in some sense, closer to the one used in [20] for the 1D
continuous Galerkin (cG) discretization of the Burgers’ equation. On the other hand,
we construct a multidimensional nonlinear stabilization based on artificial viscosity
(AV) for dG methods and prove that, when restricted to the 1D case, the nonlinear sta-
bilization combined with an incomplete (or weighted) Interior Penalty (IP) dG method
with upwinding is capable to ensure our DMP for the discrete dG solution of (3.1). In
any case, numerical experiments evindence that the method also satisfies the DMP in
the multidimensional case.
The outline of the chapter is the following. In Section 3.2 we introduce the con-
tinuous convection-diffusion problems and its Galerkin discretization using finite el-
ements. The IP dG method for the Laplacian is presented in Section 3.3. Our novel
definition of the DMP for the dG scheme is proposed in Section 3.4 and some good
properties derived from it are stated. Moreover, in Subsection 3.4.1, we prove that the
IP method for the Laplacian enjoys the DMP in the 1D case. The extension of the IP
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method for the convection-diffusion problem is given in Section 3.5. In Section 3.6, an
AV technique is proposed for the 1D case, and we prove that it satisfies the DMP. Fur-
ther, we extend the method to the multidimensional case. Numerical experiments are
included in Section 3.7. Finally, some conclusions are drawn in Section 3.8.
3.2 Weak Form and Notation
We will consider the convection-diffusion problem with Dirichlet boundary conditions:{
Lu := −∇ · (µ∇u) +∇ · (βu) = f in Ω,
u = g on ∂Ω.
(3.1)
We assume that µ ∈ L2(Ω) and β ∈ H1(Ω) ∩ C0(Ω) is solenoidal (∇ · β = 0). It is well
known that the operator L associated to problem (3.1) enjoys the maximum principle
(for proofs on maximum principles for elliptic problems see [47]).
Definition 2. We say that an operatorL posseses the maximum principle if, for all u ∈ C2(Ω)∩
C(Ω̄), the following implication holds:




u ∀S ⊂ Ω.
Before studying how to achieve a maximum principle at the discrete level for the
convection-diffusion problem, we will focus on the rather simpler Poisson’s equation:{
−∆u = f in Ω
u = g on ∂Ω.
(3.2)
We denote by (·, ·)K the L2(K) inner product for any K ⊂ Ω and by (·, ·) the L2(Ω)
product. We consider (·, ·)h the L2(Ω)-scalar product evaluated using nodal quadrature
(corresponding to the lumped mass matrix). The bilinear form a(·, ·) associated to the
problem (3.2) is a(u, v) = (∇u,∇v). So, the weak form of (3.2) reads as:
Find u ∈ H1(Ω) such that a(u, v) = (f, v) ∀v ∈ H1(Ω). (3.3)
Let us consider partitions Th = {K} of Ω formed by simplicial elements K of char-
acteristic length hK ; we denote by h the characteristic size of the mesh. The corners
of the mesh will be denoted by xi, i = 1, · · · , Nnode (Nnode being the total number of
corners), and the macroelement associated to xi will be designated by Ωi = ∪xi∈KK.
The discrete space considered henceforth is the discontinuous space of piecewise linear
functions Vh = {vh | vh|K ∈ P1(K) ∀K}. Let Eh = ∪K∈T Nh ∂K be the set of the facets of
the mesh and E0h = Eh\∂Ω. We define T (Eh) =
∏
K∈T Nh
L2(∂K). The functions in T (Eh)
are double-valued on E0h and single-valued on ∂Ω; in particular, Vh|Eh ⊂ T (Eh). The
functions vh ∈ Vh can be expressed as a linear combination of the basis {ϕKi }where ϕKi
is defined for all pairs {i,K} ∈ {1, · · · , Nnode} × Th such that xi ∈ K. ϕKi corresponds
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to the discontinuous function that is linear in K, with ϕKi (xi) = 1 and ϕ
K
i (xj) = 0 for








i (x), ∀x ∈ Ω.











i ∇ϕKi |K . For any facet F ∈ E0h we
know there are only two elements, say K+F and K
−




F = F . In
addition, we can name n+F and n
−





respectively. Given q ∈ T (Eh), we can define the common concepts of average {{·} and
jump [[·]] on an interior point x of a facet F ∈ E0h as follows:
{{q}}(x) = 0.5(qK
+
F (x) + qK
−
F (x)), [[q]](x) = qK
+
F (x)n+F + q
K−F (x)n−F .









F (x)). On boundary points x ∈ ∂Ω, we define {{q}}(x) = q(x), [[q]](x) = q(x)n∂Ω(x)
and 〈q〉(x) = q(x).
3.3 The Interior Penalty Method for the Poisson’s Problem
There are numerous dG methods in the literature to approximate the Poisson problem.
Many of them are contained in the unified analysis carried out by Arnold et al. in
[2], where they conclude that any dG method approximating the second-order elliptic












where ũ = ũ(uh) and σ̃ = σ̃(uh) are scalar numerical fluxes that approximate u and∇u
respectively on the boundaries of the elements. Different choices for these fluxes lead
to different dG methods. We consider the IP method, which consists in taking
ũ = {{uh}}+ ξnK · [[uh]], σ̃ = {{∇uh}} − C1[[uh]].
Given a facet F , the value C1(x) = ciph̃−1 for any x ∈ F , where cip|F = cipF is a facet
constant to be chosen and h̃|F = hF := minK̄⊃F {hK}. The parameter ξ can take values
ξ = 0, 0.5 or 1, leading to the symmetric, incomplete, or nonsymmetric IP method,














According to the analysis performed in [58], the best option in order to guarantee the
DMP is to choose ξ = 0.5.
3.4 Discrete Maximum Principle
We recall the definition of DMP given by Burman and Ern in [23, 20] for the linear cG
method:
Definition 3 (DMP cG). We say that the semilinear form Bh(uh, v) has the DMP property if
the following holds true: ∀uh ∈ Vh∩C(Ω) and for all interior vertex xi, if uh is locally minimal
(resp., maximal) on vertex xi over a macroelement Ωi (i.e., uh(xi) ≤ uh(x), ∀x ∈ Ωi), there
exists γK > 0 such that






K⊂Ωi γK |∇uh|K |) where ϕi is the continuous shape function associated
with the node xi.
Basically, the previous definition ensures that, when f ≥ 0, the solution to the dis-
crete problem associated with the bilinear form has no local discrete minimum in the
interior of the domain. As far as we know, there is no such a DMP definition for dG
methods. So, we have to find out the properties that the dG method should enjoy in or-
der to have a solution without local extrema. But even the definition of local extremum
is not clear in dG. We have come up with the following definition of extremum:
Definition 4 (local discrete extremum). The function uh ∈ Vh has a local discrete minimum
(resp., maximum) on node xi in K if uKi ≤ uh(x) (resp., uKi ≥ uh(x)) ∀x ∈ Ωi.
Remark 4. We use the adjective local to differentiate between the previous concept and a global
minimum of the function uh on xi in K, what would mean that uKi ≤ uh(x) for all x ∈ Ω. The
adjective discrete tries to emphasize that the definition is linked to the mesh provided in each
case. Moreover, we will use strict local discrete extremum when the strict inequality holds.
Now, taking into account the definition of local discrete extremum we are ready to
give our own definition of DMP for dG:
Definition 5 (DMP dG). We say that the bilinear form Bh(uh, v) has the DMP property if
the following holds true: for all uh ∈ Vh and for all interior vertex xi, if uh is locally minimal
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(resp., maximal) on vertex xi in K, then there exist γF > 0 and δK > 0 such that
Bh(uh, ϕ
K

























This definition implies the following interesting property for the solution of the
method.
Lemma 18. Let Bh(uh, vh) be a bilinear form enjoying the DMP property. If we solve the
problem Bh(uh, vh) = (f, vh) with f ≥ 0 (resp., f ≤ 0), the solution uh has no strict local
discrete minimum (resp., maximum) in any interior point. As a result, the global minimum
(resp. maximum) is on the boundary.
Proof. Suppose that uh has a local discrete minimum on an interior node xi in K. Then,
Bh(uh, ϕ
K












h | ≤ 0. Since (f, ϕKi ) ≥ 0, it implies
that Bh(uh, ϕKi ) = 0. Then, the right hand side of (3.5) must be zero, implying that
∇uKh = 0 and [[uh]] = 0. Let K ′ ⊂ Ωi be a finite element sharing a facet F with K. The
previous result implies that uKh (x) = u
K′
h (x) for any x ∈ F . In particular, uKi = uK
′
i , and
using the definition of minimum, we infer that uh has a local discrete minimum on xi in
K ′ too. By induction,∇uh = 0 on Ωi and uh|Ωi = uKi is constant. Clearly the minimum
is not strict. Since a global minimum on xi would imply, in particular, a local discrete
minimum, we could follow the same reasoning and deduce that the global minimum
is shared by all the nodes in Ωi. By induction, the function should be constant and the
value of the function would be the same as in the boundary. So the global minimum
must be on the boundary.
Remark 5. The DMP introduced before would correspond to a strong maximum principle at
the continuous level (see [47]).
Now let us consider the transient problem
ut −∆u = f in Ω,
u(x, 0) = u0(x) x ∈ Ω,
u(x, t) = g(x, t) x ∈ ∂Ω,
(3.6)
and discretise it (in space) as follows:
Finduh ∈ Vh such that (∂tuh, vh)h + ah(uh, vh) = (f, v) ∀vh ∈ Vh, (3.7)
almost everywhere in [0, T ]. It is possible to prove, following the same reasoning as the
one in [20], that the solution of the problem will enjoy the local extremum decreasing
(LED) property. This property is defined in the following lemma:
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Lemma 19. Let uh be the solution of (3.7) with f = 0 and with the bilinear form Bh(·, ·)
satisfying the DMP property. Then, any interior local discrete extremum of |uh| is decreasing
in time.
Proof. Assume there is a local discrete maximum on node xi in element K. Taking
vh = ϕ
K
i in (3.7) and using the definition of lumped mass matrix, we have
∂tu
K








By the DMP property we know that Bh(uh, ϕKi ) ≥ 0. Thus, ∂tuKi (t) ≤ 0 and so, the
local discrete maximum is decreasing. The results for the minima follow the same
fashion.
3.4.1 DMP Satisfaction for the 1D IP Method
In this section, we show that the IP method for the Poisson problem (3.4) enjoys the
DMP property in the 1D case for large enough values of cip. In order to make compact
the notation for the proof, we remark that in 1D the facets are the nodes xi and the
integral over the facets reduces to the simple evaluation of the value at that point, thus
we define [[·]]i = [[·]](xi) and {{·} i = {{·} (xi). Given a node xi, we will denote by K−
and K+ the elements Ki = [xi−1, xi] and Ki+1 = [xi, xi+1] respectively; h− and h+ will
be their corresponding lengths. Moreover the outside normals are simply n− = 1 and
n+ = −1. There will be an abuse of notation in the proof of the proposition in which a
binary parameter α is going to be used; it will be {−,+}when used as a superscript of
a node or subscript of an element and {−1,+1} in the rest of the cases
Lemma 20. The bilinear form (3.4) with ξ = 0.5 (incomplete) enjoys the DMP property if
cip > 0.5.
Proof. We will prove the DMP property assuming that there is a local discrete minimum
on xi in the element Kα either for α = − or α = +. The proof for the local discrete
maximum case is equivalent. Assuming that there is a minimum on xi in Kα, we can
compute the following jumps and means:






























In order to prove that ah(·, ·) enjoys the DMP property we need to prove that there exist
γi > 0 and δKα > 0 such that ah(uh, ϕ
Kα
i ) ≤ −γihi|[[uh]]i| − δKα |u
Kα
h,x |. Substituting vh by
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i , it is clear that δK > 0 and
γi > 0 if c
ip
i > 0.5, as we wanted to prove.
3.5 Convection-Diffusion Problem
Considering the original problem (3.1) we will have to combine the previous terms
with the IP terms described in [18] to handle with the convective term ∇ · (βu), which
basically consists in adding the term
aβh(uh, vh) = −
∫
Ω







to the bilinear form and subtracting the term
∫
∂Ω− β · n∂Ωgvh from the right hand side.
The set E+h = Eh\∂Ω
−, where ∂Ω− = {x ∈ ∂Ω |β · n∂Ω(x) < 0} is the inflow boundary.
We use cbmsi = 0.5 in our computations, which is equivalent to use the upwind value
of βuh instead of {{βuh}} and cbms = 0 in (3.10).
For convection-dominated problems, the solution may present sharp layers, i.e.,
small intervals in which the value of the solution changes abruptly. The IP method
presented before can already control the global instabilities of the solution but it may
still present local overshoots and undershoots around sharp layers. In particular, it
means that the DMP is violated, so we would like to design a method that ensures a
DMP in order to avoid this kind of problems; we will do so by means of an AV. That
is, we will compute an extra AV, denoted by εh, in each K in such a way that it ensures
the DMP; the explicit definition of the AV is introduced in the next section (see Eq.
3.13). Since the extra viscosity is not consistent, we will not add it in all the terms of
the bilinear form, but only in those that are useful for the DMP to be fulfilled.
Putting together the methods described in (3.4) and (3.10) with ξ = 0.5, using a
piecewise constant approximation of µ, given by µh|K := h−1K
∫
K µdx, and taking the
AV εh, we can define the dG problem that we want to solve:
Find uh ∈ Vh such that Āh(uh, vh) = l(vh) ∀vh ∈ Vh, (3.11)





(µh + εK(uh))(∇uh,∇vh)K −
∑
K∈Th























Notice that the piecewise µh is only used in the volumetric integral of the diffusion
term. In the integrals over the facets either µ or 〈µ + ε〉 are used (we recall that 〈·〉 is
the harmonic average defined at the end of section 3.2).
3.6 The Artificial Viscosity Technique
Now we are ready to design the AV in order to obtain a dG formulation satisfying the
DMP property defined above. In particular, we will consider a piecewise constant AV
function εh = εh(uh) such that, when added to µh, takes values in a bounded interval
µK + εK := µh|K + εh|K ∈ [0,ΛK ], where ΛK = max{ν‖β‖∞hK , µK} is the maximum
amount of viscosity admitted in an element and ν > 0 is a parameter to be fixed. We
want that, if uh has a local discrete extremum on xi in K, then µK + εK = ΛK . This
will be achieved by scaling the AV using a shock detector s(uh) that will take values in
the interval [0, 1] with s = 1 in K if there is a local discrete extremum in the element.
Notice that if µK + εK = ΛK in every element K, the AV would correspond to the
suboptimal isotropic diffusion introduced by Von Neumann and Richtmyer in [101]
for the continuous case. We will start by designing the detector s for 1D and then we
will extend the definition to the multidimensional case.
In order to construct such a shock detector we need to come up with quantities that
let us detect where there is a local discrete extremum. Following the same notation as
in the proof of Lemma 20, a possible option is, for the point xi, to consider the values of
the jump [[uh]]i, the derivatives in Kα and K−α, and the corresponding lengths hα and
h−α of the elements. Using these values we can compute the shock detector function s:
sα(xi) =

∣∣∣uKαh,xhα − uK−αh,x h−α + 2[[uh]]i∣∣∣∣∣∣uKαh,xhα∣∣∣+ ∣∣∣[[uh]]i − uK−αh,x h−α∣∣∣+ |[[uh]]i|
q
Remark 6. The parameter q > 0 is to be chosen. Low values of q improve the nonlinear con-
vergence of the method since the value of sα(xi) changes smoothly between nonlinear iterations.





























(a) 1D (b) 2D
FIGURE 3.1: The values used in the computation of sα(xi).
On the other hand, high values of q improve the accuracy of the method, since, for q −→ ∞,
the detector becomes binary and it only adds extra viscosity in the regions where there are local
discrete extrema. Thus, the value of q can be modified during computation time, reducing q to
ease nonlinear convergence, or increasing it to have sharper discontinuities at the expense of
more CPU cost.
With the previous definition, it is easy to see that s fulfils the following property:
Lemma 21. Given a node xi ∈ E0 and uh ∈ Vh, the detector sα(xi) = sα(uh, xi) takes values
in the interval [0, 1] and sα(xi) = 1 if and only if uh has a local discrete extremum on xi inKα.
Proof. First of all, it is obvious that sα(xi) ≤ 1. Then, we notice that sα(xi) = 1 iff the
sign of uKαh,xhα, ([[uh]]i − u
K−α
h,x h−α) and [[uh]]i are the same. Observing Fig. 3.1(a) is easy









h (xi)), not necessarily in that order. So, by the definition
of local discrete extremum, it is clear that these three values will have the same sign iff
there is a local discrete extremum on xi in Kα.
For xi and K ⊂ Ωi, let us define the value ΓKi to be such that ΓKi = α if K is the
element Kα with respect to xi. Then, we can define the AV of the problem as:
εK(uh) = max{0, ν‖β‖∞hK max
xi∈K
{sΓKi (xi)} − µK}. (3.13)
Theorem 22. The semilinear form Āh(·, ·) described in (3.12) with εh as in (3.13) and cbms =
0.5 enjoys the DMP property for any value of q > 0 if ν > 1 and cipi > 0.5.
Proof. Let us use the same notation as in Lemma 20. We use the fact that if uh has a
local discrete extremum on xi in Kα, then µKα + εKα = ΛKα . Using the identities in
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≤ − ΛKα |uKαh,x |+
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≤ − (ν − 1) 1
2
















〈ΛK〉, it is clear
that δK > 0 if ν > 1 and γi > 0 if c
ip
i > 0.5, as we wanted to prove.
If one is interested in recovering the symmetric or nonsymmetric form, it is possible
to weight the extra term using the same shock capturing in such a way that the term
vanishes in the facets around the elements with a local discrete extremum inside. For
the symmetric term we define




(resp., ξ̃(xi) = 1 − 0.5 maxK⊂Ωi sΓKi for the nonsymmetric term). Then, the weighted




(µK + εK(uh))(∇uh,∇vh)K −
∑
K∈Th


















This form is closer to the original symmetric scheme (ξ = 1), but it is not symmetric
unless the shock detector is not activated.
Corollary 23. The weighted semilinear form ãh(·, ·) described in (3.15), with εh as in (3.13)
and cbms = 0.5, enjoys the DMP property for any value of q > 0 if ν > 1 and cipi > 0.5.
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Proof. Since the term (1 − ξ̃(xj)) nullifies for xj ∈ K if there is a maximum in K, the
term
∫
Eh(1− ξ̃)µ[[uh]]{{∇ϕh}} does not add any contribution to ãh(uh, ϕ
K
i ). Thus, the
results hold from the proof of Theorem 22.
The results of such technique are shown in the section 3.7.
3.6.1 Extension to the Multidimensional Case
Let us consider the multidimensional convection-diffusion problem (3.1). It is possi-
ble to extend the nonlinear stabilization to the multidimensional case by generalising
the computation of the AV. Even though it is unclear whether the multidimensional IP
dG methods for the Poisson equation satisfy any DMP property, the underlying idea
behind the multidimensional nonlinear stabilization design is similar to what was pro-
posed in [7]. For each element K in the mesh we must compute the amount of AV
εK = ε|K which will be scaled according to a shock detector s ∈ [0, 1] that takes value
sK = 1 if there is a local discrete extremum in K.
First of all, we must extend the definition of the shock detector function sα(xi) to the
multidimensional case. The definition will be done in two dimensions for simplicity,
but it can be easily extended to any space dimension. As it can be observed in Fig.
3.1(b), in the two-dimensional case, α is not a binary parameter, but it corresponds to
an angle, α ∈ [0, 2π), and it gives a certain direction, rα = (cosα, sinα). Moreover the
notation α− = α−π will be used to refer the opposite sense to α. The idea is to redefine
the parameters used above to compute sα(xi) by projecting the solution in the direction
rα around the node xi (see Fig. 3.1(b)).
In this sense, Kα = {K ⊂ Ωi | ∃ δ > 0 : xi + δrα ∈ K} and K−α = Kα− . Then, let
xα ∈ ∂Kα and hα > 0 be such that xα − xi = hαrα (h−α and x−α defined similarly for
α−); see Fig. 3.1(b) for an illustration. These parameters are uniquely defined unless
the direction rα coincides with the direction of one of the edges of the mesh but these






h (xi). So, we can redefine sα(xi) as:
sα(xi) =

∣∣∣∇uKαh · rαhα −∇uK−αh · rαh−α + 2[[uh]]αi ∣∣∣∣∣∣∇uKαh · rαhα∣∣∣+ ∣∣∣[[uh]]αi −∇uK−αh · rαh−α ∣∣∣+ |[[uh]]αi |
q . (3.16)
Following the proof of lemma 21 and noting that uKαh (xα)− u
Kα
h (xi) = ∇u
Kα
h · rαhα, it
can be proved that this shock detector takes values s ∈ [0, 1] and that sα(xi) = 1 if and
only if uh has a local discrete extremum on xi in the direction rα. Then, if we consider a
node xi and an element K ⊂ Ωi, we let ΓKi be the interval such that if α ∈ ΓKi , Kα = K.
It is easy to see that if the function uh has a local discrete extremum on xi in K then
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Notice that sα(xi) = 1 ∀α ∈ ΓKi does not necessarily imply that there is a local discrete
extremum on xi in K. This property is natural, since local instabilities can appear on
nodes that are not local discrete extrema, e.g., on shock fronts.
On the other hand, given the cost of computing infα∈ΓKi s(x
α
i ), we can avoid its com-
putation by taking the minimum with respect to edge directions only (at both sides of
the edge). This simplification leads to a very slightly different method, but the simpli-
fied definition still enjoys the property that sK = 1 if uh has a local discrete extremum
in K.
Remark 7. We have designed a shock detector that ensures that there is the maximum amount
of viscosity around a local discrete extremum. However, it is unclear how to prove the DMP for
the multidimensional case, since it is not even available for the Laplacian problem. (It is due to
the sign of the IP term, that cannot be determined.) In any case, looking at the results in Section
3.7, the DMP holds in practice for the same mesh conditions stated in [7].
3.7 Numerical Experiments
For the following test, if nothing is said, the value of the parameters used will be q =
10, cip = 10 and ν = 0.5. The choice of the last two parameters is explained in the first
numerical experiment.
3.7.1 Sharpness of the Parameters
In order to check if the choice of the parameters is sharp, we will solve the problem:
−0.01uxx + ux = 0 in Ω = (0, 1)
u(0) = 0
u(1) = 1
using a mesh of N = 10 elements. The solution of the problem presents a sharp slope
near the boundary x = 1. The solution withN = 1000 is plotted as a reference solution.
Let us check the sharpness of the bound for ν such that the formulation satisfies a DMP
(see Theorem 22). In previous works, using similar schemes with continuous finite
element methods (see [7, 20]) the condition for the method to enjoy a DMP was ν ≥ 0.5.
In this case, if we look at the proof of Theorem 22, and assuming that µ < ‖β‖h, we
can sharpen the value of ν to be ν > 0.5 + µ‖β‖−1h−1 (instead of ν > 1 as stated in the
theorem) which in this particular case means ν > 0.55. But, when varying the values of
ν and testing the violation of the DMP, we observed that the threshold is still on ν = 0.5
as it can be observed in Fig. 3.2. For ν = 0.49 the DMP is violated while for ν = 0.5 the

























(b) Detail of Fig. 3.2(a)
























(b) cip = 0.4, 0.5, 0.6
FIGURE 3.3: DMP violation with respect to the value of ξ and cip.
violation is in the order of the machine precision. For this reason, for the next tests we
will use the value ν = 0.5. The results plotted in Fig. 3.2 are obtained using cip = 10.
It is also possible to see how different choices of the parameter ξ lead to a violation
of the DMP. We recall that ξ could take values {0, 0.5, 1}, corresponding to the symmet-
ric, incomplete, and nonsymmetric scheme. Without weighting, our analysis works for
the incomplete scheme only, and, as it can be checked in Fig. 3.3(a), this is the only
scheme that ensures the DMP. Finally, we vary the value of cip. Theorem 22 states that
cip > 0.5 for the method to enjoy the DMP, but the method still satisfies the DMP for
cip = 0.4 (see Fig. 3.3(b)). In any case, we prefer the use of cip = 10 which is common
in the literature.
As it was proved in the Corollary 23, it is possible to consider a weighted symmet-
ric/antisymmetric IP formulation by weighting the value of ξ with the shock detector.
The results obtained with such method are plotted in Fig. 3.4. It can be appreciated
how the DMP is effectively enjoyed by all the methods, being the incomplete the most
accurate one. Moreover, the nonlinear convergence is much faster in the incomplete
case since the weighting introduce extra nonlinearity to the problem.





























(b) detail of Fig. 3.4(a)
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FIGURE 3.5: Internal layer solution. N = 20; ξ = 0.5.
3.7.2 1D Advection Case
The next problem is a 1D first-order diferential equation (µ = 0) inspired by the nu-










, in Ω = (0, 1), (3.17)
with u(0) = 0. The solution to this problem is u = 0.5 (tanh ((x− 0.5)/ε) + 1); it shows
a sharp layer around x = 0.5. Since the source is positive in the whole domain, we
expect the stabilized method not to have any local discrete minimum in Ω.
In Fig. 3.5, it can be appreciated how the DMP is violated for the IP dG method
without extra viscosity while it is not when the appropiate viscosity is added. More-
over the layer is captured with the same amount of elements in both cases, so the
method is not too much diffusive.
60 Chapter 3. The Discrete Maximum Principle for Discontinuous Galerkin Methods
FIGURE 3.6: Convergence to a smooth solution.
3.7.3 Convergence to a Smooth Solution
We would like to see that the L2 convergence of the method towards an smooth so-
lution is not affected by the activation of the AV. To test so, we consider the equation
(3.1) with µ = 0, β = (1, 1), f(x, y) = cos(2πx) in Ω = [0, 1]2 and boundary conditions
on the inflow boundary given by u(x, y) = sin(2πx), which is the exact solution. Since
this solution presents maxima and minima in the x direction on the lines x = 0.25 and
x = 0.75, the shock detector is activated and AV is added. The problem is solved in
triangular meshes of Nnode ×Nnode(×2) elements with size Nnode = 12, 24, 48, 96, 192.
Even though the presence of the AV increases the error in L2(Ω) norm (as expected),
the convergence of order 2 is maintained, as it can be appreciated in Fig. 3.6
3.7.4 Propagation of Discontinuities
A typical steady-state test is to study the propagation of a boundary discontinuity for
a convection-dominated equation. To do so, problem (3.11) is solved in Ω = [0, 1]2 with
µ = 10−8, β = (cos(−π/3), sin(−π/3)), f = 0 and the boundary conditions g = 1 on
y = 1 and on {x = 0} ∩ {y ≥ 0.7} and g = 0 on the rest of the boundary. The solution
of this problem has two boundary layers (on x = 1 and y = 0) and an interior layer of
width proportional to the value of µ. The mesh used in this case consists of 48×48(×2)
triangles.
The AV definition depends on the solution, ending up with a nonlinear stabilization
term. For transient problems, it can be considered in a semi-implicit way (taking the
value from the previous time step without nonlinear iterations), but for the steady state
case nonlinear iterations are needed. In order to improve convergence we have used
the damping parameter ω ∈ [0.01, 1] proposed in [63]. In any case, for q = 10, the
nonlinear error got stuck in values of order 10−2-10−3. However, the results in Fig.
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(a) Incomplete dG scheme (b) dG+AD, q = 10 (c) dG+AD, q = 0.1
FIGURE 3.7: Propagation of a discontinuity. 48×48(×2) triangular mesh.
cip = 10. cbms = 0.5. ν = 0.5.
3.7(b) are very good, with a violation of the DMP of order 10−3, clearly damping the
initial sharp oscillations obtained by the original method (see Fig. 3.7(a)).
This nonconvergence problem is common to AV due to the fact that, for high values
of q, the shock detector values are almost binary (very close to 0 or 1) and the activation
and deactivation of the shock detector s may become cyclic. That is what happens in
this case when using q = 10.
This behavior is explained by the fact that, even though the shock capturing term
proposed herein is Lipschitz continuous, the Lipschitz constant blows up as q → ∞.
However, a main difference with respect to the popular non-differentiable flux cor-
rection transport schemes (see [70]) is that we can control this Lipschitz constant by
decreasing the value of q. As an example, taking q = 10ω ( we recall that ω ∈ [0.01, 1]
is the damping parameter used to improve the nonlinear convergence and it is recal-
culated in each iteration), it is possible to converge with tolerance 10−8 with respect to
the norm of the increment between iterations. In this last case we have lost accuracy in
order to improve nonlinear convergence, but the method does fulfil the DMP exactly.
The drawback of reducing q are less sharp fronts. In fact, in the limit case q = 0 we re-
cover the sub-optimal Von Neumann-Richtmyer isotropic AV in the whole domain (see
Fig. 3.7(c)). Ellaborated q-adaptive nonlinear algorithms could be considered, based on
these observations.
3.7.5 Multidimensional Transport Problem
Finally, a pure convection problem will be used in order to show the performance of the
method; let us note that the present numerical analysis does apply for the case µ = 0.
The test consists in solving the two dimensional transport problem ∂tu +∇ · (βu) = 0
in [0, 1]2 × [0, T ], β = (−2π(y − 0.5), 2π(x − 0.5)). The solution of this equation is a
displacement of the initial solution around the center of the square. The solution is
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(a) Nodally exact initial solution (b) Error regions
FIGURE 3.8: Multidimensional transport problem. 250 × 250(×2) trian-
gular mesh.
computed at T = 1 after a complete cycle. The initial solution is given in [72] and its
interpolation in a mesh of 250× 250 bilinear elements is displayed in Fig. 3.8(a).
The solution is discretised with a 100×100(×2) triangular mesh and the integration
in time is performed using Crank-Nicolson with time step ∆t = 2.5 · 10−4 and without
mass lumping. The result can be compared with the original dG method and also
with the results obtained in a finer mesh in the continuous case, using a similar shock
capturing designed in [7] and denoted as boundary gradient jump viscosity (bGJV). If
the reader is interested in comparing the results with some other state-of-art methods,
like residual-based and entropy-viscosity methods, we refer to [7], where the results
for the same tests are provided.
For the continuous case, the mesh consists of 250 × 250(×2) elements and more
than 60, 000 nodes, which is the number of nodes of the discontinuous case. The AV is
computed semi-implicitly. The results are displayed in Fig. 3.9 and it can be observed
that, in comparison with the original result, the AV does a good job removing the oscil-
lations on the top of the cylinder. On the other hand, it damps the solution around the
top of the cone and the hump by activating unnecessarily the viscosity. This problem
is avoided by refining the mesh as it is the case for the continuous method (see Fig.
3.9(d)).
The L2 error after one cycle has been computed in 4 different regions, namely Ω1,
Ω2, Ω3, Ω4, corresponding to the ones plotted in Fig. 3.8(b). The first three regions
correspond to the elements of the mesh such that the centroid of their Gauss points are
at distance 2 · 10−2 or less to a discontinuity or change of gradient of the exact solution.
The region Ω4 is simply the rest of the domain.
The results reported in Fig. 3.9 are at the final stage of the computation, i.e., t = 1,
and the oscillations have already been smoothed out. In order to better evaluate how
the different methods succeed eliminating oscillations, we introduce the oscillation
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(a) Incomplete dG scheme (b) dG+AD
(c) cG+SUPG+bGJV (d) dG+AD finer mesh
FIGURE 3.9: Three body rotation. Space discretization 100 × 100(×2)
and 250 × 250(×2) triangular mesh. p = 1. Crank-Nicolson. t = 1.0.
∆t = 2.5 · 10−4. No mass lumping.
FIGURE 3.10: Three body rotation. OSC evolution in time.
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Method Ω1 Ω2 Ω3 Ω4
Incomplete dG 6.672e-002 2.331e-003 1.329e-004 1.027e-002
Incomplete dG + shock capturing 7.452e-002 4.355e-003 1.480e-003 1.712e-002




{0, uh(x, y, t)− 1,−uh(x, y, t)} .
We compute the mean value of the parameter osc(t) in bunches of 50 time steps and
the time evolution of this quantity for the different methods is plotted in Fig. 3.10.
Clearly, the nonlinearly stabilized dG formulation defined herein beats by far the other
two methods in terms of DMP violation; after the first 50 steps the method has already
reduced the oscillation below 10−3.
3.8 Conclusions
When considering dG methods for steady problems or transient problems via (semi-
)implicit time integration, the use of traditional limiting techniques is not suitable
in many instances. In this chapter, we have proposed dG formulations that satisfy
some kind of monotonicity properties based on implicit nonlinear stabilization (AV-
type terms). The analysis of monotonicity properties and discrete maximum principles
in the frame of dG formulations (without additional postprocessing) is a quite unex-
plored area; as far as we know there are only some attempts to prove a DMP for the
Laplacian problem in 1D (see [58]). For this reason, we needed to define the notion of
local discrete extrema in dG; since the numerical solution is discontinuous on nodes,
this concept is somehow open. Next, we propose a definition of DMP property for dG,
and show that when the dG formulation enjoys this property, the maximum/minimum
is on the boundary (given a negative/positive forcing term) for steady problems in the
multidimensional case. Further, the method is LED for transient problems. Further we
show that for the 1D Poisson problem, the incomplete IP dG formulation satisfies the
DMP property. In order to make symmetric/antisymmetric IP versions to enjoy the
DMP, a weighted version of these formulations is also proposed.
Next, we tackle convection-diffusion and transport problems. The dG formulation
we consider is the IP method (see [2, 58]) for the viscosity term together with the ad-
vection stabilization proposed in [18]. On top of this dG formulation, we add a novel
nonlinear stabilization (shock capturing) term, based on jumps of the unknown and its
derivatives. As soon as the dG discretization of the Laplacian term satisfies the DMP
(see above), we prove that the resulting dG method also satisfies the DMP property in
1D. It implies no overshoots/undershoots around sharp layers or discontinuities.
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The formulation is extended to multi-dimensional problems, and applied to differ-
ent test problems. Out of these results, we show that we have the monotonic proper-
ties predicted by the theory in 1D. In multi-dimension, the method does an excellent
job reducing local oscillations, as expected. For time-dependent problems, we have
considered semi-implicit formulations (computing the AV with the solution of the pre-
vious time step). As other shock capturing techniques, when the shock sensor is very
sensitive, i.e., it acts in an almost binary fashion, nonlinear convergence is hard to get.
However, the definition of the shock-capturing proposed herein includes a numerical
parameter, q, that allows one to control the Lipschitz constant, improving nonlinear





In this chapter, the application of graph-theoretic operators to discontinuous Galerkin
(dG) methods will be explored. The objective is to attain a shock capturing technique
for the Interior Penalty dG scheme which enjoys the Discrete Maximum Principle. A
new definition of DMP will be provided and a graph-viscosity technique fulfilling such
property will be proposed. The analysis will be extended to the transient case with the
Local Extrema Diminishing property.
4.1 Introduction
In previous chapters we have discussed and proposed different methods that deal with
the spurious oscillations that arise around shocks or sharp layers in the discrete solu-
tions for both continuous and discontinuous Galerkin (cG and cG) methods. All the
methods proposed so far take advantage of the usage of the artificial diffusion tech-
niques in order to smooth the solution and avoid such oscillations. Moreover, in cG,
it was possible to prove that, with the appropriate amount of artificial diffusion, the
method enjoys the DMP property and, so, that the maximum and the minimum of the
solution are bounded by the boundary conditions. Unfortunately, it was not straight-
forward to extend such property to the discontinuous methods. As exposed in the
introduction of Chapter 3, there is no much literature about DMP properties for dG.
Moreover, when trying to develop an artificial diffusion technique for the dG scheme
we were not able to extend the analysis beyond the one-dimensional case.
In parallel to the classic artificial diffusion techniques, Guermond and co-workers
[49, 53], Kuzmin et al. [42, 75] and Badia and Bonilla [5], have been working in the ap-
plication of what Guermond and Nazarov have coined as the graph-theoretic operators
for the artificial diffusion terms, instead of the PDE-based scheme presented hitherto.
Roughly speaking, this diverges from the common artificial diffusion techniques pre-
sented before in the fact that, instead of computing the amount of artificial diffusion
a priori and add it when integrating the matrix of the problem, the stabilization terms
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depend on the value of the entries of the matrix itself. Thus the stabilization is added
once the matrix is assembled but before solving the problem. As far as we are concern,
this techniques have not been used together with discontinuous methods and this is
what we are going to explore in this chapter.
As for the PDE-based artificial diffusion techniques, the graph theoretic operators
can take advantage of shock detectors to minimize the application of the stabilization
and focus it around the regions where the solution presents shocks or sharp layers. In
this sense, we are also going to propose a shock detector for dG that is based on the
jumps of the gradient of the discrete solution around the nodes of the mesh. Its defini-
tion is very close to the one proposed in Chapter 3.
The Chapter is structured as follows. In Section 4.2 we introduce the problem to
solve, the notation that is going to be used, the discretization of the problem and the
interior penalty dG method. Then, in Section 4.3, we introduce a novel definition of the
DMP property for dG methods and a method that fulfils such property is proposed.
In Section 4.5 we deal with the discretization in time and how the DMP property is
inherit by the transient solutions. A discussion about the importance of smoothing the
computation of the shock capturing terms and some test to choose the optimal values
of the smoothing parameters are developed in Section 4.6. Finally in Section 4.7 some
numerical experiments show the performance of the method previously introduced.
4.2 The Convection-Diffusion Problem and its Discretization
We will consider the convection-diffusion problem with Dirichlet boundary conditions:
∂tu−∇ · (µ∇u) +∇ · (βu) = f in Ω× [0,T],
u(x, t) = g(x, t) on ∂Ω× [0,T],
u(x, 0) = u0(x) x ∈ Ω.
(4.1)
The domain Ω is an open, bounded, connected subset of Rd with a Lipschitz bound-
ary ∂Ω, d is the space dimension (it is assumed to be arbitrary dimension), f ∈ L2(Ω),
and g ∈ L2(0, T ;H
1
2 (∂Ω) ∩ C0(∂Ω)). We assume that µ ∈ L2(Ω) ∩ C0(Ω) and β ∈
(H1(Ω) ∩ C0(Ω))d is solenoidal (i.e.,∇ · β = 0).
As it has been introduced in the previous chapters, when the problem is convective
dominant (or in the limit case of the transport problem where µ = 0), sharp layers (or
even discontinuities) may appear in the solution inducing spurious oscillations in the
numerical results. Such oscillations violate the maximum principle of the continuous
problem according to which the maximum and the minimum of the solution are on
the boundary of the domain when there is no source force in the steady case (they are
bounded by the boundary and the initial solution extrema in the transient case). As
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exposed in Chapters 2 and 3, several methods have been developed in order for the
numerical solution to inherit such property with what is called the discrete maximum
principle (DMP). Some new ones were introduced in the previous chapters. Still, all
the methods proposed hitherto rely on what is called artificial diffusion technique that
consists of adding an a priori computed viscosity in order to control some properties
of the matrix associated to the discrete problem. It has already been discussed how it
is possible to compute the amount of artificial diffusion needed to prove a DMP for
cG with artificial viscosity and even a new method has been proposed in Chapter 2.
Instead, for dG, such value cannot be straightforwardly computed. An attempt to do
so was introduced in Chapter 3 but, even though a DMP enjoying artificial diffusion
method can be constructed for the one dimensional problem, the extension to the mul-
tidimensional case fails to enjoy such property. In this Chapter we aim to use a different
approach to achieve this goal by adapting the method introduced by Badia and Bonilla
[5] for cG to the discontinuous paradigm.
4.2.1 Notation
Let Th = {K} be a partition of Ω formed by elements K of characteristic length hK . Let
{xi}N
node
1 be the nodes of the partition and Ωi = {K ∈ Th|xi ∈ K} be the support of
xi. Let Nh = {{i,K}|K ∈ Th, xi ∈ K} be the set of pairs of nodes and its surrounding
elements andNh(i,K) = {{j,K ′} ∈ Nh|K ′ ⊂ Ωi, xj ∈ K ′} the set of pairs {j,K ′} graph-
connected to {i,K}. As we are going to use the linear dG method, we will have a degree
of freedom (DOF), say a ∈ {1, 2, · · · , Ndof}, associated to each pair {i,K}. We define D
as the function that links each pair {i,K} with its corresponding DOF, a = D({i,K}).
Since this application is bijective we can also consider its inverse, {i,K} = D−1(a). Let
Ih = {1, · · · , Ndof} be the set of DOFs and, for each DOF a = D({i,K}), we define
Ih(a) = {D({j,K ′}) ∈ Ih|{j,K ′} ∈ Nh(i,K)}.
Given the mesh Th, the non-empty intersection F = ∂K ∩ ∂K ′ of two neighbouring
elements K,K ′ ∈ Th is called an interior facet of Th if it is a subdomain of dimension
d − 1. The set of all the interior facets is denoted by E0m. On the other hand, the non-
empty intersection F = ∂K ∩ ∂Ω of an element K ∈ Th with the boundary of the
domain, is called a boundary facet. The set of all the facets is denoted by Em. For any
facet F ∈ E0m we will denoteK+F andK
−
F the only two neighbouring elements such that
∂K+F ∩ ∂K
−




F the unitary normal to facet F
outside K+F and K
−





defined. Given a facet F , we define the characteristic facet length as
hF =
{




if F ∈ ∂Ω.
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For uniform meshes we can consider h the global characteristic length of the mesh.
The discrete space considered henceforth is the discontinuous space of piecewise
linear functions Vh = {vh | vh|K ∈ P1(K) ∀K}, where Pk(ω) is the space of polyno-
mials with maximum degree k in each reference space coordinate in ω. The func-
tions vh ∈ Vh can be expressed as a linear combination of the basis {ϕKi }{i,K}∈Nh
where ϕKi corresponds to the elementwise linear function such that, with ϕ
K
i |K(xi) = 1
and ϕKi |K(xj) = 0 for xj ∈ K, j 6= i, and ϕKi |K′ ≡ 0 for K ′ 6= K. Any function
vh ∈ Vh is double-valued on E0m and single-valued on ∂Ω. We will also use the no-





i or vh =
∑Ndof
a=1 uaϕa. Moreover we consider v
K
h as the
restriction of vh in K such that it is continuous in K̄.
Given vh ∈ Vh, we can define the common concepts of average {{·} and jump [[·]] on




















On boundary facets points x ∈ F , F ⊂ ∂Ω, we define {{vh}}(x) = v
K+F






We will use standard notation for Sobolev spaces (see, e.g., [17]). In particular, the
L2(ω) scalar product will be denoted by (·, ·)ω for some ω ⊂ Ω, but the domain sub-
script is omitted for ω ≡ Ω. The L2(Ω) norm is denoted by ‖ · ‖. We will denote by 1
the function that is constant equal to 1 in Ω; 1(x) = 1 ∀x ∈ Ω.
4.2.2 Weak Form and the Interior Penalty DG Approximation
The stabilized dG bilinear form for the transport problem proposed by [18] combined
with the interior penalty (IP) method for the viscosity term reads as
Find uh ∈ Vh s.t. (∂tuh, vh) +Ah(uh, vh) = Fh(vh) + lgh(vh) ∀vh ∈ Vh, (4.2)





















































The parameter ξ can take values in {−1, 0, 1} leading to the antisymmetric, incomplete
and symmetric IP method respectively. When stabilizing the method it will be shown
the utility of setting ξ = 0 in some regions, so it will be defined as a facetwise function,
ξF (uh), in Section 4.4. The parameter cip is a constant that, as in the previous chapter
(see Chapter 3) will be set to be cip = 10. The projection gh is the facetwise linear
polynomial function obtained by interpolating the values of the g on the nodes of the
boundary. Notice that, with this definition we obtain a continuous function and that gh
preserves or diminishes the maximum (and increases the minimum) of the function g
on each boundary facet.
4.3 The Discrete Maximum Principle
In this section we will introduce the desired properties that we want our discrete prob-
lem to fulfil. To do so we will consider the abstract steady problem
Find uh ∈ Vh such that Bh(uh, vh) = Lh(f, vh) +Gh(gh, vh) ∀vh ∈ Vh, (4.4)
where Lh is associated to the source term andGh depends on the boundary conditions.
We will define the properties onBh, Lh andGh to enjoy a DMP and construct a method
that fulfils such conditions.
Recovering the notation in Chapter 3, we will define the local discrete extrema as
follows.
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Definition 6 (Local Discrete Extremum). The function uh ∈ Vh has a local discrete mini-
mum (resp., maximum) on an interior node xi inK if ua ≤ uh(x) (resp., ua ≥ uh(x)) ∀x ∈ Ωi;
for a = D({i,K}). Moreover we say that uh ∈ Vh has a local discrete minimum (resp., maxi-
mum) on a boundary node xj in K if ua ≤ uh(x) (resp., ua ≥ uh(x)) ∀x ∈ Ωi and ua ≤ g(x)
(resp., ua ≥ g(x)) ∀x ∈ ∂Ωi ∩ ∂Ω.
In particular, when using linear elements, a local minimum on xi inK, is equivalent
to say uD({i,K}) ≤ uD({j,K′}) for any pair {j,K ′} ∈ Nh({i,K}). The definition of the
DMP property for discontinuous discrete functions in Chapter 3 was inspired by the
one given by Burman in [24] and the one used in Chapter 2 for cG schemes. We will
introduce a small modification to that definition.
Definition 7 (DMP dG). We say that the pair Bh : Vh × Vh −→ R and Gh : Vh −→ R has
the DMP property if the following holds true: For all uh ∈ Vh and for all (interior or boundary)
vertex xi, if uh has a local discrete minimum (resp., maximum) on vertex xi in K, then
Bh(uh, ϕ
K
i ) ≤ Gh(ϕKi ) (Bh(uh, ϕKi ) ≥ Gh(ϕKi ) resp.) (4.5)
andBh(uh, ϕKi ) = Gh(ϕ
K
i ) implies that we can construct a sequence of DOFs {a1, a2, · · · , an}
such that a1 = a, ai+1 ∈ Ih(ai), ua1 = ua2 = · · · = uan , and uh has a local discrete minimum
for a1, · · · , an−1 and either uh do not have a minimum on {j,K ′} = D−1(an) or xj ∈ ∂Ω and
uan = g(xj).
Now we can see how the continuous maximum principle is inherit at the discrete
level by this definition.
Theorem 24. Given a pair Bh and Gh enjoying the DMP property stated in Definition 7 and






= sign(f) ∀{i,K} ∈ Nh then
• If f ≥ 0 and uh is the solution of Equation (4.4), mina∈Ih ua ≥ minx∈∂Ω g(x)
• If f ≤ 0 and uh is the solution of Equation (4.4), maxa∈Ih ua ≤ maxx∈∂Ω g(x)
Proof. We will prove the statement for the minimum, but the proof for the maximum is
equivalent. Let f ≥ 0 and uh be the solution of (4.4) with Bh enjoying the DMP prop-
erty in Definition 7. Let {i,K} ∈ Nh, a = D(i,K), be such that ua = minb∈Ih ub,
then uh have a minimum on xi in K. Since uh is solution the of (4.4) and f ≥ 0
implies that Lh(f, ϕKi ) ≥ 0 we know that Bh(uh, ϕKi ) = Lh(f, ϕKi ) + Gh(gh, ϕKi ) ≥
Gh(gh, ϕ
K
i ). But if uh has a minimum on xi in K, by the DMP property definition
Bh(uh, ϕ
K
i ) ≤ Gh(gh, ϕKi ). Thus the equality must hold and we can build the se-
quence {a1, · · · , an} such that ua1 = · · · = uan . Since ua = minb∈Ih ub, uan must
be a minimum too so it corresponds to a node xj ∈ ∂Ω and uan = gh(xj). Hence
minx∈∂Ω g(x) ≤ minx∈∂Ω gh(x) ≤ gh(xj) = ua = minb∈Ih ub as we wanted to prove.
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4.4 The DMP Enjoying Perturbation of the Problem Matrix
We are interested in perturbing the matrix A in such a way that it enjoys the DMP
property defined in Definition 7. For such an end we are going to define the graph-
viscosity which, as we will see, will allow us to stabilize the discrete problem and attain
the desired DMP property.















The parameter αa enjoys the following property:
Definition 8. Given a = D({i,K}), we say that αa : Vh −→ R enjoys the the Shock Detector
Property for a if it is such that αa(uh) ∈ [0, 1] ∀uh ∈ Vh and αa(uh) = 1 if uh has an extremum
on xi in K.
There are several definitions one can use to achieve such property. In this chapter,
we defineRa as the set of edges of the mesh Th whose extrema are xi ∈ K and another
node xj ∈ K. Also, let R̄a = {r = e|e| |e ∈ Ra pointing xi} be the set of unitary vectors
in the direction of the corresponding edges. Then, for each r ∈ R̄a we can consider
for every interior point xi (for nodes on the boundary, check Remark 8) the pair of
elements K−i,r = K and K
+
i,r = K
′, where K ′ is the element containing xi such that
x = xi − λr ∈ K ′ for values of λ small enough1; and define the following functions:
[[uh]]a,r = ua − uD({i,K+i,r}),
[[[uh]]]a,r = ∇uK
−
i,r · rhK−i,r −∇u
K+i,r · rhK+i,r + 2[[uh]]a,r,
{{{uh}}}a,r =
∣∣∣∇uK−i,r · rhK−i,r ∣∣∣+ ∣∣∣−∇uK+i,r · rhK+i,r + [[uh]]a,r∣∣∣+ |[[uh]]a,r| .
Remark 8. These definition do not make sense for certain directions on the boundary points
where there is no such element K+i,r. In those cases, we consider instead
[[uh]]a,r = ua − g(xi),
[[[uh]]]a,r = ∇uK · rhK − sign([[uh]]a,r∇uK · r)∇uK · rhK + 2[[uh]]a,r,
{{{uh}}}a,r =
∣∣∇uK · rhK∣∣+ ∣∣−sign([[uh]]a,r∇uK · r)∇uK · rhK + [[uh]]a,r∣∣+ |[[uh]]a,r| .
We are simply substituting ∇uK
+
i,r · rhK+i,r by −sign([[uh]]a,r∇u
K · r)∇uK · rhK in order to
ensure that |[[[uh]]]a,r| = {{{uh}}}a,r if uh has an extremum on xi in K and so αa fulfills the
properties we desire.
1It might happen that the mesh is aligned and, then, this definition does not define a unique element
K+i,r . If this is the situation we will consider that there are as many directions r as elements fitting such
definition even though the value of r is the same. There will be an abuse of notation in this sense for the
sake of simplicity.














(a) 1D (b) 2D
FIGURE 4.1: The values used in the computation of αa in the direction r.








The value of q > 0 is to be set. As in the previous chapter we can show that this
definition enjoys the shock detector property stated in 8. As it is shown in Fig. 4.1, the
values of∇uK · rhK ,−∇uK
+
i,r · rhK+i,r + [[uh]]a,r and [[uh]]a,r will have the same sign if uh
has an extremum on xi in K2 for any r ∈ R̄a. Thus, in the case of an extremum on a,
|[[[uh]]]a,r| = {{{uh}}}a,r for any r. Otherwise, by definition, |[[[uh]]]a,r| ≤ {{{uh}}}a,r. So it
is clear that αa enjoys the Shock Detector Property.
Remark 9. This definition correspond to the nonsmooth case. In order to improve the con-
vergence and, even more, be able to use nonlinear iterative methods that need to compute the
Jacobian matrix of the problem (which requires differentiability of all the terms), we will use the
smooth functions proposed in [5]. They are specified in Section 4.6.





for F ∈ E0m and ρF = ρK+F for




It is easy to check that, if we define ξF = 1 − ρF , and if uh has an extremum on xi






i }} is nullified since for all the facets F such that
{{∇ϕKi }} is not zero, ξF = 0.
2In Fig. 4.1, the mesh used is aligned but the same properties hold for non aligned meshes too.
Chapter 4. A Monotonicity-Preserving Discontinuous Galerkin Method 75
Then, given uh =
∑Ndof
a=1 uaϕa and vh =
∑Ndof
b=1 vbϕb, we can define the perturbed
bilinear form Āh as:






Now we are ready to prove the desired DMP property of the perturbed bilinear form.
Theorem 25. The pair Āh and l
g
h enjoys the DMP property of Definition 7 and Fh is such that
sign(Fh(ϕ
K
i )) = sign(f) ∀{i,K} ∈ Nh.
Proof. Let xi be an interior node and assume that uh has an extremum on xi in K. Let
a = D({i,K}), since ξF = 0 for all the facets F ∈ K and the pairs {j,K ′} coupled to






































µ(−ξF∇ϕKi · n∂Ω + ciph−1F ϕ
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Notice that if ξF = 0, one can prove that l1h(ϕ
K
i ) ≥ 0 because all the terms of the sum


















































Since there is an extremum we know that αa = 1 and, thus, for any {j,K ′} ∈ Nh(i,K),









νa,D({j,K′}) ≤ 0. Now we are going to differentiate two cases:
• xi ∈ ∂Ω. We know by the definition of discrete maximum principle that if xi
is on the boundary of the domain, then ua ≥ g(x) (ua ≤ g(x)) ∀x ∈ ∂K ∩ ∂Ω
if there is a maximum (minimum) on xi in K. Since we set ξF to be 0 for the
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facets F around elements that contain an extremum, it is straightforward to see
that ual1h(ϕ
K
















. Thus if uh has a discrete maximum
(minimum) on xi in K,
Āh(uh, ϕ
K




i ) (Āh(uh, ϕ
K









i ) we can construct the series
{a1, · · · , an} described in 7. For that end, let uh have a minimum on xi in K; the
proof for the maximum is equivalent. If xi ∈ ∂Ω, we have:
0 =lgh(ϕ
K





















ciph−1F (gh − ua)ϕ
K
i ≥ 0
Since the equality will only hold if gh(x) ≡ ua for x ∈ {F |∂K ∩ ∂Ω, xi ∈ F}. Thus
ua = gh(xi) and the sequence is simply {a}.
• xi interior node. We will assume uh has a minimum on xi in K (the proof for





i ) = 0 and that the equality in 4.10 implies Āh(uh, ϕ
K
i ) ≤ 0. Now we only
need to prove that if the equality Āh(uh, ϕKi ) = 0 holds we can build the sequence
described 7.
Since we have ξF = 0 for all the facets F ⊂ ∂K, we can integrate by parts half of
the terms of Ah(ϕKi , ϕ
K








































































{{βϕKi }}[[ϕKi ]] ≥ 0.
Thus Ah(ϕKi , ϕ
K
i ) > 0. By the equality in (4.9), this implies that there must exist




i ) < 0.




i )− νa,D({j,K′}) < 0.
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Hence, for the equality Āh(uh, ϕKi ) = 0 to hold, taking in account (4.11), necessar-
ily uD({j,K′}) = ua.
Let b = D({j,K ′}) be the second term of the sequence a1 = a, a2 = b. If uh does
not have a minimum on xj in K ′ or if xj ∈ ∂Ω, the proof is finished. If xj is an
interior point and uh has a minimum on xj in K ′ we can assume, without loss of
generality that a = 1, b = 2 and, then, define:
– ϕ̃1 = ϕ1 + ϕ2, ϕ̃c = ϕc+1 for c = 2, · · · , Ndof − 1.
– ũ1 = u1 = u2, ũc = uc+1 for c = 2, · · · , Ndof − 1.
– ν̃11 = ν11 + ν12 + ν21 + ν22, ν̃1c = ν̃c1 = ν1(c+1) + ν2(c+1), ν̃cd = ν(c+1)(d+1) for
c, d = 2, · · · , Ndof − 1.
It is easy to see that uh can be written as a linear combination of {ϕ̃c}N
dof
1 , uh =∑Ndof
c=1 ũcϕ̃c. MoreoverAh(ϕ̃1, ϕ̃1) = −
∑Ndof−1
c=2 Ah(ϕ̃c, ϕ̃1), Āh(uh, ϕ̃c) = Ah(uh, ϕ̃c)−∑
d∈Ĩh(c)
ũdν̃dc, ν̃11 = −
∑Ndof−1
2 ν̃1c,Ah(ϕ̃c, ϕ̃1)−ν̃1c ≤ 0 if c 6= 1 andAh(ϕ̃1, ϕ̃1) >
0. Thus we can repeat the same process and find a pair {k,K ′′} with say 3 =
D({k,K ′′}) and such that u3 = ũ2 = ũ1. Thus we can add the following term to
the sequence {1, 2, 3}. If xk ∈ ∂Ω or uh does not have a minimum on xk in K ′′ we
are finished. If not, we can iterate again. As the number of degrees of freedom is
finite, there will be an iteration n in which the DOF will not correspond to a local
minimum or the associated node will lie on ∂Ω, thus we will have constructed
the sequence {1, 2, · · · , n} given in definition 7.
Finally, by definition, it is obvious that sign(Fh(ϕKi )) = sign(f) ∀{i,K} ∈ Nh.
Thus, by Theorem 24, we can ensure that the extrema of the solution of the steady
version of 4.2 (∂tuh = 0), will be on the boundary of the domain when f ≡ 0.
4.5 Discrete Time Integration and the Local Extrema Diminish-
ing Property
Now that we have defined the discretization of the steady part of equation (4.1), we
need to decide how to discretize the term associated to the time derivative, ∂tu. In
doing so, we are interested in choosing a method that extends the DMP properties
of the steady part in what is called the Local Extrema Diminishing (LED) in order to
ensure that there are no violations of the DMP when the discrete solution evolves in
time. As we will see, this property is closely related with the DMP property of the
steady part.
4.5.1 The θ-Method
We are going to use the θ-method to perform the integration in time. We will make
a partition of [0, T ] into N t time steps with equal time step length ∆t = TNt in such
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a way that tn = n∆t, n = 0, · · · , N t. The problem will be solved by computing an
approximation of u in each of those time steps unh ≈ u(·, tn). Given the mass matrix or,
as it is the case, an approximation of it, MLh (∂tu, v), the discretization of (4.1) by means
of the θ-method reads as:







h, vh) + Āh(θu
n+1
h + (1− θ)u
n
h, vh) = Fh(vh) + l
g
h(vh) ∀vh ∈ Vh.
(4.12)
The initial discrete solution u0h will be given by a nodal interpolation of the actual initial
condition for u at t = 0. The value of θ is to be chosen in the interval [0, 1]. Some
common values are θ = 0 which leads to the Forward Euler scheme, θ = 0.5 (Crank-
Nicolson scheme, semi-implicit) and θ = 1 (Backward Euler scheme, fully implicit).
Each of these methods have different particularities, but we are interested in using the
Crank-Nicolson method since it is well known that it has second-order convergence in
front of the linear convergence of the methods related to any other value of θ and it is
a non-dissipative method.
4.5.2 Local Extrema Diminishing Methods
We want our method to enjoy the LED property. As its name reveals, this properties
ensures that the value of the maximum and the minimum of a transient problem can
be bounded by those in the initial solution u0 = u(·, t0). It has been proved in [20,
Lemma 3.2] that, if Ah enjoys the DMP property, the solution to (4.2) has LED property
if we substitute (∂tuh, vh) by its lumped version (∂tuh, vh)h corresponding to the Gauss-
Lobatto sub-integration. The form (·, ·)h is such that (∂tuh, ϕa)h = ∂tua(1, ϕa) ∀a ∈ Ih.
In fact, as Kuzmin and co-worker have proved in [42, 75], it is enough to lump only for
the terms associated to DOFs where uh has an extremum. For that end we define:
MLh (uh, vh) =
Ndof∑
a=1
va(1− αQa (uh))(∂tuh, ϕa) + αQa (uh)∂tuava(1, ϕa). (4.13)
The exponent Q > 0 is added in order to minimize the lumping perturbation since it
leads to phase error in the discrete solution. If one considers the problem discretization
only in space (but not in time)
Find uh ∈ Vh such that MLh (uh, vh) + Āh(uh, vh) = Fh(vh) + l
g
h(vh) ∀vh ∈ Vh,
(4.14)
the next lemma can be proven by following the demonstration of [20].
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Lemma 26. Let uh be the solution of (4.14) with f ≡ 0 and with the semilinear form Āh satisfy-
ing the DMP property 7. Then any local minimum (maximum) of uh is increasing (decreasing)
in time.
Proof. Assume there is a local minimum on node xi in element K. Let a = D({i,K}).








i ) = ∂tua(1, ϕ
K
i ).








i )) ≥ 0.
This implies that any local minimum must be increasing and thus the property holds.
The proof for the case of a maximum is equivalent.
This result can be extended to the θ-method discretization. We refer the reader
to the work by Kuzmin and co-workers [76, 73] for the proofs of such properties. In







Furthermore, under certain conditions of the matrix and the RHS, it has been proven
in [73, Theorem 4] that the scheme is not only positive preserving but satisfies a global
DMP. This means that the maximum and the minimum of the solution are bounded by
the values of the initial solution and the boundary conditions.
For all of this proves they take advantage of the mass lumping properties, but the
lumping only needs to be activated for the DOFs where the discrete solution has an ex-
trema. Thus, the scheme defined in 4.12 together with the definition of MLh (·, ·) given
by 4.13 leads to a global DMP preserving method.
4.6 Smoothing the Shock Detector
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for the sake of brevity. But, in fact, the actual definition we work with is a bit more
involved. The problem of using this raw definitions is that, since they are not smooth,
it is difficult for the nonlinear iteration methods to converge. So we are basically inter-
ested in adding some parameters (τh,γh,σh ) and modify the definition of nonsmooth
functions such as the absolute value and the maximum. In this section we will proceed
to unfold all the smooth definitions to facilitate the reproducibility of the method.








The value of τh is assumed to be small and is going to be specified in 4.7. For values of
x  τh, we have |x|1,τh ≈ |x| ≈ |x|2,τh but always |x|2,τh ≤ |x| ≤ |x|1,τh . Now we can
redefine {{{uh}}}a,r as:
{{{uh}}}′a,r =
∣∣∣∇uK−i,r · rhK−i,r ∣∣∣2,τh +
∣∣∣−∇uK+i,r · rhK+i,r + [[uh]]a,r∣∣∣2,τh + |[[uh]]a,r|2,τh .
Moreover, this definitions of the absolute value helps to define the smoothed version of
the sign(·) function used in the definition of [[[·]]]a,r and {{{·}}}a,r on the boundary points













Here γh is another extra stability parameter added to ensure differentiability of ζa for
values of uh such that the denominator is nullified. By the definition and the proper-
ties of |·|1,τh and |·|2,τh , it is easy to prove that in the case that uh has a local discrete
extremum on a, ζa > 1. So, since we desire that αa enjoys the Shock Detector Property
stated in 8, we need to construct a derivable function, Z, such that Z(x) = 1 when
x ≥ 1. For this end, we define
Z(x) =
{
2x4 − 5x3 + 3x2 + 1 x < 1
1 x ≥ 1.
(4.17)
Now we are able to define the smooth value of αa:
α̃a = (Z(ζa))
q .
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{j,K ′} 6= {i,K}
The objective of these modifications is twofold. On one hand, they smooth the function
improving the convergence of the nonlinear iterations. On the other hand, they make
the method derivable with respect to uh so some nonlinear iteration methods, such as
the Newton method, that need to compute the Jacobian matrix of the problem, can be
used.
Notice that all the parameters depend on the characteristic length of the mesh h. In
order to dimensionally correct and, at the same time, do not affect the convergence of
the linear we know that the parameters should scale in the following way:
σh = σ|β|2L2(d−3)h4 τh = τh2 γh = γh,
where d is the space dimension of the problem and L a characteristic length of the prob-
lem.
4.6.1 Parameters Setup
In order to find the appropriated values for all the parameters introduced before, we
will check how their values affect to the performance of the method. For that end we
will consider the steady (∂tu = 0) transport (µ = 0) problem with no force (f = 0) and
rotational convection β = (y,−x):
∇ · (βu) = 0 in [0, 1]× [0, 1].
In the transport case, the Dirichlet boundary conditions are only imposed on the inflow
boundaries which, for this convection field, are the sides of the square [0, 1] × [0, 1]
corresponding to x = 0 and y = 1. We will impose 0 all along the side y = 1 and the
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(a) Solution on inflow boundary x = 0. (b) Solution on the whole domain
FIGURE 4.2: Curved characteristics. Solution after 100 iterations. q = 10.
σ = τ = γ = 0. 100× 100 mesh.
following function on the side x = 0.
g(0, y) =





3 π(y − 0.4)
)
y ∈ [0.55, 0.85]
0 elsewhere.
We know that the exact solution to this problem consists of a translation of this func-
tion in the direction of the convection in such a way that on the outflow boundary
corresponding to y = 0 the solution should be
u(x, 0) = g(0, x).
We will solve this problem in a 100 × 100 quadrilateral mesh and will check the effect
of the constants σ, τ and γ on the resulting outflow profile with respect to the value in
the inflow boundary x = 0 plotted in Fig. 4.2(a).
First of all we will take a look to the dissipative effect of the parameters on the final
solution. We will set two of them to be 0 and allow the third to have different values.
We use the nonlinear iterative scheme with relaxation parameters proposed in [63],
using the same parameter values therein. The tolerance is set to be 10−4 and allow a
maximum of 500 iterations. In all these numerical experiments we will set, as in most
of the chapters, q = 10. The results are shown in Fig. 4.3. It can be appreciated how
the most relevant parameter in terms of performance and also on the convergence of
the nonlinear iterations is σ. For big values of sigma, the perturbation on the matrix
becomes too dissipative and it can even blur completely the expected solution. On the
other hand, it seems to be crucial in order to ensure the convergence of the nonlinear
iterations. The values of γ seem to not affect the result as far as they are smaller than
a 10−2. In a similar vein, τ seems to need to be small enough to sharply capture the
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FIGURE 4.3: Curved characteristics. Profile of the function on the out-
flow side y = 0 for different values of σ, τ and γ. 100× 100 mesh.
solutions we are interested in.
Since we want to capture a sharp solution but, at the same time, have a method that
is able to converge in a reasonable amount of nonlinear iterations, we are going to try
some combination of these parameters that look reasonable for this purpose according
to the previous results. We will fix the value of γ to be 10−2 and check how some com-
binations of the values σ and τ affect the result and the convergence of the nonlinear
iterations. Attending to the results of the previous test, we will restrict the values of
σ and τ to be σ ∈ [10−1, 10−4] and τ ∈ [10−1, 10−8]. Again we will use q = 10 and
allow a maximum of 500 iterations. The results obtained are the ones shown in Fig.
4.4. According to this, it seems clear that σ should be σ = 10−2 in order to ensure the
convergence and τ should be greater than 10−6.
Finally, we are interested in setting γ to an appropriate value. To do so we will
fix the values of σ and τ and diminish the value of γ between 10−4 down to 0. We
can check in Fig. 4.5 how, even with γ = 0 the solution is able to converge but the
number of iteration explodes between γ = 10−4 and γ = 10−8. Even so, it is clear
how the solutions becomes much sharper with the small values of γ. In our numerical
experiments we will work both with the smooth parameters activated and without
them, so when comparing both results we are interested in solutions that converge in
a reasonable amount of time steps (for which we will use γ = 10−2). Nevertheless,
in the transient examples, we will also test γ = 0 to see if we can obtain a sharper
solution. Additionally, we will let Q, the exponent of αa for the perturbation of the
mass matrix, be Q = +∞; meaning that the matrix is only perturbed when αa = 1.







 0  0.2  0.4  0.6  0.8  1







 0  0.2  0.4  0.6  0.8  1







 0  0.2  0.4  0.6  0.8  1







 0  0.2  0.4  0.6  0.8  1







 0  0.2  0.4  0.6  0.8  1







 0  0.2  0.4  0.6  0.8  1







 0  0.2  0.4  0.6  0.8  1







 0  0.2  0.4  0.6  0.8  1







 0  0.2  0.4  0.6  0.8  1







 0  0.2  0.4  0.6  0.8  1







 0  0.2  0.4  0.6  0.8  1







 0  0.2  0.4  0.6  0.8  1







 0  0.2  0.4  0.6  0.8  1







 0  0.2  0.4  0.6  0.8  1







 0  0.2  0.4  0.6  0.8  1







 0  0.2  0.4  0.6  0.8  1
σ=1.e-4.  τ=1.e-8. NC
FIGURE 4.4: Curved characteristics. Profile of the function on the out-
flow side y = 0 for different values of σ, τ . γ = 10−2. 100× 100 mesh.
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FIGURE 4.5: Curved characteristics. Profile of the function on the out-
flow side y = 0 for different values of γ. σ = 10−2, τ = 10−4. 100 × 100
mesh.
We recall that we can do so because the nonlinear iterative method that we use do not
need the stabilization to be differentiable, if that is not the case γ must be greater than
0 and Q < +∞. Summarizing, in view of the results obtained, we will use q = 10,
Q = ∞, σ = 10−2, τ = 10−4 and either γ = 10−2 or γ = 0 in the oncoming numerical
experiments.
4.7 Numerical Experiments
In this section, we are interested to show how the method previously introduced deals
with a set of numerical experiments. We recall that, since we are using isotropic uni-
form meshes, the value of the characteristic length of each element K, hk, used herein-
after is the corresponding length of the edges of the squares.
4.7.1 Convergence to a Smooth Solution
In this first experiment we want to determine how the convergence of the method is
affected by the perturbation of the matrix performed by the method. We analyse the
convergence towards a smooth solution that has maxima and minima inside the do-
main (thus αa reaches the value 1 in some regions in the domain). We compare the
performance of the original interior penalty dG method without any extra stabilization
with the one of our method both with the smoothing parameters —specified in Section
4.6— activated (and thus nonlinear convergence) and without the smoothing of the pa-
rameters (and allowing a maximum of 100 iterations). The steady problems we solve
for this end are the following{
−∆u+∇ · (βu) = −4π2 sin(2π(x− ytan θ ))(1 +
1
tan2 θ
) in Ω = [0, 1]× [0, 1],
u(x, y) = sin(2π(x− ytan θ )) on ∂Ω.
and {
∇ · (βu) = 0 in Ω = [0, 1]× [0, 1],
u(x, y) = sin(2π(x− ytan θ )) on ∂Ω.
with β = (cos(θ), sin(θ)) and θ = π/3. In both cases the exact solution is u(x, y) =
sin(2π(x− ytan θ )). For the linear dG scheme we would expect a quadratic convergence
















FIGURE 4.6: Smooth solution. µ = 1. L2 error convergence to the exact
solution.
and we would like our method to maintain such convergence even though we expect
that the error will increase due to the stabilization terms. This is indeed what hap-
pens. We realize that when we consider the problem with viscosity µ = 1 in which the
contributions to the matrix are dominated by the viscosity term for the finest meshes,
the error is almost the same for both the smoothed and the nonsmoothed cases. How-
ever, when working with pure transport, we notice that even though the convergence
is maintained, the smoothing of the parameters add an extra error to the computed
solution.
4.7.2 DMP Performance
In order to test the performance of the method in terms of attaining the DMP property
we solve the steady problem
−10−4∆u+∇ · (βu) = 0 in Ω = [0, 1]× [0, 1],
u(x, 0) = 0 x ∈ [0, 1],
u(x, 1) = 1 x ∈ [0, 1],
u(0, y) = 12 +
1
π arctan(10
4(y − 0.7)) y ∈ (0, 1),
u(1, y) = 0 y ∈ (0, 1).
with β = (cos(π/3),− sin(π/3)). As the problem is convective dominated, the expected
result is a propagation in the direction defined by β of the sharp layer imposed in the
boundary section x = 0. When the method is not stabilized, this may lead to a solution
















FIGURE 4.7: Smooth solution. µ = 0. L2 error convergence to the exact
solution.
that have strong oscillations around the internal and boundary layers. We expect our
method to control such spurious oscillations.
We use a 100 × 100 mesh, set the tolerance of the nonlinear iterations to 10−3 and
allow a maximum of 200 iterations. We are interested in the violation of the DMP
property so we will plot the maximum oscillation in each iteration. The maximum os-
cillation is defined as OSC = max{0,−minx∈Ω uh(x),maxx∈Ω(uh(x) − 1), }. Both the
smoothed and the nonsmoothed methods are tested and one can realize that whilst the
latter is not able to converge, the former, not only converges, but attains a solution that
enjoys the DMP property up to the machine error (see Fig. 4.8). The results obtained
are plotted in Fig. 4.9 and are of similar sharpness with respect to the expected solu-
tion.
4.7.3 Three Body Rotation
Finally, we want to test how the method performs in terms of violation of the DMP
when integrating in time. For that end, we will use the Three Body Rotation test that
was already used in previous Chapters. We solve the 2D transport equation (4.1) in
Ω = [0, 1] × [0, 1] with µ = 0, β = (−2π(y − 0.5), 2π(x − 0.5)). The initial solution
is given in [72] and its interpolation in a mesh of 150 × 150 bilinear elements is dis-
played in Fig. 2.6(a). The solution to the transport problem is simply a translation in
the direction of the convection. In this case, the initial solution rotates anticlockwise



























FIGURE 4.8: Propagation of a sharp layer. Maximum oscillation. 100 ×
100 mesh.
(a) σh = 10−2; τh = 10−4; γh = 10−2. 151 Itera-
tions.
(b) σ = τ = γ = 0. NC.
FIGURE 4.9: Propagation of a sharp layer. Results. 100× 100 mesh.
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(a) 2D (b) 3D (c) Legend
FIGURE 4.10: Three body rotation. Initial solution. 200× 200 mesh.
and the final solution is computed at T = 1 after one complete round. The idea is to
compare the initial and the final values to see how dissipative the method is and, at
the same time check the values of the maximum oscillation in each time step to see if
there is any violation of the DMP. In order to do so, we have used the colormap plot-
ted in Fig. 4.10(c) which is such that it takes colors from black to green in between
the interval [0, 1] but it uses shades of red in [−0.1, 0) ∪ (1, 1.1] and shades of yellow in
[−0.2, 0.1) ∪ (1.1, 1.2]. In this way is visually easy to detect the violations of the global
DMP of the problem.
The solution is computed with the dG method without any stabilization, the smoothed
stabilized method (in which we consider both γ = 0 and γ = 10−2) and the stabilized
method without smoothing (σ = τ = γ = 0). The smoothed case with γ = 0 was
considered because we wanted to reduce the activation of the mass lumping without
spoiling the convergence of the nonlinear iterations. As we will see in the numerical re-
sults, although the method is less dissipative, the final result does not differ that much
(see Fig. 4.11(d) and Fig. 4.11(f)). We recall that, for the integration in time, a weighted
mass lumping is used and the parameterQ is set to beQ = 10 in the smoothed case and
Q = +∞ in the nonsmoothed –to minimize the phase error induced by the lumping of
the matrix. We have run the test in a mesh of 200×200 bilinear elements and have used
N t = 2000 time steps, with tolerance 5 · 10−4 and allowing a maximum of 50 nonlinear
iterations. The results obtained are plotted in Fig. 4.11. We have also plotted the max-
imum oscillation along the time iterations in Fig. 4.12. We do not print the maximum
oscillation in each time step but the mean value of the maximum in each bunch of 10
time steps.
We can appreciate in Fig. 4.12 how, if the method is not stabilized, the oscillations
appears from the first iterations and it does not decrease within the time integration,
being of order 10−1. On the other hand, one can observe that the stabilized version of
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(a) 2D. No stabilization (b) 3D. No stabilization
(c) 2D. σ = 10−2; τ = 10−4; γ = 10−2; Q = 10. (d) 3D. σ = 10−2; τ = 10−4; γ = 10−2; Q = 10.
(e) 2D. σ = 10−2; τ = 10−4; γ = 0; Q = 10. (f) 3D. σ = 10−2; τ = 10−4; γ = 0; Q = 10.
(g) 2D. σ = τ = γ = 0. NC. (h) 3D. σ = τ = γ = 0. NC.
FIGURE 4.11: Three body rotation. Final solution. 200 × 200 mesh.
Crank-Nicolson. N t = 103.


































FIGURE 4.12: Three body rotation. Oscillation. 200 × 200 mesh. Crank-
Nicolson. N t = 103.
the method gives oscillatory results on the first iterations if the method is not smoothed.
This is due to the fact that the nonlinear iteration are not able to converge in the first
time iterations and what is plotted is the result after 50 nonlinear iterations. Instead,
when smoothing the stabilization, the nonlinear iterations converge and the violation
of the DMP is either of the order of the tolerance for γ = 0. When using γ = 10−2,
the method is even more dissipative (as expected since the greater the value of γ the
most the shock detector is activated) and the DMP is only violated up to machine error.
We want to point out that the appearance of jumps on the smooth part of the figures,
such as the cone, is due to the lumping of the mass matrix. When avoiding the mass
lumping, those jumps disappear, but the DMP is then violated.
4.8 Conclusions
In this chapter, unlike the previous one, we do have been able to construct a method
that fulfils the DMP property for the steady multidimensional problem and the LED
property for the transient case. The advantadge taken in this case is that, instead of
using the common Laplacian operator we have taken advantage of the graph-laplacian
operator that, together with the appropriate amount of viscosity in each DOF, is capa-
ble to fulfil the DMP property. In order to minimize the perturbation of the original
matrix of the problem we have taken advantage of a shock detector that rely on the
jumps of the gradient of the solution around the nodes of the mesh. This shock detec-
tor is similar to the one proposed in Chapter 3 and enjoys the Shock Detector property
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given in Definition 8. That definition ensures that the detector takes its maximum value
1 for those DOFs in which the discrete solution has an extremum. This property turns
out to be very useful in order to modify the entries of the matrix associated to a DOF
where the numerical solution has an extremum and also to decide which entries of the
mass matrix should be lumped in the transient case to achieve the LED property.
It seems that relying on the matrix structure instead of the mathematical properties
of the equation to solve is a good strategy when we want to deal with schemes, such as
dG, that have terms whose values are not easy to control a priori. Nevertheless we have
seen that we still need to nullify the symmetric term, setting ξ to be 0 near the extrema
of the solutions which was already observed when doing the analysis for 1D in Chap-
ter 3. In conclusion we can say that the analysis and the shock detector introduced in
Chapter 3 were essential to construct the method introduced in this chapter but the
approach of modifying the matrix of the problem a posteriori is much more powerful in
terms of DMP-enjoying fulfilment of the method.
Some interesting future work might be to extend these features to approximations
of much more involved equations such as Euler or Compressible Navier-Stokes prob-
lems in which an a priori analysis of the amount of viscosity needed to fulfil the DMP
would become an arduous (if not impossible) task.
Chapter 5
Shock Capturing Techniques for
hp-Adaptive Finite Elements
The aim of this chapter is to propose a hp-adaptive algorithm for discontinuous Galerkin
methods that is capable to detect the shocks and sharp layers and avoid the spurious
oscillation of the solution around them. In order to control the spurious oscillations,
artificial viscosity is used with the particularity that it is only applied in those regions
where the shock is located. To do so a novel troubled-cell detector has been developed
in order to mark the elements around the shock and to impose linear order in them.
The detector takes advantage of the evolution of the value of the gradient through the
adaptive process.
5.1 Introduction
When working with convection-dominant convection-diffusion problems and hyper-
bolic problems, the solution may contain sharp layers or shocks. High resolution is
needed around discontinuities, being very suitable to consider h-adapted meshes that
lead to a quite uniform distribution of the error. Even better, using hp-adapted finite
element (FE) spaces, one can improve accuracy by increasing the order of approxima-
tion (p) in smooth regions while reducing the element size (h) near discontinuities or
sharp layers. This implies an extra effort that can be tackled in different ways (see Sect.
5.4.1). In order to select the FEs that need to be refined, an a posteriori error estimator
has to be used. In hp-adaptivity one also needs some kind of smooth indicator in order
to decide whether to refine the mesh element or increase the order of approximation.
When working on adapted meshes with continuous FE spaces one has to take into
account how to refine the mesh and preserve its regularity or how to deal with the
hanging nodes that appear during the process. Some methods avoid the hanging nodes
when refining at the expense of increasing the aspect ratio (see, e.g., [85] for 2D meshes);
the implementation of such methods for general 3D meshes is complicated. On the
other hand, simple local refinement inevitably produces hanging nodes. Enforcing
continuity (if required) implies an extra implementation work, especially when dealing
with arbitrary-level hanging nodes [69]. Discontinuous Galerkin (dG) methods can
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readily use non-conforming meshes, i.e., simple local refinement procedures, but they
involve more degrees of freedom (DOFs) than continuous Galerkin ones for the same
mesh. In [4], Badia and Baiges propose a continuous-discontinuous formulation that
allows one to use local refinement without the need to enforce continuity on hanging
nodes. This approach combines the lower cost of continuous Galerkin methods and
the capability of dG methods to deal with non-conforming meshes. In this work, we
restrict ourselves to interior penalty dG methods and local refinement.
The numerical approximation of the problems considered above can lead to spu-
rious oscillations around shocks or discontinuities, violating at the discrete level the
monotonic properties of the continuous operators. Numerical techniques to avoid
these oscillations are denoted as shock-capturing techniques. Monotonic linear shock-
capturing can be at most first order accurate, due to the celebrated Godunov’s theorem.
In order to attain better accuracy, perturbations that depend on the solution itself must
be considered.
There are several shock capturing strategies. Limiting strategies are typically ap-
plied to explicit time integration; a tentative solution is first obtained with the explicit
time-marching scheme and next post-processed with the limiter to clean up oscilla-
tions. This approach is typical in fully explicit finite volume and dG codes for hy-
perbolic conservation laws [31]. A conceptually different family of methods are those
based on adding artificial diffusion terms. The purpose of these methods is to per-
turb the problem at hand in such a way that the perturbed solution will be (almost)
oscillation free. Since no post-process is needed and a viscous term is added to the
formulation, this type of techniques are more suitable for implicit (or implicit-explicit)
time integration and continuous FE spaces. This artificial diffusion terms can be un-
derstood as nonlinear stabilization methods. Only a few of the nonlinear stabilization
schemes proposed in the literature have been proved to enjoy some variant of discrete
maximum principle (DMP) [7, 8, 20, 25]. In most of these schemes, the nonlinear sta-
bilization is only activated on the shock, resorting to linear stabilization on smooth
regions.
Up to our knowledge, all the shock-capturing methods proposed so far that enjoy
a DMP have been designed to work with linear (or at most quadratic) FEs [49]. In
any case, the use of high-order FEs on shocks is not wise, since there is no smoothness
to be exploited in these regions. On the other hand, very refined meshes are needed
to efficiently capture shocks, making adaptive mesh refinement mandatory. Based on
these observations, the motivation of this chapter is to combine nonlinear stabilization
schemes satisfying the DMP (when applied to linear FEs) and hp-adaptivity. The objective
is to restrict the nonlinear stabilization around the shock, where a very fine mesh with
first order elements is to be automatically selected by the hp-adaptivity algorithm. On
the other hand, far from the shocks, where the solution can be smooth, the algorithm
should increase the order and reduce element sizes.
Since we are interested in using hp-adaptive methods, we find it necessary not to
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apply the artificial viscosity everywhere but only on some troubled-cells (some exist-
ing methods already scale the viscosity in such a way that it takes values very close to
zero in smooth regions [44, 4]). The nonlinear stabilization is used in smooth regions.
There are various troubled-cell indicators, several of them have been compared in [93].
They use different criteria to identify the elements that may content a shock. For ex-
ample, Cockburn and Shu [31] compare the gradients between neighbouring elements.
This was extended to higher orders with the analysis of the coefficients associated with
different orders when using modal bases [68]. There are also some local discontinuity
detectors which are based on the decay in the coefficients [14]. These troubled-cell de-
tectors are designed for limiters in explicit simulations; once the solution is computed,
troubled-cells are detected and then properly modified (most of the time according to
parameters obtained during the detection of the troubled cells). Herein, we are inter-
ested in troubled-cell indicators for implicit schemes that involve nonlinear stabiliza-
tion methods (i.e., artificial viscosity). In this respect, Vuik and Ryan were successfull in
detecting the situation of the shock taking into account the properties associated with
the multiwavelet coefficients [102].
Albeit they can be used in h-adapted meshes [108], the troubled-cell indicators men-
tioned above are designed for fixed meshes and they simply recalculate the troubled-
cell indicator in each iteration instead of taking advantage of the solution history. In
this paper we also aim to develop a novel troubled-cell indicator and hp-adaptivity scheme
that exploit the refinement history. The idea is simple: if there is a shock, the gradient will
be greater with each h-refinement of the mesh, so we propose to compare the value
of the gradient between parent and children elements in each adaptivity iteration in
order to decide whether an element should be marked as suspicious of being in the
neighbourhood of a shock. In the overall algorithm, linear order is imposed over the
elements where the troubled-cell flag is activated.
The outline of this chapter is the following. In Sect. 5.2 we will introduce the prob-
lem to solve as well as the notation and the interior penalty dG method that we will
use. In Sect. 5.3 a new artificial viscosity method will be introduced; it is an extension
of the one proposed in [8]. The next Sect. 5.4 will deal with the adaptivity strategy.
Next, in Sect. 5.5 we will introduce a novel troubled-cell detector that will allow us
to use the artificial viscosity presented before as well as to improve the hp-adaptivity
process. Finally, in Sect. 5.6, some numerical experiments are reported to show the
performance of the proposed method.
5.2 The Interior Penalty Method for the Convection-Diffusion
Equation
In what follows we will introduce the convection-diffusion problem that we want to
solve as well as the interior penalty discontinuous method that we will use to do so.
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5.2.1 The Convection-Diffusion Problem
We will consider the convection-diffusion problem with Dirichlet boundary conditions:{
Lu := −∇ · (µ∇u) +∇ · (βu) = f in Ω,
u = g on ∂Ω
(5.1)
where Ω is an open, bounded, connected subset of Rd with a Lipschitz boundary ∂Ω,
d is the space dimension (it is assumed to be arbitrary although in Sects. 5.3 and 5.5
the analysis is restricted to the 2-dimensional case), f ∈ L2(Ω), and g ∈ H
1
2 (∂Ω). We
assume that µ > 0 is constant and β ∈ (H1(Ω) ∩ C0(Ω))d is solenoidal (i.e., ∇ · β = 0).
We denote by ∂Ω− the inflow boundary defined as ∂Ω− = {x ∈ ∂Ω|β(x) · n∂Ω(x) < 0}
for n∂Ω the outside normal to Ω. It is well known that the operator L associated to
problem (5.1) enjoys the maximum principle (for proofs on maximum principles for
elliptic problems see [47]). In particular, it means that no interior oscillations can appear
inside the domain when f = 0. But it is also well known that, when the problem is
convection-dominant, the solution may have sharp interior and boundary layers. It
is in those regions where the discrete solution may exhibit spurious oscillations, and
where nonlinear stabilization terms aim to regularize the problem. We note that the
nonlinear stabilization schemes used in this chapter can also be applied to the purely
hyperbolic problem [8], i.e., for µ = 0, even though we have not considered this case in
Sect. 5.6 because the a posteriori error estimator used in Sect. 5.4.1 does not apply under
such circumstances.
5.2.2 Notation
We consider that there are a total of M ≤ M̄ adaptive iterations. For each adaptive
step m we will need to consider the partition Tm = {Ki}N
el
m
i=1 of Ω by N
el
m elements
of characteristic length hmKi . We consider quadrilateral (hexahedral in 3 dimensions)
elements. Since we will use isotropic refinement, we can assume that the length of the
edges of the element in any dimension is of the order of the characteristic length of the
element. Each mesh Tm corresponds to a mesh adaptation of the previous partition of
the domain Tm−1. This implies that every element Ki ∈ Tm is either equivalent to a
certain Kj ∈ Tm−1 or it corresponds to a transformation of an element or a set of them
from Tm−1. This transformation is either a isotropic refinement of an element (Ki is one
of the children of an element Kj ∈ Tm−1) or a coarsening of a set of elements (Ki is the
parent of the set of elements). Isotropic refinement divides each element into nc = 2d
identical sub-elements. The coarsening, at the same time, can only be performed with
a set of nc elements that already come from a previous refinement of an element. In
order to ease the transfer of data between consecutive meshes, we will establish a
relation between the indices of the elements in Tm and the immediate previous mesh
Tm−1. To this end we define the function Fm : {1, · · · , N elm} −→ {1, · · · , N elm−1} in the
following way: KFm(i) ∈ Tm−1 is either the corresponding equivalent element in Tm−1,
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the parent of Ki or the first of the children it comes from (we can assume without loss
of generality that the children of an element are consecutively listed). In the case of
a coarsened element Ki ∈ Tm, its corresponding elements in Tm−1 are KFm(i)+c for
c = 0, · · · , nc − 1.
Given p ∈ N, let Pp(ω) be the space of polynomials up to order p on the domain
ω ⊂ Ω. Given {pjm}N
el
m
j=1 the array with the approximation order for every element in Tm,
we define gm as the piece-wise polynomial function on ∂Ω such that gm|∂Ki∩∂Ω is the
polynomial of order pim obtained by the L2-projection of g|∂Ki∩∂Ω onto Ppim(∂Ki ∩ ∂Ω)
for any Ki ∈ Tm containing a boundary facet. Now we can define the discrete space
considered henceforth as the discontinuous space of piece-wise polynomial functions
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2 the L2(ω) norm of v|ω for any
function v ∈ L2(Ω). Similarly, ‖v‖∞,ω := max
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Given the mesh Tm, the intersection F = ∂Ki ∩ ∂Kj of two neighboring elements
Ki,Kj ∈ Tm is called an interior facet of Tm if it is a set of dimension d − 1. The set of
all the interior facets is denoted by E0m. On the other hand, the non-empty intersection
F = ∂Ki ∩ ∂Ω of an element Ki ∈ Tm with the boundary of the domain, is called a
boundary facet. The set of all the facets is denoted by Em. We denote by Em(Ki) the set
of faces F ∈ Em that are contained on ∂Ki. For any facet F ∈ E0m we will denote K+F
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On boundary facet points x ∈ F , F ⊂ ∂Ω, we define {{vm}}(x) = v
K+F





F (x) and 〈vm〉(x) = v
K+F
m (x).
5.2.3 Weak Form and the Interior Penalty Discontinuous Galerkin Approx-
imation
For each adaptive iteration m, the weighted incomplete interior penalty discontinuous
Galerkin (wIPdG) method with nonlinear artificial viscosity stabilization reads as





















































where fm (similarly to gm) denotes the piece-wise polynomial approximations in Tm
given by the L2-projections of f onto Vm. The parameter cip is a constant that scales the
diffusion interior penalty term while cbms is the constant that stabilizes the convection
term as it is explained in [18]. The values that we have used in our computations are
specified in Sect. 5.6. The value of ξ is discussed in Remark 11.
Remark 10. The function εm(um) corresponds to a nonlinear piece-wise artificial viscosity
that introduces extra stability to the method. This artificial viscosity can be activated or not
and its value may rely on different parameters of the problem and the numerical solution um.
Its restriction to element Ki is denoted by εKi(um) and its computation will be defined in Sect.
5.3.
Remark 11. The choice of ξ leads to different interior penalty methods: symmetric (ξ = 1),
incomplete (ξ = 0), or anti-symmetric (ξ = −1). The original interior penalty method is the
symmetric one but some nice monotonicity properties have been shown in [8] when we take
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ξ = 0. Our approach is to have a dynamic ξ depending on um in such a way that it takes values
in [0, 1] depending on the properties of um in each element or facet. The specific implementation
of such a feature will be introduced in the experimental Sect. 5.6.
Remark 12. Since the main motivation of this chapter is to accurately represent discontinu-
ities or sharp layers, we aim to keep also the sharp layers on boundaries in our numerical ex-
periments, to check the quality of our approach. As a result, boundary conditions are enforced
strongly, which is not common in dG methods. In this case, the trial space is replaced by
V trialm = {vm ∈ Vm : vm|∂Ω = gm} and the test space by V testm = {vm ∈ Vm : vm|∂Ω = 0}.
Thus, the terms including g in the right-hand side will eventually disappear.
5.3 Nonlinear Stabilization: The Shock Capturing
Artificial viscosity shock capturing or nonlinear stabilization schemes basically consist
in adding an extra non consistent viscosity term ε to the original problem. Its value
is solution-dependent and, in each element Ki, it is usually of the order hKi‖β‖∞,Ki
scaled by a constant and shock detector SKi . There are different features that can be
taken into consideration to compute SKi such that the elemental residual of the equa-
tion [35, 80, 62, 63], the entropy energy of the solution [54], or the decaying of the high
order coefficients [67, 91], among others. In this chapter, as in [22, 20], we will focus on
the variation of the gradient of the solution between elements.
In general, these techniques take advantages of the good smooth properties of the
Laplacian operator. In particular, a key feature to avoid oscillations is to inherit the
maximum principle of the continuum equation by the numerical scheme, leading to
the so called discrete maximum principle (DMP); see [20, 24]. Unfortunately, even
for the Laplacian operator itself, monotonicity has only been proved on acute simpli-
cial meshes, which are hard to get in practice. A monotonicity-preserving (for acute
meshes) nonlinear stabilization for continuous FEs has been proposed in Chapter 2 for
the multi-dimensional case. For dG methods the situation is worse, because a DMP for
the Laplacian has only been proved, as far as we know, for 1D problems and incom-
plete IPdG schemes [58]. A nonlinear stabilization for dG approximations of transport
problems that enjoys a DMP under the same assumptions has been proved in [8]. Even
though none of these methods can be, by construction, monotonically-preserving in
general, to define nonlinear stabilization schemes that keep the DMP properties of the
underlying Laplacian operator has been proved to be a good approach when design-
ing such algorithms. We refer to [7, 8] for some tests with DMP-preserving methods on
non- acute meshes.
Restricting the problem to 2D, the nodal Gradient Jump Viscosity (nGJV) intro-
duced in [8] was designed for triangular structured meshes. The element-wise con-
stant artificial diffusion was scaled by the shock detector, which took into account the
variation in any direction of the gradient of the function in each node of the element.
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(a) wIPdG+nGJV, triangles (b) wIPdG+nGJV, quads (c) wIPdG+dbGJV, quads
FIGURE 5.1: Solutions to the discontinuity propagation problem of 5.6.2
with 20× 20 meshes
Since we are interested in working with adaptive meshes of quadrilaterals (or hexahe-
dra), we need to fit the method to this new paradigm. The first new property to take
into account is that the gradient of bilinear solutions is not constant in each element
anymore. The natural extension is to take the value of the gradient of the elemental
solution at the nodal point. We checked the behavior of this definition with a coarse
mesh of 20 × 20 quads and solving the discontinuity propagation problem defined in
Sect. 5.6.2. The results are plotted in Fig. 5.1(a) and Fig. 5.1(b) and show that, even
though the DMP is still attained, the regularity of the problem near the exponential lay-
ers on the boundary is lost. The second hurdle is to deal with the hanging nodes that
appear in the adaptive meshes. It is not clear whether the computation of the viscosity
should take into account the value of the shock detector in those points and, if so, how
to consider the parent neighbor.
Since, in fact, the DMP is not proved for nGJV for dimensions greater than one,
another option is to look for an alternative extension of the DMP-satisfying artificial
viscosity for 1D that allows us to circumvent such problems. A possible approach is
to consider an extension of the boundary gradient jump viscosity (bGJV) introduced in
Chapter 2 to the discontinuous scheme. The constant nonlinear viscosity in Ki reads as
follows:





where ΓKi : Em(Ki) −→ {−,+} is a function such that Ki = K
ΓKi (F )
F for each F ∈
Em(Ki), cgjv is set to be 0.5 and SαF is defined as
SαF (um) =
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where q > 0 is a constant to be chosen (as in [8, 7] it will be set as q = 10) and sαF (x) is
the shock detector defined for every x ∈ F by
sαF (x) :=
∣∣∣∣∇uKαFm (x) · nαFhKαF +∇uK−αFm (x) · n−αF hK−αF + 2[[um]](x) · nαF
∣∣∣∣∣∣∣∇uKαFm (x) · nαFhKαF ∣∣∣+ ∣∣∣∣∇uK−αFm (x) · n−αF hK−αF + [[um]](x) · nαF
∣∣∣∣+ ∣∣[[um]](x) · nαF ∣∣ .
(5.7)
In this definitionα stands for−/+ (and −α is the opposite sign), x̄ = arg maxx∈F (sαF (x)).
When the denominator in (5.7) vanishes, we simply take sαF (x) = 0 ∀x ∈ F . The term
|∇um(x)·n+F |
|∇um(x)| in (5.6) corresponds to a correction term to avoid excessive smearing. In
practice, when computing these terms, the maximum is approximated by the maxi-
mum at the Gauss points.
The behavior of this new method was tested in a 20×20 quads mesh. It needed few
nonlinear iterations to converge and, as it is shown in Fig. 5.1(c), the result obtained is
much smoother than with the previous one. We will call this method the discontinuous
boundary Gradient Jump Viscosity (dbGJV) and is the one we will use hereinafter.
Remark 13. When we restrict the definition in (5.6) to the piece-wise linear continuous solu-
tions in triangular homogeneous meshes the values of this new definition and the original SF
associated to the boundary Gradient Jump Viscosity method in Chapter 2 are equivalent. We
recall the definition was given by
SF (um) =
∫








F {{|∇um · n|}}dσ
)q
. (5.8)
But in that case the value of∇um is constant in each element, [[u]] is zero since it is continuous
and the values of hKi nullify, so (5.6) and (5.8) read the same.
5.4 hp-Adaptivity
The interest in hp-adaptive FE methods goes back to classical results published, e.g., in
[55], where the authors showed the possibility of attaining exponential convergence.
Since then, a lot of computer implementations of the method have been realized, de-
spite its rather large technical complexity (see, e.g., [1, 39, 9, 69, 83], where we list only
few references with some other significance about this topic). Different implemen-
tations differ greatly in their purpose, generality, types of elements used, and many
other aspects. In this contribution, we use quadrilateral elements and isotropic refine-
ments. The choice of dG methods makes the use of hanging nodes easier, since there
is no need to enforce continuity in hanging nodes. Nevertheless, we will allow only
first-level hanging nodes, meaning that one element and its neighbors refinement can
only be one level away. The experience shows that this restriction does not lead to
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significant slow-down of the convergence due to extra refinement and is used by most
modern codes.
5.4.1 The A Posteriori Error Estimator and the Adaptivity Algorithm
For the hp-adaptive paradigm, one not only needs to determine which elements need
to be refined but choose between h- or p-refinement. This is one of the big challenges
of these methods and it has been tackled in different ways. Some approaches use an a
priori knowledge of trouble-spotting elements, setting them to only be h-refined [1, 96].
Demkowicz and co-workers [41, 39, 40] project the solution in different mesh adapta-
tions and make the adaptation evolve by choosing the best option according to a suit-
able a posteriori error estimator. Some approaches analyze the decay of the Legendre
polynomials coefficients [59, 82]. These techniques and some more are compared in the
survey performed by Mitchell and McClain [86]. In that survey the winning strategy
seems to be the smooth predictor proposed by Melenk and Wohlmuth in [84] so this is
the one we will use in our numerical experiments.
The smooth predictor basically consists of predicting the error assuming that the
solution is smooth. Knowing that, in the smooth case, the order of convergence of the
L2-error in an element Ki is h
pim+1
Ki
, one can predict the evolution of the error when
the h- or p-refinement takes place. An a posteriori error estimator that decays as the
L2-error for the Laplacian problem is presented in [84]. When an element is marked for
refinement, the local a posteriori error estimator is compared with the predicted error
(computed in the last adaptivity step involving that element). If the error is greater than
predicted, the solution is assumed to be non-smooth and the element is marked for h-
refinement. Otherwise it is marked for p-refinement. We will basically use this scheme
but, since we are interested in enforcing linear order (and thus, force the h-refinement)
in elements where we want to apply the shock capturing, it has been slightly modified
(see algorithm in Sect. 5.5.3 for an explicit definition of the hp-adaptivity algorithm).
To be able to benefit from the smooth convergence hp-adaptivity technique, an a
posteriori error estimator that converges as the L2-norm of the actual error is needed. To
this end, the error estimator proposed in [46] has been implemented. For each element
Ki, it consists of three parts:
(ηim)





where ηRi is the interior residual term, while ηEi and ηJi correspond to the edge resid-
ual and the error in the jumps on the faces, respectively. The original definition of the
terms will be adapted to the case of isotropic refinement of quadrilateral meshes. Also,
since strong Dirichlet boundary conditions are used, we have removed the boundary
terms. It was noticed that, when the boundary conditions were not polynomial (and
thus could not be exactly captured by the solution), the value of the approximation
error on the boundary led to an overestimation of the error on the boundary leading
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to an over-refinement of the boundary elements (even when the solution was smooth).
So, the definitions of the local a posteriori error estimator terms read like
η2m,Ri =µ
−1(pim)



























The value of pF is pF := maxKi⊃F p
i
m. It is proved in [46] that there exists a norm
with respect to which this error estimator is almost1 asymptotically equivalent to the L2
norm of the error. This norm cannot be proved to be equivalent to the L2-error but, in
practice, the numerical results show agreement between the a posteriori estimator and
the weighted L2-error of the approximation defined by µ−
1
2 ‖u− um‖Ω.
Following this scheme, a predicted error array Em is constructed at the beginning
of each adaptivity iterationm. For each element, we will define the elemental predicted
valueEim based on the value of the a posteriori error estimator η
Fm(i)
m−1 of the correspond-
ing element in Tm−1. When the numerical solution um is obtained, the actual a posteriori
error estimator will be compared to this predicted value Eim to decide whether to h- or
p-refine.
In practice, we have developed a variation of the mesh adaptivition proposed by
Melenk and Wohlmuth in [84]. The first change is in the computation of the predicted
errors: the computation of the size hKi of an element Ki has been added in order to
better compute the predicted error when it is p-refined. Also, we have included the
cases of coarsening and, moreover, we have changed the prediction for not refined ele-
ments. The explicit computation of the predicted error is shown in Alg. 2. Notice that
if the element has not been modified (refined or coarsened), neither are the predicted
values. For the coarsened elements, we will set the predicted error in such a way that
we reinforce the p-refinement. If an element Ki is p-coarsened, the predicted error will
be set to Eim = ∞ so it is p-refined in the next mesh adaptation. On the other hand,
when a set of elements is h-coarsened we will take an error proportional to the greatest
error of the set. This is due to the fact that the troubled-cell detector already reinforces
the h-refinement and we want to recover the order of convergence of the method in the
smooth regions that have been unnecessarily h-refined.
The selection of elements to refine and how to refine them has also been slightly
modified and it relies on the troubled-cell detector introduced in the next section. It
will be specified in Subsect. 5.5.3.
1Almost meaning that it is sub-optimal with respect to the polynomial degree in the upper bound and,
moreover, the bounds are up to an approximation error of the force term and the convective term that
explode with µ→ 0
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Algorithm 2: Set the predicted error array Em
for i = 1 · · ·N elm do














else if Ki corresponds to KFm(i) ∈ Tm−1 then



















else if Ki is the parent of KFm(i) ∈ Tm−1 then
















The value of the constant parameters γh, γp, γn are defined in Sect. 5.6.
5.5 Troubled-cell detector
5.5.1 Refinement-Dependent Troubled-Cell Detector
A novel troubled-cell detector is proposed next. It uses the information given by the
evolution of the solution through the mesh adaptation process. The idea is that if the
solution has a discontinuity front in a certain region, the gradient of the discrete ap-
proximation in the elements nearby will be inversely proportional to their size. We
are assuming that the width of the sharp layer is of an order much smaller than the
characteristic length so we will consider that its width is 0, i.e., a discontinuity. We will
present the method for the 2D case but its extension to the 3D case is given in Remark








To analyze the evolution of the gradient of a numerical solution in 2D we will assume
that we have a solution with a discontinuity and that it is approximated by a numerical
method. In particular we will focus on what happens on an element that is h-refined
(see Fig. 5.2). Since we expect our method to be capable of capturing the discontinuity
smoothly and in a few elements, we will assume that the solution is nodally exact.
Moreover, since a discontinuity implies a huge change of the value of the solution,
we will conjecture that the difference between the value of the solution in different
nodal points in the same side of the discontinuity is negligible. In fact, even though the
discontinuities might not be straight, we will assume that the mesh is fine enough so
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(a) K1 (b) K2
FIGURE 5.2: Element (and its refinement) with a discontinuity
their topology in the element is close to a straight line. This leads to a constant value
solution in each side of the discontinuity and, without loss of generality (because we
are only interested in the value of the gradient in (5.13)), it will be considered 0 on one of
the sides. We will callH the value of the jump on the discontinuity. With these premises
we obtain two possible settings for an element that is crossed by a discontinuity:
• 1 vertex in one side of the discontinuity and 3 vertices in the other (Fig. 5.2(a)).
• 2 vertices in each side of the discontinuity (Fig. 5.2(b)).
Once the element is subdivided in its 4 children, the ones that inherit the discontinuity
can again have any of the two configurations, as it is shown in Fig. 5.2. Taking this
situation and letting h be the size of the element, it is easy to compute the value of the
mean elemental gradient for the elementK at the adaptivity stepm in any of both cases.
For the parent elements (case 1 and 2) an easy calculation leads to the values (notice
that, for the sake of comprehensibility, there is a different notation in the superscript of











Now we want to know the relation between these values and the mean elemental gra-
dients of the children elements K ′ that contain the layer. Knowing that the children
of the element have characteristic length h2 and assuming the same premises on the

















Thus the value of the elemental mean gradient in the children elements that contain
a discontinuity increases with respect to the previous step. On the other hand, the
gradients in the children that do not have a discontinuity are negligible (they are 0
in this limit case) in comparison to the original gradient. In particular, the quotient
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if Ki ∈ Tm+1 contains a discontinuity
Gim+1
GFm+1(i)m
≈ 0 if Ki ∈ Tm+1 does not contain a discontinuity
Remark 14. For the 3D case, taking similar assumptions and approximating the discontinuity
by a plane, we end up having 5 different configurations. The mean elemental gradient of those




















This is the information that we will use in order to tackle our methods. To this
end, we will define a troubled-cell indicator, say S, which for each element K can take
values Sim ∈ {0, 1, 2}. Roughly speaking, Sim = 0 for elements that are in a region
where the solution is smooth, Sim = 1 for elements that contains a discontinuity, and
Sim = 2 for elements that are around the previous elements. For each adaptive iteration
m, once the numerical solution um is computed, we will find Gim the value of the mean
elemental gradient in each elementKi ∈ Tm with Sim > 0 and compare it with the value
of the corresponding element/s in the iterationm−1. We have the following scenarios:
• Ki ∈ Tm is the parent of KFm(i)+c ∈ Tm−1, c = 0, · · · , nc − 1
If any of the elements KFm(i)+c ∈ Tm−1 had S
Fm(i)+c
m−1 = 1, and therefore con-
tained a discontinuity, its parent Ki will also contain such a layer and so Sim = 1.
Otherwise, Sim = 0.
• Ki ∈ Tm corresponds to KFm(i) ∈ Tm−1
The intuitive idea would be to consider that if an element had a discontinuity
inside, it should maintain the troubled-cell indicator. But, in practice, we found
out that, if we did not check out the evolution of the gradient of the function
in consecutive adaptive iterations, this could lead to over troubled-cell marking
some regions in some smooth solutions. Instead, if Sim = 1, the mean elemental
gradient Gim is always compared to G
j
m−k, being j = Fm−k+1◦Fm−k+2◦· · ·◦Fm(i)
the first element before the refinement. So, if SFm(i)m−1 = 1 and Gim > δnG
j
m−k,
Sim = 1, otherwise Sim = 0.
• Ki ∈ Tm is a child of KFm(i) ∈ Tm−1




decide which of the children of an element have a discontinuity inside and should
inherit the troubled-cell indicator. The troubled-cell indicator value will be given










It is obvious that the smooth regions are refined much less than the sharp layers because
the error in the latter is greater for the same size of element. This means that, in a so-
lution combining both kind of regions, the troubled-cell detector is very dynamic near
the non-smooth layers, evolving in each adaptive step, but needs much more adaptive
steps to be completely removed from the smooth regions. To accelerate this process,
we will set a parameter rS = 0.001 such that any element with Gim < rS maxj G
j
m will
be automatically set as non-troubled (Sim = 0). That is to say that any element with a
mean elemental gradient which is less than 0.1% of the mean elemental gradient of the
element with the largest value will not be marked as a troubled-cell in that solution.
In addition to these values, once we have selected all the troubled-cells using the
previous algorithm, we assign the flag Sim = 2 to every element K that shares a facet
with a troubled-detected element. The scheme is summarized in Alg. 3.
Algorithm 3: Update the values of Sm
Sm = 0
for i = 1 · · ·N elm do
if Ki is a child of KFm(i) ∈ Tm−1 then




m−1 > 0 then
Sim = 1
else if Ki corresponds to KFm(i) ∈ Tm−1 then




else if Ki is the parent of KFm(i) ⊂ Tm−1 then
for c = 1, · · · , nc − 1 do
if SFm(i)+cm−1 = 1 then
Sim = 1




for i = 1 · · ·N elm do
if Ki share a facet with Kj s.t. Sjm = 1 and Sim = 0 then
Sim = 2
The value of the parameters δn is defined in Sect. 5.6
Remark 15. This extra troubled-cell indicator (Sim = 2) has two main advantages: on one
hand it allows to add artificial viscosity not only on the elements just over the discontinuity
but also on the neighboring regions, which is useful, since the spurious oscillations often appear
2See Remark 15 for a justification of why not only elements Ki with SFm(i)m−1 = 1 are checked.
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there. On the other hand, it allows us to introduce a second order control. If an element is
marked with Sim = 2, the evolution of its mean gradient will also be checked for their children
and might be considered in the discontinuity layer in a next adaptivity step, leading to a more
effective method in practice.
Remark 16. For implementation issues this algorithm will be performed in 2 steps. At each
iteration m, before computing um, we will evaluate the predicted gradient Gm defined by:
• h-coarsening: Gim = min
c=0,··· ,nc−1
GFm(i)+cm−1
• No modification: Gim = G
Fm(i)
m−1
• h-refinement: Gim = G
Fm(i)
m−1
When the numerical solution is computed, the actual values of Gm are computed and compared
to the predicted ones, if necessary. For example, if an elementKi is an h-refinement ofKFm(i) ∈
Tm−1 with SFm(i)m−1 , we would check if Gim > δnGim to decide whether or not to assign Sim = 1.
The value δn is to be chosen. It has to be big enough so that, when solving a smooth
problem, there are no troubled-cell elements detected after a reasonable number of
adaptive iterations (to avoid setting elements to h-refine instead of p-refine in smooth




would make no sense to consider that in the regions where the gradient decays, we
keep on considering that there is a discontinuity. On the other hand δn has to be small
enough so it does detect the discontinuities and sharp layers. The choice of the value
will be introduced in the experimental Sect. 5.6. In our numerical experiments we will
start by setting S0 = 1 and then proceed to h-refine all the elements at least 2 iterations.
5.5.2 Activation of the Shock Capturing
The troubled-cell indicator will identify a region of linear elements from which differ-
ent stabilization techniques can benefit. In particular, in this chapter, the previously
introduced dbGJV viscosity will be used. The value of the shock detector SF defined in
(5.6) will be computed in all the faces that are of linear order, pF = 1, and have, at least,
one neighbor element K with Sim > 0. This implies that that the artificial viscosity can
be activated in not troubled-cell elements. It is motivated by the fact that the troubled-
cells are usually the ones over the steep layer but the spurious oscillations tend to be
also on the surroundings of this layer. It has been proven numerically that adding ar-
tificial viscosity in those surrounding elements improves considerably the behavior of
the method.
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5.5.3 Combination of the hp-Adaptive Process and the Troubled-Cell Detec-
tor
Up to this point a set of parameters and processes have been introduced. So, before
proceeding to the numerical results, it might be useful to summarize the whole method
in order to make it clearer.
At the first step, the troubled-cell detector will be set as Sim = 1 ∀Ki and the first
adaptivity process will consist in h-refining all the elements so we can establish values
for the predicted error Em, (introduced in Alg. 2), the predicted gradient Gm (Remark
16 in Sect. 5.5.1) and the troubled-cell detector Sm. In fact all the elements of the mesh
will be simply h-refined during the first adaptive steps. In our numerical experiments
this will be done in the first 2 steps as it is shown in the first part of Alg. 4. This can
affect the convergence but it helps detecting the non-smooth layers from the beginning.
The parameters of the algorithm are set in such a way they favor the h-coarsening
if some regions have been unnecessarily h-refined (see the introduction of Sect. 5.6).
Moreover it is assumed that the initial mesh is very coarse, so it makes sense to h-refine
all the elements at the beginning.
In Sect. 5.4.1 we already introduced the smooth predictor proposed in [83] together
with our modifications. Now it only lasts to show how the troubled-cell detector af-
fects the choice of the kind of refinement. Basically, we will follow the smooth predictor
scheme for the adaptivity unless the element Ki is set as a troubled-cell (Sim > 0), in
which case we will avoid the p-refinement. Moreover we have added the coarsening
possibility. There are three values associated to this process: Tref , the amount of ele-
ments to be refined, Tcoars,p and Tcoars,h, the amount of elements to be p and h refined
respectively. They are defined as follows:
Tref = N
nd
m − bσrefNndm c,
Tcoars,p = dσpcoarsenNndm e,
Tcoars,h = dσhcoarsenNndm e.
The parameters σref , σ
p
coarsen and σhcoarsen are parameters of the method that must be
chosen. Notice that an element will only be h-coarsened if all its children are set to be
h-coarsened (which rarely happen if the solution has been properly refined). Instead
the p-coarsening occurs always that an element is set to be p-coarsened which can ran-
domly happen if a solution has been correctly refined everywhere. So we have defined
two different values for the different coarsening options and we will set the parameter
σpcoarsen  σhcoarsen to minimize such problem. Also, Tref is an approximated value be-
cause, in order to homogeneously refine regions with the same order of error, we have
included a correction factor such that all the elements that have the 90% of the error
of the last element refined are also marked for refinement; the objective of this is to
minimize abnormal adaptation steps and keep the symmetry of the problem, if there is
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so. Also all the elements with 10% of the threshold error are marked for h-coarsening.
The process is specified in Alg. 4.
Algorithm 4: Compute the adaptivity flags for each element in Tm using the a
posteriori error estimator of the solution um.
if m ≤ 2 then
Set all elements in Tm to be h-refined;
else




m ∀i = 1, · · · , Nndm */
First_refined_elem = Nndm − Tref
Tη = 0.9 · ηfirst_refined_elemm /* Upper threshold error */
Bη = 0.1 · ηfirst_refined_elemm /* Lower threshold error */
for i ≤ Tcoars,p do
Set KIi to p-coarse
i = 0
while i ≤ Tcoars,h and ηIim < Bη do
Set KIi to h-coarsen
i = i+ 1
for Tcoars,h < i ≤ Nndm − Tref do
if ηIim > Tη then
first_refined_element= i
Exit loop
if SIim > 0 and pim > 1 then
Set KIi to p-coarse to linear order
for first_refined_element < i ≤ Nndm do
if ηIim < Eim and S = 0 then
Set KIi to p-refine
else
Set KIi to h-refine
Summarizing, given Tm−1 (mesh), Gm−1 (mean elemental gradients), ηm−1 (a poste-
riori error estimators), Sm−1 (troubled-cell flags), pm−1 (elemental polynomial order),
the adaptivity flags, and um−1 (discrete solution), we follow the following steps to com-
pute Tm, Gm, ηm, Sm, pm, and um:
1. Compute the mesh Tm and the order array pm using Tm−1 and pm−1 and the
adaptivity flags of the previous iteration.
2. Inherit the troubled-cell detector values.
3. Set predicted error Em (following the Alg. 2) and the predicted gradient Gm
(introduced in Remark 16 in Sect. 5.5.1).
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4. Compute the matrix and vector and obtain um. When using shock capturing,
nonlinear iterations with relaxation parameters are used. In particular we have
implemented the relaxation scheme proposed in [63], using the same parameter
values therein.
5. Compute a posteriori error estimator values ηm (see Equation (5.9)) and Gm (see
Equation (5.13)).
6. Set the troubled-cell indicator values Sm (following the scheme in Alg. 3 in Sect.
5.5.1). To compute them, we use the information stored in Gm.
7. Compute the adaptivity flags with the Alg. 4.
5.6 Numerical Experiments
In the following numerical experiments we want to show the performance of the troubled-
cell detector and to find the optimum values of some of the parameters of the method
in such a way that we ensure that it detects correctly the layers and, at the same time,
it is deactivated when the solution is smooth.
In all the examples, the mesh consists of square elements so we have chosen the
length of any of the edges of an element Ki as the characteristic length hKi . Following
[8], we set the parameters of the equations (5.2)-(5.3)-(5.4) to be cip = 10 and cbms = 0.5.
Concerning ξ, since we are interested in recovering the DMP features introduced in [8],
we would like to have the incomplete method around the non-smooth regions and the
symmetric method elsewhere. To achieve such a property we will use the same value
we use to scale εKi , SKi := maxF∈Em(Ki) S
ΓKi (F )
F . This parameter takes values in the
interval [0, 1]; SKi ≈ 1 near the local extrema of the function and SKi = 0 in the smooth
regions. Thus, we will define ξ = 1− SKi to attain the desired property.
Since we know that the troubled-cell detector can be activated in the first steps even
when the solution is smooth and, moreover, since we know (or at least we expect) that
linear order will be imposed where it is not, we can choose the parameters to be such
that we favor the p-refinement and the h-coarsening. Following this principle, we will
justify the choice of some of the parameters that has been done beforehand.
We start setting the values of γh, γp and γn in Alg. 2. Even though the value used
for γh in [84] is 4, we allow it to take value γh = 10, so our predicted error is bigger and
the smooth assumption is fostered. Also γp is set to be γp = 10. In fact, the definition of
γp in [84] was different since they did not use the characteristic length hKi to compute
the predicted error. On the other hand, we have set the predicted error to be Eim =
γnE
Fm(i)
m−1 if Ki is identical to KFm(i) ∈ Tm−1. Since the element has not changed, we
could accept that the predicted error should remain the same, and thus, let γn = 1.
Instead, we will set it to be slightly larger, γn = 1.1, so that, if the element is not refined
after many steps, its predicted value can rise and promote the p-refinement.
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10 0.5 10 1− SKi 10 10 1.1 0.75 0.20 0
TABLE 5.1: Values of the fixed parameters of the method.
Finally we will set the percentage of elements to be refined to be σref = 0.75 and the
coarsening percentage to be σhcoarsen = 0.20; it means that the elements corresponding
to the top 25% of the error are (h- or p-) refined and the bottom 20% of the elements
are marked for h-coarsening (which not necessarily means they are coarsened, since
all children have to be marked to be coarsened). With this last option, we try to com-
pensate the fact that some smooth regions might have been h-refined if they were erro-
neously considered to be on a troubled region; we want to promote the coarsening of
those regions to recover the order of convergence of the hp-adaptivity methods. Finally
we set σpcoarsen = 0 to virtually avoid p-coarsening (in fact p-coarsening keeps on taking
place near the sharp layers if an element is detected as a troubled-cell).
In the following numerical test we will first set the value of δn ensuring that it works
for a smooth function. Then, we will show how the method is capable to correctly
determine where the sharp layers are and apply the h- or p-refinement accordingly. The
performance of the shock capturing in terms of diminishing the oscillations around the
non-smooth layers will also be shown.
5.6.1 Smooth Solution
The only constant we did not set beforehand is δn. The value of this parameter is
crucial to define the behavior of the troubled-cell detector since it defines the threshold
between what we consider a smooth region or not. As it was explained in Sect. 5.5.1,
δn should take values in the interval (1,
√
8
3). The closest it is to 1 the easiest it is for an
element to be considered a troubled cell. Certainly we cannot choose it to be too large,
since we want to ensure that the troubled-cell detector is activated around the sharp
layers; we would like δn to be as small as possible.
In order to set this parameter, we will choose a smooth function with variable slope
and check how many steps it takes for the method to remove any troubled-cell flag for
different values of δn. Concretely, we will choose the solution to be a sinus (not aligned
to the mesh) so we will solve problem (5.2) in Ω = (0, 1)2 with µ = 1, β = 0, f =
π2(1+λ2) sin(π(x+λ(y−1))) and the boundary conditions g(x, y) = sin(π(x+λ(y−1))),
with λ = 1tanπ/3 . Even when it looks like a simple solution, it can be difficult to deal
with the regions near the maximum and the minimum since the discrete solution can be
almost flat in the elements on the extrema while the refined children can have greater
slope. Thus it is a good solution to check the proposed formulation. We will run the
method with δn = 1.1, 1.2, 1.3, 1.4, 1.5,
√
8
3 and check the evolution of the activation





































FIGURE 5.3: Smooth solution. Rate of troubled-cell elements. δn = 1.1,




of the detector. Notice that, in this case, the artificial viscosity is not activated since
‖β‖∞,Ki = 0, thus εKi = 0 ∀i.
We take an initial mesh of 4 × 4 elements and S0 = 1 and check the evolution of
the rate of troubled-cell detected elements. We are interested in knowing how many
adaptive steps are necessary to completely remove the troubled-cell flag and how it af-





is plotted in Fig. 5.3 whilst the convergence of the a posteriori error estimator η and
the actual weighted L2 error is plotted in Fig. 5.4. We can observe that for δn ≥ 1.2
the troubled-cell detector is progressively removed and the optimal convergence is re-
covered after some steps. The plots also show how δn = 1.1 seems to be incapable to
remove the troubled cells at all and the convergence of the methods is jeopardized. In
consequence, we have chosen δn = 1.2 and δn = 1.4 to be the parameters used in the
rest of the numerical test. The value δn = 1.2 is the smallest one capable of removing
all the troubled-cell detector flags while the method with δn = 1.4 seems to be more
effective. The plot also verifies how the orders of convergence of the a posteriori error
estimator and the actual L2-error agree.
5.6.2 Propagation of Discontinuities
Let us analyze how good the method is capturing the proper boundary and internal
layers. A typical steady-state test is to study the propagation of a boundary discontinu-
ity for a convection-dominated equation. To do so, problem (5.2) is solved in Ω = (0, 1)2
with µ = 10−8, β = (cos(−π/3), sin(−π/3)), f = 0, and the boundary conditions g = 1










































FIGURE 5.4: Smooth solution. Convergence of the a posteriori error esti-
mator η and the weighted L2-error µ−
1





on y = 1 and on {x = 0}∩{y ≥ 0.7} and g = 0 on the rest of the boundary. The solution
of this problem has two boundary layers (on x = 1 and y = 0) and an interior layer of
width proportional to the value of µ.
We start with a 4× 4 element mesh and adaptivity from there. We want to control
the spurious oscillations that arise around the sharp layers (see Fig. 5.5(a)). To do so, we
must correctly identify the layers and add the adequate artificial viscosity. In Fig. 5.6,
one can appreciate the evolution of the troubled-cell flags through the mesh adaptivity
process and see that the layers are correctly captured by the method for both values of
δn. This leads to the solutions plotted in Fig. 5.5(b) and Fig. 5.5(c).To be more precise,
we can follow the evolution of the oscillations through the adaptivity process and see
how they are controlled by each method. We define the oscillation in a point x ∈ ω as:
OSCm(x) := max{0, um(x)− 1,−um(x)}.
Then, we define two parameters that give an idea of how much the DMP has been
violated, namely the mean OSC defined as the mean of the value of the oscillation in all
the degrees of freedom and the maximum OSC defined as the maximum value of OSCm
in Ω. We can see in Fig. 5.7 how the artificial viscosity technique is capable to control
the spurious oscillations, specially when the mesh is very refined, giving a mean OSC 5
orders of magnitude lower than the one obtained with the wIPdG method without the
extra stabilization. The Maximum OSC, on the other hand, is two orders of magnitude
lower, as it is shown in Fig. 5.8.
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(a) wIPdG. No troubled-cell ac-
tivation
(b) wIPdG + dbGJV,δn = 1.2 (c) wIPdG + dbGJV,δn = 1.4
FIGURE 5.5: Propagation of a sharp layer. Result. Adaptive stepm = 12.
(a) m = 3, δn = 1.2 (b) m = 6, δn = 1.2 (c) m = 12, δn = 1.2
(d) m = 3, δn = 1.4 (e) m = 6, δn = 1.4 (f) m = 12, δn = 1.4
FIGURE 5.6: Propagation of a sharp layer. Troubled-cell activation.
Adaptive steps m = 3, 6, 12. δn = 1.2, 1.4.











FIGURE 5.7: Propagation of a sharp layer. Mean OSC vs. the amount of
DOFs.
We can observe a slightly oscillatory behavior of the mean OSC with the number
of DOFs in Fig. 5.7. It happens because, as we can observe in Fig. 5.6(e) and Fig.
5.6(f) some small regions of the layer may become undetected. The reason is the fact
that there is not a real discontinuity in practice, due to the smearing produced by the
artificial viscosity. When the region is over-resolved, at the FE scale the solution starts
to be smooth, and artificial viscosity is switched off. This is specially crucial in the
region where the exponential boundary layer and the interior layer meet since the size
of the elements is even smaller than in the rest of the interior layer. This behavior could
be corrected by further complicating the adaptive strategy.
5.6.3 Propagation with Smooth Nonlinear Regions
The hp-adaptivity was not completely exploited in the previous example, since the
solution was flat in the smooth region, and thus, perfectly captured by low order ap-
proximations. Now, let us evaluate the performance of our approach in terms of dis-
tribution of h and p adaptivity. We basically took the same solution as before but,
instead of imposing g = 1 on y = 1 and on {x = 0} ∩ {y ≥ 0.7}, we impose g =







. The resulting solution is sinusoidal in the previously
flat region (see Fig. 5.9).
The order map of the solution in Fig. 5.9 for different values of δn is plotted in Fig.
5.10(a) and Fig. 5.10(b). It can be observed that the method is indeed capable to p-
refine in the smooth regions in both cases. Further, a smaller value of δn does not imply
necessarily that the mean order in the smooth region is lower.












FIGURE 5.8: Propagation of a sharp layer. Maximum OSC vs. the
amount of DOFs.
FIGURE 5.9: Propagation of a sharp layer with nonlinear smooth region.
Result. Adaptive step m = 12. δn = 1.4
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(a) δn = 1.2 (b) δn = 1.4
FIGURE 5.10: Propagation of a sharp layer with nonlinear smooth re-
gion. Element order map. Adaptive step m = 12. Order map range
p ∈ {1, 4}.
5.6.4 Parabolic Boundary Layers
Let us now check how the method performs when using parabolic boundary layers.
We solve problem (5.2) with Ω = (0, 1)2, µ = 10−8, β = (1, 0), f = 1, and homogeneous
boundary conditions g = 0 on ∂Ω. This leads to an exponential layer on x = 1 and
parabolic layers on y = 0 and y = 1. In Fig. 5.11, one can see how in the first adaptivity
steps the method is capable to correctly control the oscillations. We have plotted the
solution in Fig. 5.11(b) and Fig. 5.11(c) with the troubled-cell detector activation map
so one can appreciate how its activation is related to the control of spurious oscillations.
In this case we define OSCm(x) = max{0, um(x) − x} and in Fig. 5.12 we plot an
approximation of its maximum value computed on the quadrature points. We can see
how, even though the order of the oscillations is one order lower than in the original
method, there is some point in which the oscillation tends to increase. This is specially
noticeable for δn = 1.4. This phenomena is due to the fact that there are two regions
in which the troubled-cell detector is being deactivated after a sufficient refinement of
the mesh. On one hand there is the region on the parabolic layers close to x = 0, as it
can be appreciated in Fig. 5.13(b), where the gradient is smaller than in the rest of the
layer. On the other hand, as we saw in Sect. 5.6.2, the region where the exponential
and the parabolic layer intersect is crucial. In this case, for δn = 1.4, the troubled
cell deactivation in that region leads to the peak one can appreciate in Fig. 5.11 that
corresponds to the oscillations shown in Fig. 5.13(c).
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(a) wIPdG. No troubled-cell ac-
tivation
(b) wIPdG + dbGJV,δn = 1.2 (c) wIPdG + dbGJV,δn = 1.4















FIGURE 5.12: Parabolic boundary layers. Maximum oscillation vs the
amount of DOFs.
(a) wIPdG. No troubled-cell ac-
tivation
(b) wIPdG + dbGJV,δn = 1.2 (c) wIPdG + dbGJV,δn = 1.4
FIGURE 5.13: Parabolic boundary layers. Result. Adaptive step m = 10.
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(a) m = 3, δn = 1.2 (b) m = 6, δn = 1.2 (c) m = 9, δn = 1.2
(d) m = 3, δn = 1.4 (e) m = 6, δn = 1.4 (f) m = 9, δn = 1.4
FIGURE 5.14: Curved characteristics. Troubled-cell activation. Adaptive
steps m = 3, 6, 12. δn = 1.2, 1.4.
5.6.5 Curved Characteristics
Finally, we show how the troubled-cell detector works with curved characteristics. To
do so, we solve problem (5.2) with Ω = (0, 1)2, µ = 10−8, β = (−2πy, 2πx), f = 0, and
g = 0 on all the boundary except for y = 0, where we take the step function
g(x, 0) =
{
1 x ∈ (0.35, 0.65),
0 elsewhere.
This problem leads to a curved step function with internal layers and a boundary
layer on x = 0. In Fig. 5.14 it is shown how the troubled-cell detectors perform in
capturing such kind of solution. As it was observed in previous examples, it seems that
the method with δn = 1.2 is capable to better capture the layers in the final adaptivity
steps. The gaps in the troubled-cell activation layer originate the oscillation observed
in Fig. 5.15(c).
5.7 Conclusions
In this chapter a new troubled-cell detector has been proposed to work with adap-
tive meshes. In the numerical section, it has been shown how it works with dif-
ferent kind of solutions with parabolic and exponential boundary and interior layers.
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(a) wIPdG. No troubled-cell ac-
tivation
(b) wIPdG + dbGJV,δn = 1.2 (c) wIPdG + dbGJV,δn = 1.4
FIGURE 5.15: Curved characteristics. Result. Adaptive step m = 9.
In general, the method is capable to correctly detect the sharp layers until a certain
level of refinement. It has been shown that, the smaller the value of the parameter
δn (which determines the amount of variation of the gradient we admit to consider a
solution smooth) the better the method performs. Even for the solutions with smooth
regions together with sharp layers, the method is capable to let the order of the solu-
tion rise in the smooth region while keeping low order and nonlinear stabilization in
the sharp layers of the solution. On the other hand the extension of the bGJV method
proposed in Chapter 2 has been shown to be effective in dealing with the spurious
oscillations in adaptive meshes. Thus the implementation of a troubled-cell detector
ensuring such conditions in the non-smooth layers has been crucial to blend adaptivity




One never notices what has been done; one can only see what remains to
be done.
Marie Curie
A research never truly ends, it is simply delimited by time. Nevertheless, a looking
back is always good to realize all what has been done so far in order to discern what
should come next. This final part recapitulates all the research done in this thesis,
summarizes the goals achieved and give a glimpse of which are the potential future
developments or improvements.
6.1 Summary and Contributions
This subsection is devoted to sum up all the work presented in the previous pages.
6.1.1 Shock Capturing Techniques
Since the cornerstone of this thesis has been the design and implementation of shock
capturing techniques –for different methods and problems–, a summary of all the pro-
posed schemes is provided. In the following list, they are compiled by order of ap-
pearance in the document. In addition, their main features are summarized in Table
6.1.
• Nodal Gradient Jump Viscosity (nGJV). It is a PDE-based artificial viscosity
method for cG. Its definition is given in 2.29, Chapter 2. Its shock detector is
nodal based. For each node, it projects the gradient of the solution in any direc-
tion and computes its variation in the neighbouring elements; and it takes the
maximum value. It is proved to enjoy a DMP for strictly acute simplicial meshes.
It has been applied alone (showing a strong terracing effect on the solution) and
combined with the weighted nodal projection stabilization (wNPS) defined by
(2.6)-(2.9)-(2.17).
• Boundary Gradient Jump Viscosity (bGJV). It is a PDE-based artificial viscosity
method for cG. It is defined in 2.32. It differs from the previous one in that, instead
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of computing the variation of the gradient nodally, it relies on the variation of the
gradient among the facets of the mesh. Even though it do not fulfil the DMP,
it has shown a very good performance when combined with the SUPG linear
stabilization 2.5.
• Discontinuous Nodal Gradient Jump Viscosity (dnGJV). It is an extension of
the nGJV method for the discontinuous case. It is defined in 3.13-3.16. In this
case the shock detector do not only rely on the value of the gradients but also
take into account the jump between the elements. No extra linear stabilization
is needed since the IP dG method is already stabilized. It is proved to enjoy the
DMP property for 1D if one uses the incomplete IPdG or weights the term of the
symmetric expression 3.14.
• Gradient Jump Graphviscosity (GJGV). It corresponds to the graphviscosity
technique 4.6 presented in Chapter 4. It relies on a shock detector 4.7 to scale the
perturbation of the matrix which is pretty similar to the one for the dnGJV but
is only evaluated on the direction of the edges of the mesh. It is proven to enjoy
the DMP property by construction when weighting appropriately the symmetric
term of the IPdG.
• Discontinuous Boundary Gradient (dbGJV). The dbGJV is a PDE-based artifi-
cial difusion method used in Chapter 5 as a shock capturing for the hp-adaptive
method. It is defined by 5.5-5.6 and it is an extension of the bGJV method for the
discontinuous paradigm. As it is designed for linear methods, it is used together
with a troubled-cell detector that is capable to detect the steep layers or disconti-
nuities for both enforcing linear order and applying the artificial viscosity.
Method cG/dG AD technique Linear Stab. DMP
nGJV cG PDE-based wNPS Strictly acute meshes
bGJV cG PDE-based SUPG —
dnGJV dG PDE-based wIPdG 1D
GJGV dG Graphviscosity wIPdG Yes
dbGJV dG PDE-based wIPdG —
TABLE 6.1: Shock capturing techniques summary.
We highlight the fact that the viscosity of nGJV, dnGJV and GJGV is scaled by shock
detectors that fulfils the Shock Detector Property 8 stated in Chapter 4. This property
ensures that the detector takes value 1 when evaluated on DOFs where the solution
has an extremum. This is a key feature in all the analysis behind the DMP property
fulfilment.
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6.1.2 Objectives achievement
The list of the objectives of the thesis stated in the Introduction 1 will be recovered in
order to analyse their fulfilment.
• Analyse the State of the Art of the shock capturing techniques
Several shock capturing techniques of different kind were checked and their au-
thors have been cited throughout the document. Important contributions our
work has been inspired from different authors. In the latter years the amount
of methods that can be proved to enjoy the DMP have proliferated. The contri-
butions to this field have come, a part from this thesis, from the work of sev-
eral different authors such as Badia, Barrenechea, Bonilla, Burman, Guermond,
Karakatsani, Kuzmin, Nazarov, Popov, Shadid, Yang [11, 5, 49, 52, 75] among
many others.
• Design an adequate blending of the linear and nonlinear stabilization terms.
In the continuous case, it seems clear that the combination of linear and nonlin-
ear stabilization is a winning choice in terms of achieving wiggle free solutions
with sharp layers without dealing with the terracing effect. SUPG gave very
good numerical results when combined with bGJV. Nevertheless, in Chapter 2
we were working with the transport problem and we wanted a linear stabiliza-
tion that could be proven to be stable and keep optimal convergence. For that
end we made use of the of symmetric projection stabilizations techniques that
avoid the time derivative terms that usually appear in consistent residual based
stabilization and complicate the numerical analysis. The choice of the projector
becomes crucial in order to obtain the desired results. In our case, apart from
proving stability –Theorem 2– and optimal convergence –Theorem 3–, we pro-
posed a weighting of the term that avoids the spoiling of the DMP property of
underlying methods. This weighting basically consists in deactivating the linear
stabilization on the neighbourhood of the extrema of the solution. This is done
taking advantage of the same shock detector that will be used to scale the artifi-
cial viscosity. Moreover, for the 1D Burgers’ equation, it was possible to design
a linear stabilization that preserves the entropy stability of the problem. In this
case, the use of Scott-Zhang projections with its nodal mapping was crucial to be
able to obtain such a property.
In the same vein, when working with the discontinuous Galerkin we need to
deactivate the consistent symmetric term in order to be able to prove the DMP.
Again, the weighting consists of deactivating it taking advantage of the corre-
sponding shock detector in each case.
• Extension of the analysis of the DMP property for dG.
Given the low amount of previous work about DMP for dG methods, we feel
that the present thesis is a remarkable contribution to the field since it explores
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several ways of tackling the shock capturing for dG ranging from the common
PDE-based artificial diffusion techniques to the adaptivity of the mesh.
In the way, it has even been necessary to define concepts as discrete extremum
and give a novel definition of DMP to adapt it to the discontinuous case. In the
case of PDE-based methods, even though we were able to design methods that
fulfil the given definitions for 1D, we failed in extending them to the multidimen-
sional case keeping the same properties. The implementation of the graphviscos-
ity techniques turned out to be crucial to achieve this objective. As they act per-
turbing directly the entries of the matrix, it is possible to end up with a problem
matrix which can be proven to enjoy a DMP.
• Propose a uniform shock capturing technique for both cG and dG.
All the methods proposed for cG have been extended to also fit the discontinu-
ous case. Moreover the GJGV shock capturing is also an extension of the method
proposed by Badia and Bonilla for cG in [5]. The main difference in the shock de-
tector between the continuous and the discontinuous method is that, in the latter,
one needs to also take into account –together with the value of the gradient– the
jump of the function among the elements. Those values are adequately combined
so the shock detector reaches its maximum value when it is evaluated in a DOF
where the numerical solution has a discrete maximum.
• Extend the analysis to the transient problems.
Except on the last chapter, the transient case has been considered when applying
all the shock capturing techniques developed. The Local Extrema Diminishing
(LED) property has been proven to hold for the schemes that enjoy the DMP for
the steady part of the problem.
Moreover, it has been shown that lumping of the mass matrix is necessary to
inherit such property when using θ-methods for the integration in time. Since the
application of the mass lumping spoils the solution by smearing the sharp layers,
it has been weighted with the same shock detector used in the computation of the
shock capturing. In this way we can guarantee it is applied for the DOFs where
it is necessary but its global effects are minimized.
• Deal with high order methods
The DMP for high order methods remains as an unexplored field in this work.
The main problem, when trying to design Gradient Jump detectors in this case,
is that, when using high order polynomials, the extrema of the discrete solution
are no longer necessarily on the nodes of the mesh and, thus, the relation be-
tween the extrema of the functions and the DOFs of the discretization become
unclear. Moreover, even if they were properly detected, it is not straightforward
to scale a PDE-based artificial viscosity that enjoys the DMP property. Some ap-
proaches have been done in the literature but only the Poisson’s problem has
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been proved to enjoy the DMP on certain restrictive meshes [100, 79, 57]. In this
context, graphviscosity techniques seem a promising option to achieve such a
goal.
• Design a suitable hp-adaptive technique.
Instead of designing shock capturing techniques for high order, the approach
given in this work has been to circumvent the problem by means of p-adaptivity
techniques. In chapter 5, we designed an hp-adaptive methods that, used to-
gether with a troubled cell detector, is able to detect the nonsmooth layers in the
domain an force linear order and h-adaptivity in them whilst p-adaptivity, and
thus high order polynomials, are used in the smooth regions. This is a clever
approach since no high order convergence is expected on the nonsmooth regions
and the shock capturing techniques seem to be much more effective on linear
methods. The convergence test performed in Chapter 5 give promising results
and the shock detector designed is shown to be an effective tool to detect shocks
and sharp layers.
• Development of the corresponding codes.
Several contributions to FEMPAR were needed to test the proposed methods and
obtain the numerical results presented in this pages. Here we present some of the
most interesting features introduced in the code.
– Discontinuous Methods. Implementing the integrals of fluxes on the facets
was a challenging tasks. There are some finite element codes –such as the
well known Deal.II– that compute those terms using information stored in
each finite element. In those cases, the assembling of those terms in the ma-
trix is done by looping over the elements and accessing the neighbouring el-
ements through them. We have decided to tackle the problem the other way
round and construct arrays of facets stored in the FE spaces in our codes.
Those facets have information of the surrounding elements but also a set of
reference (d−1)-dimensional reference elements, quadratures and mappings
to perform the integration that is done independently of the volume integra-
tion. Although structured meshes have been used for most of the numerical
experiments, the implementation of the facets in FEMPAR is done for a gen-
eral case what implies that a mapping between local nodes –and integration
points– and its relative position in the elements they belong to needs to be
taken into acount. All this features are build in FEMPAR using the general
mesh information without the need of providing any extra information.
– High Order tensor product basis functions. An interesting property when using
quadrilaterals and hexahedra is the fact that the basis functions –and the
coordinates of the Gauss points– can be computed as a span of the ones
in the one dimension. An automatic 1D Legendre polynomial basis was
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implemented in order to be able to use polynomials of any order when p-
refining the mesh. In practice, the maximum order that has been used is
8.
– Mesh Adaptivity. With the help of the p4est library, h-adaptivity was added
into the code. Only 1-level refinement was permitted between neighbour
elements. It implied, apart from the implementation of the a posteriori error
estimators and the troubled-cell detector, to adapt the facet integration to
take into account the integration in the subfacets of an element’s facet.
6.2 Criticism and Future Research Perspectives
The research performed so far gives an insight of what has been done in the literature
and, moreover, what remains to be done or which could be the future lines of work
in the shock capturing field. This section sketches some future interesting research
directions that have remained unexplored due lack of time or resources. Some of them
are based in the criticism of the limitations detected on the own work whilst others are
fields that seem of interest for the author.
• Nonlinear convergence.
We have had problems to achieve nonlinear convergence of our methods for low
values of the tolerance. There are various factors that are involved in such be-
haviour. Here we present the ones we have detected and propose some possible
ways to improve its performance.
– The almost binary character of the shock detector. Although all the shock detec-
tors proposed in this work are expressed as a quotient that range between
0 and 1 in a quite continuous manner, the fact that this quotient is raised to
the power q, for high values of q, make it take a quite binary behaviour in
some special cases. That is, in the neighbourhoods of shock layers –where
potential extrema of the discrete solution is expected– the detector can take
value 1 (when there is an extrema) and almost 0 (when the appearance of
the extrema was avoided by the activation of the proper amount of viscosity
in a previous iteration) in an alternative manner; making it difficult for the
nonlinear iteration to converge. Even though high exponentials are desir-
able to minimize the effect of the nonconsistent nonlinear stability terms in
the smooth regions and to obtain sharper solutions, it is possible to perturb
the value of q dynamically in the code, to improve the convergence. This
feature was already tested in some cases, but always in a global manner. It
could be interesting to vary those features elementwise in order to improve
the results obtained. Another possibility would be to scale the viscosity as
a linear combination of the shock detectors in some previous iterations but
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this would imply to reserve an extra load of memory resources in the imple-
mentation of the method.
– The nonlinear iterative method. The nonlinear iterative method used in this
pages is the relaxation scheme proposed in [63] which is rather pedestrian
compared to other methods in the literature. As well as it works fine for our
purposes of 2D coarse meshes, it seems clearly insufficient to attain conver-
gence for low values of the tolerance since it needs several nonlinear steps
to converge. A good alternative would be to implement better nonlinear
iterators such as the Newton method. To do so, the Jacobian matrix has
to be assembled and, thus, the method needs to be differentiable. Section
4.6 in Chapter 4 was devoted to define smoothed versions of the terms in-
volved in the computation of the shock capturers to end up with a differen-
tiable scheme for the GJGV shock capturing method. In this vein, Badia and
Bonilla are doing a very interesting work in the continuous case [5].
• Parallelization of the code.
One of the strength of FEMPAR is its highly scalability and it is always desirable
to take advantage of it to be able to solve problems with complex domains or
with low scale effects that require fine meshes. It is particularly challenging the
implementation of the hp-adaptivity technique using those tools together with
the p4est machinery. In order to be able to compute the shock detector values,
the parallel code would need to take advantage of the information stored in the
ghost elements (which is a feature that is already implemented in the code).
• 3D Extension.
An obvious lack in the present work is the application of the shock capturing
techniques proposed on the 3D version of the equations. This was not done due
to the lack of time and the need of parallelize some features related to dG in FEM-
PAR –which is an oncoming feature– in order to be able to run the problems in
a feasible amount of time. The generalization of the shock detectors is straight-
forward in the case of the facet-based ones (bGJV and dbGJV). When it comes
to the nodal-based detectors (nGJV, dnGJV and GJGV), we would recommend
the use of the approach given in GJGV in which only the edge directions were
considered. Computing the maximum for any direction in 3D could be a quite
burdensome task and the results obtained are not expected to differ much one
from another based in our implementation experience.
• Continuous-Discontinuous Methods.
It would be interesting to apply the shock capturing techniques proposed for the
hp-adaptive method to a cdG mesh. The behaviour of the combination of the
same shock capturing both for continuous and discontinuous method could be
tested.
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• Extension of the analysis to other sets of equations.
In this work we have only worked with the convection-diffusion equation, ei-
ther in its steady or transient version. The extension of the application of these
shock capturing methods to more intricate equations such as Euler equations or
compressible Navier-Stokes would be the following natural step in this research.
In our experience it might be rather complicated to extend the analysis of the
DMP fulfilment for the PDE-based techniques for such problems; nevertheless
they could be used as a stabilization of the method without expecting a strict
DMP to be satisfied. Instead, the graphviscosity techniques seem a much more
affordable way to achieve such a purpose since their analysis rely only on the
properties of the matrix and it is independent on the equations that have gener-
ate it.
• Extension of the DMP for high order methods.
In a similar vein to the previous point, it might be rather interesting to analyse
the possibility of having a DMP fulfilling shock capturing for high order methods.
Again, the graphviscosity approach seem a winning choice. The challenge is, in
this case, to redesign the shock detector in order for it to be capable of detecting
the extrema of the discrete function. Moreover, for the matrix-vector properties
used to prove the DMPs, an appropriate change of basis –instead of the Legendre
polynomials– might need to be done since the nodal values of the function for
high order methods do not longer bound the values of the function in the whole
element domain.
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