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Additive Matrix Convolutions of Po´lya Ensembles and Polynomial Ensembles
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Recently subclasses of polynomial ensembles for additive and multiplicative matrix convolutions
were identified which were called Po´lya ensembles (or polynomial ensembles of derivative type).
Those ensembles are closed under the respective convolutions and, thus, build a semi-group
when adding by hand a unit element. They even have a semi-group action on the polynomial
ensembles. Moreover in several works transformations of the bi-orthogonal functions and kernels of
a given polynomial ensemble were derived when performing an additive or multiplicative matrix
convolution with particular Po´lya ensembles. For the multiplicative matrix convolution on the
complex square matrices the transformations were even done for general Po´lya ensembles. In
the present work we generalize these results to the additive convolution on Hermitian matrices,
on Hermitian anti-symmetric matrices, on Hermitian anti-self-dual matrices and on rectangular
complex matrices. For this purpose we derive the bi-orthogonal functions and the corresponding
kernel for a general Po´lya ensemble which was not done before. With the help of these results
we find transformation formulas for the convolution with a fixed matrix or a random matrix
drawn from a general polynomial ensemble. As an example we consider Po´lya ensembles with an
associated weight which is a Po´lya frequency function of infinite order. But we also explicitly
evaluate the Gaussian unitary ensemble as well as the complex Laguerre (aka Wishart, Ginibre or
chiral Gaussian unitary) ensemble. All results hold for finite matrix dimension. Furthermore we de-
rive a recursive relation between Toeplitz determinants which appears as a by-product of our results.
Keywords: sums of independent random matrices; polynomial ensemble; additive convolu-
tion; Po´lya frequency functions; Fourier and Hankel transform; bi-orthogonal ensembles.
MSC: 15A52, 42C05
I. INTRODUCTION
Convolutions on matrix spaces have a long tradition in mathematics, physics and beyond. Very early products
and sums of random matrices were studied either because of group theoretical interest, see [28] for a textbook on
harmonic analysis on Lie groups and references therein, to generalize the central limit theorem to non-commutative
operators [11], to generlize random walks on operators [16] or to study stability problems [46]. These models can be
interpreted as discrete stochastic processes and found a rich variety of applications, to name only a few: ecological
systems (see [7] for a recent review), condensed matter physics (see [10] for a review), and wireless telecommunication
(see [54]). See also [52] in which several chapters deal with stochastic processes on matrix spaces. Dyson’s Brownian
motion [16] is a prominent example where matrix convolutions play an important role. There is a vast literature,
e.g. see [32, Chapter 3] and references therein, which only deals with the spectral statistics of Dyson’s Brownian
motion and its applications. The problem in all these models of products and sums of random matrices was that they
were very restrictive to particular probability distributions of random matrices like the Gaussian to derive all spectral
properties at finite matrix dimension.
The situation changed in the past years. The interest in the spectral statistics of products of finite dimensional
random matrices triggered a revival of these old problems, see [2] for the first works on the complex eigenvalues
and [5] for the first work on the singular values on this new development. The new approaches led to the development
of new techniques, e.g. see [6] for a reviews and [36, 37] for new conceptual applications of harmonic analysis, and
nurtured ideas to apply those tools also to sums of random matrices [40]. One of these technical tools is the concept
of polynomial ensembles [41], see Definition II.1. A random matrix X drawn from a polynomial ensemble P (X) has a
joint probability density p(a) of its eigenvalues or its singular values a, depending on the considered matrix X , which
has the form
p(a) ∝ ∆n(a) det[wb(ac)]b,c=1,...,n (1)
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2with ∆n(a) the Vandermonde determinant and wb some functions. There are two advantages of such ensembles. One
is that they correspond to determinantal point processes, being a particular form of a bi-orthogonal ensemble [13].
The second advantage becomes immediate when one asks for the spectral statistics of a product XY or a sum X + Y
with another statistically independent random matrix Y drawn from the density P˜ (Y ). As in the univariate case
one has to perform a convolution of the probability densities P and P˜ either of multiplicative or additive kind. In
some cases the group integrals involved in such a convolution can be evaluated. These group integrals are of the form
like the Harish-Chandra-Itzykson-Zuber integral [27, 29] or the Berezin-Karpelevic integral [12, 26] and are ratios of
determinants with the Vandermonde determinant ∆n(a) in the denominator. This is the point where the particular
form (1) of a polynomial ensemble comes into the game. Only due to the Vandermonde determinant in Eq. (1) a
further computation is possible since it cancels with the one from the group integral, see [5, 6, 22, 36, 37, 40, 41] for
several examples.
The theoretical development of matrix convolutions did not stop with polynomial ensembles. The reason is that
the sum or the product of two polynomial ensembles does not necessarily yield a polynomial ensemble. Hence the
form (1) would be immediately lost after one “time” step in an additive or multiplicative stochastic process. Recently
subclasses of polynomial ensembles were identified which were closed under these matrix convolutions, see [36, 37] for
the multiplication of complex square matrices, [40] for the summation of Hermitian matrices, [22] for the summation
of Hermitian antisymmetric matrices, Hermitian anti-self-dual matrices and complex rectangular matrices. All these
matrix spaces where these subclasses were found belong to the Dyson index β = 2 [8, 56]. These subclasses were
first named polynomial ensembles of derivative type [36, 37, 40] since the functions have the form wb(x) = D
b−1ω(x)
with D a differential operator. In [22] the name Po´lya ensemble was proposed since the corresponding weights are
related to Po´lya frequency functions, see below. The differential operator D depends on the space of matrices and
the kind of convolution. Interestingly D is a differential operator of first order for the multiplicative convolution on
complex square matrices [36, 37] and the additive convolution of Hermitian matrices [40]. However D is of second
order for the additive convolution on Hermitian matrices, on Hermitian anti-symmetric matrices, on Hermitian anti-
self-dual matrices and on rectangular complex matrices and is structural of the same form only depending on an
index ν = {±1/2} ∪ N0, see [22] and Definition II.1. The index ν relates to the level repulsion from the origin and is
well-known in the case of Laguerre ensembles [1, 17, 47], especially that these three matrix spaces can be dealt in a
unifying way.
A question remained to be answered, namely which functions ω can be chosen in a Po´lya ensemble such that (1)
is still a probability density. In a very recent work [22] this question was addressed and the suitable functions were
related to Po´lya frequency functions [31, 49, 50, 53]. A Po´lya frequency functions f of order n ∈ N on R satisfies the
positivity conditions [31, 49, 50, 53]
∆j(x)∆j(y) det[f(xb − yc)]b,c=1,...,j ≥ 0, for all x, y ∈ Rj and j = 1, . . . , n. (2)
When this inequality holds for all n ∈ N the function f is called a Po´lya frequency function of infinite order and has
a particularly simple and explicit form in terms of its Fourier transform [31, 53], see also Example III.4.
After the suitable subclasses of polynomial ensembles were identified the question of their general spectral statistics
comes into mind. Due to the particular form (1) one usually thinks of the bi-orthogonal functions and the kernels of
the corresponding determinantal point processes, see [13] for the general approach with bi-orthogonal ensembles. For
general Po´lya ensembles corresponding to the multiplicative convolution on complex square matrices this question was
recently answered in [37]. In the present work we will generalize these results to general Po´lya ensembles corresponding
to the additive convolution on Hermitian matrices, on Hermitian anti-symmetric matrices, on Hermitian anti-self-
dual matrices and on rectangular complex matrices (or in short on H2 = Herm(n), H1 = ıo(n), H4 = ıusp(2n) and
Mν = C
n×(n+ν), respectively). This will be our first main result. For the Gaussian unitary ensembles (GUE) and the
complex Laguerre ensemble, these results readily reduce to the known results [1, 17, 47].
Another question which will be addressed in the present work is regarding the statistics when a general Po´lya
ensembles on H2, H1, H4 and Mν is shifted by a constant matrix in the same space. We again derive explicit
expression for their bi-orthogonal functions and kernels. In particular cases, like for Gaussian probability densities,
this is already known [15].
The third result will be the generalization of the transformation formulas when we add to a general polynomial
ensembles in one of the spaces H2, H1, H4 and Mν with given bi-orthogonal functions and kernel a Po´lya ensemble.
For the multiplicative convolution this was already done for the Gaussian case and the case of truncated unitary
matrices (Jacobi ensemble) in [38–40] and for general Po´lya ensembles in [37]. A similar approach was employed
in [19] where the natural action of the general linear group GlC(n) distributed by the induced Ginibre ensemble on
the Hermitian matrices distributed by a general polynomial ensemble was considered. For the additive convolution
with the GUE and the complex Laguerre ensemble such transformation fomulas were recently derived in [15, 40]. The
authors of [40] related the problem to Gelfand pairs, (G,K) with K a compact subgroup of the Lie group G. For
the additive convolution on Hermitian matrices the Gelfand pairs is (G,K) = (U(n)⋉Herm(n),U(n)⋉ {0}) with the
3semi-direct product on G = U(n)⋉Herm(n) given by [40, Sec. 2.1]
(U1, H1) · (U2, H2) = (U1U2, H1 + U1H2U∗1 ) (3)
U∗2 the Hermitian adjoint of U2. In this framework we consider in the present work the four kinds of Gelfand pairs
(O(n)⋉ ıo(n),O(n)⋉ {0}), (U(n)⋉Herm(n),U(n)⋉ {0}), (USp(2n)⋉ ıusp(2n),USp(2n)⋉ {0}) and ((U(n)×U(n+
ν))⋉ Cn×(n+ν), (U(n)×U(n+ ν))⋉ {0}) with a similar semi-direct product as Eq. (3).
The work is built up as follows. In Sec. II we introduce our notation and the setting which we consider. In particular
we state the starting points of our study which are the joint probability densities of Po´lya ensembles on H2, H1, H4
and Mν without a shift (Lemma II.2), with a shift with a constant matrix (Theorem II.3), and with a shift with
a general polynomial ensemble (Theorem II.4). In Sec. III we only derive the bi-orthogonal functions and kernels
corresponding to the additive convolution on the Hermitian matrices, H2. As a by-product we derive a recursive
relation between Toeplitz determinants, see Corollary III.2. The case of the additive convolution on H1, H4 and Mν
is considered in Sec. IV. As already pointed out the three matrix spaces H1, H4 and Mν can be dealt in a unifying
way with a parameter ν which is ν = ±1/2 for H1, ν = +1/2 for H4, and ν ∈ N0 for Mν . In Sec. V we summarize
our results. All results are given for finite matrix dimension. The asymptotic analysis of the Po´lya ensembles is not
the aim of the present work.
II. PRELIMINARIES
We consider the additive convolution on either one of the three classical compact Lie algebras times the imaginary
unit (Hermitian antisymmetric (β = 1, H1 = ı o(n)), Hermitian (β = 2, H2 = Herm(n)) or Hermitian anti-self-dual
(β = 4, H4 = ı usp(2n)) matrices), and of complex n× (n+ ν) matrices which can be cast into the chiral form
Mν =
{[
0 W
W ∗ 0
]∣∣∣∣W ∈MatC(n, n+ ν)
}
. (4)
Here, we employ the notation of the work [22]. The corresponding compact groups keeping these spaces invariant
under their adjoint action are the three classical groups (orthogonal (β = 1, K1 = O(n)), unitary (β = 2, K2 = U(n))
or unitary symplectic (β = 4, K4 = USp(2n)) matrices), and the group Kˆν = U(n) × U(n + ν). The indices β and
ν are also known as the Dyson index and the topological charge. L1-functions on one of the sets M = Hβ ,Mν are
called K-invariant with K = Kβ, Kˆν , respectively, are defined as
L1,K(M) =
{
fM ∈ L1(M)
∣∣ fM (kmk∗) = fM (m) ∀m ∈M, k ∈ K} . (5)
We denote the Hermitian adjoint of a matrix k by k∗.
K-invariant functions only depend on the eigenvalues for M = H2 or on their squared singular values for M =
H1, H4,Mν . Thus we need the space of diagonal real n× n matrices D ≃ Rn and of diagonal positive definite n× n
matrices: A = exp[D] ≃ Rn+. Furthermore the K-invariance of a function fM ∈ L1,K(M) carries over to an invariance
under the symmetric group S of n elements for the corresponding function fD ∈ L1,S(D) with D = D,A, respectively.
We equip the matrix spaces Hβ,Mν , D and A with the flat Lebesgue measures denoted by dy, dg, da etc. and the
groups Kβ and Kˆν with the normalized Haar measure denoted by d
∗k. The relations between fM ∈ L1,K(M) and
fD ∈ L1,S(D) are given by the isometries (with respect to the L1-norm ‖ · ‖1):
IH2 :L1,K2(H2)→ L1,S(D), fD(a) = IH2fH2(a) = CnfH2(a)∆2n(a), a ∈ D,
IM :L1,K(M)→ L1,S(A), fA(a) = IMfM (a) = C∗n,ν det aνfMν (ιM (a))∆2n(a), a ∈ A,
(6)
where ν ∈ N0 for (M,K) = (Mν , Kˆν), ν = −1/2 for (M,K) = (ıo(2n),O(2n)) and ν = +1/2 for (M,K) = (ıo(2n +
1),O(2n+ 1)), (ıusp(2n),USp(2n)). The embedding ιM is for the single matrix spaces
ιO(2n)(a) =
√
a⊗ τ2, ιO(2n+1)(a) = diag (
√
a⊗ τ2, 0), ιK4(a) =
√
a⊗ τ3, ιMν (a) =
[
0
√
aΠn,n+ν
Π∗n,n+ν
√
a 0
]
, (7)
where Πab is the projection from b rows onto the first a rows and τ2 the second Pauli matrix. Note we do not
distinguish between the two cases (ıo(2n + 1),O(2n + 1)) and (ıusp(2n),USp(2n)) for ν = +1/2 since the spectral
statistics are exactly the same [22, Lemma 3.4] for K-invariant random matrix ensembles. We employed the constants
Cn =
1
n!
n−1∏
j=0
pij
j!
and C∗n,ν =
1
n!
n−1∏
j=0
pi2j+ν+1
Γ[j + ν + 1]j!
(8)
4with Γ being the Gamma function and we used the following convention for the Vandermonde determinant,
∆n(a) =
∏
1≤b<c≤n
(ac − ab) = det[ak−1l ]l,k=1,...,n. (9)
Moreover, the subsets of probability densities of these sets will be denoted by the subscript “Prob”, e.g. L1,K2Prob(H2).
Our major interest lies in the convolutions on M = H2 and on M = H1, H4,Mν which are given by
fH2 ∗ hH2(y) =
∫
H2
fH2(y
′)hH2(y − y′)dy′ and fM ∗ν hM (y) =
∫
M
fM (y
′)hM (y − y′)dy′ (10)
for any two functions fM , hM ∈ L1,K(M) with K = Kβ, Kˆν , respectively. For this purpose we concentrate on
polynomial ensembles and their subsets called Po´lya ensembles. We want to briefly recall their definitions. To do this
we need the following subsets of L1-functions
L1[1,n](R) =
{
f ∈ L1(R)
∣∣∣∣for all κ ∈ [1, n] :
∫ ∞
−∞
∣∣xκ−1f(x)∣∣ dx <∞},
L1F(R) =
{
f ∈ L1(R)
∣∣∣∣f is non-negative and (n− 1)-times differentiable and
for all κ ∈ [1, n] and j = 0, . . . , n− 1 :
∫ ∞
−∞
∣∣∣∣xκ−1 ∂jf∂xj (x)
∣∣∣∣ dx <∞
}
,
L1ν(R+) =
{
f ∈ L1(R+)
∣∣∣∣f is non-negative and 2(n− 1)-times differentiable,
for all κ ∈ [1, n] and j = 0, . . . , n− 1 :
∫ ∞
0
∣∣∣∣∣xκ−1
(
xν
∂
∂x
1
xν−1
∂
∂x
)j
f(x)
∣∣∣∣∣ dx <∞,
and lim
x→0
xν+1
∂
∂x
1
xν
(
∂
∂x
xν+1
∂
∂x
1
xν
)l
f(x) = 0 for all l = 0, . . . , n− 2
}
.
(11)
Definition II.1 (Polynomial and Po´lya ensembles)
1. A probability density pD ∈ L1,SProb(D) is called the polynomial ensemble on D = A,D associated with the one-point
weights w1, . . . , wn ∈ L1[1,n](R) with R = R,R+, respectively, if it has the form [41]
pD(a) =
Cn[w]
n!
∆n(a) det[wb(ac)]b,c=1,...,n ≥ 0, a ∈ D, (12)
with Cn[w] > 0 the normalization constant.
2. A probability measure pM ∈ L1,KProb(M) with M = Hβ ,Mν and K = Kβ , Kˆν is called a polynomial ensemble on
M if the corresponding eigenvalue (squared singular value) distribution is a polynomial ensemble on D.
3. A polynomial ensemble on M is called Po´lya ensemble on M iff ([40, Sec. 3.4] and [22, Definition 3.5])
wj(x) =
(
− ∂
∂x
)j−1
ω(x), for all x ∈ R and j = 1, . . . , n with ω ∈ L1F(R), (13)
for M = H2 or [22, Definition 3.5]
wj(x) =
(
xν
∂
∂x
x1−ν
∂
∂x
)j−1
ω(x), for all x ∈ R+ and j = 1, . . . , n with ω ∈ L1ν(R+) (14)
for M = H1, H4,Mν .
It was shown in [22, 40] that the matrix convolution of a Po´lya ensemble with a polynomial ensemble on the same
set of matrices yields again a polynomial ensemble. Additionally the matrix convolution of two Po´lya ensembles of
the same kind is closed. The reason for this is that the convolution on the matrix level can be traced back to the
additive convolution on R for M = H2 and to the additive convolution of radially symmetric functions on R
2ν+2 for
5M = H1, H4,Mν. We denote these convolutions also with “∗” and “∗ν” since they are related to the convolution (10).
In particular the convolution on R is
ω ∗ σ(x) =
∫ ∞
−∞
ω(y)σ(x− y)dy (15)
while the convolution on R2ν+2 reduced to the radial part is
ω ∗ν σ(x) =xν
∫ ∞
0
ω(y)
(∫
O(2ν+2)/O(2ν+1)
σ(||√xe1 −√yeϕ||2)
||√xe1 −√yeϕ||2ν d
∗eϕ
)
dy
=


Γ[ν + 1]√
piΓ[ν + 1/2]
xν
∫ ∞
0
ω(y)
(∫ 1
−1
σ(x + y − 2√xyt)
(x+ y − 2√xyt)ν (1− t
2)ν−1/2dt
)
dy, for ν > −1/2,
1
2
√
x
∫ ∞
0
ω(y)
[|√y −√x|σ((√y −√x)2) + |√y +√x|σ((√y +√x)2)]dy, for ν = −1/2
(16)
for two suitably integrable functions ω and σ. The vector e1 ∈ R2ν+2 is some fixed unit vector while the vector
eϕ ∈ R2ν+2 parametrizes the 2ν+1 dimensional unit sphere O(2ν+2)/O(2ν+1) (O(0) = 1) and ||.|| is the Euclidean
norm. We underline that we consider the convolutions on the level of densities which explains the factors xν and
||√xe1 −√yke1||−2ν in Eq. (16). On the level of functions we have to convolute ω(||v||2)/||v||2ν and σ(||v||2)/||v||2ν
with v ∈ R2ν+2. The convolutions (15) and (16) are related to the following two univariate transforms. The first
transform is the Fourier transform of f ∈ L1(R),
Ff(s) =
∫ ∞
−∞
f(x) exp[ıxs]dx, (17)
which is found for the additive convolution on H2. The second transform is the “modified” Hankel transform of
f ∈ L1(R+) which is
Hνf(s) =Γ[ν + 1]
∫ ∞
0
f(x)
Jν(2
√
xs)
(sx)ν/2
dx (18)
with ν ∈ R. This transform naturally appears for the case M = H1, H4,Mν , see [22]. Indeed the relation between the
transforms and the convolutions are
F [ω ∗ σ] = FωFσ and Hν [ω ∗ν σ] = HνωHνσ, (19)
respectively. With help of these transforms one can easily derive the explicit normalization constants for the two
kinds of Po´lya ensembles.
Lemma II.2 (JPDF of Po´lya Ensembles)
1. Let X ∈ H2 be a random matrix drawn from the Po´lya ensemble on H2 associated to the weight ω ∈ L1F(R).
The joint probability density of the unordered eigenvalues x ∈ D of X is given by
pD(x) =
1
n!

n−1∏
j=0
1
Fω(0)j!

∆n(x) det [(−∂a)b−1ω(xa)]a,b=1,...,n . (20)
2. Let X ∈ M = H1, H4,Mν be a random matrix drawn from the Po´lya ensemble on M associated to the weight
ω ∈ L1ν(R+). The joint probability density of the unordered squared singular values x ∈ A of X is given by
pA(x) =
1
n!

n−1∏
j=0
Γ[ν + 1]
Hνω(0)j!Γ[ν + j + 1]

∆n(x) det [(∂axν+1a ∂ax−νa )b−1ω(xa)]a,b=1,...,n . (21)
Proof:
First we want to underline that xνa∂ax
1−ν
a ∂a = ∂ax
ν+1
a ∂ax
−ν
a . To prove both statements in a unifying way, we integrate
over all eigenvalues/squared singular values x and apply Andre´ief’s integration theorem [9]. This reduces the problem
to one-dimensional integrals where we can integrate by parts to apply the derivatives onto the monomials resulting
6from the Vandermonde determinant. Since both operators ∂a and x
−ν
a ∂ax
ν+1
a ∂a map monomials of order j to those
of order j − 1 and annihilate constants we have to take the determinant of an upper triangular matrix. The diagonal
elements are exactly the factors in the products (20) and (21), respectively. 
An important property of Po´lya ensembles are particular simple group integrals, see [22, Theorem 4.6]. Those
integrals can be employed to calculate the joint probability density of a Po´lya ensemble shifted by a fixed matrix.
Theorem II.3 (JPDF of Po´lya Ensembles Convoluted with Fixed Matrices)
1. Let X1 ∈ H2 be a random matrix drawn from the Po´lya ensemble on H2 associated to the weight ω ∈ L1F (R)
and X2 ∈ H2 be a fixed matrix with non-degenerate eigenvalues x ∈ D. The joint probability density of the
eigenvalues y ∈ D of the random matrix Y = X1 +X2 ∈ H2 is given by
pD(y|x) = 1
n!(Fω(0))n
∆n(y)
∆n(x)
det[ω(ya − xb)]a,b=1,...,n, (22)
i.e. it is a polynomial ensemble associated to the weights {ω(.− xj)}j=1,...,n.
2. Let X1 ∈ M = H1, H4,Mν be a random matrix drawn from the Po´lya ensemble on M associated to the weight
ω ∈ L1ν(R+) and X2 ∈M be a fixed matrix with non-degenerate eigenvalues x ∈ A. The joint probability density
of the eigenvalues y ∈ A of the random matrix Y = X1 +X2 ∈M is given by
pA(y|x) = 1
n!

n−1∏
j=0
Γ[ν + 1]√
piΓ[ν + 1/2]Hνω(0)

 ∆n(y)
∆n(x)
det
[
yνa
∫ 1
−1
ω(ya + xb − 2√yaxbt)
(ya + xb − 2√yaxbt)ν (1 − t
2)ν−1/2dt
]
a,b=1,...,n
(23)
for ν > −1/2 and
pA(y|x) = 1
n!(H−1/2ω(0))n
∆n(y)
∆n(x)
det
[ |√ya −√xb|ω((√ya −√xb)2) + |√ya +√xb|ω((√ya +√xb)2)
2
√
ya
]
a,b=1,...,n
(24)
for ν = −1/2. Thus it is again a polynomial ensemble.
Proof:
Again we prove both statements at the same time. Let PM (X1) be the distribution of the Po´lya ensemble on
M corresponding to ω. Hence the joint probability distribution of the eigenvalues/squared singular values y of
Y = X1 +X2 is, up to a constant, given by
pD(y|x) ∝ det yν∆2n(y)
∫
K
PM (X2 + kιM (y)k
∗)d∗k (25)
with ιM as in Eq. (7) and D = D,A and K = Kβ, Kˆν , respectively. The matrix X2 can be also decomposed as
X2 = k˜ιM (x)k˜
∗ with x ∈ D and k˜ ∈ K. Due to the K-invariance of PM we have PM (k˜ιM (x)k˜∗ + kιM (y)k∗) =
PM (ιM (x) + k˜
∗kιM (y)k∗k˜) and we can absorb the unitary matrix k˜ in the group integral. The group integral was
calculated for any Po´lya ensemble in [22, Theorem 4.6] and is
∫
K
PM (X2 + kιM (y)k
∗)d∗k ∝ 1
∆n(x)∆n(y)
det
[∫
K|n=1
{PM (ιM (xb) + kιM (ya)k∗)}|n=1d∗k
]
a,b=1,...,n
, (26)
where {.}|n=1 means that it is the distribution and integral for the matrix spaces with the dimension parameter n = 1.
More explicitly we have
{PM (ιM (xb) + kιM (ya)k∗)}|n=1 ∝ ω(xb + ya)Fω(0) (27)
for M = H2 and
{PM (ιM (xb) + kιM (ya)k∗)}|n=1 ∝ ω(tr (ιM (xb) + kιM (ya)k
∗)2/2)
Hνω(0)(tr (ιM (xb) + kιM (ya)k∗)2/2)ν (28)
7for the other cases, because of the immersion IM , see Eq. (6). While for M = H2 the group integral drops out we
have a remaining integral for the other cases over a 2ν + 1 dimensional unit sphere. This can be seen by noticing
tr (ιıo(2)(xb)kιıo(2)(ya)k
∗) =2 det(k)
√
xbya,
tr (ιıo(3)(xb)kιıo(3)(ya)k
∗) =2
√
xbya(k11k22 − k12k21),
tr (ιıusp(2)(xb)kιıusp(2)(ya)k
∗) =2
√
xbyak˜33,
tr (ιMν (xb)kιMν (ya)k
∗) =2
√
xbyaRe(k11k
∗
ν+2,ν+2),
(29)
where we used the relation
kkT =13 → |k11k22 − k12k21| = |k33|, for M = ıo(3), (30)
and that the adjoint representation {tr kτak∗τb/2}a,b=1,2,3 = {k˜}a,b=1,2,3 ∈ SO(3) of k ∈ USp(2) is the three-
dimensional special orthogonal group also distributed by the Haar measure. Note that for M = ıo(3), ıusp(2) the
third row of k parametrizes a two-dimensional sphere and that for M = Mν the first row of k ∈ Kˆν is given by a
2ν + 1 dimensional unit sphere. The integral over the unit sphere only depends on a single component of the sphere
which is given by the parametrization in Eq. (23). Moreover we equip the zero-dimensional unit sphere, which is Z2,
with the normalized Dirac measure at its two elements.
The normalization constant for M = H2 can be found in the limit x → 0 which has to yield the result (20). For
the other case of M we can readily fix the normalization constant by the particular choice of the Laguerre ensemble,
i.e. ω(z) = zνe−z, in the limit x → 0 since the constant is independent of ω and x. The integral over t in Eq. (23)
yields the renormalized modified Bessel function of the first kind Iν(2
√
z)/zν/2 and for the limit x → 0 we have to
apply l’Hoˆspital’s rule yielding the prefactor of Eq. (23). This closes the proof. 
The exact statement for the matrix convolutions with Po´lya ensembles is closely related to Theorem II.3.
Theorem II.4 (JPDF of Po´lya Ensembles Convoluted with Polynomial Ensembles)
1. Let X1 ∈ H2 be a random matrix drawn from the Po´lya ensemble on H2 associated to the weight ω ∈ L1F(R) and
X2 ∈ H2 be a random matrix drawn from a polynomial ensemble on H2 associated with the weights w1, . . . , wn.
The joint probability density of the eigenvalues y ∈ D of the random matrix Y = X1 +X2 ∈ H2 is given by
p
(w)
D (y) =
Cn[w]
n!(Fω(0))n∆n(y) det[ω ∗ wb(ya)]a,b=1,...,n (31)
and, thus, is again a polynomial ensemble associated to the weights {ω ∗wj}j=1,...,n. In the case that X2 is also
drawn from a Po´lya ensemble on H2 associated with the weight σ the random matrix Y is a Po´lya ensemble on
H2 associated with the weight ω ∗ σ. (This statement was proven apart from the normalization in [40].)
2. Let X1 ∈ M = H1, H4,Mν be a random matrix drawn from the Po´lya ensemble on M associated to the weight
ω ∈ L1ν(R+) and X2 ∈Mbe a random matrix drawn from a polynomial ensemble onM associated with the weights
w1, . . . , wn. The joint probability density of the eigenvalues y ∈ A of the random matrix Y = X1 +X2 ∈M is
p
(w)
A (y) =
Cn[w]
n!(Hνω(0))n∆n(y) det [ω ∗ν wb(ya)]a,b=1,...,n , (32)
which is a polynomial ensemble associated with the weights {ω ∗ν wj}j=1,...,n. If X2 is drawn from a Po´lya
ensemble on M associated with the weight σ, too, the random matrix Y is a Po´lya ensemble on M with the
weight ω ∗ν σ. (This statement was proven in [22].)
Proof:
The proofs of the two statements were essentially done in [40, Corollary 3.3. and 3.4] and in [22, Theorem 3.10 and
Corollary 3.11]. The normalization can be read off from Theorem II.3 and the Definition (12). One has only to
integrate over x ∈ D = D,A weighted by the distribution (12) which are the eigenvalues/squared singular values of
X2. The Vandermonde determinant ∆n(x) cancels and the integral can be done by Andre´ief’s identity [9]. 
The aim of the present work is to construct the bi-orthogonal functions and kernels for the three cases of joint
probability densities presented in Lemma II.2, Theorem II.3 and Theorem II.4. For this reason we call the pair of
functions {pj, qj}j=0,...,n−1 a pair of bi-orthonormal functions on R = R,R+ when it satisfies∫
R
pl(x)qm(x)dx = δlm, for all l,m = 0, . . . , n− 1, (33)
8with δlm the Kronecker symbol. Then a polynomial ensemble can be described by the pair of bi-orthonormal functions
{pj, qj}j=0,...,n−1 if the linear spans of {pj}j=0,...,n−1 and {qj}j=0,...,n−1 are equal to the linear spans of {xj}j=0,...,n−1
and {wj+1}j=0,...,n−1, respectively. In particular the k-point correlation function of the polynomial ensemble (12) has
the form [13]
Rk(x1, . . . , xk) = det[Kn(xb, xc)]b,c=1,...,n with Kn(xb, xc) =
n−1∑
j=0
pj(xb)qj(xc). (34)
Thus the whole statistics are determined when a pair of bi-orthonormal functions of the polynomial ensemble is known.
III. PO´LYA ENSEMBLES ON H2
We first consider the structurally simpler case of Po´lya ensembles on H2. In subsection IIIA we derive the bi-
orthonormal functions of a general Po´lya ensemble on H2 without any shift. In the same section we point out a
relation to Toeplitz determinants of which the author is not aware that it already exists in the literature in this
generality as shown. The case of a shift by a fixed matrix in H2 and by a polynomial ensemble on H2 are considered
in subsections III B and III C, respectively.
A. Statistics of Po´lya Ensembles on H2
We will first state and prove a theorem which applies for any Po´lya ensemble on H2. Later we are going to rephrase
it into a much simpler and more recognizable form when the weight ω satisfies additional analyticity properties.
Theorem III.1 (Eigenvalue Statistics of Po´lya Ensembles)
The joint probability density (20) can be described by the bi-orthonormal functions
{pj , qj}j=0,...,n−1 =
{
(y′ − ı∂t)j
j!
1
Fω(t)
∣∣∣∣
t=0
, (−∂y)jω(y)
}
j=0,...,n−1
. (35)
The kernel is given by
Kn(y
′, y) =
∫ ∞
0
dse−s (s− (y′ − ı∂t)∂y)n−1 ω(y)Fω(t)
∣∣∣∣
t=0
. (36)
Proof:
First we prove the bi-orthonormality of the pair of functions which is the integral
Ilm = (−ı)l
∫ ∞
−∞
dy
(y − ı∂t)l
l!
1
Fω(t)
∣∣∣∣
t=0
(−∂y)mω(y). (37)
In the first step we integrate by parts in y. The boundary terms vanish due to the integrability and differentiability
conditions of ω ∈ L1F(R), cf. Eq. (11). When doing so we notice that for l < m the integral Ilm vanishes because the
polynomial is of order l while we differentiate m-times. Hence we can reduce the discussion to the case l ≥ m and the
integral is
Ilm =
∫ ∞
−∞
dy
(y − ı∂t)l−m
(l −m)!
1
Fω(t)
∣∣∣∣
t=0
ω(y). (38)
In the next step we employ the identity∫ ∞
−∞
dyyaω(y) = (−ı∂s)aFω(s)|s=0 , for all a = 0, . . . , n− 1, (39)
which is again true because of the integrability and differentiability conditions of ω. This yields
Ilm =
(−ı∂s − ı∂t)l−m
(l −m)!
Fω(s)
Fω(t)
∣∣∣∣∣
s=t=0
. (40)
9Changing to relative, s− t, and center of mass, s+ t, coordinates it becomes immediate that for l > m the derivative
vanishes while for l = m we have unity. This proves the bi-orthonormality.
For deriving the kernel (36) we start from the standard form (34)
Kn(y
′, y) =
n−1∑
j=0
(y′ − ı∂t)j
j!
1
Fω(t)
∣∣∣∣
t=0
(−∂y)jω(y) =
∫ ∞
0
dse−s
n−1∑
j=0
(y′ − ı∂t)jsn−1−j
j!(n− 1− j)!
1
Fω(t)
∣∣∣∣
t=0
(−∂y)jω(y). (41)
The sum is the binomial sum yielding the claim. 
We want to point out one particular result which can be immediately derived from Theorem III.1 which relates two
Toeplitz determinants. For this purpose we want to consider the average
ZL(z) =
∫
D
L∏
a=1
n∏
b=1
(za − yb)pD(y)dy (42)
for L ≤ n − 1 being a positive integer and z1, . . . , zL ∈ C being pairwise different complex numbers. We underline
that we have to modify the integrability conditions of ω ∈ L1F(R) in Eq. (11) to guarantee the integrability of this
average. The product in front of the joint probability density can be combined with the Vandermonde determinant
in Eq. (20) and we can perform a generalized version of Andre´ief’s identity [35, Appendix C.1] which yields
ZL(z) =
∏n+L−1
j=n j!
∆L(z)
det


Θac
(−ı∂t)c−a
(c− a)!
Fω(t)
Fω(0)
∣∣∣∣
t=0
zc−1b
(c− 1)!


a=1,...,n
b=1,...,L
c=1,...,n+L
, (43)
where Θac = 1 for a ≤ c and otherwise vanishes. Moreover we know the bi-orthogonal polynomials corresponding to
this ensemble and so
ZL(z) =
1
∆L(z)
det
[
(n+ b− 1)!Fω(0)pn+b−1(za)
]
a,b=1,...,L
, (44)
see [55]. The constants in the product in front of the polynomials correctly normalize them to monic normalization.
In the next step we take the limit z → 0 and find the following identity between the two Toeplitz determinants
det


c0 c1 · · · cn−2 cn−1
c−1 c0 · · · cn−2
...
c−L
. . .
...
...
0
...
. . . c0 c1
0 · · · 0 c−L · · · c−1 c0


= (−1)nL det


dL−1 dL · · · d2L−2 d2L−1
dL−2 dL−1 · · · d2L−2
...
...
. . .
...
...
d1 · · · dL−1 dL
d0 d1 · · · d1 dL−1

 (45)
with
cj =
(−ı∂t)L+j
(L+ j)!
Fω(t)
Fω(0)
∣∣∣∣
t=0
and dL−1+b−a =
(−ı∂t)n+b−a
(n+ b − a)!
Fω(0)
Fω(t)
∣∣∣∣
t=0
. (46)
This relation can be generalized to arbitrary Toeplitz determinants of the form (45) since the derivatives of the Fourier
transform Fω can be quite arbitrary.
Corollary III.2 (Relation between Toeplitz Determinants)
Let L ≤ n− 1 be a positive integer and c−L, c1−L, . . . , cn−1 ∈ C arbitrary complex numbers apart from c−L = 1. We
define F (t) =
∑n+L−1
j=0 cj−Lt
j and dL−1+j = 1/(n+ j)!∂
n+j
t 1/F (t)|t=0 which replaces the definition (46). Then the
relation (45) of the Toeplitz determinants still holds.
The case L = 1 is well-known since it relates the elementary polynomials with n elements with the sum of all
homogeneous monomials of a fixed degree, see [51, Chapter 4.2]. The author is not aware that the general form of
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this statement was derived before. For L = n− 2 the formula (45) gives a recursion formula from an arbitrary n× n
Toeplitz determinant to an (n− 1)× (n− 1) Toeplitz determinant.
Proof:
We employ the fact
cb−a =
∂b−a+Lt
(b − a+ L)!F (t)
∣∣∣∣∣
t=0
=
∂L+b−1t
(L+ b− 1)! t
a−1F (t)
∣∣∣∣∣
t=0
(47)
for b ≥ a − L because F (0) = 1 6= 0 and all derivatives at t = 0 exist. For b < a − L the right hand side vanishes.
Then we denote the Toeplitz determinant on the left hand side of Eq. (45) by T and rewrite it as follows
T = (−1)nL lim
z→0
∆n+L(∂t, z)
∆L(z)
∆n(t)
n∏
j=1
F (tj)
(L+ j − 1)!
∣∣∣∣∣∣
t1=...,tn=0
, (48)
where we introduced L auxiliary variables z1, . . . , zL which are pairwise different. All derivatives act on everything
on the right side. Choosing the polynomials
p˜j(x) =
1
j!
(x+ ∂s)
j 1
F (s)
∣∣∣∣
s=0
(49)
we rewrite one of the Vandermonde determinants as
∆n+L(∂t, z) =
n+L−1∏
j=0
j! det
[
p˜c−1(∂ta)
p˜c−1(zb)
]
a=1,...,n
b=1,...,L
c=1,...,n+L
. (50)
Since p˜c−1(∂ta)t
b−1
a F (ta)|ta=0 = δbc we have
T = (−1)nL lim
z→0
∏n−1
j=0 j!
∆L(z)
det
[
p˜n+c−1(zb)
]
b,c=1,...,L
. (51)
l’Hoˆspital’s rule yields the claim. 
We want to point out a simplification of the results of Theorem III.1 when the weight ω satisfies some additional
properties.
Corollary III.3 (Simplification of Theorem III.1)
We assume the requirements of Theorem III.1 and further assume that the Fourier transform Fω is holomorphic
at the origin and zjFω(z) is absolutely integrable along the real line for j = 0, . . . , n − 1. Then the bi-orthonormal
functions can be written as
{pj, qj}j=0,...,n−1 =
{
(−ı)j
∮
dz′
2piız′j+1
exp[ıy′z′]
Fω(z′) , ı
j
∫ ∞
−∞
dz
2pi
zj exp[−ıyz]Fω(z)
}
j=0,...,n−1
. (52)
and the kernel has the form
Kn(y
′, y) =
∮
dz′
2pi
∫ ∞
−∞
dz
2pi
1
z′ − z
(
1−
( z
z′
)n)
exp[ı(y′z′ − yz)] Fω(z)Fω(z′) . (53)
The contour of z′ encircles the origin z′ = 0 while the contour for z is along the real line.
Proof:
Since the function zjFω(z) is absolutely integrable for j = 0, . . . , n− 1 we have
(−∂y)j
∫ ∞
−∞
dz
2pi
exp[−ıyz]Fω(z) = ıj
∫ ∞
−∞
dz
2pi
zj exp[−ıyz]Fω(z). (54)
The holomorphy of Fω(z) and Fω(0) 6= 0 implies that 1/Fω(z) is also holomorphic at the origin. This allows the
calculation
(y′ − ı∂t)j
j!
1
Fω(t)
∣∣∣∣
t=0
=
j∑
j=0
y′j−l
l!(j − l)! (−ı∂t)
l 1
Fω(t)
∣∣∣∣
t=0
= (−ı)j
∮
dz′
2piız′j+1
exp[ıy′z′]
Fω(z′) , (55)
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where the contour only encircles the origin counter clockwise. The kernel can be easily obtained by doing the geometric
sum. 
An important remark is in order. The results of Corollary (III.3) resemble results of the supersymmetry method in
random matrix theory, e.g. see [25, 34] without Efetov-Wegner boundary terms (it is the case when we also encircle
the point z = z′ and without the 1 in the bracket in Eq. (53)) and [33] with the Efetov-Wegner boundary terms.
Indeed when identifying the integration variables z and z′ with the eigenvalues of a (1|1)× (1|1) supermatrix σ, the
ratio z/z′ is equal to the superdeterminant of σ and the term 1/(z′ − z) is the result of the Berezinian (Jacobian
in superspace) after diagonalizing σ like the Vandermonde determinant for ordinary matrices and the supergroup
integral also resulting from the diagonalization. These results of Corollary (III.3) also resemble expressions derived
via other methods, e.g. see [15, 19, 37, 38, 41].
Examples III.4
In [22] it was shown that the weight ω has to be a Po´lya frequency function of order n such that the joint probability
density (20) belongs to a random matrix ensemble of n× n Hermitian matrices. Po´lya frequency functions of infinite
order have a particular simple and explicit expression in terms of its Laplace transform [31, 53] or as we write it in
terms of the Fourier transform which is either of the form
Fω(s) = exp[−γs2]
∞∏
j=1
exp[−ıδjs]
1− ıδjs ,
γ ≥ 0, δj ∈ R, 0 < γ+
∞∑
j=1
δ2j <∞, and −max
δj<0
{
1
δj
}
> Im s > −min
δj>0
{
1
δj
}
,
(56)
corresponding to a support of ω on R or of the form
Fω(s) =
∞∏
j=1
1
1− ıδjs , δj ≥ 0, 0 <
∞∑
j=1
δj <∞, and Im s > −min
{
1
δj
}
, (57)
corresponding to a support on R+0 . We omitted the exponential terms in the original work [53] because they only shift
the function along the real axis. We have also not included the term 1/sk in the work [31] since we need to consider
integrable weights ω which excludes a pole of its Fourier transform at s = 0.
A weight ω of the form (56) is (n− 1)-times differentiable if either γ > 0 or at least n+ 1 of the δj are non-zero.
This follows from the fact that sjFω(s) is absolutely integrable for j = 0, . . . , n− 1. Moreover, Fω is holomorphic in
a disk about the origin with a radius smaller than minj=1,2,...{1/|δj|} since the derivative with respect to s exists and
the Looman-Menchoff theorem [45, 48] can be used, i.e.
∂sFω(s) = Fω(s)×


−2γs−
∞∑
j=1
δ2j
1− ıδjs , for Eq. (56),
−ı
∞∑
j=1
δj
1− ıδjs , for Eq. (57)
(58)
is finite inside this disc due to the conditions on δj. Additionally we have Fω(0) = 1 and, hence, ω is normalized due
to our choice of the normalization constant. The holomorphy also implies that the integrability conditions of ω are
also automatically satisfied. Collecting everything we can say that the bi-orthonormal pair is given either by
{pj, qj}j=0,...,n−1 =
{∮
dz′
2pi(ız′)j+1
eγz
′2+ıy′z′
∞∏
l=1
eıδlz
′
(1− ıδlz′) ,
∫ ∞
−∞
dz
2pi
(ız)je−γz
2−ıyz
∞∏
l=1
exp[−ıδlz]
1− ıδjz
}
j=0,...,n−1
(59)
or by
{pj , qj}j=0,...,n−1 =
{∮
dz′
2pi(ız′)j+1
eıy
′z′
∞∏
l=1
(1− ıδlz′) ,
∫ ∞
−∞
dz
2pi
(ız)je−ıyz
∞∏
l=1
1
1− ıδlz
}
j=0,...,n−1
, (60)
respectively. The corresponding kernels are
Kn(y
′, y) =
∮
dz′
2pi
∫ ∞
−∞
dz
2pi
1
z′ − z
(
1−
( z
z′
)n)
eγ(z
′2−z2)+ı(y′z′−yz)
∞∏
j=1
eıδj(z
′−z) 1− ıδjz′
1− ıδjz (61)
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and
Kn(y
′, y) =
∮
dz′
2pi
∫ ∞
−∞
dz
2pi
1
z′ − z
(
1−
( z
z′
)n)
eı(y
′z′−yz)
∞∏
j=1
1− ıδjz′
1− ıδjz , (62)
respectively. Hence these general results are relatively simple and explicit for these kinds of ensembles.
For the Gaussian unitary ensemble (GUE) we have ω(x) = exp[−x2/2]. Then the bi-orthonormal functions become
pj(y
′) =
∮
dz′
2pi(ız′)j+1
ez
′2/2+ıy′z′ =
1
j!
Hj(y
′), qj(y) =
∫ ∞
−∞
dz
2pi
(ız)je−z
2/2−ıyz =
1√
2pi
Hj(y)e
−y2/2 (63)
with Hj the Hermite polynomials in the monic normalization.
Let us emphasize that Po´lya frequency functions of infinite order do not cover all Po´lya ensembles of a fixed matrix
size. There are many more Po´lya frequency functions for example of the form
Fω(s) =
∞∏
j=1
1
(1− ıδjs)νj , νj , δj ≥ 0, 0 <
∞∑
j=1
νjδj <∞, and Im s > −min
{
1
δj
}
, (64)
and in the case that νj is not an integer it has to be νj > n− 1, see [22]. For n = 2 we even only need to satisfy the
condition that logω is concave which covers an extremely large class of functions. The Laguerre ensemble obtained by
the choice ω(x) = xn+ν−1 exp[−x]Θ(x) with ν > −1 and Θ(x) the Heaviside step function is of such a kind of Po´lya
frequency function. Its Fourier transform is Fω(s) = Γ[n+ ν](1 − ıs)−n−ν . Hence the bi-orthonormal functions are
pj(y
′) =
1
Γ[n+ ν]
∮
dz′
2pi(ız′)j+1
eıy
′z′(1 − ız′)n+ν = 1
j!Γ[n+ ν]
L
(n+ν−j)
j (y
′) ,
qj(y) =Γ[n+ ν]
∫ ∞
−∞
dz
2pi
(ız)je−ıyz(1− ız)−n−ν = L(n+ν−j−1)j (y) yn+ν−j−1e−yΘ(y)
(65)
with L
(µ)
k the generalized Laguerre polynomials in monic normalization. The reason why we obtain a different set of
bi-orthonormal functions instead of the standard pair {L(ν)j (y′)/j!, L(ν)j (y)yνe−y/Γ[j+ν+1]}j=0,...,n−1, see [1, 17, 47]
and end of Example IV.3, follows from the fact that we looked for polynomials which are bi-orthonormal to the functions
qj(y) = (−∂y)jyn+ν−1e−yΘ(y).
B. Statistics with Fixed Matrices on H2
Again we state the result for general Po´lya ensembles and afterwards the results where we assume the same additional
properties of the weight ω as in Corollary III.3.
Theorem III.5 (Eigenvalue Statistics of Po´lya Ensembles with Fixed Matrices)
The joint probability density (22) can be described by the bi-orthonormal functions
{pj, qj}j=0,...,n−1 =


∫ ∞
0
dre−r
(r − ı∂t∂y′)n−1
(n− 1)!

 ∏
l 6=j+1
xl − y′
xl − xj+1

 1
Fω(t)
∣∣∣∣∣∣
t=0
, ω(y − xj+1)


j=0,...,n−1
. (66)
The kernel is given by
Kn(y
′, y) =
∫ ∞
0
dre−r
(r − ı∂t∂y′)n−1
(n− 1)!

 n∑
j=1
ω(y − xj)
∏
l 6=j
xl − y′
xl − xj

 1
Fω(t)
∣∣∣∣∣∣
t=0
. (67)
Let us emphasize that this time the polynomials pj(y
′) are all of the same order namely of order n− 1. The reason
is the same as for the polynomials found in [6]. The weights ω(y− xj+1) only differ in the argument and thus the set
of the weights is symmetric under permuting the variables x.
Proof:
We show the bi-orthonormality by first noting that the polynomials of the Theorem III.1, which we denote now by
pˆj(y
′), are given by
pˆj(y
′) =
(y′ − ı∂t)j
j!
1
Fω(t)
∣∣∣∣
t=0
=
∫ ∞
0
dre−r
(r − ı∂t∂y′)n−1
(n− 1)!j!
y′j
Fω(t)
∣∣∣∣
t=0
. (68)
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These polynomials are bi-orthonormal to (−∂y)jω(y). The bi-orthonormality of pl(y′) to ω(y−xm+1) is based on the
bi-orthonormality of pˆj(y
′) and (−∂y)jω(y) as can be shown as follows
∫ ∞
−∞
dypl(y)ω(y − xm) =
∫ ∞
−∞
dyω(y − xm)
∫ ∞
0
dre−r
(r − ı∂t∂y)n−1
(n− 1)!

∏
k 6=l
xk − y
xk − xl

 1
Fω(t)
∣∣∣∣∣∣
t=0
=
∫ ∞
−∞
dyω(y)
∫ ∞
0
dre−r
(r − ı∂t∂y)n−1
(n− 1)!

∏
k 6=l
xk − xm − y
xk − xl

 1
Fω(t)
∣∣∣∣∣∣
t=0
.
(69)
In the next step we expand the product in monomials of y,
∫ ∞
0
dre−r
(r − ı∂t∂y)n−1
(n− 1)!

∏
k 6=l
xk − xm − y
xk − xl

 1
Fω(t)
∣∣∣∣∣∣
t=0
=
n−1∑
k=0
ck
∫ ∞
0
dre−r
(r − ı∂t∂y)n−1
(n− 1)! y
k 1
Fω(t)
∣∣∣∣
t=0
=
n−1∑
k=0
ckpˆk(y).
(70)
The coefficients ck are irrelevant apart from c0 since the integral with ω(y) vanishes for all pˆk(y) with k > 0. The
coefficient c0 is 1 for l = m while it vanishes otherwise since then xm agrees with one of the xk in the product. Hence
the bi-orthonormality follows and the kernel is an immediate consequence from the general definition (34). 
Now we come to a simplification similar to Corollary III.6.
Corollary III.6 (Simplification of Theorem III.5)
We assume the requirements of Theorem III.5 and the properties of ω in Corollary III.3. Then the bi-orthonormal
functions can be written as
{pj, qj}j=0,...,n−1 =


∮
dz′
2piız′
∫ ∞
0
dx
eıy
′z′−x
Fω(z′)

 ∏
l 6=j+1
xl + ıx/z
′
xl − xj+1

 , ω(y − xj+1)


j=0,...,n−1
(71)
and the kernel as
Kn(y
′, y) =
∮
dz′
2piız′
∫ ∞
0
dx
eıy
′z′−x
Fω(z′)

 n∑
j=1
ω(y − xj)
∏
l 6=j
xl + ıx/z
′
xl − xj

 . (72)
The contour of z′ encircles the origin z′ = 0 counter clockwise.
Proof:
Everything follows from the identity∫ ∞
0
dre−r
(r − ı∂t∂y′)n−1
(n− 1)!
p(y′)
Fω(t)
∣∣∣∣
t=0
=
∮
dz′
2piız′
∫ ∞
0
dx
eıy
′z′−x
Fω(z′) p
( x
ız′
)
(73)
for any polynomial p(y′) of a maximal order n − 1. This can be readily checked by expanding the polynomial in
monomials and evaluating the integrals. The integral over x generates a factorial which would otherwise hinder the
resummation to the exponential function eıy
′z′ . 
We want to point out that similar products of the ratios in pairwise differences of xl and the integration variable
was also found in similar settings, e.g. see [3, 20] where the sum was also expressed as contour integrals and [23, 24]
for the GUE derived via the supersymmetry method. Indeed when ω is holomorphic about the real line we can rewrite
the sum in the bracket in Eq. (72) as
n∑
j=1
ω(y − xj)
∏
l 6=j
xl + ıx/z
′
xl − xj = −
∮
dz
2piı
ω(y − z)
z + ıx/z′
n∏
l=1
xl + ıx/z
′
xl − z , (74)
where the contour only encircles the points x1, . . . , xn counter clockwise. Note that the holomorphy of ω about the
real axis is already not fulfilled for the Laguerre ensemble and one has to be careful with this formula while it is for
the GUE, see the examples in III.7. Thus it is already a quite strong condition for Po´lya ensembles.
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Examples III.7
1. Let us consider a random matrix X1 drawn from the GUE, i.e. ω(x) = e
−x2/2. It is indeed well-known [32,
Chapter 3] that due to the Harish-Chandra-Izykson-Zuber integral [27, 29] the joint probability density function
of the eigenvalues yields a polynomial ensemble on D of the form (22), especially that we have the weights
e−(ya−xb)
2/2 in the second determinant. The formula 71 for the polynomials bi-orthonormal to these weights can
be simplified by using the identity∮
dz′
2piız′
∫ ∞
0
dx√
2pi
eıy
′z′−x+z′2/2
(−ıx
z′
)m
=
∫ ∞
−∞
dx′
2pi
e−x
′2/2(y′ + ıx′)m (75)
valid for any m = 0, . . . , n− 1. Then we have
pj(y
′) =
∫ ∞
−∞
dx′
2pi
e−x
′2/2

 ∏
l 6=j+1
xl − y′ − ıx′
xl − xj+1

 . (76)
Also the kernel (72) can be simplified for the particular case via the contour integral (74) which yields
Kn(y
′, y) = −
∫ ∞
−∞
dx′
2pi
∮
dz
2piı
exp[−(z2 + x′2)/2]
z − ıx′
∏
l 6=j
xl − y′ − ıx′
xl − y − z . (77)
We substituted z → z + y in the contour integral in Eq. (74) such that we enclose z integral encloses the
points x1 + y, . . . , xn + y counter clockwise but it does not enclose x
′. Also this result is well-known from the
supersymmetry method when evaluating the regularization with an imaginary increment, see [23, 24].
2. As a second example we want to consider the Laguerre ensemble with ω(x) = xn+ν−1e−xΘ(x). Again there is
an identity namely∮
dz′
2piız′
∫ ∞
0
dxeıy
′z′−x(1− ız′)n+ν
(−ıx
z′
)m
= Γ[n+ ν + 1]
∮
dx′
2piıx′n+ν+1
ex
′
(y′ − x′)m, (78)
where x′ encircles the origin counter clockwise. Hence the polynomials become
pj(y
′) = Γ[n+ ν + 1]
∮
dx′
2piıx′n+ν+1
ex
′

 ∏
l 6=j+1
xl − y′ + x′
xl − xj+1

 . (79)
To use formula (74) for the weight we have to assume that y 6= xl for any l = 1, . . . , n since the weight is not
holomorph at the origin but everywhere else it can be analytically continued in a neighbourhood about the real axis,
in particular we can choose ω(z) = zn+νe−zΘ(Re z) for z ∈ C with the imaginary axis as the non-homlomorphic
set of this function. The kernel is then
Kn(y
′, y) = −Γ[n+ ν + 1]
∮
dx′
2piıx′
∮
dz
2piı
Θ(Re z)
( z
x′
)n+ν exp[−z + x′]
x′ − z
∏
l 6=j
xl − y′ + x′
xl − y + z (80)
for all y /∈ {x1, . . . , xn}, x′ encircles the origin counter clockwise and z only encircles the points x1−y, . . . , xn−y
(but not z) counter clockwise and closely enough such that we do not cross the non-holomorphic region. This
time we substituted z → y − z in Eq. (74) for the considered weight. Both results are completely new but have
the flavor (on the structural level) that they can be derived by the supersymmetry method as well.
C. Statistics with Polynomial Ensembles on H2
Finally we let the formerly fixed matrix X2 ∈ H2 be a random matrix, too. It shall be drawn from a polynomial
ensemble. As before we state first the result for a random matrix X1 ∈ H2 drawn from a general Po´lya ensemble on
H2.
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Theorem III.8 (Eigenvalue Statistics of Po´lya Ensembles with Polynomial Ensembles)
Consider the joint probability density (31) where the polynomial ensemble of X2 can be described by the bi-
orthonormal functions {p˜j , wj+1}j=0,...,n−1 and its kernel is K˜n(y′y) =
∑n−1
j=0 p˜j(y
′)wj+1(y). The pair of bi-
orthonormal functions corresponding to Y = X1 +X2 is
{pj , qj}j=0,...,n−1 =
{∫ ∞
0
dre−r
(r − ı∂t∂y′)n−1
(n− 1)!
p˜j(y
′)
Fω(t)
∣∣∣∣
t=0
, ω ∗ wj+1(y)
}
j=0,...,n−1
(81)
and the corresponding kernel is
Kn(y
′, y) =
∫ ∞
−∞
dyˆ
∫ ∞
0
dre−rω(y − yˆ) (r − ı∂t∂y′)
n−1
(n− 1)!
K˜n(y
′, yˆ)
Fω(t)
∣∣∣∣∣
t=0
. (82)
Proof:
The proof works along the same ideas as the one of Theorem III.5. The bi-orthonormality of {pj, qj}j=0,...,n−1 is
again based on the bi-orthonormality of {pˆj(y′), (−∂y)jω(y)}j=0,...,n−1 with pˆj as in Eq. (68). The integral we have
to consider is∫ ∞
−∞
dypl(y)ω ∗ wm+1(y) =
∫ ∞
−∞
dy
∫ ∞
−∞
dxω(y − x)wm+1(x)
∫ ∞
0
dre−r
(r − ı∂t∂y)n−1
(n− 1)!
p˜l(y)
Fω(t)
∣∣∣∣
t=0
=
∫ ∞
−∞
dy
∫ ∞
−∞
dxω(y)wm+1(x)
∫ ∞
0
dre−r
(r − ı∂t∂y)n−1
(n− 1)!
p˜l(y + x)
Fω(t)
∣∣∣∣
t=0
.
(83)
We underline that everything is absolutely integrable such that we can interchange the integrals without any problems.
This time we expand p˜l(y+x) =
∑l
k=0 dk(x)y
k with dk(x) some polynomials in x. The integral over r together with the
derivatives yields the polynomials pˆk(y). After integrating over y with the weight ω(y) only the term dk=0(x) = p˜l(x)
survives which is bi-orthonormal to wm+1(y) which proves the bi-orthonormality of {pj, qj}j=0,...,n−1. The kernel is
again a direct result because the finite sum in Eq. (34) can be interchanged with the integrals and derivatives. 
Also for this case a simplification exists when ω satisfies the additional conditions of Corollary III.3.
Corollary III.9 (Simplification of Theorem III.8)
We assume the requirements of Theorem III.8 and the properties of ω in Corollary III.3. Then the bi-orthonormal
functions can be written as
{pj , qj}j=0,...,n−1 =
{∮
dz′
2piız′
∫ ∞
0
dx
eıy
′z′−x
Fω(z′) p˜j
( x
ız′
)
, ω ∗ wj+1(y)
}
j=0,...,n−1
(84)
and the kernel as
Kn(y
′, y) =
∫ ∞
−∞
dyˆ
∮
dz′
2piız′
∫ ∞
0
dx
eıy
′z′−x
Fω(z′) ω(y − yˆ)K˜n
( x
ız′
, yˆ
)
. (85)
The contour of z′ encircles the origin z′ = 0 counter clockwise.
Proof:
Again relation (73) proves these statements. 
Unfortunately, we were not able to reduce the kernel (85) to an expression with less integrals to perform for a
general Po´lya ensemble on H2. Certainly for particular cases like the convolution with a GUE such a simplification
exists as shown in [15], see also the following examples.
Examples III.10
1. Let us again start with the GUE. We use identity (75) and find for the polynomials
pj(y
′) =
∫ ∞
−∞
dx′
2pi
e−x
′2/2p˜j (y
′ + ıx′) =
∫ ∞
−∞
dx′√
2pi
e(ıx
′−y′)2/2p˜j (ıx′) . (86)
16
Then the kernel (85) becomes in the Gaussian case
Kn(y
′, y) =
∫ ∞
−∞
dyˆ
∫ ∞
−∞
dx′
2pi
exp
[
− (yˆ − y)
2
2
+
(ıx′ − y′)2
2
]
K˜n (ıx
′, yˆ) . (87)
This result was already derived in [15]. This transformation formula was applied in [14] where the polynomial
ensemble was chosen to be the Laguerre ensemble, products of Ginibre matrices or matrices drawn from the
Jacobi ensemble and Muttalib-Borodin ensembles.
2. As a second example we again consider the Laguerre ensemble and make use of the formula (78). The polynomials
are
pj(y
′) = Γ[n+ ν + 1]
∮
dx′
2piıx′n+ν+1
ex
′
p˜j (y
′ − x′) (88)
and the kernel is
Kn(y
′, y) = Γ[n+ ν + 1]
∫ ∞
0
dyˆ
yˆ
∮
dx′
2piıx′
(
yˆ
x′
)n+ν
exp [−yˆ + x′] K˜n (y′ − x′, y − yˆ) (89)
as can be easily checked. These results were already found in [40].
A mixture of the two examples with the results in subsection III B was considered in [21, Appendix E]. There the
random matrix A +XBX∗ +
√
tY was studied with t ∈ R+, A,B ∈ H2 fixed, a Hermitian random matrix Y ∈ H2
drawn from a GUE and a complex random matrix X ∈ GlC(n) drawn from a Laguerre (Wishart) ensemble. For B = 0
we have the shift of a GUE with a fixed matrix, namely A. For A = 0, we have the situation of the GUE shifted by
the polynomial ensemble described by the random matrix XBX∗.
IV. CONVOLUTIONS WITH PO´LYA ENSEMBLES ON M = H1,H4,Mν
We follow the same lines as in Sec. III by first deriving the bi-orthonormal functions of a Po´lya ensemble on
M = H1, H4,Mν without any shift in subsection IVA, and then stating and proving the results for a shift with a fixed
matrix in M (subsection IVB) and with a polynomial ensemble on M (subsection IVC). We also consider examples
as we have done for the additive convolution on Hermitian matrices. These examples can be found in IV.3.
A. Statistics of Po´lya Ensembles on M = H1,H4,Mν
As before we start with the general case where we look for the bi-orthonormal functions of a random matrix in
M = H1, H4,Mν drawn from a Po´lya ensemble on M but completely without a shift.
Theorem IV.1 (Eigenvalue Statistics of Po´lya Ensembles)
The joint probability density (21) can be described by the bi-orthonormal functions
{pj , qj}j=0,...,n−1 =
{∫ ∞
0
dre−r
Γ(ν + 1)(r − ∂ty′−ν∂y′y′ν+1∂y′)n−1
(n− 1)!j!Γ(ν + j + 1)
y′j
Hνω(t)
∣∣∣∣∣
t=0
, (∂yy
ν+1∂yy
−ν)jω(y)
}
j=0,...,n−1
.
(90)
The kernel is given by
Kn(y
′, y) =
∫∫ ∞
0
drdRRn−1e−r−R
Γ(ν + 1)(r − ∂ty′−ν∂y′y′ν+1∂y′)n−1
(n− 1)!j!Γ(ν + j + 1)
1
Hνω(t)
∣∣∣∣∣
t=0
L
(ν)
n−1
(
y′
R
∂yy
ν+1∂yy
−ν
)
ω(y)
(91)
with L
(ν)
j (x) = x
j + . . . the generalized Laguerre polynomials in monic normalization.
Proof:
Let us emphasize that all polynomials of order m < l are automatically orthogonal to (∂yy
ν+1∂yy
−ν)mω(y) as
can be readily checked via integration by parts. Thus we have to construct the polynomials in such a way
17
that they become orthogonal also to the weights with m > l. The bi-orthonormal polynomials to the weights
{(∂yyν+1∂yy−ν)jω(y)}j=0,...,n−1 can be constructed via taking the following determinants,
pm(y) = det
[ ∫∞
0 yˆ
b−1(∂yˆ yˆν+1∂yˆ yˆ−ν)a−1ω(yˆ)dyˆ
yb−1
]
a=1,...,m
b=1,...,m+1
/
det
[ ∫∞
0
yˆb−1(∂yˆ yˆν+1∂yˆ yˆ−ν)a−1ω(yˆ)dyˆ
]
a,b=1,...,m+1
.
(92)
The one-dimensional integrals are∫ ∞
0
yˆb−1(∂yˆ yˆν+1∂yˆ yˆ−ν)a−1ω(yˆ)dyˆ =Θab
(b − 1)!Γ(ν + b)
(b− a)!Γ(ν + b − a+ 1)
∫ ∞
0
yˆb−aω(yˆ)dyˆ
=Θab
(b− 1)!Γ(ν + b)
(b− a)!Γ(ν + 1) (−∂)
b−a
t Hνω(t)
∣∣
t=0
(93)
with Θab as before, namely Θab = 1 for a ≤ b and Θab = 0 for a > b. In the second step we employed the identity∫ ∞
0
yˆkω(yˆ)dyˆ =
Γ(ν + k + 1)
Γ(ν + 1)
(−∂)ktHνω(t)
∣∣
t=0
, for any k ∈ N0, (94)
because of the integrability conditions of ω ∈ L1ν(R+), see Eq. (11). Hence we have
pm(y) =
1
Hνω(0) det


Θab
(−∂t)b−a
(b− a)!
Hνω(t)
Hνω(0)
∣∣∣∣
t=0
Γ(ν + 1)
(b − 1)!Γ(ν + b)y
b−1


a=1,...,m
b=1,...,m+1
. (95)
When expanded this expression becomes
pm(y) =
(−1)m
Hνω(0)
m∑
j=0
Γ(ν + 1)(−y)j
j!Γ(ν + j + 1)
det
[
Θab
(−∂t)b−a
(b − a)!
Hνω(t)
Hνω(0)
∣∣∣∣
t=0
]
a=j+1,...,m
b=j+2,...,m+1
. (96)
The remaining determinants are a Toeplitz determinants of the form (45) with L = 1, n = m − j and cj = 1/(j +
1)!(−∂t)j+1Hνω(t)/Hνω(0)|t=0. Thus we have
det
[
Θab
(−∂t)b−a
(b− a)!
Hνω(t)
Hνω(0)
∣∣∣∣
t=0
]
a=j+1,...,m
b=j+2,...,m+1
=
∂m−jt
(m− j)!
Hνω(0)
Hνω(t)
∣∣∣∣∣
t=0
(97)
which we plug into the sum (96). It can be readily checked that this sum can be rewritten to
pm(y) =
∫ ∞
0
dre−r
Γ(ν + 1)(r − ∂ty−ν∂yyν+1∂y)n−1
(n− 1)!m!Γ(ν +m+ 1)
ym
Hνω(t)
∣∣∣∣
t=0
. (98)
The sum for the kernel is equal to the generalized Laguerre polynomial up to a factor 1/(n− 1 − j)!. This factor is
introduced by the integral over R in Eq. (91). 
As for Theorem III.1 we can simplify the results when we assume some additional conditions for the weight ω.
Corollary IV.2 (Simplification of Theorem IV.1) Additionally to the requirements of Theorem IV.1 we assume
that the Hankel transform Hνω is holomorphic at the origin and zj+(2ν−1)/4Hνω(z) is absolutely integrable along the
positive real line for j = 0, . . . , n− 1. Then the bi-orthonormal functions simplify to
{pj, qj}j=0,...,n−1 =
{∮
dz′
2piız′j+1
Iν(2
√
y′z′)
(y′z′)ν/2
Γ(ν + 1)
Hνω(z′) ,
∫ ∞
0
dzzjJν(2
√
yz)(yz)ν/2
Hνω(z)
Γ(ν + 1)
}
j=0,...,n−1
. (99)
and the kernel simplifies to
Kn(y
′, y) =
∮
dz′
2piı
∫ ∞
0
dz
1
z′ − z
(
1−
( z
z′
)n)( yz
y′z′
)ν/2
Iν(2
√
y′z′)Jν(2
√
yz)
Hνω(z)
Hνω(z′) .
(100)
The contour of z′ encircles the origin z′ = 0 counter clockwise while the contour for z is along the positive real line.
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Proof:
As before for the proof of Corollary III.3 the absolute integrability of zj+(2ν−1)/4Hνω(z) for j = 0, . . . , n− 1 and the
holomorphy of Hνω(z′) at z′ = 0 with Hνω(0) 6= 0 guarantee us to rewrite the weights qj and the polynomials into
the integral forms (99). For this purpose we emphasize that we first write the polynomials as a sum where the integral
over r in Eq. (90) and the derivatives in y′ are evaluated. Then it is very simple to see that the contour integral in
Eq. (99) generate the same coefficients. The sum for the kernel is the geometric sum and readily yields (100). 
Again we want to underline the resemblance to supersymmetry results though without Bessel functions, cf. [25,
34]. Even the Bessel function could be anticipated as they are known from the supersymmetric Berezin-Karpelevic
integral [26] which is directly related to the complex Laguerre ensemble, see [30].
Examples IV.3 As a conclusion of this subsection we want to give a quite general example for the Po´lya ensembles
on M = H1, H4,Mν . We use the sufficient condition for this kind of Po´lya ensembles derived in [22] which relates the
Po´lya ensembles on M with those on H2 where the support is only on the positive definite matrices. Let us assume
that ω˜ ∈ L1F(R) corresponds to a Po´lya ensemble on H2 for positive definite matrices, i.e. ω˜ has only support on R+.
Then the weight
ω(x) =
1
Γ[ν + 1]
∫ ∞
0
(
x
y
)ν
exp
[
−x
y
]
ω˜(y)
dy
y
∈ L1ν(R+) (101)
belongs to a Po´lya ensemble on M . The Hankel transform of ω(x) is then
Hνω(s) =
∫ ∞
0
exp [−ys] ω˜(y)dy. (102)
Indeed the integral for the Hankel transform and the integral over y can be interchanged since they are absolutely
integrable. Thus the Hankel transform of ω is equal to the Laplace transform of ω˜. Choosing ω˜ as a Po´lya frequency
function of infinite order it can have only the form
Hνω(s) =F ω˜(ıs) = e−δs
∞∏
j=1
1
1 + δjs
, δ, δj ≥ 0, 0 <
∞∑
j=1
δj <∞, and Im s > −min
{
1
δj
}
, (103)
cf. Eq. (57). This time we cannot shift the factor e−δs since origin is an exceptional point in the spectrum which cannot
be crossed. To satisfy the correct differentiability conditions we need that at least n+ 1 of the δj are non-vanishing.
The bi-orthonormal pair of functions are for this kind of Po´lya ensembles
{pj, qj}j=0,...,n−1 =
{
Γ(ν + 1)
∮
dz′
2piız′j+1
Iν(2
√
y′z′)
(y′z′)ν/2
eδz
′
∞∏
l=1
(1 + δlz
′) ,
1
Γ(ν + 1)
∫ ∞
0
dzzjJν(2
√
yz)(yz)ν/2e−δz
∞∏
l=1
1
1 + δlz
}
j=0,...,n−1
.
(104)
and the kernel becomes
Kn(y
′, y) =
∮
dz′
2piı
∫ ∞
0
dz
1
z′ − z
(
1−
( z
z′
)n)( yz
y′z′
)ν/2
Iν(2
√
y′z′)Jν(2
√
yz)eδ(z
′−z)
∞∏
j=1
1 + δjz
′
1 + δjz
. (105)
We want to underline that Po´lya frequency functions with a Fourier transform of the form (56) do not correspond to
Po´lya ensembles on M = H1, H4,Mν because they have a support on whole R. However we can choose Po´lya frequency
functions of finite order n as given in Eq. (64) yielding weights ω via the relation (101) which satisfy all the required
conditions of Corollary (IV.2).
Finally we want to point out that not all Po´lya ensembles on M can be found by Eq. (101) by choosing ω˜ a Po´lya
frequency function. For example choosing ω˜(y) = Γ[ν + 1]δ(y − 1) a Dirac delta function we recover the Laguerre
ensemble now represented by the weight ω(x) = xνe−x. We want to underline that the Laguerre ensemble discussed
in Examples III.4, III.7, and III.10 is the same as here. Only the weight is different since the differential operators
we apply in the determinants (20) and (21) are different. Its Hankel transform is simply Hνω(s) = Γ[ν + 1]e−s. The
polynomials and weights are
pj(y
′) =
∮
dz′
2piız′j+1
Iν(2
√
y′z′)
(y′z′)ν/2
ez
′
=
1
j!Γ[ν + j + 1]
L
(ν)
j (y
′),
qj(y) =
∫ ∞
0
dzzjJν(2
√
yz)(yz)ν/2e−z = L(ν)j (y)y
νe−y.
(106)
and are thus the standard choice of the Laguerre ensembles as can be found everywhere in the literature [1, 17, 47].
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B. Statistics with Fixed Matrices on M = H1,H4,Mν
The theorem for the shifted Po´lya Ensemble on M = H1, H4,Mν looks slightly more complicated than without the
shift since do not get a unified formula because of the case ν = −1/2. Nonetheless the ideas work a long the same
lines as before.
Theorem IV.4 (Eigenvalue Statistics of Po´lya Ensembles with Fixed Matrices)
The joint probability density (23) can be described by the bi-orthonormal functions
pj(y
′) =
∫ ∞
0
dre−r
(r − ∂sy′−ν∂y′y′ν+1∂y′)n−1
(n− 1)!

 ∏
l 6=j+1
xl − y′
xl − xj+1

 1
Hνω(s)
∣∣∣∣∣∣
s=0
,
qj(y) =


Γ[ν + 1]√
piΓ[ν + 1/2]
yν
∫ 1
−1
ω(y + xj+1 − 2√yxj+1t)
(y + xj+1 − 2√yxj+1t)ν (1 − t
2)ν−1/2dt, for ν > −1/2,
1
2
√
y
[|√y −√xj+1|ω((√y −√xj+1)2) + |√y +√xj+1|ω((√y +√xj+1)2)] , for ν = −1/2
(107)
with j = 0, . . . , n− 1. The kernel is given by
Kn(y
′, y) =yν
∫ ∞
0
dre−r
(r − ∂sy′−ν∂y′y′ν+1∂y′)n−1
(n− 1)!
1
Hνω(s)
∣∣∣∣
s=0
×

 n∑
j=1
Γ[ν + 1]√
piΓ[ν + 1/2]
∫ 1
−1
ω(y + xj − 2√yxjt)
(y + xj − 2√yxjt)ν (1 − t
2)ν−1/2dt
∏
l 6=j
xl − y′
xl − xj

 (108)
for ν > −1/2 and
Kn(y
′, y) =
1
2
√
y
∫ ∞
0
dre−r
(r − ∂sy′−ν∂y′y′ν+1∂y′)n−1
(n− 1)!
1
Hνω(s)
∣∣∣∣
s=0
×

 n∑
j=1
[|√y −√xj |ω((√y −√xj)2) + |√y +√xj |ω((√y +√xj)2)]∏
l 6=j
xl − y′
xl − xj

 (109)
for ν = −1/2.
Proof:
Also this theorem is proved by explicitly showing the bi-orthogonality, i.e. that
Iml =
Γ[ν + 1]√
piΓ[ν + 1/2]
∫ ∞
0
dypm(y)y
ν
(∫ 1
−1
ω(y + xl+1 − 2√yxl+1t)
(y + xl+1 − 2√yxl+1t)ν (1− t
2)ν−1/2dt
)
=
∫
Cν+1
dvpm(||v||2)
ω(||v −√xl+1e1||2)
||v −√xl+1e1||2ν
=
∫
Cν+1
dvpm(||v +√xl+1e1||2)ω(||v||
2)
||v||2ν
=
Γ[ν + 1]√
piΓ[ν + 1/2]
∫ ∞
0
dy
(∫ 1
−1
pm(y + xl+1 + 2
√
yxl+1t)(1− t2)ν−1/2dt
)
ω(y)
(110)
is equal to the Kronecker symbol. The equation above is only true for ν ∈ {+1/2} ∪ N0. For ν = −1/2 we have
Iml =
1
2
∫ ∞
0
dy√
y
pm(y)
[|√y −√xl+1|ω((√y −√xl+1)2) + |√y +√xl+1|ω((√y +√xl+1)2)]
=
1
2
∫ ∞
0
dy
[
pm((
√
y −√xl+1)2) + pm((√y +√xl+1)2)
]
ω(y).
(111)
We denote by ||v|| the Euclidean norm and by e1 a unit vector in Cν+1.
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In the next step we will show that the differential operator y−ν∂yyν+1∂y interchanges with the integral over t for
ν > −1/2. Since pj is a polynomial it is enough to show it for monomials, in particular we have to show∫ 1
−1
m(m+ν)(y+xl+1+2
√
yxl+1t)
m−1(1−t2)ν−1/2dt = y−ν∂yyν+1∂y
∫ 1
−1
(y+xl+1+2
√
yxl+1t)
m(1−t2)ν−1/2dt. (112)
The left hand side is exactly the operator y−ν∂yyν+1∂y applied to ym and then replacing y → y + xl+1 + 2√yxl+1t
and integrating over t. To show this we rewrite the integral as follows
1√
piΓ[ν + 1/2]
∫ 1
−1
(y + xl+1 + 2
√
yxl+1t)
m(1 − t2)ν−1/2dt = m!
∮
dz
2piızm+1
e(y+xl+1)z
Iν(2
√
yxl+1z)
(
√
yxl+1z)ν
, (113)
where Iν is the modified Bessel function of the first case and the contour encircles the origin. The differential operator
can be evaluated as follows
y−ν∂yyν+1∂y
∮
dz
2piızm+1
e(y+xl+1)z
Iν(2
√
yxl+1z)
(
√
yxl+1z)ν
=
∮
dz
2piızm+1
e(y+xl+1)z
(
yz2 + 2zy∂y + (ν + 1)z + y
−ν∂yyν+1∂y
) Iν(2√yxl+1z)
(
√
yxl+1z)ν
=
∮
dz
2piızm+1
e(y+xl+1)z
(
yz2 + 2zy∂y + (ν + 1)z + xl+1z
2
) Iν(2√yxl+1z)
(
√
yxl+1z)ν
=
∮
dz
2piızm
e(y+xl+1)z ((y + xl+1)z + z∂z + ν + 1)
Iν(2
√
yxl+1z)
(
√
yxl+1z)ν
=(m+ ν)
∮
dz
2piızm
e(y+xl+1)z
Iν(2
√
yxl+1z)
(
√
yxl+1z)ν
.
(114)
In the second line we pulled the differential operator into the integral since everything is absolutely integrable on the
compact contour integral. In the third line we used the Bessel differential equation the Bessel function is solving and
in the fourth line we used the fact that the function right of the bracket only depends on
√
yxl+1z. In the last line
we have integrated by parts. This result proofs the identity (112).
The counterpart of the calculation above for ν = −1/2 is to check
[(
√
z∂z)
2zm]z=(√y±√xl+1)2 = (
√
y∂y)
2(
√
y ±√xl+1)2m (115)
which is obviously true.
Collecting everything we have
Iml =
∫ ∞
0
dy
∫ ∞
0
dre−rω(y)
(r − ∂sy−ν∂yyν+1∂y)n−1
(n− 1)!
1
Hνω(s)
∣∣∣∣
s=0
×

 Γ[ν + 1]√
piΓ[ν + 1/2]
∫ 1
−1

 ∏
k 6=m+1
xk − y − xl+1 − 2√yxl+1t
xk − xm+1

 (1− t2)ν−1/2dt

 (116)
for ν > −1/2 and
Iml =
1
2
∫ ∞
0
dy
∫ ∞
0
dre−rω(y)
(r − ∂s(√y∂y)2)n−1
(n− 1)!
1
H−1/2ω(s)
∣∣∣∣
s=0
×

 ∏
k 6=m+1
xk − y − xl+1 − 2√yxl+1
xk − xm+1 +
∏
k 6=m+1
xk − y − xl+1 + 2√yxl+1
xk − xm+1

 (117)
for ν = −1/2. We emphasize that the differential operator acts on everything what is right of it. Everything in
the bracket is a polynomial of y and can be expanded as
∑n−1
j=0 cjy
j . Employing Theorem IV.1 and denoting the
polynomials with
pˆj(y) =
∫ ∞
0
dre−r
Γ(ν + 1)(r − ∂ty−ν∂yyν+1∂y)n−1
(n− 1)!j!Γ(ν + j + 1)
yj
Hνω(t)
∣∣∣∣
t=0
(118)
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we find
Iml =
∫ ∞
0
dyω(y)
n−1∑
j=0
cj
j!Γ[ν + j + 1]
Γ[ν + 1]
pˆj(y) (119)
which is true for all ν ∈ {±1/2} ∪ N0. The bi-orthonormality of pˆj(y) with (∂yyν+1∂yy−ν)jω(y) yields that only the
coefficient c0 survives. This coefficient is equal to 1 only when m = l and otherwise vanishes. This concludes the
proof because for the kernel we only interchange the sum with the integrals. 
The polynomials in Eq. (107) can be simplified again as well as the kernel when assuming the conditions of
Corollary IV.2 for the weight ω.
Corollary IV.5 (Simplification of Theorem IV.4)
We assume the requirements of Theorem IV.4 and the properties of ω in Corollary IV.2. Then the polynomials of
the bi-orthonormal functions can be written as
pj(y
′) =
∮
dz′
piız′
∫ ∞
0
dx
(
x
y′z′
)ν/2
Iν(2
√
y′z′)Kν(2
√
x)
Hνω(z′)

 ∏
l 6=j+1
xl − x/z′
xl − xj+1

 (120)
while the weights are still given as in Eq. (107). The kernel is either
Kn(y
′, y) =yν
∮
dz′
piız′
∫ ∞
0
dx
(
x
y′z′
)ν/2
Iν(2
√
y′z′)Kν(2
√
x)
Hνω(z′)
×

 n∑
j=1
Γ[ν + 1]√
piΓ[ν + 1/2]
∫ 1
−1
ω(y + xj − 2√yxjt)
(y + xj − 2√yxjt)ν (1− t
2)ν−1/2dt
∏
l 6=j
xl − x/z′
xl − xj

 (121)
for ν > −1/2 and
Kn(y
′, y) =
1
2
√
y
∮
dz′
piız′
∫ ∞
0
dx
(
x
y′z′
)ν/2
Iν(2
√
y′z′)Kν(2
√
x)
Hνω(z′)
×

 n∑
j=1
[|√y −√xj |ω((√y −√xj)2) + |√y +√xj |ω((√y +√xj)2)]∏
l 6=j
xl − x/z′
xl − xj

 (122)
for ν = −1/2. The contour of z′ encircles the origin z′ = 0 counter clockwise.
Proof:
This time we need the identity
∫ ∞
0
dre−r
(r − ∂ty′−ν∂y′y′ν+1∂y′)n−1
(n− 1)!
p(y′)
Hνω(t)
∣∣∣∣∣
t=0
=
∮
dz′
piız′
∫ ∞
0
dx
(
x
y′z′
)ν/2
Iν(2
√
y′z′)Kν(2
√
x)
Hνω(z′) p
( x
z′
)
(123)
for any polynomial p(y′) which has maximally the order n − 1 and any ν ∈ {±1/2} ∪ N0. The function Kν is the
modified Bessel function of the second kind. Again one can readily check this identity by expanding the polynomial
and evaluating the integrals. 
Once again we are sure that for particular cases the number of integrals can be reduced and even the sum can be
rewritten into a contour integral, see Example IV.6, as we have already seen for some Po´lya ensembles on H2, cf.
Example III.7. However for a general Po´lya ensemble we were not able to simplify this result any further.
Example IV.6
We only want to consider the Laguerre ensemble with ω(x) = xνe−x which is already a new result. The weights in
Eq. (107) become essentially Bessel functions,
qj(y) =
Γ[ν + 1]√
piΓ[ν + 1/2]
yν
∫ 1
−1
e−y−xj+1+2
√
yxj+1t(1− t2)ν−1/2dt = Γ[ν + 1]
(
y
xj+1
)ν/2
Iν(2
√
yxj+1)e
−y−xj+1 (124)
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with ν > −1/2. For ν = −1/2 the right hand side still holds as can be easily checked with the identification
Γ[1/2]I−1/2(2
√
x) = x−1/4 cosh(2
√
x).
The weights qj are entire in xj+1. Hence we can rewrite the sum in the kernel (121) as a contour integral for
ν > −1/2
n∑
j=1
Γ[ν + 1]√
piΓ[ν + 1/2]
yν
∫ 1
−1
ω(y + xj − 2√yxjt)
(y + xj − 2√yxjt)ν (1 − t
2)ν−1/2dt
∏
l 6=j
xl − x/z′
xl − xj
=− Γ[ν + 1]
∮
dz
2piı
1
z − x/z′
(y
z
)ν/2
Iν(2
√
yz)e−y−z
n∏
l=1
xl − x/z′
xl − z
(125)
where z only encircles the poles x1, . . . , xn (but not x/z
′) counter clockwise, and similar for ν = −1/2 which does not
change the result. For calculating the polynomials we need the identity∮
dz′
piız′
∫ ∞
0
dx
(
x
y′z′
)ν/2
Iν(2
√
y′z′)Kν(2
√
x)ez
′
( x
z′
)m
=
m∑
j=0
m!Γ[ν +m+ 1]
j!(m− j)!Γ[ν + j + 1]y
′j
=m!
∮
dz
2piızν+1(1− z)m+1 exp[−y
′(1− z−1)]
=
∫ ∞
0
dx′
(
x′
y′
)ν/2
e−x
′−y′Iν(2
√
x′y′)x′m
(126)
for any m = 0, . . . , n− 1 which is true for any ν ∈ N0. In the second line we close the contour around origin counter
clockwise but do not enclose the pole at z = 1. We can extend the identity (126) to ν = ±1/2 by explicit evaluation
of the integral over x′. Hence the polynomials (120) have the simple form
pj(y
′) =
∫ ∞
0
dx′
(
x′
y′
)ν/2
e−x
′−y′Iν(2
√
x′y′)

 ∏
l 6=j+1
xl − x′
xl − xj+1

 (127)
and the kernel (121) becomes then
Kn(y
′, y) =− Γ[ν + 1]
∫ ∞
0
dx′
∮
dz
2piı
1
z − x′
(
yx′
y′z
)ν/2
Iν(2
√
x′y′)Iν(2
√
yz)e−x
′−y′−y−z
n∏
l=1
xl − x′
xl − z (128)
which is true for all ν ∈ {±1/2} ∪ N0. The contour of z only encircles the points x1, . . . , xn (but not x′) counter
clockwise. The result for the kernel is completely new while there was already a formula derived for the polynomials
in terms of an integral over a hypergeometric function in [18].
C. Statistics with Polynomial Ensembles on M = H1,H4,Mν
Next we want to consider the case of a convolution of a Po´lya ensemble onM = H1, H4,Mν and a general polynomial
ensemble on M .
Theorem IV.7 (Eigenvalue Statistics of Po´lya Ensembles with Polynomial Ensembles)
Consider the joint probability density (32) where the polynomial ensemble of X2 ∈M = H1, H4,Mν can be described
by the bi-orthonormal functions {p˜j, wj+1}j=0,...,n−1 and its kernel is K˜n(y′, y) =
∑n−1
j=0 p˜j(y
′)wj+1(y). The pair of
bi-orthonormal functions corresponding to Y = X1 +X2 is
{pj, qj}j=0,...,n−1 =
{∫ ∞
0
dre−r
(r − ∂ty′−ν∂y′y′ν+1∂y′)n−1
(n− 1)!
p˜j(y
′)
Hνω(t)
∣∣∣∣∣
t=0
, ω ∗ν wj+1(y)
}
j=0,...,n−1
(129)
and the corresponding kernel is
Kn(y
′, y) =yν
∫ ∞
0
dx
∫ ∞
0
dre−r
(
Γ[ν + 1]√
piΓ[ν + 1/2]
∫ 1
−1
ω(x+ y − 2√xyt)
(x+ y − 2√xyt)ν (1− t
2)ν−1/2dt
)
× (r − ∂ty
′−ν∂y′y′
ν+1
∂y′)
n−1
(n− 1)!
K˜n(y
′, x)
Hνω(t)
∣∣∣∣∣
t=0
(130)
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for ν > −1/2 and
Kn(y
′, y) =
1
2
√
y
∫ ∞
0
dx
∫ ∞
0
dre−r
[|√x−√y|ω((√x−√y)2) + |√x+√y|ω((√x+√y)2)]
× (r − ∂ty
′−ν∂y′y′
ν+1
∂y′)
n−1
(n− 1)!
K˜n(y
′, x)
Hνω(t)
∣∣∣∣∣
t=0
(131)
for ν = −1/2.
Proof:
The proof works along the same line as for the proof of Theorem IV.4 and the difference to Eq. (116) is that we have
to integrate over x and replace the product by the polynomial p˜m, too, i.e.
Iml =
∫ ∞
0
dx
∫ ∞
0
dy
∫ ∞
0
dre−rω(y)wl+1(x)
(r − ∂sy−ν∂yyν+1∂y)n−1
(n− 1)!
1
Hνω(s)
∣∣∣∣
s=0
×


Γ[ν + 1]√
piΓ[ν + 1/2]
∫ 1
−1
p˜m(x+ y + 2
√
xyt)(1− t2)ν−1/2dt, for ν > −1/2,
1
2
[
p˜m((
√
x−√y)2) + p˜m((
√
x+
√
y)2)
]
, for ν = −1/2.
(132)
We again expand what is in the bracket which yields the sum
∑m
j=0 dj(x)y
j with dj(x) polynomials of x. The
integral over r with the differential operator generates the polynomials pˆj(y) from the monomial y
j, see Eq. (118).
These polynomials are bi-orthonormal to (∂yy
ν+1∂yy
−ν)jω(y) such that the integral over y selects only the coefficient
d0(x) = p˜m(x). Thus the integral becomes
Iml =
∫ ∞
0
dxwl+1(x)p˜m(x) = δml (133)
which proves the bi-orthonormality of {pj, qj}j=0,...,n−1. The kernel is again a direct consequence since we have only
to interchange the finite sum with the integrals. 
Again we conclude our general theorem with a simplification when assuming the conditions of ω as in Corollary IV.2.
Corollary IV.8 (Simplification of Theorem IV.4)
We assume the requirements of Theorem IV.7 and the properties of ω in Corollary IV.2. Then the bi-orthonormal
functions can be written as
{pj, qj}j=0,...,n−1 =
{∮
dz′
2piız′
∫ ∞
0
dx
(
x
y′z′
)ν/2
Iν(2
√
y′z′)Kν(2
√
x)
Hνω(z′) p˜j
( x
z′
)
, ω ∗ν wj+1(y)
}
j=0,...,n−1
. (134)
and the kernel as
Kn(y
′, y) =yν
∫ ∞
0
dyˆ
∮
dz′
2piız′
∫ ∞
0
dx
(
x
y′z′
)ν/2
Iν(2
√
y′z′)Kν(2
√
x)
Hνω(z′)
×
(
Γ[ν + 1]√
piΓ[ν + 1/2]
∫ 1
−1
ω(yˆ + y − 2√yˆyt)
(yˆ + y − 2√yˆyt)ν (1− t
2)ν−1/2dt
)
K˜n
( x
z′
, yˆ
) (135)
for ν > −1/2 and
Kn(y
′, y) =
1
2
√
y
∫ ∞
0
dyˆ
∮
dz′
2piız′
∫ ∞
0
dx
(
x
y′z′
)ν/2
Iν(2
√
y′z′)Kν(2
√
x)
Hνω(z′)
×
[
|√y −
√
yˆ|ω((√y −
√
yˆ)2) + |√y +
√
yˆ|ω((√y +
√
yˆ)2)
]
K˜n
( x
z′
, yˆ
) (136)
for ν = −1/2. The contour of z′ encircles the origin z′ = 0 counter clockwise.
Proof:
The identity (123) yields these statements. 
As we will show in the next example also here the number integrals can be still reduced for specific ensembles.
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Example IV.9
Again we consider the Laguerre ensemble with ω(x) = xνe−x. We make use of the results (124) and (126) for a
shift with fixed matrix in M since they still apply in a slightly modified way. Thus the bi-orthonormal functions are
pj(y
′) =
∫ ∞
0
dx′
(
x′
y′
)ν/2
e−x
′−y′Iν(2
√
x′y′)p˜j(x′),
qj(y) =Γ[ν + 1]
∫ ∞
0
dyˆ
(
y
yˆ
)ν/2
Iν(2
√
yyˆ)e−y−yˆq˜j(yˆ).
(137)
The kernels (135) and (136) simplify then to the unified expression
Kn(y
′, y) =Γ[ν + 1]
∫ ∞
0
dx′
∫ ∞
0
dyˆ
(
yx′
y′yˆ
)ν/2
e−x
′−y′−y−yˆIν(2
√
x′y′)Iν(2
√
yyˆ)K˜n (x
′, yˆ) . (138)
This is also a completely new result.
V. CONCLUSIONS
We derived closed expressions for the bi-orthogonal functions and kernels for the eigenvalues/squared singular
values, respectively, of three situations of random matrices. The first case is for a general Po´lya ensemble without
a shift on either the Hermitian antisymmetric matrices H1, the Hermitian matrices H2, the Hermitian anti-self-dual
matrices H4 or the complex rectangular matrices Mν . The other two cases we considered are the eigenvalue/squared
singular value statistics of the Po´lya ensemble added by a either a fixed matrix or a random matrix drawn from
a polynomial ensemble on the same space as the Po´lya ensemble, see [4, 14, 38, 41–44]. All results hold for finite
matrix dimension. The next step would be to analyse the asymptotic limits of these statistics in the limit of large
matrices. We are sure that the expressions in terms of a very small number of integrals to be performed provide a
good starting point to study a broad class of ensembles. Regarding this point we want to underline that many classical
random matrix ensembles fall into one of the three kinds of Po´lya ensembles which were discovered [22, 36, 37, 40].
However the range of the Po´lya ensembles goes far beyond these classical examples and even yield highly non-trivial
cases [22, 36, 37]. Hereby we also want to emphasize that the class of Po´lya ensembles usually yield random matrix
ensembles which have not the simple potential form P (X) ∝ exp[−trV (X)] as studied in the broad literature, e.g.
see [13]. Thus many new things and phenomena may occur.
The technique we have used is the method of spherical functions and transforms from harmonic analysis on Lie
groups, see [28]. It proved again as a very effective tool to deal with convolutions regardless whether they are of
multiplicative nature as in [36, 37] or of additive one as in [22, 40] or here. This tool seem to be also suitable
studying stochastic processes on matrix spaces. Thus another direction of further investigation could be the analysis
of stochastic processes at finite matrix dimension and for a finite number matrices involved and their various limits
where the rate of convergence might be tractable.
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