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A non-convex approach to low-rank and sparse
matrix decomposition
Angang Cui, Meng Wen, Haiyang Li and Jigen Peng
Abstract
In this paper, we develop a nonconvex approach to the problem of low-rank and sparse matrix decomposition.
In our nonconvex method, we replace the rank function and the l0-norm of a given matrix with a non-convex
fraction function on the singular values and the elements of the matrix respectively. An alternative direction method
of multipliers algorithm is utilized to solve our proposed nonconvex problem with the nonconvex fraction function
penalty. Numerical experiments on some low-rank and sparse matrix decomposition problems show that our method
performs very well in recovering low-rank matrices which are heavily corrupted by large sparse errors.
Index Terms
Low-rank and sparse matrix decomposition, Nonconvex fraction function, Alternative direction method of mul-
tipliers algorithm.
I. INTRODUCTION
In many scientific and engineering applications, such as separating foregrounds and backgrounds from videos
[1], [2], shadows and specularities removing in face images [3], Latent semantic indexing [3], [4], image processing
[5], [6], the observed data matrix M ∈ Rm×n can naturally be decomposed into a low-rank matrix L ∈ Rm×n
and a corrupted sparse matrix S ∈ Rm×n with the arbitrarily large elements. That is, the observed data matrix
M ∈ Rm×n can be decomposed as
M = L+ S, (1)
where L ∈ Rm×n is the low-rank matrix, and S ∈ Rm×n is the sparse error matrix with the arbitrarily large
elements. Without loss of generality, we assume m ≥ n in throughout this paper. In mathematics, decomposing the
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observed data matrix M ∈ Rm×n in to a sum of the low-rank matrix L ∈ Rm×n and sparse matrix S ∈ Rm×n
can be described as the following minimization problem [7]:
min
L,S∈Rm×n
rank(L) + λ‖S‖0, s.t. M = L+ S, (2)
where λ > 0 is a tuning parameter, rank(L) represents the rank of matrix L, and ‖S‖0 is the l0-norm of the
matrix S, which counts the number of nonzero elements of the matrix S. In general, problem (2) is a challenging
nonconvex optimization problem [7] because of the discrete natures of the rank function rank(L) and l0-norm
‖S‖0. Inspired by the good performance of the nonconvex fraction function in our latest work [8] in compressed
sensing , in this paper, we replace the rank function rank(L) and the l0-norm ‖S‖0 in the nonconvex problem (2)
with the continuous promoting low rank non-convex function
Fa1(σ(L)) =
∑
i∈[n]
ρa1(σi(L)) =
∑
i∈[n]
a1σi(L)
a1σi(L) + 1
(3)
and the continuous promoting sparse non-convex function
Fa2(S) =
∑
l∈[m],j∈[n]
ρa2(Sl,j) =
∑
l∈[m],j∈[n]
a2|Sl,j |
a2|Sl,j |+ 1 (4)
respectively, where the parameters a1, a2 ∈ (0,+∞), σ(L) is the vector of singular values of matrix L arranged in
descending order and σi(L) is the i-th largest element of σ(L), Sl,j is the element in the i-th row and j-th column
of matrix S, and the non-convex fraction function is defined as
ρa(t) =
a|t|
a|t|+ 1 (5)
for all a ∈ (0,+∞) and t ∈ R. With the change of parameter a > 0, we have
lim
a→+∞
ρa(t) = lim
a→+∞
a|t|
a|t|+ 1 =


0, if t = 0;
1, if t 6= 0.
(6)
Then, the function Fa1(σ(L)) interpolates the rank of matrix L:
lim
a1→+∞
Fa1(σ(L)) = lim
a1→+∞
∑
i∈[n]
ρa1(σi(L)) = rank(L) (7)
and the function Fa2(S) interpolates the l0-norm of matrix S:
lim
a2→+∞
Fa2(S) = lim
a2→+∞
∑
l∈[m],j∈[n]
ρa2(Sl,j) = ‖S‖0. (8)
By above transformation, we can state the following minimization problem
min
L,S∈Rm×n
Fa1(σ(L)) + λFa2(S), s.t. M = L+ S (9)
as the approximation for the nonconvex problem (2).
One of the advantages for problem (9) is that it will be flexible compared with the nonconvex problem (2) with
the change of the parameters a1, a2 ∈ (0,+∞). Unfortunately, the non-convex constrained problem (9) is still
computationally harder to solve due to the nonconvexity of the nonconvex fraction function. Usually, we consider
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its augmented Lagrange version leading to an optimization problem that can be easily solved. The augmented
Lagrange version for the problem (9) can be described as the following minimization problem:
min
L,S∈Rm×n
Fa1(σ(L)) + λFa2 (S) + 〈Y,M − L− S〉+
µ
2
‖M − L− S‖2F , (10)
where Y ∈ Rm×n is the Lagrange multiplier matrix and µ > 0 is the penalty parameter .
The rest of this paper is organized as follows. In Section II, we summarize some preliminary results that will be
used in this paper. In Section III, we use an alternative direction method of multipliers algorithm to solve the the
augmented Lagrange problem (10). In Section IV, we present some numerical experiments on some low-rank and
sparse matrix decomposition problems to demonstrate the performances of our method. Finally, some conclusion
remarks are presented in Section V.
II. PRELIMINARIES
In this section, we summarize some crucial lemmas and definitions that will be used in this paper.
Lemma 1. Define a function of β ∈ R as
fa,τ (β) =
1
2
(β − γ)2 + τρa(β) (11)
where γ ∈ R and τ > 0, the proximal operator hfa,τ (γ) := argminβ∈R fa,τ (β) can be described as
hfa,τ (γ) =


ga,τ (γ), if |γ| > ta,τ ;
0, if |γ| ≤ ta,τ .
(12)
where ga,τ (γ) is defined as
ga,τ (γ) = sign(γ)
( 1+a|γ|
3 (1 + 2 cos(
φ(γ)
3 − π3 ))− 1
a
)
, (13)
φ(γ) = arccos
( 27τa2
2(1 + a|γ|)3 − 1
)
,
and the threshold value ta,τ satisfies
ta,τ =


τa, if τ ≤ 12a2 ;√
2τ − 12a , if τ > 12a2 .
(14)
Proof. The proof of Lemma 1 using the Cartan’s root-finding formula expressed in terms of hyperbolic functions
(see [9]). It is also similar to the proof of Lemma 10 in [8], so it is omitted here.
Definition 1. (Vector thresholding operator) For any a > 0, τ > 0 and x ∈ Rn, we define the vector thresholding
operator Hfa,τ on vector x as
Hfa,τ (x) = (hfa,τ (x1), hfa,τ (x2), · · · , hfa,τ (xn))⊤, (15)
where the proximal mapping operator hfa,τ is defined in Lemma 1, and xi is the i-th element of the vector x ∈ Rn.
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Definition 2. (Matrix element thresholding operator) For any matrix B ∈ Rm×n, we define the matrix element
thresholding operator Da,τ on matrix B as
Da,τ (B) = [hfa,τ (Bl,j)], (16)
where l ∈ [m], j ∈ [n], and the proximal operator hfa,τ is defined in Lemma 1.
The matrix element thresholding operator Da,τ defined in Definition 2 simply applies the proximal operator hfa,τ
to the elements of a matrix. If many of the elements of matrix B are below the threshold value ta,τ , the matrix
element thresholding operator Da,τ effectively shrinks them towards zero, and the matrix Da,τ (B) is a sparse
matrix. Similarly, we can also define the following matrix singular value thresholding operator Ga,τ whcih applies
the proximal operator hfa,τ to the singular values of a matrix.
Definition 3. (Matrix singular value thresholding operator) Suppose the matrix N ∈ Rm×n admits a singular value
decomposition (SVD) as
N = U

 Diag(σ(N))
0(m−n)×n

V ⊤,
where U is a m ×m unitary matrix, V is a n × n unitary matrix, Diag(σ(N)) is a n × n diagonal matrix and
0(m−n)×n is a (m− n)× n zero matrix. We define the matrix singular value thresholding operator Ga,τ on matrix
N as
Ga,τ (N) = U

 Diag(Hfa,τ (σ(N)))
0(m−n)×n

V ⊤, (17)
where the vector thresholding operator Hfa,τ is defined in Definition 1.
By Definition 3, we know that if there are some nonzero singular values of matrix N are below the threshold
value ta,τ , the rank of matrix Ga,τ (N) must be lower than the rank of matrix N . Furthermore, according to Lemma
1 and [[10], Proposition 2.1], we can get the following result.
Lemma 2. Let
N = U

 Diag(σ(N))
0(m−n)×n

V ⊤
be the singular value decomposition of matrix N ∈ Rm×n and
Ga,τ (N) = U

 Diag(Hfa,τ (σ(N)))
0(m−n)×n

V ⊤.
Then
Ga,τ (N) := arg min
Z∈Rm×n
{1
2
‖Z −N‖2F + τPa(σ(Z))
}
. (18)
III. THE ALGORITHM FOR SOLVING THE AUGMENTED LAGRANGE PROBLEM (10)
In this section, we use an alternative direction method of multipliers (ADMM) algorithm [11], [12] to solve
our augmented Lagrange problem (10). The ADMM algorithm can break the problem (10) into two smaller sub-
problems, each of which is easy to handle. Now, we first review the basic process of the ADMM algorithm.
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A. The ADMM algorithm
In general, the ADMM algorithm [11], [12] solves the problem in the form
min f˜(x) + g˜(z), s.t. Ax+Bz = c, (19)
where x ∈ Rn, z ∈ Rm, A ∈ Rp×n, B ∈ Rp×m, c ∈ Rp, f˜ : Rn → R, g˜ : Rm → R. The augmented Lagrange
function for the problem (19) is defined as
Lµ(x, z, y) = f˜(x) + g˜(z) + y
⊤(Ax+Bz − c) + µ
2
‖Ax+Bz − c‖22, (20)
where y ∈ Rp is the Lagrange multiplier and µ > 0 is the penalty parameter.
Given z0 ∈ Rm and y0 ∈ Rp, for k = 0, 1, 2, · · ·, the ADMM algorithm consists the iterations

xk+1 = arg min
x∈Rn
Lµ(x, z
k, yk);
zk+1 = arg min
z∈Rm
Lµ(x
k+1, z, yk);
yk+1 = yk + µ(Axk+1 +Bzk+1 − c).
(21)
We can see that the ADMM algorithm consists of a x-minimization step, a z-minimization step, and a dual variable
update. The dual variable y update uses a step size µ.
ADMM algorithm is a simple and effective method for separable programming problems. Its greatest advantage
is that it makes full use of the separability of the objective function, decomposes the original problem into several
alternating minimizer problems which are easier to obtain the optimal solution for analysis, and it is more suitable
for large-scale problems with a large number of variables in practical application.
B. The ADMM algorithm for solving the augmented Lagrange problem (10)
In this subsection, we process the ADMM algorithm to solve our augmented Lagrange problem (10). In order
to convenient, we write the augmented Lagrange function for the problem (10) as
La1,a2,µ(L, S, Y ) = Fa1(σ(L)) + λFa2(S) + 〈Y,M − L− S〉+
µ
2
‖M − L− S‖2F . (22)
Therefore, given S0 ∈ Rm×n and Y 0 ∈ Rm×n, for k = 0, 1, 2, · · ·, the ADMM algorithm for solving the augmented
Lagrange problem (10) can be described as

Lk+1 = arg min
L∈Rm×n
La1,a2,µ(L, S
k, Y k);
Sk+1 = arg min
S∈Rm×n
La1,a2,µ(L
k+1, S, Y k);
Y k+1 = Y k + µ(M − Lk+1 − Sk+1).
(23)
Combing the truth that
Lk+1 = arg min
L∈Rm×n
La1,a2,µ(L, S
k, Y k)
= arg min
L∈Rm×n
Fa1(σ(L)) + λFa2(S
k) +
µ
2
‖M − L− Sk + µ−1Y k‖2F
= arg min
L∈Rm×n
µ−1Fa1(σ(L)) + λµ
−1Fa2(S
k) +
1
2
‖M − L− Sk + µ−1Y k‖2F
= Ga1,µ−1(M − Sk + µ−1Y k)
(24)
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and
Sk+1 = arg min
S∈Rm×n
La1,a2,µ(L
k+1, S, Y k)
= arg min
L∈Rm×n
Fa1(σ(L
k+1)) + λFa2(S) +
µ
2
‖M − Lk+1 − S + µ−1Y k‖2F
= arg min
L∈Rm×n
µ−1Fa1(σ(L
k+1)) + λµ−1Fa2(S) +
1
2
‖M − Lk+1 − S + µ−1Y k‖2F
= Da2,λµ−1(M − Lk+1 + µ−1Y k),
(25)
then the analytical expression of (23) can be expressed as

Lk+1 = Ga1,µ−1(M − Sk + µ−1Y k);
Sk+1 = Da2,λµ−1(M − Lk+1 + µ−1Y k);
Y k+1 = Y k + µ(M − Lk+1 − Sk+1),
(26)
where Ga1,µ−1 is obtained by replacing a and τ with a1 and µ−1 in Ga,τ , and Da2,λµ−1 is obtained by replacing
a and τ with a2 and λµ
−1 in Da,τ . The ADMM algorithm for solving the augmented Lagrange problem (10) can
be summarized in the following Algorithm 1.
Algorithm 1 : ADMM algorithm for solving the augmented Lagrange problem (10)
Initialize: S0, Y 0 ∈ Rm×n, a1 > 0, a2 > 0, µ > 0, λ > 0;
k = 0;
while not converged do
1. Lk+1 = Ga1,µ−1(M − Sk + µ−1Y k);
2. Sk+1 = Da2,λµ−1(M − Lk+1 + µ−1Y k);
3. Y k+1 = Y k + µ(M − Lk+1 − Sk+1);
4. k → k + 1;
end while
return: L∗, S∗
It should be emphasized that the choice of penalty parameters µ and λ have a great influence on the performance
of Algorithm 1, and how to choose the best parameters µ and λ in Algorithm 1 is a very hard problem. In this
paper, we choose the parameter µ as
µk+1 = min{ρµk, µ¯}, k = 0, 1, 2, · · · (27)
in each iteration in Algorithm 1, where ρ > 1 is a constant factor and µ¯ is a given positive number.
In addition, the cross-validation method is accepted for the choice of the parameter λ in Algorithm 1. We suppose
that the matrix S∗ of sparsity γ is the optimal solution to the augmented Lagrange problem (10). In each iteration,
we rearrange the absolute value of elements of the matrix M − Lk+1 + µ−1k Y k ∈ Rm×n as a nonincreasing
rearrangement vector by the Matlab code:
hk+1 = sort(abs(T k+1(:)), ‘descend′), (28)
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where T k+1 = M − Lk+1 + µ−1k Y k. By the operation (28), we have hk+11 ≥ hk+12 ≥ · · · ≥ hk+1mn . Therefore, the
following inequalities hold:
hk+1i > ta2,λµ−1k
⇔ i ∈ {1, 2, · · · , γ},
hk+1j ≤ ta2,λµ−1k ⇔ j ∈ {γ + 1, γ + 2, · · · , n},
where ta2,λµ−1k
is the threshold value which is defined in Lemma 1 which obtained by replacing a and λ with a2
and λµ−1k in ta,λ. According to
√
2λµ−1k − 12a2 ≤ λµ
−1
k a2, we have

hk+1γ >
√
2λµ−1k − 12a2 ;
hk+1γ+1 ≤ λµ−1k a2,
(29)
which implies
µkh
k+1
γ+1
a2
≤ λ < µk(2a2h
k+1
γ + 1)
2
8a22
. (30)
Therefore, in each iteration, a choice of parameter λ in Algorithm 1 can be selected as
λ =


µkh
k+1
γ+1
a2
, if
µkh
k+1
γ+1
a2
≤ µk
2a2
2
;
(1−ǫ)µk(2a2h
k+1
γ +1)
2
8a2
2
, if
µkh
k+1
γ+1
a2
> µk
2a2
2
,
(31)
where ǫ > 0 is a very small positive number such as 0.01 or 0.001. There is one more thing needed to be
mentioned that the threshold value ta2,λµ−1k
= λµ−1k a2 if λ =
µkh
k+1
γ+1
a2
, and ta2,λµ−1k
=
√
2λµ−1k − 12a2 if λ =
(1−ǫ)µk(2a2h
k+1
γ +1)
2
8a2
2
.
When doing so, the Algorithm 1 will be adaptive and free from the choice of parameter λ. By above operations,
the algorithm 1 varies the parameters µ and λ by iteration for solving the augmented Lagrange problem (10) can
be summarized in Algorithm 2.
IV. NUMERICAL EXPERIMENTS
In this section, we present some numerical experiments for the problem of low-rank and sparse matrix decom-
position to demonstrate the performances of the Algorithm 2.
In Algorithm 2, the most important implementation detail is the initial choice of the parameter µ. In these
numerical experiments, we set the initial value of the parameter µ as
µ0 = min
{
2
(0.99‖M‖2 + 12a1 )2
,
a1
0.99‖M‖2
}
. (32)
Moreover, we also set ρ = 1.5, ǫ = 0.01 and µ¯ = µ0 × 107 in Algorithm 2. We take m = n, and generate m×m
available real data M using M = L + S, where L ∈ Rm×m and S ∈ Rm×m are the true low-rank and sparse
matrices that we wish to recover, respectively. Without loss of generality, the low-rank matrix L is generated by
the following Matlab code:
L = 1/m ∗ rand(m, r) ∗ rand(r,m),
where r < m. Therefore, the matrix L ∈ Rm×m has rank at most r. The sparse matrix S ∈ Rm×m is constructed
by setting a proportion of entries to be ±1 and the rest to be zeros. The number of the nonzero elements of the
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Algorithm 2 : ADMM algorithm for solving the augmented Lagrange problem (10)
Initialize: S0, Y 0 ∈ Rm×n, a1 > 0, a2 > 0, µ0 > 0, µ¯ > 0, λ > 0, ρ > 1, ǫ > 0;
k = 0;
while not converged do
Zk = M − Sk + µ−1k Y k;
Compute the SVD of Zk as
Zk = Uk

 Diag(σ(Zk))
0(m−n)×n

 (V k)⊤;
if µ−1k ≤ 12a2
1
then
ta1,µ−1k
= µ−1k a1;
else
ta1,µ−1k
=
√
2µ−1k − 12a1 ;
for i = 1 : n
1. σi(Z
k) > ta1,µ−1k
, then σi(Z
k+1) = ga1,µ−1k
(σi(Z
k));
2. σi(Z
k) ≤ ta1,µ−1k , then σi(Z
k+1) = 0;
Lk+1 = Uk

 Diag(σ(Zk+1))
0(m−n)×n

 (V k)⊤;
T k+1 = M − Lk+1 + µ−1k Y k;
Rearrange the absolute value of elements of the matrix T k+1 as a nonincreasing rearrangement vector:
hk+1 = sort(abs(T k+1(:)), ‘descend′);
if
µkh
k+1
γ+1
a2
≤ µk
2a2
2
then
λ =
µkh
k+1
γ+1
a2
; ta2,λµ−1k
= λµ−1k a2;
else
λ =
(1−ǫ)µk(2a2h
k+1
γ +1)
2
8a2
2
; ta2,λµ−1k
=
√
2λµ−1k − 12a2 ;
for l = 1 : m
for j = 1 : n
1. |T k+1l,j | > ta2,λµ−1k , then S
k+1
l,j = ga2,λµ−1k
(T k+1l,j );
2. |T k+1l,j | ≤ ta2,λµ−1k , then S
k+1
l,j = 0;
Sk+1 = [Sk+1l,j ];
Y k+1 = Y k + µk(M − Lk+1 − Sk+1);
µk+1 = min{ρµk, µ¯};
k → k + 1;
end while
return: L∗, S∗
sparse matrix S is set to ‖S‖0 = spr ×m×m, where spr ∈ [0, 1] is the sparsity ration. In the experiments, the
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relative errors are respectively denoted by

rel.err(M) = ‖M − Lk+1 − Sk+1‖F/max{1, ‖M‖F};
rel.err(L) = ‖L− Lk+1‖F /max{1, ‖L‖F};
rel.err(S) = ‖S − Sk+1‖F /max{1, ‖S‖F}.
(33)
The stopping criterion is defined as rel.err(M) ≤ 10−6 or the maximum iteration equation equals to 1000. The
initial matrices S0, Y 0 ∈ Rm×m in Algorithm 2 are chosen as the zero matrices. These numerical experiments are
all conducted on a personal computer (3.40GHz, 16.0GB RAM) with MATLAB R2015b.
TABLE I
PERFORMANCE OF ALGORITHM 2 WITH DIFFERENT a1 AND a2 , spr = 0.15.
a1 a2 m r rel.err(M) rel.err(L) rank(L) rel.err(S) ‖S‖0 Iteration k
1 1 400 35 7.75e-07 3.47e-05 35 1.41e-06 24000 26
40 4.66e-07 3.06e-05 40 1.49e-06 24000 27
50 7.65e-07 2.36e-05 50 1.44e-06 24000 28
5 5 400 35 5.08e-07 2.88e-05 35 1.10e-06 24000 29
40 8.48e-07 4.01e-05 40 1.83e-06 24000 29
50 5.75e-07 2.11e-05 50 1.29e-06 24000 31
10 10 400 35 8.11e-07 3.99e-05 35 1.54e-06 24000 31
40 5.31e-07 2.18e-05 40 1.17e-06 24000 32
50 6.08e-07 2.09e-05 50 1.25e-06 24000 33
50 50 400 35 8.58e-07 3.26e-05 35 1.26e-06 24000 35
40 7.28e-07 2.56e-05 40 1.19e-06 24000 36
50 9.67e-07 1.12e-01 338 9.20e-03 24000 79
80 80 400 35 9.88e-07 1.26e-01 319 7.20e-03 24000 127
40 9.85e-07 1.00e-01 316 6.50e-03 24000 125
50 9.96e-07 6.69e-02 313 5.40e-03 24000 126
In order to implement Algorithm 2, we need to determine the parameters a1 and a2, which influences the behaviour
of Algorithm 2. In the numerical tests, we only take a1 = a2 and test Algorithm 2 on a series of low-rank and
sparse matrix decomposition problems with different parameters a1 and a2, and set a1 = a2 = 1, 5, 10, 50, 80,
respectively. In the numerical experiments, we only take m = 400 and spr = 0.15, and the results are shown in
Table I. Comparing the performances of Algorithm 2 for low-rank and sparse matrix decomposition problems with
different parameters a1 and a2, we can find that the parameter a1 = a2 = 1 seems to be the optimal strategy for
Algorithm 2 in our numerical experiments.
Next, we demonstrate the performance of the Algorithm 2 on some low-rank and sparse matrix decomposition
problems with different m and spr when we set a1 = a2 = 1. We set m to 500, 600, 700, 800, and spr to 0.20
and 0.25. Numerical results of the Algorithm 2 for the low-rank and sparse matrix decomposition problems are
reported in Tables II and III. We can see that the Algorithm 2 with a1 = a2 = 1 performs very well in separating
the low-rank matrix and sparse matrix.
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TABLE II
PERFORMANCE OF ALGORITHM 2 WITH spr = 0.20, a1 = a2 = 1.
m r rel.err(M) rel.err(L) rank(L) rel.err(S) ‖S‖0 Iteration k
500 50 5.31e-07 4.21e-05 50 1.95e-06 50000 29
60 7.31e-07 4.92e-05 60 2.83e-06 50000 30
70 9.92e-07 2.22e-05 70 1.50e-06 50000 33
600 60 7.40e-07 4.90e-05 60 2.63e-06 72000 30
70 5.77e-07 4.09e-05 70 2.30e-06 72000 31
80 6.69e-07 2.37e-05 80 1.4509e-06 72000 32
700 70 4.75e-07 3.82e-05 70 1.80e-06 98000 30
80 7.59e-07 3.12e-05 80 1.59e-06 98000 31
90 8.75e-07 2.58e-05 90 1.49e-06 98000 32
800 80 8.03e-07 6.50e-05 80 2.92e-06 128000 30
90 7.13e-07 4.93e-05 90 2.52e-06 128000 31
100 7.00e-07 4.33e-05 100 2.55e-06 128000 32
TABLE III
PERFORMANCE OF ALGORITHM 2 WITH spr = 0.25, a1 = a2 = 1.
m r rel.err(M) rel.err(L) rank(L) rel.err(S) ‖S‖0 Iteration k
500 50 6.69e-07 3.60e-05 50 1.49e-06 62500 31
60 8.81e-07 3.88e-05 60 1.93e-06 62500 32
70 7.68e-07 4.88e-05 70 2.92e-06 62500 34
600 60 6.06e-07 3.52e-05 60 1.42e-06 90000 31
70 9.88e-07 5.76e-05 70 3.21e-06 90000 32
80 7.14e-07 2.99e-05 80 2.07e-06 90000 36
700 70 7.42e-07 3.62e-05 70 1.43e-06 122500 32
80 8.47e-07 6.90e-05 80 3.41e-06 122500 33
90 8.03e-07 5.41e-05 90 3.20e-06 122500 34
800 80 6.70e-07 5.50e-05 80 2.20e-06 160000 32
90 9.60e-07 5.62e-05 90 2.64e-06 160000 33
100 7.84e-07 3.48e-05 100 1.82e-06 160000 34
V. CONCLUSION
In this paper, based on the nonconvex fraction function, we presented a nonconvex optimization model for the
low-rank and sparse matrix decomposition problem. The ADMM algorithm is utilized to solve our nonconvex
optimization problem, and the numerical results on some low-rank and sparse matrix decomposition problems show
that our method performs very well in recovering low-rank matrices which are heavily corrupted by large sparse
errors. Moreover, there are some interesting problems should be solved in our future work. First, the convergence
of our algorithm is not proved in this paper, and we would like to treat it as our future work. Second, we found
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that our algorithm is very sensitive to the choice of the parameters and how to choose the best parameters for our
algorithm is also a very hard problem for us at present, and we also would like to treat it as our future work.
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