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Thermalization of Fermionic Quantum Walkers
Eman Hamza∗ Alain Joye†
Abstract
We consider the discrete time dynamics of an ensemble of fermionic quantum walkers
moving on a finite discrete sample, interacting with a reservoir of infinitely many quantum
particles on the one dimensional lattice. The reservoir is given by a fermionic quasifree state,
with free discrete dynamics given by the shift, whereas the free dynamics of the non-interacting
quantum walkers in the sample is defined by means of a unitary matrix. The reservoir and
the sample exchange particles at specific sites by a unitary coupling and we study the discrete
dynamics of the coupled system defined by the iteration of the free discrete dynamics acting
on the unitary coupling, in a variety of situations. In particular, in absence of correlation
within the particles of the reservoir and under natural assumptions on the sample’s dynamics,
we prove that the one- and two-body reduced density matrices of the sample admit large times
limits characterized by the state of the reservoir which are independent of the free dynamics of
the quantum walkers and of the coupling strength. Moreover, the corresponding asymptotic
density profile in the sample is flat and the correlations of number operators have no structure,
a manifestation of thermalization.
1 Introduction
Quantum walks, in their various guises, deterministic or random, are at the crossroad of
quantum physics, quantum computing, non-commutative probabilities and analysis, see e.g.
the reviews [Ke, Ko, V-A, J3, ABJ2]. A quantum walk is essentially a unitary operator on
a Hilbert space with basis elements associated to the vertices of an underlying graph, whose
matrix elements couple nearest neighbours of the graph only. This operator can be viewed as
the one time step unitary discrete time evolution of a quantum particle with spin hopping on
the sites of the underlying graph, its configuration space. One gets a discrete time quantum
dynamical system by iteration of this unitary operator.
Quantum walks have been the object of many works in the recent years, from several per-
spectives. To give a few examples, some papers explore their ability to provide models for
the dynamics of actual quantum systems, and others describe their role in the elaboration
of quantum algorithms. Some works study the relations between quantum walks and classi-
cal random walks, the formers being considered as the quantum counterparts of the latters
[GVWW], while others analyze the spectral and transport properties they possess as discrete
quantum dynamical systems, or their links with CMV matrices related to orthogonal polyno-
mials on the unit circle [HJS, JM, ASW, J2, ABJ, ABJ2]. From the point of view of quantum
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mechanics, all these works consider a single, sometimes fictitious, quantum particle with spin,
or quantum walker, on the configuration space. See however [A et al.] for an analysis of two
coupled quantum walkers.
By contrast, our aim is to study the collective large times dynamical behaviour of an en-
semble of quantum walkers on a graph in the framework of many body quantum statistical
physics, starting with the basic thermalization properties of this ensemble when put in contact
with an infinite reservoir of quantum particles. The dynamics of the full model consisting in the
collection of walkers coupled to the infinite reservoir is discrete in time, and thus characterized
by a one time step unitary operator on the relevant Fock space, in keeping with that of single
quantum walkers. One motivation for this problem stems from the fact that some of the quan-
tum systems approximated successfully by a one body quantum walk are genuinely fermionic
many body quantum systems, [CC]. Another reason to investigate the statistical mechanics
of quantum walks comes from the role models of interacting classical random walks, or exclu-
sion processes, play in non equilibrium statistical mechanics. Hence, with quantum walks, we
are heading towards a quantum version of such models, where interactions between quantum
walkers are replaced by the Pauli exclusion induced by the choice of fermionic statistics.
More precisely, the model we consider has the following features. The configuration space
of the quantum walkers, called sample, is given by a finite one dimensional lattice. The
particles in the sample are not driven by a Hamiltonian, therefore we work within the grand
canonical formalism. The quantum walkers are thus considered as noninteracting fermionic
particles characterized by the one particle one time step unitary dynamics, which defines their
free dynamics. The infinite reservoir of particles consists of fermionic noninteracting quantum
walkers as well on the infinite one dimensional discrete lattice. The one particle free dynamics
in the reservoir is simply given by the shift. The reservoir is initially in a quasi free state
characterized by a positive density operator Σ, O < Σ ≤ I, defined on the one particle Hilbert
space which describes the correlations within the reservoir. The interaction we choose between
these two species of fermions allows for transformations of particles of one kind into the other,
so that the number of particles within the sample may vary with time. Moreover, the coupling
takes place at specific sites of the sample and of the reservoir. The unitary coupling considered
is the exponential of i times a creation operator in the sample times an annihilation operator
in the reservoir plus hermitian conjugate, similar to the dipole interaction between particles in
the rotating wave approximation. The one time step dynamics of the coupled system living on
the tensor product of their respective fermionic Fock spaces is then defined by the composition
of the unitary coupling just described, followed by the one time step decoupled free dynamics
in the sample and in the reservoir. Again, iteration provides us with a discrete time quantum
dynamical system on the Fock space of the coupled system. The thermalization process we are
interested is encoded in the large time behaviour of the reduced density matrix of the fermionic
quantum walkers in the sample, which is the main focus of this work.
A few remarks are in order: while the fermionic nature of the quantum walkers is motivated
by the goals stated above, the choice of fermionic reservoir is largely dictated by the fact that
it makes the mathematics simpler; moreover, for the thermalization process we are interested
in, the reservoir statistics should not matter much for the large time properties of the sample.
Similarly, the coupling between the two fermion species is admittedly hardly physical, and
essentially motivated by the fact that it provides a simple mechanism of exchange of particles
between the sample and the reservoir, suitable for the grand canonical formalism we adopt.
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Also, we emphasize that since the system is not described by a Hamiltonian, there is no a priori
notion of thermal Gibbs state. The key observables of the theory are, instead, the number of
particles at the various sites of the sample.
Let us informally describe our main results. After setting the stage in the rest of the present
section, we start the analysis in Section 2 by considering a simple exactly solvable situation in
which the free dynamics of the quantum walkers is given by a shift on the discrete circle, with
arbitrary density operator Σ in the reservoir. This special case allows for a detailed treatment
which sets some milestones to compare to when more general situations are considered later
on. We compute exactly the one-body and two-body reduced density matrices in the sample as
a function of time in Theorems 2.4 and 2.6 and we deduce that the asymptotic particle density
profile is flat in the sample, with a value given by the particle density the reservoir. Moreover,
the spatial correlations in particle numbers depend on the distance between the particles only,
see Corollary 2.8. Furthermore, we show in Theorem 2.10 that the infinite time limit of the
whole reduced density matrix on the sample exists and is quasifree, with density parametrized
by Σ. When Σ = σ1l, the asymptotic state in the sample turns out to be a Gibbs state in the
total number operator, depending on the particle density σ only, and neither on the strength
of the coupling, nor on the size of the sample.
This remark makes the transition to Section 3 devoted to the case Σ = σ1l, which corre-
sponds to the absence of correlations within the reservoir. This case corresponds to a repeated
interaction dynamics for the particles in the sample and we obtain in particular the time de-
pendence of all p−body reduced density matrices in the sample, Proposition 3.1. Moreover,
when the sample contains initially no particle, we show that the distribution of the number of
particles in the sample is a binomial law, whose time-dependent characteristics we specify, see
Corollary 3.3. Finally, the dynamics of the particle flux observable in and out of the reservoir
and its asymptotic saturation properties are described in Proposition 3.6.
So far, the dynamics in the sample is extremely regular, since it is given by the shift.
In Section 4, we eventually turn to quantum walkers in the sample whose free dynamics is
arbitrary, in contact with a reservoir characterized by a constant density and no correlations,
Σ = σ1l. Building up on the previous sections, we determine the explicit time dependence of the
one-body and two-body density matrices in the sample in Theorems 4.2 and 4.7. Moreover we
prove that if the dynamics in the sample is mixing enough, a property expressed as a spectral
hypothesis, the long time limits of the one- and two-body reduced density matrices exist and
coincide with those obtained for the shift in the sample. They are given by σ, respectively σ2,
times the identity, and are thus completely independent of the sample dynamics and of the
strength of the coupling, see Corollaries 4.4 and 4.9. This final section ends with an application
to coined quantum walks, where it is shown that the spectral assumptions alluded to above
hold true generically.
As a consequence, this result shows that, generically, fermionic quantum walkers in contact
with a reservoir thermalize to the same asymptotic state which only depends on the density
of particles in the reservoir. This is true in particular for random quantum walks of the kind
considered in [JM], which are known to display Anderson localization and to give rise to finite
volume exponential decay estimates of the evolution kernel. Even though these features are
likely to provide some structure in the density profile and correlations, the thermalization
process considered washes out any spatial structure, in keeping with similar properties in the
Hamiltonian framework, see [FS].
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1.1 Notation
We start by fixing the notation used throughout this paper. Our Hilbert spaces will be complex
and separable, and the scalar product 〈· | ·〉 is linear is the rightmost variable. We will denote
by H⊗p, the p-fold tenser product of a Hilbert space H . We denote the antisymmetric tensor
product of a set of q ≤ p vectors, u1, .., uq ∈ H, by
u1 ∧ .. ∧ uq = 1√
q!
∑
pi∈Sq
ǫpiupi(1) ⊗ ..⊗ upi(q), (1)
where Sq is the group of permutations of {1, 2, .., q} and ǫpi is the signature of the permutation
π. Such vectors are called {elementary vectors}. The p-fold antisymmetric tensor product of
H denoted by H∧p, is defined as the closure of the subspace of H⊗p generated by u1 ∧ .. ∧ up,
where u1, .., up ∈ H form an orthonormal set of linearly orthonormal vectors, in which case
u1 ∧ .. ∧ up is of norm one.
The projections P(p)A onto H∧p is given by
P(p)A =
1
p!
∑
pi∈Sp
ǫpiΘ(π), (2)
where Θ, the natural representation of the permutation group Sp, is given by [D, DFP]
Θ(π)u1 ⊗ · · · ⊗ up = upi(1) ⊗ · · · ⊗ upi(p). (3)
The antisymmetric Fock space is defined as
F−(H) = C⊕
dimH⊕
p=1
H∧p, (4)
where dimH may be infinite, and the vacuum vector is denoted by |Ω〉. Finally, recall that
fermionic creation operators c∗ are defined by their action on any elementary vector u1∧ ..∧uq
of H∧q, and by linearity on F−(H), in the following way. For any ϕ ∈ H, c∗(ϕ) acts as
c∗(ϕ)u1 ∧ · · · ∧ uq = ϕ ∧ u1 ∧ · · · ∧ uq, (5)
so that
u1 ∧ · · · ∧ uq = c∗(u1) · · · c∗(uq)|Ω〉, (6)
and c(ϕ) is the adjoint of c∗(ϕ), such that c(ϕ)|Ω〉 = 0. More generally
c(ϕ)u1 ∧ · · · ∧ uq =
q∑
j=1
(−1)j−1〈ϕ|uj〉u1 ∧ · · · ∧ uj−1 ∧ uj+1 ∧ · · · ∧ uq. (7)
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These operators satisfy the CAR relations
{c(ϕ), c(χ)} = {c∗(ϕ), c∗(χ)} = 0, {c(ϕ), c∗(χ)} = 〈ϕ|χ〉I. (8)
In our model, the reservoir Hilbert space is Hr = ℓ2(Z) where Ψj, j ∈ Z, are the canonical
basis vectors. The Hilbert space of the small system, or sample, is Hs = ℓ2({0, 1, 2, .., d−1}) ≃
C
d, with ej , j ∈ {0, 1, 2, .., d − 1} being its canonical basis vectors. We denote by a∗, a the
fermionic creation and annihilation operator on F−(Hs) and by A the C∗ algebra generated
by {a∗(ψ), a(ψ) : ψ ∈ Hs}. On the other hand, b∗ and b denote the fermionic creation and
annihilation operators on F−(Hr), while B is the C∗ algebra generated by {b∗(φ), b(φ) : φ ∈
Hr}. Hence, the Fock space of the composite system is given by the tensor product of the
(anti-symmetric) Fock spaces of the two sub-systems, i.e.
F = F−(Hr)⊗F−(Hs). (9)
We write a#j for a
#(ej) and b
#
j = b
#(Ψj), with # = ∗ or nothing. The number operators on
F−(Hr) and F−(Hs) are respectively given by
Nr =
∑
i
b∗i bi =
∑
i∈Z
nri , and Ns =
∑
i
a∗i ai =
d−1∑
i=0
nsi . (10)
The operator Nr is unbounded on F−(Hr) with maximal domain
D(Nr) =
{
Φ = (φ0, φ1, ...) ∈ F−(Hr) :
∑
p≥0
p2‖φp‖2H∧p <∞
}
, where φp ∈ H∧p. (11)
1.2 The Dynamics
The discrete dynamics of the system is characterized by the one time step unitary operator U
on F = F−(Hr)⊗F−(Hs) given by
U = UFK, (12)
where the free one time step dynamic UF on F is given by the tensor product of Us the free
unitary dynamic on F−(Hs) and Ur the free unitary dynamic on F−(Hr), i.e.
UF = Ur ⊗ Us. (13)
The one time step free evolution τr on B is defined as
τr(A) = U
∗
rAUr for A ∈ B, (14)
and the one time step free evolution τs is defined similarly on A using the dynamics Us. The
one time step free evolution is naturally defined by the tensor product τr ⊗ τs on the tensor
product of C∗ algebras B ⊗A; recall that dimHs <∞.
Further introducing a coupling between the two systems given by a unitary operator K
acting on F , we define the time evolution τ t on B ⊗A at t ∈ Z, as
τ t(Ar ⊗As) = U∗t(Ar ⊗As)U t for Ar ∈ B and As ∈ A, (15)
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where, for one time step,
U∗(Ar ⊗As)U = K∗(U∗rArUr ⊗ U∗sAsUs)K. (16)
In this paper, the free dynamics Ur is defined as the second quantization of the shift S on
Hr, Ur = Γ(S), with S is given by
SΨj = Ψj−1 (17)
where Ψj are the canonical basis vectors of ℓ
2(Z). On the other hand, we consider the free
dynamics in the sample to be the second quantization of an arbitrary unitary dynamics W on
Hs. More precisely, we consider the dynamics Us to be given by
Us = Γ(W ), where W : Hs →Hs is unitary. (18)
For convenience, we consider Hs to be supplemented by periodic boundary conditions so that
ed ≡ e0 and a#r+md ≡ a#r , for all m ∈ N and r ∈ {0, 1, . . . , d − 1}. The coupling between the
two systems is given by K = K0, where the unitary operators Kj , j ∈ N acting on F are
defined by
Kj = Kj(α) = exp[−iα(b∗j ⊗ aj + bj ⊗ a∗j )], (19)
where α ∈ R plays the role of a coupling constant. The action of K consists in transforming
fermions from the reservoir to fermions from the sample, and vice versa, when they both sit
on the site labeled by zero in their respective Hilbert spaces.
1.3 The initial state
The initial state of the reservoir ωΣ is a gauge-invariant quasi-free state satisfying all n,m ∈ N,
and all φ1, .., φm, ψ1, .., ψn ∈ Hr,
ωΣ(b
∗(φm)....b
∗(φ1)b(ψ1)..b(ψn)) = δnm det{(ψj ,Σφk)}. (20)
with a self-adjoint density Σ, O ≤ Σ ≤ I on Hr. Our choice of Σ is motivated by requiring
that the state ωΣ has the following properties:
[i ] The state ωΣ is invariant under the free time evolution of the reservoir τr, where
ωΣ ◦ τr = ωSΣS∗ ≡ ωΣ. (21)
This implies that [Σ, S] = 0, which means that the matrix elements of Σ can be written as
Σjk = σ(k − j), (22)
for a function σ : Z→ C. In order for Σ to be self adjoint, we require that for all k ∈ Z,
σ(k) = σ(−k) (23)
and since 0 ≤ Σ ≤ 1, we have that ‖σ‖∞ ≤ 1 and σ ∈ l2(Z).
[ii ] For the state ωΣ to have a finite density of particles, we need for all k ∈ Z
ωΣ(n
r
k) = ωΣ(b
∗
kbk) = Σkk = σ(0) > 0.
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On the other hand, the initial state of the small system is characterized by a density matrix
ρ, i.e. a positive trace one operator ρ : F−(Hs) → F−(Hs) such that the expectation of any
observable A on F−(Hs) is given by
ρ(A) = trF−(Hs)(ρA). (24)
Along with ρ, we will consider also the p-body reduced density matrix , ρ(p) on H∧ps , the matrix
elements of which are given by
〈ej1 ∧ .. ∧ ejp |ρ(p)ek1 ∧ .. ∧ ekp〉 = trF−(Hs)(ρa∗k1 ..a∗kpajp ..aj1). (25)
More precisely, we will be mainly interested in the behaviour in time of the (reduced) density
matrix on the sample, defined for all t ∈ N by
ρt(A) = (ωΣ ⊗ ρ) ◦ τ t(1l⊗A) for all observables A ∈ A and (26)
ρ
(p)
t (A) = (ωΣ ⊗ ρ(p)) ◦ τ t(1l⊗A) for all p−body observables A on H∧ps . (27)
1.4 The Flux
A natural observable in this context is the flux giving the variation in the number of particles
in the reservoir in one time step, that is formally defined as
Φr = U
∗NrU −Nr. (28)
A simple calculation shows that
Φr = sin
2(α)(1l ⊗ ns0 − nr0 ⊗ 1l) + i sin(α) cos(α)(b∗0 ⊗ a0 − b0 ⊗ a∗0). (29)
which is a bounded operator on F . Taking this as a definition of the flux, we shall consider
its dynamics in certain cases below.
1.5 General properties
We start with a few simple and general properties these operators possess, that will be used
frequently in the following. First, we recall that
Lemma 1.1. The one-body reduced density matrix, ρ(1), of a full density matrix ρ on F−(H)
satisfies 0 ≤ ρ(1) ≤ 1 as an operator on Hs.
On the other hand, clearly, [Ur, Nr] = [Us, Ns] = 0, so that [UF , N ] = 0. Similarly,
Lemma 1.2. For any j ∈ N,
[Kj , N ] = 0, so that [U,N ] = 0. (30)
Also for all l,m ∈ N s.t. l −m 6∈ dZ
[Kl,Km] = [Kl,K
∗
m] = 0 (31)
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In other words, the operators U , UF and Kj given by (12), (13) and (19) conserve the total
number of particles.
Since we are dealing with fermions, the creation/annihilation operators are bounded so
that we can actually compute Kj by the power series of the exponential, using the fact that
nrj and n
s
j are projectors:
Lemma 1.3. For any α ≥ 0, the operators given by (19) can be written as
Kj = 1l + gα(b
∗
j ⊗ aj + bj ⊗ a∗j ) + fα(nrj ⊗ 1− 1⊗ nsj)2 (32)
= 1l + gα(b
∗
j ⊗ aj + bj ⊗ a∗j ) + fα(nrj ⊗ (1− nsj) + (1− nrj)⊗ nsj), (33)
where gα = i sin(α) and fα = cos(α)− 1.
Consequently, using the periodicity in the index j in the sample, explicit computations
yield
Lemma 1.4. For all k, j ∈ {0, .., d − 1} and s ∈ N, the conjugation of the creation and
annihilation operators under the coupling are given by
K∗j+sd(1l⊗ aj)Kj+sd = cos(α)1l⊗ aj + gαbj+sd ⊗ (1− 2nsj), (34)
K∗j+sd(1l⊗ a#j )K∗j+sd = cos(α)1l ⊗ a#j − gαb#j+sd ⊗ 1l, (35)
Kj+sd(1l⊗ a#j )Kj+sd = cos(α)1l ⊗ a#j + gαb#j+sd ⊗ 1l, (36)
K∗j+sd(1l⊗ nsj)Kj+sd = cos2(α)1l ⊗ nsj + gα cos(α)(bj+sd ⊗ a∗j − b∗j+sd ⊗ aj)
+ sin2(α)nrj+sd ⊗ 1l, (37)
while for all j 6= k,
K∗k+sd(1l⊗ a#j ) = (1l⊗ a#j )Kk+sd. (38)
Remark 1.5. Similar statements are true for the conjugation of bk by Kj, thanks to the
symmetry in a# and b# of Kj.
2 Shift in the Sample
With these preliminary considerations behind us, we are in a position to address the time
evolution of observables in the sample, assuming to start with, the free dynamics of the sample
is the periodic shift: ı.e. the unitary operator W , is given by the shift Sp on ℓ
2({0, 1, .., d− 1})
defined as
Spej = ej−1, with periodic boundary condition Spe0 = ed−1. (39)
The free dynamics on the sample Us is thus given by the second quantization of the shift Sp
Us = Γ(Sp). (40)
Using the Bogoliubov transform, it is easy to see that [D]
U∗s a
#
i Us = a
#
i+1 with a
#
d := a
#
0 (41)
U∗r b
#
i Ur = b
#
i+1. (42)
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Moreover, the evolution of the coupling operator under the free dynamics defined by (13), is
given for all j ∈ Z by
U∗FKjUF = Kj+1. (43)
In order to simplify the expressions, we mainly consider times that are integer multiples
of d, the number of sites in the sample, see Remark 2.2 ii), though. This prescription allows
us to take advantage of the spatial periodicity (41) of the creation/annihilation operators. In
what follows, the limits are understood in norm convergence, and we omit symbols ⊗1l and
1l⊗ whenever the meaning is clear.
Theorem 2.1. For all k, j ∈ {0, .., d − 1}, the following is true
τmd(a∗kaj) = cos
2m(α)a∗kaj + sin
2(α)
m−1∑
r=0
m−1∑
s=0
(cos(α))2(m−1)−(r+s)(b∗k(r)bj(s))
−gα cosm(α)
m−1∑
r=0
(cos(α))m−1−raj ⊗ b∗k(r) + gα cosm(α)
m−1∑
r=0
(cos(α))m−1−rbj(r)⊗ a∗k, (44)
where b#x (y) = b
#
x+yd. For all α 6∈ {0, π}, we have
lim
m→∞
τmd(a∗kaj) = limm→∞
sin2(α)
m−1∑
r=0
m−1∑
s=0
(cos(α))2(m−1)−(r+s)(b∗k(r)bj(s)). (45)
Moreover, for all integers p ≥ 2, and all distinct {j1, · · · , jp} and all distinct {k1, · · · , kp},
if α 6∈ {0, π},
lim
m→∞
τmd(a∗k1a
∗
k2 · · · a∗kpajp · · · aj2aj1)
= lim
m→∞
sin2p(α)
m−1∑
r1,...,rp,s1,...,sp=0
(cos(α))2p(m−1)−(r1+s1+···+rp+rp)
×b∗k1(r1)bj1(s1)..b∗kp(rp)bjp(sp). (46)
Proof: To show the first statement, we first note that by (43), we have for all n ∈ N,
Un =(UFK0) · · · (UFK0)(UFK0)(UFK0) = (UFK0) · · · (UFK0)U2F (U∗FK0UF )K0
=(UFK0) · · ·U3F (U∗F 2K0U2F )K1K0 = UnFKn−1 · · ·K1K0. (47)
Thus, further making use of (41), (31) and (38) for k 6= j,
U∗mda∗kajU
md =
(
K∗kK
∗
k+d . . .K
∗
k+(m−1)da
∗
kK
∗
k+(m−1)d . . . K
∗
k+dK
∗
k
)
× (KjKj+d . . . Kj+(m−1)dajKj+(m−1)d . . . Kj+dKj). (48)
Successive applications of (36), (35), along with the fact that for all k 6= j
K#k (bj)K
#
k = bj, (49)
give
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K∗kK
∗
k+d...K
∗
k+(m−1)da
#
k K
∗
k+(m−1)d...K
∗
k+dK
∗
k = cos
m(α)a#k − gα
m−1∑
r=0
cosm−1−r(α)b#k (r), (50)
KjKj+d...Kj+(m−1)da
#
j Kj+(m−1)d...Kj+dKj = cos
m(α)a#j + gα
m−1∑
r=0
cosm−1−r(α)b#j (r). (51)
The first statement of the theorem for k 6= j then follows readily. For j = k we use
U∗md(nsj)U
md = K∗jK
∗
j+d...K
∗
j+(m−1)d(n
s
j)Kj+(m−1)d...Kj+dKj (52)
= (K∗j . . . K
∗
j+(m−1)daj
∗K∗j+(m−1)d . . . K
∗
j )(Kj . . . Kj+(m−1)dajKj+(m−1)d...Kj)
to get the required result. The second statement of the theorem is a direct consequence of the
first. Finally, note that for all p ≥ 1,
τmd(a∗k1a
∗
k2 . . . a
∗
kpajp ..aj2aj1) = (53){
τmd(a∗k1a
∗
k2
) · · · τmd(a∗kp−1a∗kp)τmd(ajpajp−1) · · · τmd(aj2aj1) p even
τmd(a∗k1a
∗
k2
) · · · τmd(a∗kp−2a∗kp−1)τmd(a∗kpajp)τmd(ajp−1ajp−2) · · · τmd(aj2aj1) p odd
where the operators τmd(a#k a
#
j ) with distinct indices are compositions of operators of the form
(50) and (51). Taking the limit m → ∞ in each of them allows to deduce the last statement
in a similar way as the second one.
Remarks 2.2. i) There is an explicit, though cumbersome, expression also for
τmd(a∗k1a
∗
k2
..a∗kpajp ..aj2aj1) for all finite m, as the proof shows.
ii) It is possible also to compute the evolution of observables at time md+r, for any 0 < r < d,
making use of the following, with the convention (41), and Lemma 1.4:
τ r(a∗kaj) = K
∗
0K
∗
1 · · ·K∗r−1a∗k+raj+rKr−1 · · ·K1K0. (54)
- If k + r < d and j + r < d, τ r(a∗kaj) = a
∗
k+raj+r.
- If k+ r ≥ d and j + r < d, τ r(a∗kaj) = K∗m(k)a∗m(k)K∗m(k)aj+r, where m(k) = (k+ r)− d < r.
- If k + r ≥ d and j + r ≥ d, τ r(a∗kaj) = K∗m(k)a∗m(k)K∗m(k)Km(j)am(j)Km(j).
iii) The evolution of observables that contain an odd number of operators a#j can also be
obtained, but we will restrict attention to p−body interactions, that are somehow more natural.
In keeping with the previous remark, we focus on initial states ρ in the sample that are
even, i.e. such that ρ(a#k1 . . . a
#
ks
) = 0 for all s odd.
Theorem 2.3. Assume that the initial density matrix on F−(Hs), ρeven is an even state, then,
the reduced density matrix on F−(Hs) at time md, denoted by ρevenm , is an even state, for all
m ≥ 1.
Proof: The statement is a consequence of Thm 2.1 and of the fact that ωΣ is even, being
quasifree. Indeed, for s odd,
ρevenm (a
#
j1
a#j2 · · · a
#
js
) = (ωΣ ⊗ ρeven) ◦ τmd(a#j1a
#
j2
· · · a#js), (55)
where τmd(a#j1a
#
j2
· · · a#js) is a linear combination of products of an odd number of a# and b#.
The action of ωΣ ⊗ ρeven on such products thus yields zero.
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Let us introduce for all s ∈ Z, the d× d matrix σ(s) whose entries are
σ
(s)
j,k = Σk+sd,j = σ(k − j + sd), (56)
and which will play an important role below.
Theorem 2.4. The one-body reduced density matrix on F−(Hs) at time md is given for any
initial density matrix on the sample by
ρ(1)m = cos
2m(α)ρ(1) + (1− cos2m(α))σ(0) +
m−1∑
u=1
(cosu(α)− cos2m−u)(σ(u) + σ(−u)), (57)
and satisfies the evolution equation
ρ(1)(m+ 1) = cos2(α)ρ(1)m + sin
2(α)B(m) (58)
where
B(m) = σ(0) +
m∑
u=1
cosu(α)(σ(u) + σ(−u)). (59)
For all α /∈ {0, π},
ρ(1)∞ = limm→∞
B(m). (60)
Remark 2.5. As is true for all one-body reduced density matrices, O ≤ ρ(1)∞ ≤ I.
Proof: Taking the expectation of (44) with respect to the quasi- free state ωΣ yields for
m ≥ 1
ωΣ(τ
md(a∗kaj)) = cos
2m(α)a∗kaj+sin
2(α)
m−1∑
r=0
m−1∑
s=0
(cos(α))2(m−1)−(r+s)σ(k−j+(r−s)d). (61)
In case cos(α) = 0, this yields ωΣ(τ
md(a∗kaj)) = σ(k−j). If cos(α) 6= 0, the change of variables
u = s− r show that
m−1∑
r=0
m−1∑
s=0
cos−(r+s)(α)σ(k − j + (r − s)d) =
m−1∑
u=0
cos−u(α)σ(k − j − ud)
m−1−u∑
r=0
cos−2r(α)
+
−1∑
u=−(m−1)
cos−u(α)σ(k − j − ud)
m−1∑
r=−u
cos−2r(α). (62)
Inserting this in the expectation, we get in all cases
ωΣ(τ
md(a∗kaj)) = cos
2m(α)a∗kaj + (1− cos2m(α))σ(k − j)
+
m−1∑
u=1
(cosu(α)− cos2m−u(α))(σ(k − j − ud) + σ(k − j + ud)). (63)
This along with definitions (25) and (56) give the first assertion of the theorem. The other two
assertions are straightforward consequences, using that supu∈Z ‖σ(u)‖ < ∞ for the existence
of the limit.
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The evolution of the two-body reduced density matrices can also be characterized, as well
as the asymptotic evolution of all p-body matrices:
Theorem 2.6. The two-body reduced density matrix at time md is given for any initial density
matrix on the sample by
ρ(2)m = cos
4m(α)ρ(2) + 2 sin2(α) cos2m(α)P(2)A
(
ρ(1) ⊗
m−1∑
r,s=0
(cos(α)2(m−1)−(r+s)σ(r−s)
)
P(2)A
+ sin4(α)P(2)A
( m−1∑
r,s=0
(cos(α)2(m−1)−(r+s)σ(r−s) ⊗
m−1∑
r,s=0
(cos(α)2(m−1)−(r+s)σ(r−s)
)
P(2)A ,
(64)
where P(2)A is the projection of Hs ⊗Hs into Hs ∧Hs.
The two-body reduced density matrix satisfies the evolution equation
ρ(2)(m+ 1) = cos4(α)ρ(2)m + sin
2(α)P(2)A
{
cos2(α)
(
B(m)⊗ ρ(1)m
+ ρ(1)m ⊗B(m)
)
+ sin2(α)B(m) ⊗B(m)}P(2)A . (65)
For all α /∈ {0, π} and all 1 ≤ p ≤ d, the p-body reduced density matrix acting on H∧p is
ρ(p)∞ = P(p)A ρ(1)∞ ⊗ · · · ⊗ ρ(1)∞ P(p)A . (66)
Remark 2.7. The reduced asymptotic p-body density operator ρ(p) on H∧ps , such that
ρ(p) = P(p)A (ρ(1) ⊗ ..⊗ ρ(1))P(p)A is a quasi-free state with symbol ρ(1) such that ‖ρ(p)‖ ≤ 1.
Proof: For all k1 6= k2 and j1 6= j2, we have
τmd(a∗k1a
∗
k2aj2aj1) =
(
U∗md(a∗k1a
∗
k2)U
md
)(
U∗md(aj2aj1)U
md
)
. (67)
Using (50), (51), and taking the expectation with respect to the quasi-free state ωΣ, we get
ωΣ
(
τmd(a∗k1a
∗
k2aj2aj1)
)
= cos4m(α)a∗k1a
∗
k2aj2aj1 (68)
− cos2m(α)a∗k1aj2 sin2(α)
m−1∑
r,s=0
cos(α)2(m−1)−(r+s)σ
(r−s)
j1,k2,
+ cos2m(α)a∗k1aj1 sin
2(α)
m−1∑
r,s=0
cos(α)2(m−1)−(r+s)σ
(r−s)
j2,k2
+ cos2m(α)a∗k2aj2 sin
2(α)
m−1∑
r,s=0
cos(α)2(m−1)−(r+s)σ
(r−s)
j1,k1
− cos2m(α)a∗k2aj1 sin2(α)
m−1∑
r,s=0
cos(α)2(m−1)−(r+s)σ
(r−s)
j2,k1
+ sin4(α)
m−1∑
r1,s1,r2,s2=0
cos(α)4(m−1)−(r1+s1+r2+s2)
(
σ
(r1−s1)
j1,k1
σ
(r2−s2)
j2,k2
− σ(r1−s2)j1,k2 σ
(r2−s1)
j2,k1
)
,
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with the definition (56) of σ(u) on Hs.
Using the definition (2) of the projection P(2)A , one sees that for operators A,B on Hs
P(2)A (A⊗B)P(2)A = P(2)A (B ⊗A)P(2)A =
1
2
C, (69)
where the operator C on Hs ∧Hs, is defined through its matrix elements
Cj1j2k1k2 = Aj1k1Bj2k2 −Aj2k1Bj1k2 +Aj2k2Bj1k1 −Aj1k2Bj2k1 . (70)
Hence, upon relabelling, the last term of (68) reads
sin4(α)P(2)A (
m−1∑
r,s=0
cos2(m−1)−(r+s)(α)σ(r−s) ⊗
m−1∑
r,s=0
cos2(m−1)−(r+s)(α)σ(r−s))P(2)A . (71)
Taking expectation with respect to the initial density in the sample, making use of definition
(25), of (69) again for the other sums in (68), eventually yields (64). The evolution equation
(65) is a straightforward consequence of that.
In order to compute the long time limit of the p-body reduced density matrix, we use the
properties of ωΣ to rewrite (46) in terms of the operators σ
(u):
lim
m→∞
ωΣ ⊗ ρ(τmd(a∗k1a∗k2 · · · a∗kpajp · · · aj2aj1)) (72)
= lim
m→∞
sin2p(α)
m−1∑
r1,..,rp,s1,..,sp=0
cos(α)2p(m−1)−(r1+s1+···+rp+sp)
∑
pi∈Sp
ǫpiσ
(rpi(1)−s1)
j1,kpi(1)
...σ
(rpi(p)−sp)
jp,kpi(p)
= lim
m→∞
∑
pi∈Sp
ǫpi sin
2p(α)
m−1∑
r1,..,rp,s1,..,sp=0
cos(α)2p(m−1)−(r1+s1+···+rp+sp)σ
(r1−s1)
j1,kpi(1)
...σ
(rp−sp)
jp,kpi(p)
= 〈ej1 ∧ · · · ∧ ejp |P(p)A ρ(1)∞ ⊗ · · · ⊗ ρ(1)∞ P(p)A |ek1 ∧ · · · ∧ ekp〉.
Here we used (60) and the fact that
B(m) = sin2(α)
m∑
r,s=0
cos(α)2m−(r+s)σ(r−s) (73)
+ cosm+1(α)
(
σ(0) cosm+1(α) +
m∑
u=1
(σ(u) + σ(−u)) cosm+1−u(α)
)
,
which follows from (61) and (63).
As a direct application of the previous general results, the following corollary, gives the long
time limit of the expectation of the occupation number and the correlations in the sample.
Corollary 2.8. For all α /∈ {0, π} and all j ∈ {0, .., d − 1}, the asymptotic expectation of the
number operator in the sample at site j, nsj, is constant and given by
〈nsj〉ρ∞ = limm→∞ωΣ ⊗ ρ(τ
md(nsj)) = σ(0) +
∞∑
u=1
2ℜ(σ(ud)) cosu(α) = 〈e0|ρ(1)∞ e0〉. (74)
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The asymptotic expectation of correlations at sites j 6= k ∈ {0, .., d − 1} is given by
〈nsjnsk〉ρ∞ = limm→∞ωΣ ⊗ ρ(τ
md(nsjn
s
k)) = 〈e0|ρ(1)∞ e0〉2 − |〈e0|ρ(1)∞ ek−j〉|2. (75)
Remark 2.9. We also deduce that limd→∞〈N s〉ρ∞/d = σ(0), where N s =
∑d
j=0 n
s
j is the total
number of particles in the sample. Hence the asymptotic expectation of the particle density
in the sample coincides with σ(0), the particle density in the reservoir, in the limit of large
samples.
Quasifree density matrices can be completely described by the set of all reduced p-body
density matrices, see e.g. [DFP]. Hence Theorem 2.6 will allow us to compute explicitly ρ(∞)
in case the initial state in the sample is even. We use the notation
ρ
(1)
∞
1l− ρ(1)∞
= ρ
(1)
∞ (1l− ρ(1)∞ )−1.
Theorem 2.10. Assume that the initial density matrix on F−(Hs), ρeven, is an even state
and that | cos(α)| < 1. Then ρeven∞ is a gauge invariant quasi-free state given on
Hs ⊕H∧2s ⊕ ...⊕H∧ds by
ρeven∞ = det(1l− ρ(1)∞ )× (76)
×
[
1l⊕ ρ
(1)
∞
1l− ρ(1)∞
⊕
(
ρ
(1)
∞
1l− ρ(1)∞
∧ ρ
(1)
∞
1l− ρ(1)∞
)
⊕ · · · ⊕ det
(
ρ
(1)
∞
1l− ρ(1)∞
)]
= det(1l− ρ(1)∞ ) exp
{
dΓ ln
(
ρ
(1)
∞
1l− ρ(1)∞
)}
.
Remarks 2.11. i) The last formula shows that ρeven∞ is a maximizer of S(ρ) = −trF−(ρ ln ρ)
under the constraint
〈
dΓ ln
(
ρ
(1)
∞
1l− ρ(1)∞
)〉
ρ
fixed.
ii) The statement requires first O < ρ
(1)
∞ < I, and is then shown to hold by continuity as well
if ρ
(1)
∞ has non trivial kernel, or equals a projector, see [DFP] for details.
Proof: We first show that ρeven∞ has a block diagonal representation with respect to the
subspaces H∧p, 0 ≤ p ≤ d. Note that for any s ≥ 1,
τmd(a∗k1 ..a
∗
kraj1 ..ajral1 ..als) = τ
md(a∗k1 ..a
∗
kraj1 ..ajr)τ
md(al1 ..als). (77)
If s even, it is easy to see that
τmd(al1 ..als) = (78)(
K∗l1 ..K
∗
l1+mdal1K
∗
l1+md..K
∗
l1
)(
Kl2 ..Kl2+mdal2Kl2+md..Kl1
)
....
(
Kls ..Kl1+mdalsKls+md..Kls
)
.
Using (51) and (50) along with theorem 2.1 and the fact that ωΣ is gauge invariant quasi-
free, proves that
lim
m→∞
ωΣ ⊗ ρeven(τmd(a∗k1 ..a∗kraj1 ..ajral1 ..als)) = 0. (79)
For s odd, Theorem 2.3 directly implies (79). Thus, ρeven∞ is completely characterized by its
restrictions to H∧p, which are given by P(p)A ρ(1)∞ ⊗ · · · ⊗ ρ(1)∞ P(p)A , see Theorem 2.6. From there
on, the explicit form of ρeven∞ follows from [DFP] lemma 3; see also [D].
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3 Repeated Interaction System Case
In the special case Σ = σ1lHr , with σ ≥ 0 more can be deduced, since the function σ(k) take
a simpler form with σ(k) = σδ0,k. Moreover, since this case corresponds to suppressing all
correlations between the particles of the reservoir, the dynamics experienced by the particles
in the sample corresponds to that of a repeated interaction system; the state of the particle in
the reservoir the sample interacts with is always the same, irrespective of the time step, and
after the interaction, it cannot influence the dynamics of the sample anymore. This defines a
repeated interaction system, see e.g. the review [BJM], that we study in this and the following
sections. In this section we still consider the exactly solvable case where the free dynamics in
the sample is given by the shift Sp, while in the next section we deal with the general case of
an arbitrary free dynamics in the sample. From a technical perspective, when Σ = σ1lHr , the
gauge invariant state ω := ωσ1lHr satisfies ω(b
∗
jbk) = δjkσ, which we will use repeatedly.
Specializing to Σ = σ1lHr , we can complement the results of theorems 2.4 and 2.6 as follows:
Proposition 3.1. For Σ = σ1l, the p-body reduced density matrices at time md take the forms
ρ(p)m =
∑
0≤k≤p
(
p
k
)
(1− cos2m(α))p−k cos2mk(α)P(p)A
(
ρ(k) ⊗ σ1lHs ⊗ ...⊗ σ1lHs
)P(p)A , (80)
for all p ∈ {1, . . . , d}, where ρ is the initial density matrix on the sample.
Proof: We need to compute for {k1 < k2 < · · · < kp} and {j1 < j2 < . . . jp},
〈ek1 ∧ ek2 ∧ · · · ∧ ekp |ρ(p)m ej1 ∧ ej2 ∧ · · · ∧ ejp〉 = ω(τmd(a∗k1a∗k2 . . . a∗kpajp . . . aj2aj1)). (81)
Using (53), (50) and (51) again to express τmd(a∗k1a
∗
k2
. . . a∗kpajp . . . aj2aj1), we can identity the
conditions on the terms in the expanded product that do not vanish after taking expectation
with respect to ω: Each creation operator b∗ks(r) stemming form a
∗
ks
must be paired with an
annihilation operator bjs′ (r
′) stemming ajs′ , with ks = js′ , and r = r
′.
We say that the indices ks and js′ can be paired in this case. If ks and js′ can be paired
and ks˜ and js˜′ can be paired, then s < s˜ and s
′ < s˜′, due to the ordering of the ks’s and
j′s’s. Hence, there is a unique way to pair indices. Moreover, a term involving u pairs of the
previous form yields a factor σu after expectation with respect to ω.
Therefore, the contribution from the pairing of indices ks and js′ stemming from a
∗
ks
and
ajs′ , further taking into account the respective factors (−1)sgα and (−1)s
′+1gα, yields a factor
(−1)s+s′ sin2(α)1− cos
2m(α)
1− cos2(α) σ = (−1)
s+s′(1− cos2m(α))σ. (82)
In turn, if {k1 < k2 < · · · < kp} and {j1 < j2 < . . . jp} contain u pairings of indices, i.e.
1 ≤ s1 < s2 < · · · < su ≤ p and 1 ≤ s′1 < s′2 < · · · < s′u ≤ p such that ksω = js′ω , ω = 1, . . . , u,
the corresponding contribution after expectation with respect to ω equals
(−1)
∑u
ω=1(sω+s
′
ω)(1− cos2m(α))uσu. (83)
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The contribution from the remaining terms that contain a∗ and a’s is simply
cos2m(p−u) ρ(a∗ksu+1
a∗ksu+2
. . . a∗kspajs′p
. . . ajs′
u+2
ajs′
u+1
), (84)
where 1 ≤ su+1 < su+2 < · · · < sp ≤ p and 1 ≤ s′u+1 < s′u+2 < · · · < s′p ≤ p are the set
of indices that have no match for pairing, i.e. such that {ksω}ω=u+1...p and {js′ω}ω=u+1...p are
distinct. Note that this contribution is proportional to a matrix element of ρ(p−u).
Let us compute the following matrix element, where the identity appears u times, and
where ρ(p−u) is viewed as a matrix acting on (the antisymmetric subspace of) H⊗(p−u),
〈ek1 ∧ ek2 ∧ · · · ∧ ekp |P(p)A 1l⊗ 1l⊗ · · · ⊗ 1l⊗ ρ(p−u)P(p)A ej1 ∧ ej2 ∧ · · · ∧ ejp〉 = (85)∑
pi,pi′∈Sp
ǫpiǫpi′
p!
〈ekpi(1) ⊗ ekpi(2) ⊗ · · · ⊗ ekpi(p) |1l⊗ · · · ⊗ 1l⊗ ρ(p−u)ejpi′(1) ⊗ ejpi′(2) ⊗ · · · ⊗ ejpi′(p)〉 =
∑
pi,pi′∈Sp
ǫpiǫpi′
p!
δkpi(1),jpi′(1) . . . δkpi(u),jpi′(u)〈ekpi(u+1) ⊗ · · · ⊗ ekpi(p) |ρ(p−u)ejpi′(u+1) ⊗ · · · ⊗ ejpi′(p)〉.
Introducing the permutations θ and θ′ by θ(ω) = sω and θ
′(ω) = s′ω, so that θ ◦ π(ω) = spi(ω)
and similarly for primed quantities, the above can be rewritten as∑
pi,pi′∈Sp
ǫθ◦piǫθ′◦pi′
p!
δkspi(1) ,js′
pi′(1)
. . . δkspi(u) ,js′
pi′(u)
〈ekspi(u+1) ⊗ · · · ⊗ ekspi(p) |ρ
(p−u)ejs′
pi′(u+1)
⊗ · · · ⊗ ejs′
pi′(p)
〉.
(86)
Now, by construction, the summand is possibly non zero only if spi(ω) = s
′
pi′(ω), i.e. only
if π(ω) = π′(ω), for 1 ≤ ω ≤ u. Hence the summation can be reduced to permutations π
which consist in concatenations of the form π = πI × πD, where πI ∈ Su and πD ∈ Sp−u are
permutations on {1, 2, . . . , u}, respectively on {u + 1, u + 2, . . . , p}. Similarly, π′ = π′I × π′D,
with the constraint πI = π
′
I . Hence, noting that ǫpiI×piD = ǫpiI ǫpiD , (86) reads
ǫθǫθ′
u!(p− u)!
p!
∑
piD,pi
′
D
∈Sp−u
ǫpiDǫpi′D
(p− u)!〈ekspiD (u+1) ⊗ · · · ⊗ ekspiD(p) |ρ
(p−u)ejs′
pi′
D
(u+1)
⊗ · · · ⊗ ejs′
pi′
D
(p)
〉 =
ǫθǫθ′
u!(p − u)!
p!
〈eksu+1 ∧ eksu+2 ∧ · · · ∧ eksp |ρ(p−u)ejs′u+1 ∧ ejs′u+2 ∧ · · · ∧ ejs′p 〉. (87)
Using the defintions of θ and θ′, one easily sees that ǫθǫθ′ = (−1)
∑u
ω=1(sω+s
′
ω). Thus, we get
that the matrix elements of ρ
(p)
m between vectors that contain u pairings of indices, coincide
with the summand in (80) with k = p− u. Taking into account all possible pairings yields the
result.
Consequently, the expectation of the number operator and the correlation at any time is
given by the following lemma
Lemma 3.2. For Σ = σ1lHr and j, r ∈ {0, .., d − 1}, the time evolution of the number nsj as
operators on F−(Hs) is given by
ω(τmd+r(nsj)) =
{
cos2m(α)nsj+r +
(
1− cos2m(α))σ, if j + r ≤ d− 1
cos2(m+1)(α)nsk +
(
1− cos2(m+1)(α))σ if j + r > d− 1, (88)
with k = j + r − d
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Proof: This is a direct consequence of Remark 2.2 and equation (63) along with the fact
that the function σ(k) = σδ0,k.
This allows us to compute explicitly the full statistics of the number of particles in the
sample for all times, when the sample is initially in the vacuum state:
Corollary 3.3. If ρ = |Ω〉〈Ω|, the probability of finding p particles in the sample at time md,
is given by
Pm(Ns = p) =
(
d
p
)[
(1− cos2m(α))σ]p[1− (1− cos2m(α))σ]d−p, (89)
i.e. the number of particles in the sample at time md is given by a binomial distribution
B(d, (1− cos2m(α))σ).
Proof: Let P sp on F−(Hs) be the projector on the eigenspace associated to the eigenvalue
p of Ns, spanned by {a∗k1a∗k2 · · · a∗kpΩ}k1<k2<···<kp . Using the identities |Ω〉〈Ω| = Πd−1j=0aja∗j =
Πd−1j=0(1lHs − nsj), and a∗k(1lHs − nsk)ak = nsk, we have
P sp =
∑
k1<k2<..<kp
nsk1 ...n
s
kpΠj /∈{k1,..,kp}(1lHs − nsj). (90)
Hence, the probability of finding exactly p particles in the sample at time md, is given by
Pm(Ns = p) =
∑
k1<k2<..<kp
ω ⊗ |Ω〉〈Ω|
(
τmd
(
nsk1 ...n
s
kpΠj /∈{k1,..,kp}(1ls − nsj)
))
. (91)
The evolution of products of number operators is addressed as in the proof of Theorem 2.1:
τmd
(
nsk1 ...n
s
kpΠj /∈{k1,..,kp}(1ls − nsj)
)
= τmd(nsk1)...τ
md(nskp)Πj /∈{k1,..,kp}τ
md(1ls − nsj), (92)
using (52), (50) and (51). The expectation of such products with respect to ω for Σ = σ1lHr
shows that all products that involve a single operator b# vanish, and we use Lemma 3.2 for
the other terms. More precisely, the time evolution of correlations for distinct set A,B and all
i ∈ A ⊂ {0, .., d − 1}, j ∈ B ⊂ {0, .., d − 1} is given by
ω(τmd(Πi∈An
s
iΠj∈B(1lHs − nsj))) = Πi∈A
[
cos2m(α)nsi + (1− cos2m(α))σ
]
×Πj∈B
[
cos2m(α)(1l − nsj) + (1− cos2m(α))(1 − σ)
]
. (93)
Combining this with the definition of Pm(Ns = s) gives the result.
The long time limit of expectations in the sample, for arbitrary initial density matrix, are
given in the next proposition.
Proposition 3.4. For Σ = σ1lHr and | cos(α)| < 1, the following is true, for any initial
condition ρ:
i) The asymptotic p-body reduced density matrices are given for all p ∈ {1, . . . , d} by
ρ(p)∞ = σ
p1lH∧p . (94)
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ii) The asymptotic reduced density matrix on F−(Hs) is given by
ρ∞ =
e−µNs
Z(µ)
, (95)
where Ns is the number operator in the sample, and µ = ln
1−σ
σ and Z(µ) = (1− σ)−d.
iii) The total number of particles in the sample at time md is given by a binomial distri-
bution B(d, σ).
Remark 3.5. It is worth noting that in this special case, the long time limit reduced density
matrix is independent of the coupling parameter α.
Proof: The first statement is a direct consequence of (80). To prove the second statement,
we start by showing that ρ∞ is diagonal in the basis {a∗k1 · · · a∗krΩ}
r=0,1,...,d−1
k1<k2<···<kr
: For distinct
j1, .., js, s even and all m ∈ N, using (the obvious generalization of) (78), (50), (51), and (20)
with Σ = σ1lHr ,
ρ∞(a
#
j1
a#j2 ...a
#
js
) = lim
m→∞
ω ⊗ ρ(τmd(a#j1a#j2 ...a#js)) = limm→∞ cosms ρ(a#j1a#j2 ...a#js) = 0. (96)
To show that the same is true for s odd, we note that for all j ∈ {0, .., d − 1} and m ∈ N
ω
(
τmd(a#j )
)
= cosm(α)ω
(
a#j Πk∈PK
2
k
)
, (97)
where P ⊂ {0, ..,md − 1}\{j, j + d, .., j +md}, using Lemma 1.4 repeatedly and Σ = σ1lHr .
Now, for any s odd, it is enough to look at ρ(∞)(a∗j1 ..a∗jralr ..alra
#
k ),
ω ⊗ ρ(τmd(a∗j1 ..a∗jralr ..alra#k )) = ω ⊗ ρ(τmd(a∗j1 ..a∗jralr ..alr)τmd(a#k )). (98)
Since |ω ⊗ ρ(B∗A)|2 ≤ (ω ⊗ ρ(B∗B)(ω ⊗ ρ(A∗A)), combining equations (97), (98) and taking
the limit as m → ∞ implies ρ∞ is even. Using the expression of the basis vectors, as in the
proof of Corollary 3.3, completes the proof that ρ∞ is diagonal. Then, the proof of theorem
2.10 applies with (94) giving the required result.
Finally, the third statement is a direct consequence of Corollary 3.3, since the initial con-
dition plays no role.
3.1 Dynamics of the Flux
The following proposition gives the time evolution of Φr, whose definition (29) we recall
Φr = sin
2(α)(1l ⊗ ns0 − nr0 ⊗ 1l) + i sin(α) cos(α)(b∗0 ⊗ a0 − b0 ⊗ a∗0), (99)
in the context of repeated interactions under consideration.
Proposition 3.6. For Σ = σ1lHr , and for all t = md+ u, m ∈ N, u ∈ {0, . . . , d− 1} we have
ω(τ t(Φr)) = sin
2(α) cos2m(α)(nsu − σ). (100)
Moreover for t = md,
t−1∑
j=0
ω
(
τ j(Φr)
)
= (Ns − σd)(1− cos2m(α)) = −ω
(
τ t(Ns)
)
+Ns. (101)
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Remarks 3.7. i) In particular, an application of Lemma 3.2 yields for any initial state ρ
ω ⊗ ρ(τ t(Φr)) = sin2(α) cos2m(α)(ρ(nsu) − σ), which can have either sign. If | cos(α)| < 1,
limt→∞ ω
(
τ t(Φr)
)→ 0, a manifestation of thermalization.
ii) For | cos(α)| < 1,
lim
m→∞
md−1∑
j=0
ω
(
τ j(Φr)
)
= (Ns − σd), and lim
m→∞
ω
(
τmd(Ns)
)
= σd, (102)
showing that, asymptotically, the total number of particles having entered the reservoir equals
the difference of the initial number of particles in the reservoir with its asymptotic value σd,
in keeping with the particle density in the reservoir.
Proof: For all t ∈ N, Σ = σ1lHr implies the contribution of the evolution of the cross terms
Φr vanish; moreover the evolution of n
r
0 is simply n
r
t , hence
ω(τ t(Φr)) = sin
2(α)ω
(
τ t(ns0)− nrt
)
= sin2(α)
(
ω
(
τ t(ns0)
)− σ). (103)
Then, for t− 1 = (m− 1)d + u, m ∈ N, u ∈ {0, . . . , d− 1}, using Lemma 3.2, we compute
t−1∑
j=0
ω
(
τ j(Φr)
)
= (1− cos2(m−1)(α))(Ns − σd) + sin2(α) cos2(m−1)(α)((ns0 + · · ·+ nsu)− σ(u+ 1)).
(104)
Specializing to t = md with u = d− 1, we get the first equality of (101). On the other hand,
ω(τmd(Ns)) = (Ns − σd)(cos2m(α) − 1) +Ns, (105)
which gives the second part of (101).
4 General Dynamics in the Sample
In this section we still work in the framework of repeated interaction systems characterized by
Σ = σ1lHr . However, we return to the general case of arbitrary free dynamics on the sample
given by (18), so that UF = Γ(S)⊗ Γ(W ), see (13), and again K = K0 is given by (19). This
means that the one particle one time step evolution in the sample is determined by the unitary
operator W on Hs.
The main results of this section say that under natural assumptions stating that the one-
body dynamics W is mixing enough, which we express in terms of a spectral hypothesis, the
long time asymptotics of the reduced one- and two-body density matrices in the sample exist
and are independent of the the sample dynamics and of the coupling strength. Moreover, they
are given by σ1lHs and σ
21lH∧2s respectively.
We start by some basic properties of the free dynamics in the sample Γ(W ) ≡ 1l ⊗ Γ(W ).
In order to simplify the notation, we introduce the vectors and matrix
a# =
(
a#0 a
#
1 · · · a#d−1
)T
and a∗aT = (a∗kaj)j,k∈{0,1,...,d−1}. (106)
Using Bogoliubov transform, one has
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Lemma 4.1. Let (W )j,k be the matrix representation of the operator W in the canonical basis
{e0, · · · , ed−1} of Hs. Then, component-wise,
Γ(W )∗aΓ(W ) =Wa, Γ(W )∗a∗Γ(W ) =Wa∗. (107)
Proof: Using the definition of Γ(W ) and the linearity of creation operators, we get
Γ(W )∗a∗kΓ(W ) = a
∗(W ∗ek) =
d−1∑
j=0
W kja
∗
j , (108)
using W ∗ek =
∑d−1
j=0 W
∗
jkej .
We now determine the corresponding one-body density matrix for all times.
Theorem 4.2. Let Σ = σ1l and t ∈ N. There exist d×d matrices M,B such that the one-body
reduced density matrix ρ
(1)
t at time t, with initial condition ρ
(1), is given by
ρ
(1)
t = M
tρ(1)M∗t +
t−1∑
r=0
M
r
BM
∗r. (109)
Equivalently, for all t ∈ N
ρ
(1)
t+1 = Mρ
(1)
t M
∗ + B, ρ
(1)
0 = ρ
(1). (110)
The matrices M and B are defined as
M =WK, with K = 1l + fα|e0〉〈e0|, and fα = cos(α) − 1, (111)
B =WEW ∗, with E = σ sin2(α)|e0〉〈e0|. (112)
Remarks 4.3. i) K = K∗ is diagonal. Also, in case ρ(1)0 = 0, B = ρ(1)1 ≥ 0.
ii) The matrix M is of norm one, with singular values {cos2(α), 1} = σ(K2).
iii) In case W is perturbation of Sp, since σ(SpK) = {e2ipik/d cos(α)1/d}k=0,1,...,d−1, then M has
all its eigenvalue within the unit circle if α /∈ {0, π} and W − Sp is small enough.
iv) If α ∈ {0, π}, M is unitary and B = 0.
v) Setting W = Sp and t = md, m ∈ N, a straightforward computation shows that we recover
Theorem 2.4 for Σ = σ1lHr .
Proof: Let us compute the evolution of a∗kaj under UW = UFK0. Using [Γ(S), a
#
k ] = 0
Lemma 4.1 and Lemma 1.4, we get
U∗W a
∗
kajUW = K
∗
0Γ(W )
∗a∗kajΓ(W )K0 =
∑
r,s
W krWjsK
∗
0a
∗
rasK0, (113)
where
K∗0a
#
r a
#
s K0 =


a#r a
#
s if 0 /∈ {r, s}
(cos(α)a#0 − i sin(α)b#0 )a#s if s 6= 0 = r
a#r (cos(α)a
#
0 + i sin(α)b
#
0 ) if r 6= 0 = s
cos2(α)a#0 a
#
0 + sin
2(α)b#0 b
#
0 + i sin(α) cos(α)(b
#
0 a
#
0 − b#0 a#0 ) if r = s = 0.
(114)
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Now that we have an expression for U∗W a
∗
kajUW , let us see how to get hold of an arbitrary
number of evolution steps. Using that for all k ∈ N, [Γ(W ), b#k ] = 0, and K0b#k = b#k K∗0 , k 6= 0,
we compute,
U∗W b
∗
kbk′UW = K
∗
0b
∗
k+1bk′+1K0 = b
∗
k+1bk′+1, ∀k, k′ ∈ N (115)
U∗W b
#
k asUW = b
#
k+1K0Γ(W )
∗asΓ(W )K0 = b
#
k+1
∑
r
WsrK0arK0, (116)
where
K0a
#
r K0 =
{
a#r if r 6= 0
cos(α)a#0 + i sin(α)b
#
0 if r = 0.
(117)
Observe that taking the expectation of U∗Wa
∗
kajUW with respect to ω with Σ = σ1lHr , makes
the linear contributions in b#0 vanish and replaces b
∗
0b0 by σ. Further exploiting the relations
above and their adjoints, and the form of ω, one sees that those linear terms in b#0 , when
further evolved up to time t yield a term b#t−1 that cannot be paired with another b
# of same
index and thus vanishes after expectation with respect to ω. Similarly, the arbitrary evolution
of b∗0b0 still gives rise to σ after expectation with respect to ω. Thus, it follows by induction
that we can discard the linear terms in b#0 and replace b
∗
0b0 by its expectation, the scalar σ in
(113) and (114) to get the evolution equation of ω(U∗tW a
∗
kajU
t
W ) ≡ ω(U∗tWa∗aTU tW ))kj . Using
the definitions (111) and (112) we have obtained
ω(U∗Wa
∗
kajUW ) =
∑
r,s
(WK)kra∗ras(WK)js + σ sin2(α)W k0W T0j, (118)
which, since K = K = K∗, takes the matrix form writes
ω(U∗Wa
∗a
TUW ) =WK a∗aT (WK)T +WEW T , (119)
where,
WEW T = BT and WK = M. (120)
As noted above, we can now iterate this relation to get for any t ∈ N
ω(U∗tWa
∗a
TU tW ) = (M)
t a∗a
T (M)∗t +
t−1∑
r=0
(M)rBT (M)∗r. (121)
In turn, we deduce the time evolution of (the transpose of) ρ
(1)
t , for any t ∈ N, by applying ρ
to the above identity, which ends the proof.
In order to simplify the notation, let M be the contraction on the space of complex d× d
matrices, defined as
M : Md(C)→Md(C), M(A) = MAM∗. (122)
Using this notation, the results of Theorem 4.2, can be rewritten for t ∈ N as
ρ
(1)
t =Mt(ρ(1)) +
t−1∑
r=0
Mr(B) and ρ(1)t+1 =Mt(ρ(1)t ) + B. (123)
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Corollary 4.4. Assume σ(M) ∩ S = ∅. Then, for all t ∈ N
ρ
(1)
t =Mt
(
ρ(1) − (1l−M)−1(B))+ (1l−M)−1(B). (124)
Moreover,
lim
t→∞
ρ
(1)
t = (1l−M)−1(B) = σ1l. (125)
Note the easily proven
Lemma 4.5. For the contractions M and M we have
σ(M) ∩ S = ∅ ⇔ σ(M) ∩ S = ∅. (126)
Remarks 4.6. i) The asymptotic one-body density matrix ρ
(1)
∞ = σ1l is independent of both α
and the dynamics W , as long as the spectral condition holds.
ii) The spectral assumption does not hold if | cos(α)| = 1, or if W prevents some sites to be
visited.
iii) If W − Sp is small enough, the corollary holds, when α /∈ {0, π}.
iv) If the spectral assumption doesn’t hold, the limit may exist but it depends on the initial state
in general: Consider W = 1lHs , so that there is no dynamics in the sample, and α /∈ {0, π}.
Then M = K has spectrum {1, cos(α)} and B = E. We easily compute
t−1∑
r=0
KrEK = σ(1 − cos2t(α))|e0〉〈e0| → σ|e0〉〈e0| as t→∞. (127)
Similarly, limt→∞Ktρ(1)Kt = P⊥0 ρ(1)P⊥0 , where P⊥0 = 1l− |e0〉〈e0|, so that
lim
t→∞
ρ(1) = σ|e0〉〈e0|+ P⊥0 ρ(1)P⊥0 . (128)
Proof: [of Corollary 4.4] First we note that our assumptions implies (1l −Mt) is invertible
for any t ∈ N, so that
t−1∑
r=0
Mr = (1l−Mt)(1l −M)−1. (129)
This combined with (123) gives the first assertion. The spectral assumption with a Jordan
form argument allow us to take the limit t→∞ to get
ρ(1)∞ = (1l−M)−1(B). (130)
This identity is equivalent to
ρ(1)∞ = Mρ
(1)
∞ M
∗ + B. (131)
Thus proving (125) amounts to proving that
1l = MM∗ +
1
σ
B. (132)
Using the definitions (111), (112) together with the fact that W is unitary, this is equivalent
to proving
1l = K2 + 1
σ
E , (133)
which is easily seen to hold true using the definitions of K and E .
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Let us now turn to the dynamics of the 2-body reduced density matrix for an arbitrary
dynamics in the sample, which contains informations on correlations. The same strategy as
that applied to prove Theorem 4.2 allows to show the following
Theorem 4.7. Let Σ = σ1l and t ∈ N. There exist d × d matrices M,N,B such that ρ(2)t the
two-body reduced density matrix at time t, with initial condition ρ(2), is determined by
ρ
(2)
t+1 = P(2)A M⊗2P(2)A ρ(2)t P(2)A M∗⊗2P(2)A + 2P(2)A B⊗ (Nρ(1)t N∗)P(2)A , (134)
or equivalently for t ≥ 1 by
ρ
(2)
t =(P(2)A M⊗2P(2)A )tρ(2)0 (P(2)A M∗⊗2P(2)A )t
+
t−1∑
r=0
2(P(2)A M⊗2P(2)A )
rP(2)A B⊗ (Nρ(1)t−1−rN∗)P(2)A (P(2)A M∗⊗2P(2)A )
r
, (135)
with ρ
(1)
t the one-body density matrix, M and B as in Theorem 4.2, and N = WP
⊥, where
P⊥ = 1l− |e0〉〈e0|.
Remark 4.8. Again, setting W = Sp and t = md, m ∈ N, we recover Theorem 2.6 for
Σ = σ1lHr by explicit computation.
Proof: We first compute
ω(U∗W a
∗
k1a
∗
k2aj2aj1UW )) = ω((U
∗
W a
∗
k1a
∗
k2UW )(U
∗
W aj2aj1UW )), (136)
and discuss the iteration of the dynamics, using Σ = σ1lHr . Similarly to (113), we have
(U∗W a
∗
k1a
∗
k2UW )(U
∗
W aj2aj1UW ) = (137)∑
r1,r2
s1,s2
W k1,r1W k2,r2Wj2,s2Wj1,s1(K
∗
0a
∗
r1a
∗
r2K0)(K
∗
0as2as1K0),
We note that since r1 = r2 or s1 = s2 yield zero, there are either 0, 1 or 2 occurrences of
indices equal to zero. Applying (114) to the above and expanding the products, this yields
terms with four operators a# only, one operator b#0 and three a
#s, or a pair b∗0b0 and two a
#s.
The factors that are linear in b#0 produce no contribution after expectation with respect to
ω. By (116) and (115), iterating t times the dynamics on those terms map the operator b#0
to b#t−1 that cannot be paired with other operators created in the bath which all have indices
smaller than t. The pair b∗0b0 in the quadratic terms in a
# becomes a scalar factor σ under
ω and the same argument shows that under t iterations of the dynamics, this pair becomes a
factor b∗t−1bt−1 in front of the evolution of the quadratics terms in a
#, which yields the same
scalar factor σ after applying ω. This allows us to simply replace b∗0b0 by the number σ, and
to get rid of terms in b# which cannot be paired in the iteration process. Altogether, with
τ t denoting the perturbed dynamics, we get with K defined by (111) to take into account the
factors cos(α) stemming from the zero indices,
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ω(τ1(a∗k1a
∗
k2aj2aj1)) =
∑
r1 6=r2
s1 6=s2
WKk1,r1WKk2,r2(WK)j2,s2(WK)j1,s1a∗r1a∗r2as2as1 (138)
+W k2,0Wj2,0
∑
r1 6=0,s1 6=0
σ sin2(α)W k1,r1Wj1,s1a
∗
r1as1
+W k1,0Wj1,0
∑
r2 6=0,s2 6=0
σ sin2(α)W k2,r2Wj2,s2a
∗
r2as2
−W k1,0Wj2,0
∑
r2 6=0,s1 6=0
σ sin2(α)W k2,r2Wj1,s1a
∗
r2as1
−W k2,0Wj1,0
∑
r1 6=0,s2 6=0
σ sin2(α)W k1,r1Wj2,s2a
∗
r1as2 .
By induction based on the arguments above, Equation (138) holds with τ1(a∗k1a
∗
k2
aj2aj1) re-
placed by τ t+1(a∗k1a
∗
k2
aj2aj1) and a
∗
r1a
∗
r2as2as1 , respectively a
∗
ras, replaced by τ
t(a∗r1a
∗
r2as2as1),
respectively τ t(a∗ras).
Note that σ sin2(α)W k,0Wj,0 = (WEW ∗)j,k, and with P⊥ = P⊥∗ = P⊥,∑
r 6=0,s 6=0
W k,rWj,sa
∗
ras =
∑
r,s
(WP⊥)∗r,ka
∗
ras(WP
⊥)j,s. (139)
Hence, with the definitions (25), (1) and (69), the LHS in (138) equals 〈j1 ∧ j2|ρ(2)1 k1 ∧ k2〉,
the first sum of the RHS equals
〈j1 ∧ j2|(WK ⊗WK) ρ(2)0 (WK ⊗WK)∗ k1 ∧ k2〉, (140)
and sum of the last four terms equal
2〈j1 ∧ j2|(WEW ∗)⊗ (WP⊥) ρ(1)0 (WP⊥)∗ k1 ∧ k2〉. (141)
This yields the result for t = 0, and the remark above yields the result for all t ∈ N.
In a similar fashion as for the one-body density matrix, the long time limit of the two-body
density matrix is independent of the details of the dynamics in the sample and of the coupling,
as long as a certain spectral hypothesis ensuring enough mixing is satisfied.
Corollary 4.9. Assume σ(M) ∩ S = ∅. Then
lim
t→∞
ρ
(2)
t = P(2)σ1l⊗ σ1lP(2) = σ21lH∧2s . (142)
Remark 4.10. This result coincides with (94) for p = 2.
Proof: We first show that σ21lH∧2 is a solution of the equation the limiting two-body matrix
must satisfy if it exists. Then show that this solution is unique and finally that the limit exists
under our hypotheses. Equation (134) for t =∞ with ρ(1)∞ = σ1lHs yields the relation
ρ(2)∞ = P(2)A M⊗2P(2)A ρ(2)∞ P(2)A M∗⊗2P(2)A + 2σP(2)A B⊗ (NN∗)P(2)A , (143)
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to be satisfied by ρ
(2)
∞ , assuming its existence. Inserting the Ansatz σ21lH∧2s , we need to see
that the following holds true
P(2)1l⊗ 1lP(2) = P(2)A M⊗2P(2)A 1l⊗ 1lP(2)A M∗⊗2P(2)A +
2
σ
P(2)A B⊗ (NN∗)P(2)A . (144)
We make use of the definitions of M = WK, B/σ = sin2(α)W |e0〉〈e0|W ∗, N = WP⊥, and of
the property
P(2)A⊗BP(2)C ⊗DP(2) = P(2) 1
2
(A⊗B +B ⊗A)1
2
(C ⊗D +D ⊗ C)P(2), (145)
the RHS of (144) reads
P(2)A W ⊗W{K2 ⊗K2 + sin2(α)(|e0〉〈e0| ⊗ P⊥ + P⊥ ⊗ |e0〉〈e0|)}W ∗ ⊗W ∗P(2)A . (146)
Now, K2 = cos2(α)|e0〉〈e0|+ P⊥, so that the bracket above equals
{cos4(α)|e0〉〈e0| ⊗ |e0〉〈e0|+ P⊥ ⊗ P⊥ + (|e0〉〈e0| ⊗ P⊥ + P⊥ ⊗ |e0〉〈e0|)} =
{1l⊗ 1l + (cos4(α) − 1)|e0〉〈e0| ⊗ |e0〉〈e0|}. (147)
As W is unitary and thanks to the identity which holds for any ϕ,ψ ∈ Hs
P(2)A |ϕ〉〈ψ| ⊗ |ϕ〉〈ψ|P(2)A = O, (148)
we get that (146) equals
P(2)A {1l⊗ 1l + (cos4(α)− 1)|We0〉〈We0| ⊗ |We0〉〈We0|}P(2)A = P(2)A 1l⊗ 1lP(2)A , (149)
which is what we were aiming for.
Now, by our spectral hypothesis on the contraction M, the operator M∧2 on H∧2 defined
by A 7→ P(2)A M⊗2P(2)A AP(2)A M∗⊗2P(2)A is such that M∧2− 1lH∧2 is invertible. This is enough to
get that the solution to equation (143) is unique.
Finally, we prove the existence of the long time limit for ρ
(2)
t given by formula (135). By
our spectral assumption on the contraction M, (P(2)A M⊗2P(2)A )t → O exponentially fast in t.
Moreover, ρ
(1)
t is uniformly bounded in t ∈ N, so that a Cauchy sequence argument yields the
existence of limt→∞ ρ
(2)
t = ρ
(2)
∞ = σ21lH∧2 .
4.1 Application to Quantum Walks
We shall consider here perturbed unitary dynamics on the sample given by one of the simplest
instances of quantum walks on the discrete circle, the so-called coined quantum walks. While
we restrict attention to this case, it is very likely that our results also apply to other one
dimensional dynamics considered in [BHJ], [HJS], [ABJ2], under suitable hypotheses.
Let us briefly recall the setup: the Hilbert space of the quantum walker is C2⊗l2({0, 1, . . . , n− 1}),
where C2 is the spin or coin space and {0, 1, . . . , n−1} is the configuration space of the quantum
walker. The canonical basis in C2⊗l2({0, 1, . . . , n−1}) is denoted by {|τ⊗x〉}τ=±1,x∈{0,1,...,n−1}
25
and we write the orthogonal projectors on the spin states by Pτ = |τ〉〈τ |, τ ∈ ±1. Given a
configuration of unitary matrices C = {Cx}x∈{0,1,...,n−1} on C2, the spin or coin matrices, the
one-time step unitary dynamics V (C) on C2 ⊗ l2({0, 1, . . . , n− 1}) is defined by
V (C) =
∑
x∈{0,1,...,n−1}
{P+1Cx ⊗ |x+ 1〉〈x|+ P−1Cx ⊗ |x− 1〉〈x|} , (150)
with periodic boundary conditions in the configuration space: |n〉 ≡ |0〉, | − 1〉 ≡ |n − 1〉.
This corresponds to first acting on the spin part of the quantum walker sitting at site x with
the spin matrix Cx, and then shifting by one step to the right or left, depending on the spin
component.We speak of random quantum walks in case the spin matrices {Ck}k∈{0,1,...,n−1} are
unitary matrix valued random variables, which gives rise to Anderson localization phenomena,
see [JM] and [ASW] for one dimensional results and [J2] for arbitrary dimensions.
To fit in the framework we used so far, we implement the unitary isomorphism C2 ⊗
l2({0, 1, . . . , n− 1}) ≃ l2({0, 1, . . . , d − 1}), with d = 2n, using the following map of ordered
canonical bases
{|+1⊗0〉, |−1⊗0〉, |+1⊗1〉, |−1⊗1〉, . . . , |+1⊗n−1〉, |−1⊗n−1〉} = {e0, e1, . . . , ed−1}. (151)
With Cx =
(
αx βx
γx δx
)
, the matrix representation W of V (C) in that basis reads
W =


0 0 αn−1 βn−1
0 0 γ1 δ1
α0 β0 0 0
0 0
α1 β1
. . . γn−1 δn−1
0 0
γ0 δ0 0 0


. (152)
The unitary matrix W yields the one-body one time step evolution in the sample that appears
in the definitions
M =WK, B =WEW ∗, N =WP⊥, (153)
where K = 1l − (1 − cos(α))|e0〉〈e0|, P⊥ = 1l − |e0〉〈e0|. Using the notation c ≡ cos(α), the
contraction M has the form
M =


0 0 αn−1 βn−1
0 0 γ1 δ1
cα0 β0 0 0
0 0
α1 β1
. . . γn−1 δn−1
0 0
cγ0 δ0 0 0


. (154)
Lemma 4.11. Let cos(α) /∈ {1,−1} and assume e0 is cyclic for W . Then σ(M) ∩ S = ∅.
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Remarks 4.12. i) The condition on cos(α) ensures M is not unitary, whereas the cyclicity of
e0 ensures there is no invariant subspace on which K acts like the identity.
ii) The latter implies the spectrum of W is simple with eigenvectors all having non zero com-
ponent along e0.
iii) These hypotheses holds if 0 < |αxβx|, for all x ∈ {0, . . . , n − 1}. Such quantum walks are
generic.
Proof: Setting λ = 1 − cos(α) /∈ {0, 2}, we can write M = W (1l − λ|e0〉〈e0|). Hence M is a
rank one perturbation of W , whose resolvent reads
(M− z)−1 =
(
1l +
λ(W − z)−1W |e0〉〈e0|
1− λ〈e0|((W − z)−1We0〉)
)
(W − z)−1 (155)
for all z in the resolvent set of W , ρ(W ), and such that 1 − λ〈e0|((W − z)−1We0〉) 6= 0. We
need to show that (M− z)−1 is regular on the unit circle.
Consider first the possibility that z = eiθ ∈ ρ(W ) is a zero of the denominator. For
σ(W ) = {eiαj}j=0,...,d−1, with normalized eigenvectors {vj}j=0,...,d−1, this is equivalent to
1/λ =
d−1∑
j=0
|〈vj |e0〉|2 1
1− ei(θ−αj) ∈ R
+. (156)
But the real part of the RHS equals 1/2, which corresponds to λ = 2, a forbidden value.
Then, take z in a neighbourhood of eiαj0 , some eigenvalue of W . By assumption,
(W − z)−1 = Pαj
(eiαj0 − z) +O(1), (157)
with Pαj = |vj〉〈vj |. Similarly, as 〈e0|Pαj0 e0〉 6= 0,
λ(W − z)−1W |e0〉〈e0|
1− λ〈e0|((W − z)−1We0〉) =
λ(Pαj0 e
iαj0 +O(eiαj0 − z))|e0〉〈e0|
−λ〈e0|Pαj0 e0〉eiαj0 +O(eiαj0 − z)
, (158)
so that the leading term as z → eiαj0 of (155) is(
1l +
λPαj0 e
iαj0 |e0〉〈e0|
−λ〈e0|Pαj0 e0〉eiαj0
)
Pαj
(eiαj0 − z) =
(
〈e0|Pαj0 e0〉 − Pαj0 |e0〉〈e0|
〈e0|Pαj0 e0〉
)
Pαj
(eiαj0 − z) , (159)
where
(〈e0|Pαj0 e0〉 − Pαj0 |e0〉〈e0|)Pαj0 = |〈vj0 |e0〉|2|vj0〉〈vj0 | − |vj0〉|〈vj0 |e0〉|2〈vj0 | = 0. (160)
Hence, (M − z)−1 is analytic in a neighbourhood of S, which implies that σ(M) ⊂ D, D the
open unit disk.
In order to make it clear that the periodic boundary conditions used in the definition of the
quantum walk play no role, we note that if we consider the quantum walk (150) with fixed spin
matrices C0 = Cn−1 =
(
0 1
1 0
)
at the boundary, one sees that the two dimensional subspace
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span{+1⊗0〉, |−1⊗n−1〉} and its orthogonal complement are both invariant under V (C). Thus,
when restricted to span{|−1⊗0〉, |+1⊗1〉, |−1⊗1〉, . . . , , |+1⊗n−2〉, |−1⊗n−2〉, |+1⊗n−1〉},
V (C) defines a quantum walk with boundary conditions at 0 and n−1 which makes the quantum
walker bounce back when it meets the boundary {0} ∪ {n − 1} of the configuration space.
Therefore we can consider the latter quantum walk is supplemented by Dirichlet boundary
conditions. Using now the mapping of canonical basis (with d = 2(n− 1)),
{| − 1⊗ 0〉, |+ 1⊗ 1〉, | − 1⊗ 1〉, . . . , | − 1⊗ n− 2〉, |+ 1⊗ n− 1〉} = {e0, e1, . . . , ed−1}, (161)
the matrix representation W of the unitary operator V (C)|span{+1⊗0〉,|−1⊗n−1〉}⊥ in the latter
bases reads
W =


0 γ1 δ1
1 0 0
0 0 γn−2 δn−2
α1 β1
. . . 0 0
0 0 1
αn−1 βn−2 0


. (162)
Hence Lemma 4.11 applies to the matrix M =WK corresponding this matrix W as well, and
e0 is cyclic for W under the generic condition 0 < |αxβx|, for all x ∈ {1, . . . , n− 2}.
Therefore, as a direct corollary, we get thermalization of generic quantum walks with
periodic and Dirichlet boundary conditions:
Corollary 4.13. The one-body and two-body reduced density matrices for fermionic generic
quantum walks tends to σ1lH and σ
21lH∧2 as time goes to infinity, independently of the details
of the walk. In particular, as time goes to infinity, the density profile in the sample is flat:
〈nj〉 = σ and the correlations are constant: 〈nsjnsk〉 = σ2.
The results above hold for any size of the sample given by d, and for any generic quantum
walk, be it random or deterministic. In particular, the random quantum walks considered in
[JM] satisfy the hypotheses of the Corollary and are known to display dynamical localization.
Hence, if we assume there is no particle in the sample initially, the time evolution populates
the sample through the site zero. Corollary 4.13 shows that dynamical localization cannot
prevent the particles from visiting the whole sample when the reservoir keeps interacting with
the sample, and moreover, the thermalization process at work washes out any spatial structure
in the asymptotic repartition of particles in the sample.
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