The runtime analysis of evolutionary algorithms using crossover as search operator has recently produced remarkable results indicating benefits and drawbacks of crossover and illustrating its working principles. Virtually all these results are restricted to upper bounds on the running time of the crossover-based algorithms. This work addresses this lack of lower bounds and rigorously bounds the optimization time of simple algorithms using uniform crossover on the search space {0, 1} n from below via two novel techniques called decoupling and family graphs. First, a simple steady-state crossover-based evolutionary algorithm without selection pressure is analyzed and shown that after O(µ log µ) generations, bit positions are sampled almost independently with marginal probabilities corresponding to the fraction of one-bits at the corresponding position in the initial population. Afterwards, a crossover-based algorithm using tournament selection is analyzed by a novel generalization of the family tree technique originally introduced for mutation-only EAs. Using these so-called family graphs, almost tight lower bounds on the optimization time on the OneMax benchmark function are shown.
INTRODUCTION
Understanding the influence of crossover on an evolving population of individuals is an important problem from the perspective of both evolutionary computation and population genetics. In this paper, we present two novel techniques that might be useful in proving lower bounds on the running time of processes that use crossover. The first technique, called decoupling, uses drift analysis to study the approach of the process toward so-called linkage equilibrium: the state in which the statistical dependence of alleles on specific individuals has become negligible. The second technique, called family graphs, adapts ancestral traces into a graph structure to compute lower bounds. For decoupling, we provide a proof of concept for its utilization. In the case of family graphs, we are able to show almost tight lower bounds on a steady-state genetic algorithm implementing probabilistic binary tournament selection.
Our results address an intensively researched subject. The study of crossover in the theory community has developed over time with a series of works that aimed to find environments in which crossover provides provable performance gains [5, 6, 11, 13, 15, 18, 19, 22, 25, 27, 29] . Crossover has also been proved to protect against pathological mutation rates. On the class of monotone functions, Lengler [17] recently established precise values for the critical mutation rates on a number of mutation-based algorithms. Above these critical rates, mutation alone cannot efficiently optimize all monotone functions. However, crossover and mutation together can efficiently optimize all monotone functions, regardless of mutation strength. Crossover and mutation can also work together to create sufficient diversity to optimize jump functions [3] .
Most runtime results on crossover are in the form of upper bounds. A notable exception is the work by Oliveto and Witt [20] , who proved exponential lower bounds on a generational genetic algorithm (GA) with uniform crossover, mutation and fitness-proportional selection on OneMax for populations smaller than n 1/4 . The analysis is based on a technical drift analysis and shows that selective pressure is low enough so that genetic drift occurs to move the frequency of at least one allele down to zero with high probability. Our contribution here is different since it aims at more general tools for the proof of lower bounds in GAs. Another exception are lower bounds on the runtime of crossover-based algorithms for the all-pairs shortest-path problems [8] ; again our contribution is different from this analysis due to its generality.
The dynamics of crossover has also been studied in the context of nonlinear dynamical systems, specifically so-called quadratic dynamical systems in which a probability distribution evolves over time governed by random pairwise interactions [24] . This framework, which expresses several important models in the natural sciences (such as Boltzmann's ideal gas law and the Hardy-Weinberg model of population genetics), can be specialized to socalled crossover systems in which populations evolve by random mating and crossover [23] . An important question from the perspective of population genetics is how quickly such a system approaches linkage equilibrium, i.e., when the statistical influence between alleles is sufficiently decoupled. Geiringer [9] showed that in the absence of selective forces, every infinite population trajectory converges to a stationary population that corresponds to linkage equilibrium.
An important question for such systems is the rate of convergence to the equilibrium distribution, a general technique for tight bounds on the rate of convergence in the infinite population case is given by Rabani, Rabinovich and Sinclair [23] . This result was refined to finite populations by Ollivier [21] who proved that a generational finite population model (in which the population at time t − 1 entirely replaces the population at time t) mixes to its equilibrium distribution in time O(log n) for sufficiently large populations (µ ≫ n 2 ). In the context of these results, to our knowledge, our decoupling time argument yields the first tight bound on the linkage equilibrium convergence rate in a steady-state process, i. e., in which individuals can survive for multiple generations.
The concrete algorithm we study in this paper is a generalization of the StSt µ 2 GA that was recently introduced as a simplified model of the estimation-of-distribution (EDA) algorithm cGA [32] . Using our novel techniques, we prove runtime bounds that reveal that the StSt µ 2 GA has a runtime ofΘ( √ nµ) on OneMax, which is identical up to polylogarithmic factors to the runtime of the cGA. 1 This is interesting because it links the behavior of the EDA to a GA that employs standard uniform crossover and highlights the importance of crossover and binary tournament selection on this behavior.
Prior work regarding family trees and graphs. It is natural to represent the history of individuals in population-based algorithms using tree or more general graph structures. To study decoupling in generational GAs using infinite populations, such graphs appear, e. g., in the work [23] mentioned above. From the perspective of proving lower bounds on the runtime of evolutionary algorithms, analyses of family trees can be traced back to [30] , where simple steady-state EAs using fitness-proportional selection were considered. However, a more thorough introduction to the proof technique is given in [31] with respect to the (µ+1) EA. Family trees were also used to prove lower bounds on the runtime of evolution strategies [10] and immune algorithms [12] and were used in general theoretical frameworks for the analysis of mutation-selection balance in EAs [14, 16] . Since then, the family tree technique has been extended to cover (µ+λ) EAs and memetic algorithms [26] , and it was very recently used to prove tight bounds on the runtime of (µ+λ) EAs [1] . This paper is structured as follows. In Section 2, we introduce the GAs considered and state major tools for the analysis. Section 3 is concerned with proving upper bounds on the decoupling time and illustrates how knowledge of the decoupling time can be used to bound the runtime from below. Section 4 shows upper bounds on
PRELIMINARIES
We consider the StSt µ 2 GA with selection parameter ϵ (StSt µ 2 GA ϵ for short) illustrated in Algorithm 1. The algorithm maintains a population P t , t ≥ 0 of µ length-n binary strings, initially chosen uniformly at random. In each iteration, the algorithm chooses two strings x and y from the population without replacement, and produces offspring x ′ and y ′ by using uniform crossover. In particular, for each i ∈ {1, . . . , n}, independently and with probability 1/2,
After the offspring are produced, a probabilistic tournament selection is applied. This means that with probability ϵ, the fitter of the x ′ and y ′ replaces the other. Finally both (x ′ , y ′ ) replace (x, y) to create the new population. In this way, setting ϵ 1 recovers the StSt µ 2 GA introduced in [32] , and setting ϵ 0 results in a steady-state variant of the quadratic dynamical system studied by Rabani et al. [23] and Ollivier [21] .
We assume the optimization of a function f : {0, 1} n → R, and define the running time of Algorithm 1 as the smallest t such that the optimum of f is in the population P t . It will be convenient to define the term frequency of a bit as the fraction of ones at a bit position in the population. Formally, the frequency is given by
Algorithm 1: StSt µ 2 GA ϵ t ← 0; P 0 consists of µ individuals chosen u. a. r.; while termination criterion not met do Choose x and y from P t uniformly at random without replacement; Apply uniform crossover to x and y, resulting in the two offspring x ′ and y ′ ; with probability ϵ do if f (x ′ ) < f (y ′ ) then swap x ′ and y ′ ; y ′ ← x ′ ; Create P t +1 from P t by replacing x with x ′ and y with y ′ ; t ← t + 1;
In Section 4, we will use the following interesting converse of Jensen's inequality. . , x n ) any n-tuple in I n and p = (p 1 , . . . , p n ) a nonnegative n-tuple such that P n = n i=1 p i > 0. Then
As a main tool for the analysis of the stochastic processes we encounter, we will use the following drift theorem, which for simplicity is stated for discrete state spaces only.
Theorem 2 (Multiplicative Drift [4, 7] ). Let X (t ) , t ≥ 0, be a stochastic process ranging over a discrete set S ∪ {0}, where S = [x min , x max ] ⊆ R + is a positive interval. Furthermore, let T denote the first hitting time t where X (t ) = 0. Suppose there exists a real number δ > 0 such that for all t < T and x ∈ S where Pr(
Then, for all
and, for any r > 0,
The following lemma dealing with the number of one-bits of offspring and bounds on the increase of this number will be crucial for our analyses. It follows by a simple reformulation of the stochastic process generating the offspring via uniform crossover, and standard Chernoff bounds. Related statements are well-known in the literature, e. g., in Lemma 13 of [20] . We write Bin(n, p) to denote random variables following the binomial distribution with parameters n and p. Lemma 3. Let x, y ∈ {0, 1} n and let a |{i | x i = y i = 1}| denote the number of common one-bits of x and y and b H (x, y) their Hamming distance. Then for the offspring x ′ and y ′ produced by uniform crossover on x and y it holds that |x ′ | = a + Bin(b, 1/2) and (not independently) |y ′ | = a + Bin(b, 1/2). In particular, max{|x ′ |, |y ′ |} − max{|x |, |y|} ≤ n 1/2 ln n with probability 1 − n −ω (1) . Furthermore, max{|x ′ |, |y ′ |} − max{|x |, |y|} ≤ n 1/2+δ with probability 1 − 2 −Ω(n 2δ ) for 0 < δ < 1.
BOUNDS ON THE DECOUPLING TIME
We first investigate the decoupling time of the StSt µ 2 GA ϵ with ϵ = 0. In this setting, selection is absent and we want to determine how quickly the bits become independent. We consider an arbitrary but fixed bit b * and investigate its ancestral line. If nothing else is mentioned, all considerations are with respect to this bit.
For
. . , µ} and all t ∈ N.
We will also need the following fact, which is in a sense dual:
Proof. Note that D (i) 0 (j) = δ i j , and we proceed by induction on t. If crossover occurs between two individuals i and ℓ at time t, the probability mass of i and ℓ is evenly distributed to the two offspring of i and ℓ at time t + 1. Thus D
Proof. Clearly if an individual i is not involved in crossover in generation t, its ancestral line does not change from t to t + 1.
On the other hand, if it is selected for crossover, an individual ℓ uniform on the remaining population is selected as a mate. The ancestral line at i in t + 1 is either inherited from parent i or parent ℓ with equal probability.
We consider the potential
is uniform for all individuals i and ancestors j. We now show that, for the selection-free StSt µ 2 GA ϵ (i. e., ϵ = 0), the drift of the potential function can be characterized exactly.
Proof. For i ∈ {1, 2, . . . , µ}, individual i is chosen as a parent for crossover in time t with probability 1/µ
The claim follows from the definition of Φ t .
We can now apply multiplicative drift to analyze the time until the potential has been reduced. Recall that we have n matrices D (i) t (j) altogether by looking at the n values for the bit b * we fixed above and accordingly n different potentials Φ t . Lemma 7. Let c, s ≥ 0. Then after t * (µ−1)((c+1) ln(µ)+ln 2+s) steps, with probability at least 1 − ne −s it holds that Φ t * ≤ 1/µ c with respect to the potential functions for all bits.
Proof. We apply the multiplicative drift theorem (Theorem 2) on the result from Lemma 6. We have Φ t ≤ 2µ since each row of the matrix D (i) t (j) has at most µ entries below 1/µ, contributing at most 1 to Φ t , and each row sum is at most 1 by definition, again contributing at most 1 to Φ t . Hence, using δ = 1/(µ − 1), X (0) = 2µ and x min = 1/µ c in the multiplicative drift theorem, we obtain an expected time of at most
to reduce the potential to at most x min . Moreover, by the tail bounds for multiplicative drift we obtain a time bound
that holds with probability at least 1 − e −s , i. e., Pr(Φ t * > x min ) ≤ e −s . The lemma now follows by a union bound over the n bits.
Recall that the parent distribution D (i) t of individual i at time t was with respect to a specific bit b * . We now consider different bits and make this reference explicit by writing D
Proof. The claim holds at time 0 since the corresponding distributions are atomic. When creating the population at time t + 1 and individuals i, j is chosen as parent, exactly the distributions D (i) t +1 and D (j) t +1 are changed with respect to time t. Since for the two bits b * and b * * the decision to inherit the bit from i or j is made independently, the independence of D
We now put everything together to obtain our main theorem. Theorem 9. Let p 1 , . . . , p n be the frequencies of one-bits at the n bits of the initial population of the StSt µ 2 GA ϵ with ϵ = 0, and consider any point of time t ≥ (µ − 1)(2 ln(µ) + ln(n) + ln 2 + s) for some s ≥ ln n. Then for any individual x in the population at time t and any y ∈ {0, 1} n it holds that
and
Proof. We apply Lemma 7 setting c = 1+ln(n)/ln(µ) and assume that the error of probability at most ne −s , which appears as an error term in the bounds (appropriately added or subtracted), does not occur. According to Lemma 7, after t steps we have Φ t ≤ µ −c = 1/(µn). By definition of the potential function, it follows that
. . , n} be an arbitrary bit position, and let S ⊆ {1, . . . , µ} be the set of individuals with a 1-bit in position k in the initial population. The probability that the bit in position k equals 1 at time t is thus
Symmetrically, the probability is at most p k (1 + 1/n). Analogously, the probability that bit in position k is set to 0 lies in the interval
Multiplying this for all bit positions and using the independence of the bitwise distributions (Lemma 8), the two statements follow.
Use of Decoupling in Lower Bounds on Runtime
After the decoupling time, we know the sampling distribution of the selection-free StSt µ 2 GA ϵ quite precisely. If the initial frequencies correspond to a sampling distribution with a high variance, e. g., p i ∈ [c, 1 − c] for a positive constant c ≤ 1/2 for all i, then sampling any specific string after the decoupling time is very unlikely. Thus, if the optimum is not found before the decoupling time, then it has a very low chance of being found in a reasonable amount of time.
In the following theorem, we show a proof of concept for this approach. We initialize the StSt µ 2 GA ϵ deterministically with a population of extremely high diversity: there are n/2 pairs of individuals that have the maximal possible Hamming distance n, which is the best case for crossover to make progress towards a target (here the all-ones string). Despite this beneficial initialization, decoupling occurs too quickly for the algorithm to benefit from it. Theorem 10. Assume µ = O(n 1/2−δ ) for some 0 < δ < 1/2 and consider the following deterministic initialization: µ/2 individuals are the bit string (10) n/2 and the other µ/2 are (01) n/2 . Then the expected optimization time of the StSt µ 2 GA ϵ with ϵ = 0 to create x * 1 n is at least Ω(e n δ /2 ) for any positive constant k > 0.
Proof. Let t (µ − 1)(2 ln µ + 2 ln n + ln 2 + n δ /2 ) by choosing s n δ /2 + ln n in the bound from Theorem 9. By the theorem, for any search point y the probability of sampling it after time t is at most
(1 + 1/n) n 2 −n + ne −s = O(e −n δ /2 ). Hence, if x * is not produced before time t then the expected number of additional steps necessary to produce it is at least Ω(e n δ /2 ).
By Lemma 3, a single crossover operation does not add more than n 1/2+δ /3 one-bits to the best parent with probability 1 − 2 −Ω(n 2δ /3 ) . We pessimistically assume that the maximum number of ones in the population is always extended by n 1/2+δ /3 in every generation, and note that taking a union bound over the first t generations ensures this holds with probability superpolynomially close to one. Under these conditions, after t = O(n 1/2−δ /2 ) generations the overall progress in the number of ones is at most o(n) and so x * is not hit by any individual before the decoupling time. The law of total probability bounds the expected optimization time from below.
UPPER BOUNDS FOR (WEAK) SELECTION
In this section, we consider the case ϵ > 0 and analyze the runtime behavior of the StSt µ 2 GA ϵ on OneMax. The case of ϵ = 1 was considered before by Witt [32] , who showed an upper runtime bound O(µ √ n log n) that holds w. h. p. if µ ≥ c √ n ln n for a sufficiently large constant c > 0. The bound is interesting since it is, up to logarithmic factors, identical to a runtime bound for the estimation of distribution algorithm cGA [28] that can be modeled as a GA using steady-state binary tournament selection and gene-pool crossover. We generalize the result from [32] to arbitrary selection probabilities here, before we prove almost tight lower bounds in Section 5. To prove this theorem, we take an approach that is inspired by the analysis in [32] . First of all, we bound the probability of a frequency reaching the irrecoverable state 0 due to genetic drift during the suggested time. Afterwards a drift analysis of a potential function based on the sum of frequencies is conducted.
We start with the following helper lemma that bounds the effect of genetic drift on single frequencies. It can be proven analogously and in large tracks identically to Lemma 3.7 in [32] . Lemma 12. Consider the StSt µ 2 GA ϵ on OneMax. Choose an arbitrary but fixed bit and let X t , t ≥ 0, denote its frequency value at iteration t. Then Y t = µX t stochastically dominates a walk on
. . , µ}. The random walks w. r. t. different bits are not necessarily independent.
The probability that the X t -value becomes 1/4 or less within s steps is at most e −µ 2 /(48s) + e −µ/32 .
Proof. We denote the index of the considered bit by k. If there are i individuals having a one at position k, then uniform selection will select an individual with a one at bit k with probability i/µ as the first parent. Since the two individuals used for tournament selection (before applying crossover) are chosen independently without replacement, the probability that bit k coincides in the tournament equals 1 − 2(i/µ)(µ − i)/(µ − 1). Since crossover will not have any effect in this case, this already proves the claimed probability of the event Y t +1 = Y t .
The event that the first chosen individual has a one at bit k and the second individual a zero has probability p * (i/µ)(µ −i)/(µ −1), as does the opposite event of a zero in the first and a one in the second individual. Note that with probability 1/2 the entries at position k are swapped by crossover. Still, after crossover the two offspring satisfy these two cases each with the same probability p * . The crucial observation is that due to crossover, the value of the two selected individuals are swapped with probability 1/2, and swapping occurs independently of all other bit values.
Hence, if the ranking of the two offspring does not depend on bit k then the selected offspring will have a one with probability exactly p * . If it depends on bit k then the offspring with a one at bit k has a higher probability of being selected due to the structure of OneMax, so Pr(Y t +1 = i + 1 | Y t = i) ≥ p * in any case. This proves the first statement of the lemma.
For the second statement, we note that with probability at least 1 − e −µ/32 according to Chernoff bounds, the frequency of bit k is at least 3/8, which we assume to happen. Considering the random walk analyzed above, the expected number of decreasing steps within s steps is at most s/2. To reach 1/4 from frequency at least 3/8, it is necessary to have at least µ/8 more decreasing than increasing steps within s steps. By the Hoeffding bound with random variables Y i ∈ {−1, 1}, the probability of this is at most e −2(µ/8) 2 /(2s) = e −µ 2 /(48s) . The lemma follows by adding up the failure probabilities.
Having established this tool, we can prove our theorem.
Proof of Theorem 11. We consider a phase consisting of t c ′ (1/ϵ)µ √ n ln n iterations for a sufficiently large constant c ′ > 0. Applying the second statement of Lemma 12, we obtain that no frequency drops below 1/4 within t steps with high probability if c is chosen as a sufficiently large constant.
The remainder of the proof carries out a drift analysis on the
, which was already frequently used in the literature to analyze cGA and related algorithms. The overall approach is inspired by the proof of Theorem 3.9 in [32] .
We will show a drift E
Note that the latter quantity would be the sampling variance if bit i was sampled independently with probability p i , however, bit values are not sampled independently.
An iteration of StSt µ 2 GA ϵ draws two individuals x and y uniformly at random without replacement, where w. l. o. g. |x | ≤ |y|. Each of these has an expected OneMax-value of n i=1 p i,t using linearity of expectation. Also by linearity of expectation, the expected value of the Hamming distance D of x and y is
which we will use below. The number of common one-bits of x and y is denoted by a hereinafter, which means that x and y together have a total number of 2a + D one-bits and average of a + D/2 one-bits. Crossing x and y over creates the two offspring x ′ and y ′ . The bits where x and y coincide also coincide in the offspring, so selection will not change their frequencies. The bits where they differ contain together D ones and contribute D/µ to the Φ t -value. As in Lemma 3, we consider an experiment where D independent trials with success probability 1/2 are executed on the bits different in x and y, identifying a success with crossover putting the one-bit from the considered position into offspring x ′ . By the properties of the binomial distribution, the number of successes is D/2 + Ω( √ D) with constant probability. Hence, the probability that x ′ has Ω( √ D) more ones than the average a + D/2 is Ω(1). If this happens, x ′ is the fitter individual.
To determine the drift of Φ t , we are interested in the expected value of √ D, knowing E(D). To this end, we use the converse of Jensen's inequality stated in Lemma 1 with respect to a probability distribution (p 1 , . . . , p n ) on the outcomes of a discrete random variable X with support [0, M]. Hence, for convex f we have
Using this with f (x) = − √ x and M = n, we obtain E √ D ≥ E(D) √ n . Altogether, we obtain an expected surplus of one-bits in the fitter individual over the average a + D/2 that is bounded from below by
using that p i,t ≥ 1/3. We now investigate the expected number of one-bits at the considered D positions in the offspring of crossover. With probability 1 − ϵ, fitness of x ′ and y ′ is disregarded to that the expected total number of one-bits in the offspring x ′ and y ′ equals the previous total number of one-bits in the parents. Hence, if fitness is disregarded, the expected change of Φ-value is 0.
Let us now consider the case that fitness is regarded and the better offspring replaces the parents. Every one-bit in the better offspring contributes 2/µ to Φ t +1 since it will be copied into two slots. Hence, replacing both x and y by the better offspring, which has an expected number of a + D/2 + Ω(E( √ D)) one-bits, decreases the Φ t -value in expectation by Ω(E( √ D)/µ). Using (1), the expected decrease is at least
for some constant c 2 > 0. Using the law of total probability, we obtain
Using the multiplicative drift theorem (Theorem 2), the expected number of iterations until the potential is reduced to at most x min (n − 1)/µ is at most
and, using tail bounds for multiplicative drift, O((1/ϵ)µ √ n log n) holds with high probability. The proof is completed by observing that when the potential is at most (n − 1)/µ, there must be at most n − 1 zeros distributed throughout the entire population. The presence of the all-ones string in the population now follows by application of the pigeonhole principle.
LOWER BOUNDS VIA FAMILY GRAPHS
In [32] , only upper bounds on the runtime of the StSt µ 2 GA ϵ with ϵ = 1 were obtained, and it was stated as an open problem to prove lower bounds. We address this challenge by a novel proof technique called the family graphs.
As mentioned above, it is natural to represent the history of individuals in population-based algorithms using tree or more general graph structures. The StSt µ 2 GA ϵ creates an ancestor structure that shares similarities with the so-called family trees of steadystate EAs like the (µ+1) EA [31] . Crossover can easily create cycles in this graph structure (if edge directions are ignored) such that we from now on speak of family graphs. Formally, a family graph of the StSt µ 2 GA ϵ is a stochastic process evolving an inductively growing, directed, acyclic, labeled graph structure with nodes representing individuals created during the run of the algorithm along with their time of creation: At time 0, i. e., directly after initialization, the graph consists of µ isolated vertices representing the µ members of the initial population, labeled with the individuals from the initial population along with their indices: (1, x (1) ), . . . , (µ, x (µ) ). The graph at time t is generated from the one at time t by adding two vertices corresponding to the children produced by crossover at time t − 1, more precisely, labeled with the two pairs (µ +2t −1, x (µ+2t −1) ) and (µ +2t, x (µ+2t ) ) according to the children x (µ+2t −1) , x (µ+2t ) generated in the last crossover operation (not indicating which child will possibly be replaced by its sibling). These new children vertices are connected to the two vertices (a, x (a) ), (b, x (b) ) representing their parents in the crossover operation via directed edges pointing towards the children; more precisely the two edges ((a, x (a) ), (µ + 2t − 1, x (µ+2t −1) )), and ((b, x (b) ), (µ + 2t, x (µ+2t ) )) are inserted.
Finally, if the generation is selective (replaces the less fit children with its sibling) another two edges between parents and children are introduced, more precisely the edges ((a, x (a) ), (µ + 2t, x (µ+2t ) )) and ((b, x (b) ), (µ + 2t − 1, x (µ+2t −1) )) to indicate that the offspring may be swapped in the operation. Hence, the gadget connecting parents and offspring of crossover operations will contain two directed edges in non-selective steps and four in selective. Note also that the two parents x (a) and x (b) will no longer be present in the population at time t; however, the graph structure is only growing with respect to the subset inclusion. See Figure 1 for an illustration. GA ϵ with µ = 5 after 6 generations. We omit the individuals x (t ) labeling the modes for clarity. Dotted lines are not part of the graph but illustrate parents of crossover operations. There are three selective crossover operations.
We will exploit that our graph structure (more precisely, the nodes and edges with only time stamps but no individuals as labels) neither depends on the underlying fitness function nor the actual individuals created during a run of the StSt µ 2 GA ϵ . This is made formal in the following lemma.
Lemma 13. For t ≥ 0, the probability distribution on family graphs induced by running the StSt µ 2 GA ϵ for t generations is independent of the search points x (1) , . . . , x (µ+2t ) labeling the graph.
Proof. The selection step choosing two individuals for crossover is neither dependent on fitness nor on the bit strings forming the parents. The generation gives rise to two new vertices that are both connected to both parents via two or four directed edges. The structure of these edges is only dependent on the event that the crossover is selective, which is independent of fitness and individuals.
Inspired by the proof bounding the depth of family trees of the (µ+1) EA [31] , we now bound the diameter of the family graph of the StSt µ 2 GA ϵ at time t. This diameter corresponds to the maximum number of crossover operations that may lead from an initial population via a sequence of crossover operations involving this individual, its offspring, and possibly other individuals as parents, to an individual from the population at time t. Proof. Let ℓ ⌈12t/µ⌉. We look into the probability that a specific path indexed by numbers i 0 < i 1 < · · · < i ℓ is created, where i 0 ≤ µ and i 1 > µ. The probability that such a path is created is bounded from above by (2/µ) ℓ since the probability of choosing the vertex indexed i t −1 during generation ⌈(i t − µ)/2⌉ (i. e., during the generation creating the i t -indexed individual) is at most 2/µ. More precisely, the probability is 0 if the individual is no longer present in the population and it is 1/µ + (1 − 1/µ)(1/(µ − 1)) = 2/µ otherwise since binary tournament selection chooses two individuals uniformly without replacement.
Fixing i 0 , the number of different paths i 1 , . . . , i ℓ is bounded from above by 2t ℓ . Hence, the probability that the path i 0 , . . . , i ℓ emerges is at most The lemma now follows via a union bound over all µ initial individuals.
The bound from Lemma 14 will be a crucial tool in lower bounding the optimization time of the StSt µ 2 GA ϵ . The following general theorem covers any function with a unique optimum. Compared to Theorem 11, there is a gap between upper and lower bounds of order (log 3 n)/ϵ, i. e., only of polylogarithmic size in the case ϵ = Θ(1).
Theorem 15. Let f be a function with a unique optimum and let µ = n O (1) . Then with probability 1 − n −Ω(log n) , the optimization time of the StSt µ 2 GA with arbitrary ϵ is bounded from below by Ω(µ √ n/log n).
Proof. Without loss of generality, since the algorithm is unbiased, we assume the all-ones string to be the optimum. Moreover, with overwhelming probability 1 − µ2 −Ω(n) = 1 − 2 −Ω(n) , each of the µ initial individuals has Hamming distance more than n/4 from the optimum, which we now assume to happen. Otherwise, the optimization time is estimated from below by 0.
We consider a phase of t µ √ n/(48 ln n) generations. By Lemma 14, the family graph has a diameter bounded by ℓ √ n/(4 ln n) with a probability of at least 1 − 2 −Ω( √ n/log n) . We assume this to happen as well.
Next we investigate the family graph in levels. Let level i comprise all vertices v such that the longest path from an initial individual to v is i. Note that the number of levels is bounded from above by √ n/(4 ln n) according to our assumption. The crucial claim is that the maximum number of one-bits at level i is by at most √ n ln n bigger than the maximum number of one-bits at level i − 1, with probability 1 − n −Ω(log n) .
To prove the claim, we consider a vertex v from level i resulting from a selective crossover and its two parents a and b. These parents are both on level at most i − 1. We use Lemma 3) and observe for v that the crossover of a and b leading into level i increases the number of one-bits by at most √ n ln n with probability 1 − n −Ω(n) . This applies regardless of the crossover being selective or not. Hence, using a union bound over all µ = n O (1) vertices on level i, the number of one-bits increases by at most (ln n) √ n compared to the previous level with a failure probability at most n O (1)−Ω(log n) = n −Ω(log n) .
The theorem now follows by realizing that the accumulated increase of number of one-bits over all at most √ n/(4 ln n) levels is at most √ n 4 ln n (ln n) n/ϵ ≤ n 4
with a probability of at least 1−n −Ω(log n) −2 −Ω( √ n/log n) −2 −Ω(n) = 1 − n −Ω(log n) .
The argumentation in the proof of Theorem 15 takes a somewhat different approach compared to classical analyses of the (µ+1) EA using family trees. Let us take the lower bound for the (µ+1) EA on OneMax as an example. Our analysis of StSt µ 2 GA ϵ has in common with this analysis that the event of family trees (graphs) being very deep is proved unlikely. Let us assume the depth (diameter) of the graph is bounded by D. Afterwards, the classical and our approach are different. The analysis of (µ+1) EA considers a phase of t cµn steps for some constant c > 0 and argues that every possible path created at time points t 1 , . . . , t D , ignoring whether selected or not by the algorithm, is unlikely to create the optimum of OneMax, more precisely has probability 2 −Ω(n) . Taking a union bound over all t D , i. e., exponentially many choices of these points of time, the probability of observing a path of length at most D leading to the optimum is still obtained as exponentially small if all constants are chosen carefully. Hence, at the heart of the classical analysis there is a selection-less process.
In contrast to this, our analysis in Theorem 15 does not consider all paths that can emerge in a phase of asymptotically µ √ n/(log n) steps. Instead, we consider the actually emerging paths of which there are only polynomially many. Due to selection, some of these paths will make a larger than expected progress. We bound this progress level-wise by considering the largest order statistic of only polynomially many random variables following the distribution |Bin(n, 1/2) − n/2|, each of which stochastically dominates the progress of a single crossover operation over its best parent.
CONCLUSIONS
We have introduced two novel techniques for proving lower bounds on the runtime of crossover-based algorithms, addressing a lack of such techniques in the literature. The first technique, decoupling, shows bounds on the time for a steady-state GA to converge to linkage equilibrium in a selection-free setting; combining this with an analysis of the possible progress before this so-called decoupling time, we have obtained lower bounds on the expected runtime. We then turned to a setting with weak selection and generalized the family tree technique, originally proposed for the (µ+1) EA without crossover, to our algorithm. We have obtained a general lower bound for functions with a unique optimum depending on the number of bits n, the population size µ and the selection probability ϵ. Moreover, to assess the quality of the lower bounds, upper bounds on the OneMax function have been shown. These bounds are almost tight for ϵ = Θ(1). It is an open problem to close the gaps between upper and lower bounds.
A special case of our algorithm of study StSt µ 2 GA ϵ , using ϵ = 1 and simply called StSt µ 2 GA, was introduced in [32] and motivated as a simplified model of the estimation-of-distribution algorithm cGA, with the implicit gene-pool crossover of cGA replaced by uniform crossover. Our analysis reveals on OneMax that this StSt µ 2 GA has the same runtime behaviorΘ( √ nµ) (i. e., Θ( √ nµ) up to polylogarithmic factors) as the cGA, which illustrates that the combination of binary tournament and crossover are indeed the crucial parameters responsible for this runtime behavior. We consider this result as a step towards a unified framework for the analysis of EDAs and classical crossover-based GAs.
We are optimistic that our techniques will be useful in analyzing more advanced GAs from a lower-bound perspective, including settings where both mutation and crossover are used.
