Evidence-based management requires management scholars to draw causal inferences. Researchers generally rely on observational data sets and regression models where the independent variables have not been exogenously manipulated to estimate causal effects; however, using such models on observational data sets can produce a biased effect size of treatment intervention. This article introduces the propensity score method (PSM)-which has previously been widely employed in social science disciplines such as public health and economics-to the management field. This research reviews the PSM literature, develops a procedure for applying the PSM to estimate the causal effects of intervention, elaborates on the procedure using an empirical example, and discusses the potential application of the PSM in different management fields. The implementation of the PSM in the management field will increase researchers' ability to draw causal inferences using observational data sets.
Counterfactual Model
To better understand causal effect, it is important to discuss counterfactuals. In Rubin's causal model (see Rubin, 2004 , for a summary), Y 1i and Y 0i are potential earnings for individual i when i receives (Y 1i ) or does not receive training (Y 0i Þ. The fundamental problem of making a causal inference is how to reconstruct the outcomes that are not observed, sometimes called counterfactuals, because they are not what happened. Conceptually, either the treatment or the nontreatment is not observed and hence is ''missing'' (Morgan & Winship, 2007) . Specifically, if i received training at time t, the earnings for i at t þ 1 is Y 1i . But if i also did not receive training at time t, the potential earnings for i at t þ 1 is Y 0i . Then the effect of training can be simply expressed as Y 1i À Y 0i . Yet, because it is impossible for i to simultaneously receive (Y 1i ) and not receive (Y 0i Þ the training, scholars need to find other ways to overcome this fundamental problem. One can also understand this fundamental issue as the ''what-if'' problem. That is, what if individual i does not receive training? Hence, reconstructing the counterfactuals is crucial to estimate unbiased causal effects.
The counterfactual model shows that it is impossible to calculate individual-level treatment effects, and therefore scholars have to calculate aggregated treatment effects (Morgan & Winship, 2007) . There are two major versions of aggregated treatment effects: the average treatment effect (ATE) and the average treatment effect on the treated group (ATT). A simple definition of the ATE can be written as
where E(.) represents the expectation in the population. T i denotes the treatment with the value of 1 for the treated group and the value of 0 for the control group. In other words, the ATE can be defined as the average effect that would be observed if everyone in the treated and the control groups received treatment, compared with if no one in both groups received treatment . The definition of ATT can be expressed as
In contrast to the ATE, the ATT refers to the average difference that would be found if everyone in the treated group received treatment compared with if none of these individuals in the treated group received treatment. The value for the ATE will be the same as that for the ATT when the research design is experimental. 1 effect. For example, one can use a simple regression model by regressing future earnings (Y) on training (T) and demographic variables such as age (x 1 ) and race (x 2 ).
Scholars then interpret the results by saying ''ceteris paribus, the effect due to training is t.'' They typically assume t is the causal effect due to management intervention. Indeed, regression or the structural equation models (SEM) (cf. Duncan, 1975; James, Mulaik, & Brett, 1982) is still a dominant approach for estimating treatment effect. 2 Yet, regression cannot detect whether the cases are comparable in terms of distribution overlap on observed characteristics. Thus, regression models are unable to reconstruct counterfactuals. One can easily find many empirical studies that seek to estimate causal effects by regressing an outcome variable on an intervention dummy variable. The findings of these studies, which used observational data sets, could be wrong because they did not adjust for the distribution between the treated and control groups.
Endogeneity
In addition to the nonequivalence of distribution between the control and treated groups, another severe error that prevents scholars from calculating unbiased causal effects is endogeneity. This occurs when predictor T correlates with error term e in Equation 1.2. A number of review articles have described the endogeneity problem and warned management scholars of its biasing effects (e.g., Antonakis et al., 2010; Hamilton & Nickerson, 2003) . As discussed previously, endogeneity manifests from measurement error, simultaneity, and omitted variables. Measurement error typically attenuates the effect size of regression estimators in explanatory variables. Simultaneity happens when at least one of the predictors is determined simultaneously along with the dependent variable. An example of simultaneity is the estimation of price in a supply and demand model (Greene, 2008 ). An omitted variable appears when one does not control for additional variables that correlate with explanatory as well as dependent variables.
Of these three sources of endogeneity, the omitted variable bias has probably received the most attention from management scholars. Returning to the earlier training example, suppose the researcher only controls for demographic variables but does not control for an individual's ability. If training correlates with ability and ability correlates with future earnings, the result will be biased because of endogeneity. Consequently, omitting ability will cause a correlation between training dummy T and residuals e. This violates the assumption of strict exogeneity for linear regression models. Thus, the estimated causal effect (tÞ in Equation 1.2 will be biased. If the omitted variable is time-invariant, one can use the fixed effects model to deal with endogeneity (Allison, 2009 ). Beck, Brüderl, and Woywode's (2008) simulation showed that the fixed effects model provided correction for biased estimation due to the omitted variable.
One can also view nonrandom sample selection as a special case of the omitted variable problem. Taking the effect of training on earnings as an example, one can only observe earnings for individuals who are employed. Employed individuals could be a nonrandom subset of the population. One can write the nonrandom selection process as Equation 1.3,
ð1:3Þ
where D is latent selection variable (1 for employed individuals), Z represents a vector of variables (e.g., education level) that predicts selection, and u denotes disturbances. One can call Equation 1.2 the substantive equation and Equation 1.3 the selection equation. Sample selection bias is likely to materialize when there is correlation between the disturbances for substantive (e) and selection equation (u) (Antonakis et al., 2010 (Antonakis et al., , p. 1094 Berk, 1983; Heckman, 1979) . When there is a correlation between e and u, the Heckman selection model, rather than the PSM, should be used to calculate causal effect (Antonakis et al., 2010) . To correct for the sample selection bias, one can first fit the selection model using probit or logit model. Then the predicted values from the selection model will be saved to compute the density and distribution values, from which the inverse Mills ratio (l)-the ratio for the density value to the distribution value-will be calculated. Finally, the inverse Mills ratio will be included in the substantive Equation 1.2 to correct for the bias of t due to selection. For more information on two-stage selection models, readers can consult Berk (1983) .
The Propensity Score Method
Having briefly reviewed existing techniques for estimating causal effects, I now discuss how PSM can help scholars to draw correct causal inferences. The PSM is a technique that allows researchers to reconstruct counterfactuals using observational data. It does this by reducing two sources of bias in the observational data: bias due to lack of distribution overlap and bias due to different density weighting (Heckman, Ichimura, Smith, & Todd, 1998) . A propensity score can be defined as the probability of study participants receiving a treatment based on observed characteristics. The PSM refers to a special procedure that uses propensity scores and matching algorithm to calculate the causal effect. Before moving on, it is useful to conceptually differentiate PSM from Heckman's (1979) ''selection model.'' His selection model deals with the probability of treatment assignment indirectly from instrumental variables. Thus, the probability calculated using the selection model requires one or more variables that are not censored or truncated and that can predict the selection. For example, if one wanted to study how training affects future earnings, one must consider the self-selection problem, because wages can only be observed for individuals who are already employed. Using the predicted probability calculated from the first stage (Equation 1.3), one can compute the inverse Mills ratio and insert this variable to the wage prediction model to correct for selection bias. In contrast to the predicted probability calculated in the Heckman selection model, propensity scores are calculated directly only through observed predictors. Furthermore, the propensity scores and the predicted probabilities calculated using Heckman selection have different purposes in estimating causal effects: The probabilities estimated from the Heckman model generate an inverse Mills ratio that can be used to adjust for bias due to censoring or truncation, whereas the probabilities calculated in the PSM are used to adjust covariate distribution between the treated group and the control group.
Reasons for Using the PSM
Because there are many methods that can estimate causal effects, why should management scholars care about the PSM? One reason is that most publications in the management field rely on observational data. Such large data can be relatively inexpensive to obtain, yet they are almost always observational rather than experimental. By adjusting covariates between the treated and control groups, the PSM allows scholars to reconstruct counterfactuals using observational data. If the strongly ignorable assumption that will be discussed in the next section is satisfied, then the PSM can produce an unbiased causal effect using observational data sets. Second, mis-specified econometric models using observational data sometimes produce biased estimators. One source of such bias is that the two samples lack distribution overlap, and regression analysis cannot tell researchers the distribution overlap between two samples. Cochran (1957, pp. 265-266) illustrated this problem using the following example: ''Suppose that we were adjusting for differences in parents' income in a comparison of private and public school children, and that the private-school incomes ranged from $10,000-$12,000, while the public-school incomes ranged from $4,000-$6,000. The covariance would adjust results so that they allegedly applied to a mean income of $8,000 in each group, although neither group has any observations in which incomes are Li 5 at or near this level.'' The PSM can easily detect the lack of covariate distribution between two groups and adjust the distribution accordingly. Third, linear or logistic models have been used to adjust for confounding covariates, but such models rely on assumptions regarding functional form. For example, one assumption required for a linear model to produce an unbiased estimator is that it does not suffer from the aforementioned problem of endogeneity. Although the procedure to calculate propensity scores is parametric, using propensity scores to compute causal effect is largely nonparametric. Thus, using the PSM to calculate the causal effect is less susceptible to the violation of model assumptions. Overall, when one is interested in investigating the effectiveness of a certain management practice but is unable to collect experimental data, the PSM should be used, at least as a robust test to justify the findings estimated by parametric models.
Overview of the PSM
The concept of subclassification is helpful for understanding the PSM. Simply comparing the mean difference of the outcome variables in two groups typically leads to biased estimators, because the distributions of the observational variables in the two groups may differ. Cochran's (1968) subclassification method first divides an observational variable into n subclasses and then estimates the treatment effect by comparing the weighted means of the outcome variable in each subclass. He used two approaches to demonstrate the effectiveness of subclassification in reducing bias in observational studies. First, he used an empirical example (death rate for smoking groups with country of origin and age as covariates) to show that when age was divided into two classes more than half the effect of the age bias was removed. Second, he used a mathematical model to derive the proportion of bias that can be removed through subclassification. For different distribution functions, using five or six subclasses will typically remove 90% or more of the bias shown in the raw comparison. With more than six subclasses, only small amounts of additional bias can be removed. Yet, subclassification is difficult to utilize if many confounding covariates exist (Rubin, 1997) .
To overcome the difficulty of estimating the treatment effects using Cochran's technique, Rosenbaum and Rubin (1983) developed the PSM. The key objective of the PSM is to replace the many confounding covariates in an observational study with one function of these covariates. The function (or the propensity score) captures the likelihood of study participants receiving a treatment based on observed covariates. The estimated propensity score is then used as the only confounding covariate to adjust for all of the covariates that go into the estimation. Since the propensity score adjusts for all covariates using a simple variable and Cochran found that five blocks can remove 90% of bias due to raw comparison, stratifying the propensity score into five blocks can generally remove much of the difference due to the non-overlap of all observed covariates between the treated group and the control group.
Central to understanding the PSM is the balancing score. Rosenbaum and Rubin (1983) defined the balancing score as a function of observable covariates such that the conditional distribution of X given the balancing score is the same for the treated group and the control group. Formally, the balancing score bðX Þ satisfies X ?T jbðX Þ, where X is a vector of the observed covariates, T represents the treatment assignment, and ? refers to independence. Rosenbaum and Rubin argued that the propensity score is a type of balancing score. They further proved that the finest balancing score is b X ð Þ ¼ X , the coarsest balancing score is the propensity score, and any score that is finer than the propensity score is the balancing score. Rosenbaum and Rubin (1983) also introduced the strongly ignorable assumption, which implies that given the balancing scores, the distributions of the covariates between the treated and the control groups are the same. They further showed that treatment assignment is strongly ignorable if it satisfies the condition of unconfoundedness and overlap. Unconfoundedness means that conditional on observational covariates X, potential outcomes (Y 1 and Y 0 ) are not influenced by treatment assignment (Y 1 ; Y 0 ?T jX ). This assumption simply asserts that the researcher can observe all variables that need to be adjusted. The overlap assumption means that given covariates X, the person with the same X values has positive and equal opportunity of being assigned to the treated group or the control group ð0 < pr T ¼ 1jX ð Þ< 1Þ. Strongly ignorable assumption rules out the systematic, pretreatment, and unobserved differences between the treated and the control subjects that participate in the study (Joffe & Rosenbaum, 1999) . Given the strongly ignorable assumption, the ATT defined in Equation 1.1b can be estimated using the balancing score. Because the propensity score e(x) is one form of balancing score, one can estimate the ATT by subtracting the average treatment effect of the treated group from that of the control group at a particular propensity score. Thus, Equation 1.1b could be rewritten as ATT ¼ EfY jT ¼ 1; e x ð Þg À EfY jT ¼ 0; e x ð Þg. If there are unobserved variables that simultaneously affect the treatment assignment and the outcome variable, the treatment assignment is not strongly ignorable. One can compare the failure of the strongly ignorable assumption with endogeneity in the mis-specified econometric models. One can view this as the omitted or unmeasured variable problem (cf. James, 1980) . Specifically, when one calculates the propensity scores, one or more variables that may affect treatment assignment and outcomes are omitted. For example, suppose an unobserved variable partially determines treatment assignment. In this case, two individuals with the same values of observed covariates will receive the same propensity score, despite the fact that they have different values of unobserved covariates and, thus, should receive different propensity scores. If the strongly ignorable assumption is violated, the PSM will produce biased causal effects.
Estimating Causal Effects With the Propensity Score Method
If the treatment assignment is strongly ignorable, scholars can use the PSM to remove the difference in the covariates' distributions between the treated and the control groups (Imbens, 2004) . This section details how scholars can apply the PSM to compute causal effects. Generally speaking, four major steps need to take place to estimate causal effect ( Figure 1 ): (1) Determine observational covariates and estimate the propensity scores, (2) stratify the propensity scores into different strata and test the balance for each stratum, (3) calculate the treatment effect by selecting appropriate methods such as matched sampling (or matching) and covariance adjustment, and (4) conduct a sensitivity test to justify that the estimated ATT is robust.
To demonstrate how scholars can use the proposed procedure listed in Figure 1 to gauge causal effect, I analyze three sources of data sets that have been widely used by economists (Dehejia & Wahba, 1999 Heckman & Hotz, 1989; Lalonde, 1986; Simith & Todd, 2005) . These data sets include both experimental and observational data. Given that the unbiased treatment effect can be computed from the experimental design, it is possible to compare the discrepancy between the estimated ATT using observational data and the unbiased ATT calculated from the experimental design.
The National Supported Work Demonstration (NSW) data were collected using an experimental design in which individuals were randomly chosen to provide data on work experience for a period of around 6 to 18 months in the years from 1975 to 1977. This federally funded program randomly selected qualified individuals for training positions so that they could get paying jobs and accumulate work experience. The other set of qualified individuals was randomly assigned to the control group, where they had no opportunity to receive the benefit of the NSW program. To ensure that the earnings information from the experiment included calendar year 1975 earnings, Lalonde (1986) chose participants who were assigned to treatment after December 1975. This procedure reduced the NSW sample to 297 treated individuals and 425 control individuals for the male participants. Wahba (1999, 2002 ) reconstructed Lalonde's original NSW data by including individuals who attended the program early enough to obtain retrospective 1974 earning information. The final NSW sample includes 185 treated and 265 control individuals. Lalonde's (1986) observational data consisted of two distinct comparison groups in the years between 1975 and 1979: the Population Survey of Income Dynamics (PSID-1) and the Current Population Survey-Social Security Administration File (CPS-1). Initiated in 1968, the PSID is a nationally representative longitudinal database that interviewed individuals and families for information on dynamics of employment, income, and earnings. The CPS, a monthly survey conducted by Bureau of the Census for the Bureau of Labor Statistics, provides comprehensive information on the unemployment, income, and poverty of the nation's population. Lalonde further extracted four data sets (denoted as PSID-2, PSID-3, CPS-2, and CPS-3) that represent the treatment group based on simple pre-intervention characteristics (e.g., age or employment status; see Table 1a for details). Table 1a reports details of data sets and the definitions of the variables.
Step 1: Estimating the Propensity Scores
To calculate a propensity score, one first needs to determine the covariates. Heckman, Ichimura, and Todd (1997) demonstrated that the quality of the observational variables has a significant impact on the estimated results. Having knowledge of relevant theory, institutional settings, and previous research is beneficial for scholars to specify which variables should be included in the model (Simith & Todd, 2005) . To appropriately represent the theory, scholars need to specify not only the observational covariates but also the high-order covariates such as quadratic effects and interaction effects. From a methodological perspective, researchers need to add high-order covariates to achieve strata balance. The process of adding high-order covariates will be discussed in the section detailing how to obtain a balance of propensity scores in each stratum. A recent development called boosted regression can also be implemented to calculate propensity scores (McCaffrey, Ridgeway, & Morral, 2004). Boosted regression can simplify the process of achieving balance in each stratum. Appendix A provides further discussion on this technique. Steiner, Cook, Shadish, and Clark (2010) replicated a prior study to show the importance of appropriately selecting covariates. They summarized three strategies for covariates selection: First, select covariates that are correctly measured and modeled. Second, choose covariates that reduce selection bias. These will be covariates that are highly correlated with the treatment (best predicted treatment) and with the outcomes (best predicted outcomes). Finally, if there was no prior theoretically or empirically sound guidance for the covariates selection (e.g., the research question is very new), scholars can measure a rich set of covariates to increase the likelihood of including covariates that satisfy the strongly ignorable assumption.
After specifying the observational covariates, the propensity scores can be estimated using these observational variables. This article summarizes four different approaches that can be used to estimate the propensity scores. If there is only one treatment (e.g., training), then one can use a logistic model, probit model, or prepared program. 3 If treatment has more than two versions (e.g., individuals receive several doses of medicine), then an ordinal logistic model can be used (Joffe & Rosenbaum, 1999) . The treatment must be ordered based on certain threshold values. If there is more than one treatment and the treatments are discrete choices (e.g., Group 1 receives payment, Group 2 receives training), the propensity scores can be estimated using a multinomial logistic model. Receiving treatment does not need to happen at the same time. For many treatments, a decision needs to be made regarding whether to treat now or to wait and treat later. The decision to treat now versus later is driven by the participants' preferences. Under this condition, one can use the Cox proportional hazard model to compute the propensity scores. Li, Propert, and Rosenbaum (2001) demonstrated that the hazard model has properties similar to those of propensity scores.
Except for the Cox model that uses partial likelihood (PL) and does not require us to specify the baseline hazard function, the estimating technique used in the aforementioned models is maximum likelihood estimation (MLE) (see Greene, 2008, Chapter 16 , for more information on MLE). The logistic models and the hazard model all assume a latent variable (Y*) that represents an underlying propensity or probability to receive treatment. Long (1997) argues that one can view a binary outcome variable as a latent variable. When the estimated probability is greater than a certain threshold or cut point (t), one observes the treatment (Y * > t; T ¼ 1). For an ordinal logistical model, one can 10 Organizational Research Methods 00 (0) understand the latent variable with multiple thresholds and observe the treatment according to the thresholds (e.g., t 1 < Y* < t 2 ; T ¼ 2). The multinomial logistical model can simply be viewed as the model that simultaneously estimates a binary model for all possible comparisons among outcome categories (Long, 1997) , but it is more efficient to use a multinomial logistical model than using multiple binary models. It is somewhat tricky to generate the predicted probability from the Cox model because it is semiparametric with no assumption of the distribution of baseline. Two alternative choices can be used to better derive probability for survival model: (1) One can rely on a parametric survival model that specifies the baseline model; (2) one can transform the data in order to use the discrete-time model. To illustrate how to calculate propensity scores, this study employed treatment group data from the NSW and control group data from the observational data extracted from the PSID-2. Following Dehejia and Wahba (1999) , I selected age, education, no degree, Black, Hispanic, RE74, RE75, age square, RE74 square, RE75 square, and RE74 Â Black as covariates to calculate propensity scores. To compute propensity scores, one can first run a logistic or probit model using a treatment dummy (whether an individual received training) as the dependent variable and the aforementioned covariates as the independent variables. Propensity scores can be obtained by calculating the fitted value from the logistic or probit models (use -predict mypscore, p-in STATA). Readers can refer Hoetker (2007) for more information on calculating probability from logit or probit models. After calculating propensity scores, Appendix B includes a randomly selected sample (n ¼ 50) from the combined data set NSW and PSID-2. Readers can obtain data for Appendix B, NSW treated, and PSID-2 from the author.
Step 2: Stratifying and Balancing the Propensity Scores After estimating the propensity scores, the next step is to subclassify them into different strata such that these blocks are balanced on propensity scores. The number of balanced propensity score blocks depends on the number of observations in the data set. As discussed previously, five blocks are a good starting point to stratify the propensity scores (Rosenbaum & Rubin, 1983) . One then can test the balance of each block by examining the distribution of covariates and the variance of propensity scores. The t test and the test for standardized bias (SB) are two widely used techniques to ensure the balance of the strata (Rosenbaum & Rubin, 1985) . The t-test compares whether the means of covariates differ between the treated and the matched control groups. The SB approach calculates the difference of sample means in the treated and the matched control groups as a percentage of the square root of the average sample variance in both groups. To conduct the SB test, scholars need to compare values calculated before and after matching. The formula used to calculate the SB value can be written as
where X 1M ðV 1M Þ and X 0M ðV 0M Þ are the means (variance) for the treated group and the matched control group. In addition to these two widely used tests, the Kolmogorov-Smirnov's two-sample test can also be used to investigate the overlap of the covariates between the treated and the control groups.
Balanced strata between the treated and the matched control group ensure the minimal distance in the marginal distributions of the covariates. If any pretreatment variable is not balanced in a particular block, one needs to subclassify the block into additional blocks until all blocks are balanced. To obtain strata balance, researchers sometimes need to add high-order covariates and recalculate the propensity scores. Rosenbaum and Rubin (1984) detailed the process of cycling between checking for balance within strata and reformulating the propensity model. Two guidelines for adding high-order covariates have been proposed: (1) When the variances of a critical covariate are found Li 11 to differ dramatically between the treatment and the control group, the squared terms of the covariate need to be included in the revised propensity score model and (2) when the correlation between two important covariates differs greatly between the groups, the interaction of the covariates can be added to the propensity score model. Appendix B shows a simple example of stratifying data into five blocks after calculating the propensity scores. For this illustration, I stratified the 50 cases into five groups. I first identified the cases with propensity scores smaller than 0.05, which were classified as unmatched. When the propensity scores were smaller than 0.2 but larger than 0.05, I coded this as block 1 (Block ID ¼ 1). When the propensity scores were smaller than 0.4 but larger than 0.2, this was coded as block 2. This process was repeated until I had created five blocks, and then I conducted the t-test within each block to detect any significant difference of propensity scores between the treated and control groups. Tvalues for each block were added in the columns next to the column of Block ID. Overall, the t-test reveals that the difference of propensity scores between the treated and control groups is statistically insignificant. If the t-test shows that there are statistically significant differences in propensity scores, one should either change threshold value of propensity scores in each block or change the covariates to recalculate the propensity scores.
When the propensity scores in each stratum are balanced, all covariates in each stratum should also achieve equivalence of distribution. To confirm this, one can conduct the t-test for each observational variable. To illustrate how balance of propensity scores within strata helps to achieve distribution overlap for other covariates, Appendix B reports the values for one continuous variable, age. One can conduct the t-test to ensure that there is no age difference between the treated and control groups within each stratum. The column T age reports the t-test for age within the strata. After balancing each block's propensity scores, the age difference between the treated and control groups in each block became statistically insignificant. I recommend that readers use a prepared statistic package to stratify propensity scores, as a program can simultaneously categorize propensity scores and conduct balance tests. For instance, one can use the -pscore-program in STATA (Becker & Ichino, 2002) to estimate, stratify, and test the balance of propensity scores.
To further illustrate how the PSM can achieve strata balance, I replicated the aforementioned two procedures for the combined experimental data set and each of the observational data sets in Table  1a . Following Dehejia and Wahba's (1999) suggestions on choice of covariates, I first computed propensity scores for each data set. Then, the propensity scores were stratified and tested for the balance within each stratum. When the propensity scores achieved balance within each stratum, I plotted the means of propensity scores in each stratum for each matched data set. Figure 2 provides evidence that the means of the propensity scores are almost the same for each sample within each balanced block.
To demonstrate the effectiveness of the PSM in adjusting for the balance of other covariates, Table 1b summarizes the means, standard errors, and SB of the matched sample. Comparing the results between the matched and unmatched samples, one can see that the difference of most observed characteristics between the experimental design and the nonexperimental design reduces dramatically. For instance, PSID-1 of Table 1b reports that the absolute SB values range from 12.86 to 184.23 (before using propensity score matching), but PSID-1M of Table 1b shows that the absolute minimum value of SB is 3.48 and the absolute maximum value of SB is 128.07.
Furthermore, the t-test and the Kolmogorov-Smirnov sample test were conducted to examine the balance of each variable. As reported from Table 2 , for the PSID-1 sample, except for RE74 in Block 3, one cannot see a p value smaller than 0.1. For simplicity, Table 2 uses only continuous variables that have been included for estimating the propensity scores to illustrate the effectiveness of the PSM in increasing the distribution overlap between the treated group and the matched control group. Overall, Table 2 shows strong evidence that after obtaining balance of propensity scores within a stratum, the covariates achieve overlap in terms of distribution. To preserve space, Table 1b and Table 2 report statistics only for PSID-1. Readers can get a full version of these two tables by contacting the author. The aforementioned evidences generally support that the covariates are balanced for the treated and control groups. Li 13 at Vrije Universiteit 34820 on January 30, 2014 orm.sagepub.com Downloaded from
Step 3: Estimating the Causal Effect Because the data sets include an experimental design, one can compute the unbiased causal effect. Table 3 shows the estimated results of training on earnings in 1978 (RE78). The first row of Table 3 reports the benchmark values calculated using the experimental data. The unadjusted result ($1,794.34) was calculated by subtracting the mean of RE78 in the treated group (NSW Treated) from the mean of RE78 in the control group (NSW Control). The adjusted estimation ($1,676.34) was computed by using regression, controlling for all observational covariates. Because the experimental data compiled by Lalonde (1986) does not achieve the same distribution between the treated and control groups (Table 1b) , this article uses the causal effect value calculated by the adjusted estimation as the benchmark value. From Table 3 column 1, it is obvious that if there are substantial differences among the pretreatment variables (as shown in Table 1b ), using the mean difference to estimate the causal effect is strongly biased (it ranges from -$15,204.78 to $1,069.85). In Table  3 column 2, a simple linear regression model was used to gauge the adjusted training effects. Column 2 shows that the estimated treatment effects (with a range from $699.13 to $1,873.77) are more reliable than those calculated using the mean differences.
In addition to mean difference and regression, PSM can also be used to effectively estimate the ATT. When the propensity scores are balanced in all strata, one can use two standard techniques to compute the ATT: matched sampling (e.g., stratified matching, nearest neighbor matching, radius matching, and kernel matching) and covariance adjustment. Matched sampling or matching is a technique used to sample certain covariates from the treated group and the control group to obtain a sample with similar distributions of covariates between the two groups. 4 Rosenbaum (2004) concluded that propensity score matching can increase the robustness of the model-based adjustment and avoid unnecessarily detailed description. The quality of the matched samples depends on the covariate balance and the structure of the matched sets (Gu & Rosenbaum, 1993) .
Ideally, exact matching on all confounding variables is the best matching approach because the sample distribution of all confounding variables would be identical in the treated and control groups. Unfortunately, exact matching on a single confounding variable will reduce the number of final matched cases. Supposing that there are k confounding variables and each variable has three levels, there will be 3 k patterns of levels to get perfectly matched samples. Thus, it is impractical to use the exact matching technique to get the identical distribution of confounding variables between the two groups. The PSM is more appropriate than exact matching because it reduces the covariates from k-dimensional to one-dimensional. Rosenbaum and Rubin (1983) also showed that the PSM not only simplified the matching algorithm, but also increased the quality of the matches.
Stratified Matching
After achieving strata balance, one can apply stratified matching to calculate the ATT. In each balanced block, the average differences in the outcomes of the treated group and the matched control group are calculated. The ATT will be estimated by the mean difference weighted by the number of treated cases in each block. The ATT can be expressed as After stratifying data into different blocks, one can calculate the ATT using data listed in Appendix B. First, one can compute P After computing the ATT for each block, one can get weighted ATTs using the weight given by the fraction of treated cases in each block. For example, the weight for block 1 is 0.08 (two treated cases in block 1 divided by 25 treated cases in total). The final ATT is estimated by taking a summation of the weighted ATT ($1,702.321), which means that individuals who received training will, on average, earn around $1,702.321 more per year than their counterparts who did not obtain governmental training. The estimated ATT using simple regression is $2,316.414. Comparing this with the true treatment effect in Table 3 ($1,676.34), one can see that the PSM produces an ATT substantively similar to the actual casual effect, given that the propensity scores of every block are balanced.
I also conducted another simulation with 200 randomly selected cases from NSW and PSID-2 for 50 times. The average ATT calculated by the PSM is $1,376.713, whereas the average ATT computed by regression analysis is $709.039. Clearly, the PSM produces an ATT closer to the true causal effects than does the ordinary least squares (OLS). I further examined the balance test for each of these 50 randomly drawn data sets. Thirteen of 50 data sets did not achieve strata balance. The average ATT calculated by the PSM was $979.612, and the average ATT calculated by OLS was $697.626. For the remaining 37 data sets that achieved strata balance, the average ATT calculated by the PSM was $1,516.23, and the average ATT calculated by OLS was $713.04. Therefore, achieving balance of propensity scores in each stratum is very important for obtaining a less biased estimator of causal effect.
I also provided SPSS code in Appendix C and STATA code in Appendix D, which readers can adjust appropriately to other statistical packages for stratified matching. The codes show how to fit the model with the logit model, calculate propensity scores, stratify propensity scores, conduct the balance test, and compute the ATT using stratified matching. It is also convenient to implement the procedure in Excel after calculating the propensity scores using other statistical packages. Readers who are interested in Excel calculation can contact the author directly to obtain the original file for the calculation in Appendix B. Moreover, Appendix E also presents a table that reports the PSM prewritten software in R, SAS, SPSS, and STATA for readers to conveniently find appropriate statistical packages. Combining NSW Treated with other observational data sets, column 3 of Table 3 further details the estimated ATT using stratified matching. Column 3 shows that the lowest estimated result is $1,467.04 (PSID-2) and the highest estimation of the treatment effect is $1,843.20 (PSID-3). Overall, stratified matching produces an ATT relatively close to the unbiased ATT ($1,676.34).
Nearest Neighbor and Radius Matching
Nearest neighbor (NN) matching computes the ATT by selecting n comparison units whose propensity scores are nearest to the treated unit in question. In radius matching, the outcome of the control units matches with the outcome of the treated units only when the propensity scores fall in the predefined radius of the treated units. A simplified formula to compute the estimated treatment effect using the nearest neighbor matching or the radius matching technique can be written as
ð2:3Þ
where N T is the number of cases in the treated group and N C i is a weighting scheme that equals the number of cases in the control group using a specific algorithm (e.g., nearest neighbor matching, N C i , will be the n comparison units with the closest propensity scores). For more information, readers can consult Heckman et al. (1997) .
For NN matching, one can randomly draw either backward or forward matches. For example, in Appendix B, for case 7 (propensity score ¼ 0.101), one can draw forward matches and find the control case (case 2) with the closest propensity score (0.109). Drawing backward matches, one can find case 1 with the closest propensity score (0.076). After repeating this for each treated case, one can calculate the ATT using Formula 2.3. For radius matching, one needs to specify the radius first. For example, suppose one sets the radius at 0.01, then the only matched case for case 7 is case 2, because the absolute value of the difference of the propensity scores between case 7 and case 2 is 0.008 (|0.101 -0.109|), smaller than the radius value 0.01. One can repeat this matching procedure for each of the treated cases and use Formula 2.3 to estimate the ATT. In Table 3 , column 5 reports the estimated ATT using NN matching, which produced an ATT with a range from $1,376.65 (CPS-3) to $1,654.57 (PSID-1). Column 7 describes the estimated ATT using the radius matching, which generated an ATT with a range from $1,307.63 (CPS-3) to $1,890.13 (CPS-1).
Kernel Matching
Kernel matching is another nonparametric estimation technique that matches all treated units with a weighted average of all controls. The weighting value is determined by distance of propensity scores, bandwidth parameter h n , and a kernel function K(.). Scholars can specify the Gaussian kernel and the appropriate bandwidth parameter to estimate the treatment effect using the Formula 2.4
4Þ where e j x ð Þ denotes the propensity score of case j in the control group and e i x ð Þ denotes the propensity score of case i in the treated group, and e j x ð Þ À e i x ð Þ represents the distance of the propensity scores.
When one applies kernel matching, one downweights the case in the control group that has a long distance from the case in the treated group. The weight function K : ð Þ in Equation 2.4 takes large values when e j x ð Þ is close to e i x ð Þ. To show how it happens, suppose one chooses Gaussian density The weights for case 10 and 11 are 0.33 (k(-0.6)) and 0.40 (k(0.02)), respectively. Clearly, the weight is low for case 10 (0.33) that has a long distance of propensity score with treated case 14 (0.282 -0.312 ¼ -0.04), whereas the weight is relatively large for case 11 (0.40) that has a short distance of propensity score with case 14 (0.313 -0.312 ¼ 0.001). For more information on kernel matching, readers can refer to Heckman et al. (1998) . In Table 3 , column 9 shows the results for the kernel matching. The estimated ATT using the kernel matching technique ranges from $1,166.93 (CPS-3) to $1,776.37 (PSID-3).
Li 17
Covariance Adjustment
Covariance adjustment is a type of regression adjustment that weights the regression using propensity scores. The matching process does not consider the variance in the observational variables because the PSM can balance the difference in the pretreatment variables in each block. Therefore, the observational variables in the balanced strata do not contribute to the treatment assignment and the potential outcome. Although each block has a balanced propensity score, the pretreatment variables may not have exactly the same distributions between the treatment group and the control group. Table 2 provides evidence that although the propensity scores are balanced in each stratum, the distributions of some variables do not fully overlap. For example, RE74 are statistically different between the treated and the matched control group for PSID-1. Covariate adjustment is achieved by using a matched sample to regress the treatment outcome on the covariates with appropriate weights for unmatched cases and duplicated cases. Dehejia and Wahba (1999) estimated the causal effect by conducting within-stratum regression, taking a weighted sum over the strata. Imbens (2000) proposed that one can use the inverse of one minus the propensity scores as the weight for each control case and the inverse of propensity scores as the weight for each treated case. Rubin (2001) provided additional discussion on covariate adjustment. Unlike matched sapling, covariance adjustment is a hybrid technique that combines nonparametric propensity matching with parametric regression. Column 11 of Table 3 reports the results of the covariance adjustment, which were produced by regressing RE78 on all observational variables, weighted by number of treated cases in each block. This approach generates an ATT ranging from $1,550.90 (CPS-2) to $1,925.23 (PSID-1).
Researchers have suggested two ways to calculate the variance of the nonparametric estimators of the ATT. First, Imbens (2004) suggested that one can estimate the variance by calculating each of five components 5 included in the variance formula. The asymptotic variance can generally be estimated consistently using kernel methods, which can consistently compute each of these five components. The bootstrap is the second nonparametric approach to calculate variance (Efron & Tibshirani, 1997) . Efron and Tibshirani (1997) argued that 50 bootstrap replications can produce a good estimator for standard errors, yet a much larger number of replications are needed to determine the bootstrap confidence interval. In Table 3 , 100 bootstrap replications were used to calculate the standard errors for the matching technique. In addition to calculating the variance nonparametrically, one can also compute it parametrically if covariance adjustment is used to produce the ATT. In Table 3 , for the covariate adjustment technique, the standard errors in Column 11 of Table 3 were generated by linear regression.
Choosing Techniques
This article has reviewed different techniques for gauging the ATT. The performance of these strategies differs case by case and depends on data structure. Dehejia and Wahba (2002) demonstrated that when there is substantial overlap in the distribution of propensity scores (or balanced strata) between the treated and control groups, most matching techniques will produce similar results. Imbens (2004) remarked that there are no fully applicable versions of tools that do not require applied researchers to specify smoothing parameters. Specifically, little is still known about the optimal bandwidth, radius, and number of matches. That being said, scholars still need to consider particular issues in choosing the techniques that their research will employ.
For nearest neighbor matching, it is important to determine how many comparison units match each treated unit. Increasing comparison units decreases the variance of the estimator but increases the bias of the estimator. Furthermore, one needs to choose between matching with replacement and matching without replacement (Dehejia & Wahba, 2002) . When there are few comparison units, matching without replacement will force us to match treated units to the comparison ones that are quite different in propensity scores. This enhances the likelihood of bad matches (increase the bias of the estimator), but it could also decrease the variance of the estimator. Thus, matching without replacement decreases the variance of the estimator at the cost of increasing the estimation bias. In contrast, because matching with replacement allows one comparison unit to be matched more than once with each nearest treatment unit, matching with replacement can minimize the distance between the treatment unit and the matched comparison unit. This will reduce bias of the estimator but increase variance of the estimator.
In regard to radius matching, it is important to choose the maximum value of the radius. The larger the radius is, the more matches can be found. More matches typically increase the likelihood of finding bad matches, which raises the bias of the estimator but decreases the variance of the estimator. As far as kernel matching is concerned, choosing an appropriate bandwidth is also crucial because a wider bandwidth will produce a smoother function at the cost of tracking data less closely. Typically, wider bandwidth increases chance of bad matches so that the bias of the estimator will also be high. Yet, more comparison units due to wider bandwidth will also decrease the variance of the estimator. Figure 3 summarizes the issues that scholars need to consider before choosing appropriate techniques.
For organizational scholars, I recommend using stratified matching and covariate adjustment for the following reasons: First, these two techniques do not require scholars to choose specific smoothing parameters. The estimation of the ATT from these two techniques requires minimum statistical knowledge. Second, the weighting parameters can be easily constructed from the data. One can use a similar version of weighting parameters (the number of treated cases in each block) for both techniques. For stratified matching, one calculates the number of treated cases in each stratum, and then the proportion of treated cases will be computed. For covariate adjustment, one can use the number of treated cases as weights in the regression model. Finally, the performance of these two approaches (Table 3) is relatively close to other matching techniques. Overall, these two techniques are not only relatively simple, but can also produce a reliable ATT. Step 4: Sensitivity Test
The sensitivity test is the final step used to investigate whether the causal effect estimated from the PSM is susceptible to the influence of unobserved covariates. Ideally, when an unbiased causal effect is available (e.g., the benchmark ATT estimated from the experimental design), scholars can compare the ATT generated by the PSM with the unbiased ATT to assure the accuracy of the PSM. However, in most empirical settings, an unbiased ATT is not available. Rosenbaum (1987) proposed that multiple comparison groups are valuable in detecting the existence of important unobserved variables. For example, one can use multiple control groups to match the treated group to calculate multiple treatment effects. One can have a sense of the reliability of the estimated ATT comparing the effect size of different treatment effects. Table 3 reports results for such sensitivity test by drawing on multiple groups. One can compare the ATT for between PSID-1 and other data sets to confirm the effectiveness of stratified matching. Alternatively, one can match two control groups. If the results show that causal effects are statistically different between these two control groups, then one can conclude that the strongly ignorable assumption is violated. In practice, however, scholars will ordinarily not have multiple comparison groups or unbiased causal effect gauged from experimental data. How then can one conduct a sensitivity test? Three approaches-changing the specification in the equation, using the instrumental variable, and Rosenbaum Bounding (RB)-can be implemented. To conduct a sensitivity test by changing the specification in the equation, scholars first need to change the specification by dropping or adding highorder covariates such as quadratic or interaction terms. After changing the specification, scholars should recalculate the propensity scores and the causal effect. Comparison of the newly calculated causal effect and the originally computed causal effect will reveal how reliable the originally computed causal effect is. This technique is similar to Dehejia and Wahba's (1999) suggestion of selecting based on observables. Selecting based on observables informs researchers whether the treatment assignment is strongly ignorable, the precondition for the PSM to produce an unbiased estimation. Table 4a shows the sensitivity analysis when I dropped higher-order pretreatment variables. By using only the observational variables, column 1 demonstrates that the estimated results of stratifying matching range from $813.20 (PSID-2) to $1,348.56 (CPS-1). Column 3 summarizes the estimated results by using the nearest neighbor technique. The lowest estimated result of the casual effect is $996.59 (PSID-2) and the highest estimated result of the causal effect is $1, . Column 5 reports the results of radius matching with a range from $835.68 (PSID-1) to $2,110.03 (PSID-2). In column 7 of Table 4a , the estimated ATTs range from $831.12 (PSID-1) to $1, . Finally, covariate adjustment shows the treatment effects ranging from $1,342.50 (CPS-1) to $2,328.20 (PSID-1). It is important to emphasize that after dropping the high-order covariates, the balancing property is not satisfied for all the matched control samples.
When one lacks an unbiased estimator and multiple comparison groups, the instrumental variable (IV) method is another technique that can be used to assess the bias of the causal effects estimated by the PSM. DiPrete and Gangl (2004) argued that the IV estimation can produce a consistent and unbiased estimation of the causal effect when the IVs are appropriately chosen, but this method generally reduces the efficiency of the causal estimators and introduces some uncertainty because of its reliance on additional assumptions. Usually, for public policy studies, a grouping variable that divides samples into a number of disjointed groups can be selected as an instrumental variable.
6 For example, Angrist, Imbens, and Rubin (1996) used the lottery number as the instrumental variable to estimate the causal effect of Vietnam War veteran status on mortality. The rationale behind using lottery numbers is that they correlate with the treatment variable (whether to serve in the military) because a low lottery number would potentially get called to serve in the military. On the other hand, a lottery number is a random number that does not correlate with the error term. Thus the lottery number serves as a good instrument for the endogenous variable-serving in the Vietnam War. One
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Organizational Research Methods 00 (0) can compare the estimate of the causal effect from the PSM with the IV estimators to determine the accuracy of the estimators calculated by the PSM. Unfortunately, the limited number of covariates in these data sets prevents me from using the IV approach to conduct the sensitivity analysis. Readers who are interested in this topic can find examples from Angrist et al. (1996) and DiPrete and Gangl (2004) . Wooldridge (2002) provides further theoretical background on how IV can be used when one suspects the failure of a strongly ignorable assumption. Finally, Rosenbaum (2002, Chapter 4) proposed a bounding approach to test the existence of hidden bias, which potentially arises to make the estimated treatment effect biased. Suppose u 1i and u 0j are unobserved characteristics for individuals i and j in the treated group and the control group. G Li 21 refers to the effect of these unobserved variables on treatment assignment. The odds ratio that individuals receive treatment can be simply written as G ¼ exp(u 1i -u 0j ). If the unobserved variables u 1i and u 0j are uninformative, then the assignment process is random (G ¼ 1) and the estimated ATT and confidence intervals are unbiased. When the unobserved variables are informative, then the confidence intervals of the ATT become wider and the likelihood of finding support for the null hypothesis increases. Rosenbaum Bounding sensitivity test changes the effect of the unobserved variables on the treatment assignment to determine the end point of the significant test that leads one to accept the null hypothesis. Diprete and Gangl (2004) implemented the procedure in STATA for testing the continuous outcomes, however, their program only works for one to one matching. Becker and Caliendo (2007) also implemented this method in STATA but for testing the dichotomous outcome. Table 4b presents an example of using the RB test. The table reports only the test for PSID-1 and CPS-2 because the t-values for the ATT estimated using stratified matching show strong evidence of treatment effect. By varying the value of G, Table 4b reports the p value as well as the upper and lower bounds of the ATT. The Wilcoxon signed-rank test generates a significance test at a given level of hidden bias specified by parameter G (DiPrete & Gangl, 2004) . As reported from Table  4b , the estimated ATT is very sensitive to hidden bias. As far as PSID-1 is concerned, when the critical value of G is between 1.05 and 1.10 (the unobserved variables cause the odds ratio of being assigned to the treated group or the control group to be about 1.10), one needs to question the conclusion of the positive effect of training on salary in the year 1978. In regards to the CPS-2 sample, when the critical value of G is between 1.20 and 1.25, one should question the positive effect of training on future salary. Yet, a value for G of 1.25 in CPS-2 does not mean that one will not observe the positive effect of training on future earnings; it only means that when unobserved variables determine the treatment assignment by a ratio of 1.25, it will be so strong that the salary effect would include zero and that unobserved covariates almost perfectly determine the future salary in each matched case. RB presents a worst-case scenario that assumes treatment assignment is influenced by unobserved covariates. This sensitivity test conveys important information about how the level of uncertainty involved in matching estimators will undermine the conclusions of matched sampling analyses. The simple test in Table 4b generally reveals that the causal effect of training is very sensitive to hidden biases that could influence the odds of treatment assignment.
Future Applications of the Propensity Score Method
To my knowledge, no publications in the management field have implemented the PSM in an empirical setting, yet other social science fields have empirically applied the PSM. Thus, before offering suggestions for applying the PSM to the field, I will provide an overview of how scholars in relevant social science fields (e.g., economics, finance, and sociology) employ the PSM in their empirical studies. Most applications of the PSM come from the evaluation of public policy by economists (e.g., Dehejia & Wahba, 1999; Lechner, 2002) . Early implementation of the PSM intended to examine whether this technique effectively reduces bias stemming from the heterogeneity of participants. Economists generally agreed that the PSM is appropriate for examining causal effects using observational data. Recent application by Couch and Placzek (2010) , for example, used the PSM to calculate the ATT without any concern regarding the legitimacy of the technique. Combining the PSM and the average difference-in-difference approaches, Couch and Placzek (2010) found that mass layoff decreased earnings at 33%.
To provide a concise overview of the PSM in other social science fields, I conducted a Web of Science search calling up articles that cited Rosenbaum and Rubin's 1983 paper. Because most citations came from health-related fields, I limited the search to fields such as economics, sociology, and business finance that are relevant to management. Overall, in early 2012, I found 674 articles in these three fields that have cited Rosenbaum and Rubin's article. Fewer than 100 articles were Table 5 summarizes the data, analytical techniques, and key findings of these empirical articles employing the PSM in their fields. Given that management scholars have relied on observational data sets, using the PSM will be fundamentally helpful in discovering the effectiveness of management interventions, including areas such as strategy, entrepreneurship, and human resource management. For strategy scholars, future research can use the PSM to examine whether firms that adopt long-term incentive plans (e.g., stock options and stock ownership) can increase overall performance. Apparently, the data used in this type of study are not experimental. Future research can use the PSM to adjust the distribution between firms using long-term incentive policies and ones that have not adopted such policies. Indeed, the PSM can be widely used by strategy scholars who want to examine the outcomes of certain strategies. For example, one can examine whether duality (the practice of the CEO also being the Chairman of the Board) has real implications for stock price and longterm performance.
The PSM can also be used in entrepreneurship research. Wasserman (2003) documented the paradox of success in that founders were more likely to be replaced by professional managers when founders led firms to an important breakthrough (e.g., the receipt of additional funding from an external resource). Future research can further explore this question by investigating which types of funding lead to turnover in the top management team in newly founded firms. For example, scholars can examine whether funding received from venture capitalists (VCs) has a different effect on executive turnover than that obtained from a Small Business Innovative Research (SBIR) program. Similarly, using the PSM, scholars can examine how other interventions, such as a business plan, can affect entrepreneurial performance. Like strategy scholars, entrepreneurship researchers can implement the PSM in many other questions.
The PSM can also be widely implemented by strategic human resource management (SHRM) scholars. A major interest in SHRM literature is whether HR practices contribute to firm performance. One can implement the PSM to investigate whether HR practices (e.g., downsizing) contribute to firm performance. When the strongly ignorable assumption is satisfied, the PSM provides an opportunity for HR scholars to document a less biased effect size between HR practices and firm performance. HR researchers can adjust the distributions of the observational variables and then estimate the ATT of the HR practices on firm performance. In conclusion, the PSM is an effective technique for scholars to reconstruct counterfactuals using observational data sets.
Discussion
Research in other academic fields has documented the effectiveness of the PSM. Yet, like other methods, the PSM has its strength and weakness. The first advantage in using the PSM is that it simplifies the matching procedure. The PSM can reduce k-dimension observable variables into one dimension. Therefore, scholars can match observational data sets with k-dimensional covariates without sacrificing many observations or worrying about computational complexity. Second, the PSM eliminates two sources of bias (Heckman et al., 1998) : bias from nonoverlapping supports and bias from different density weighting. The PSM increases the likelihood of achieving distribution overlap between the treated and control groups. Moreover, this technique reweights nonparticipant Propensity score estimators calculating average treatment effects on treated (ATT) and the average difference-indifference showed that earning losses were 33% at the time of mass layoff and 12% 6 years later.
(continued) They combined data sets from multiple databases. They collected data on seasoned equity issuers, including credit rating, stock return, lending history, and insurance history.
Propensity score matching was used to match non-current loans to currents loans. Propensity score is calculated using observational variables including credit rating, firm industry, and other variables.
Overall, underwriters (commercial banks and investment banks) engaged in concurrent lending and provide discounts. In addition, concurrent lending helped underwriters build relationships, which help underwriters increase the probability of receiving current and future business.
Frank, Akresh, and Lu (2010), American Sociological Review Data were collected from New Immigrant Survey with around 1,000 cases.
They used ordinal logistic model to calculate propensity scores, which were used to estimate the effect of skin color on earnings.
They found an average difference of $2,435.63 difference between lighter and darker skinned individuals. In other words, darker skin individuals earn around $2,500 less per year than counterparts.
Gangl ( Difference-in-difference propensity score matching
Gangl found strong evidence that postunemployment losses are largely permanent, and such effect is particularly significant for older and high-wage workers as well as for female employees.
Grodsky (2007), American Journal of Sociology
Data came from a number of sources, including the representative samples of students who completed high school in 1972, 1982, and 1992 . In the first stage, propensity score was used to adjust for selection on observational variables. In the second stage, the author examined the type of college a student will attend controlling for propensity scores. The author found the evidence that a wide range of institutions engage in affirmative action for African American students as well as for Hispanic students.
(continued) data to obtain equal distribution between the treated and control groups. Third, if treatment assignment is strongly ignorable, scholars can use the PSM on observational data sets to estimate an ATT that is reasonably close to the ATT calculated from experiments. Fourth, the matching technique, by its nature, is nonparametric. Like other nonparametric approaches, this technique will not suffer from problems that are prevalent in most parametric models, such as the assumption of distribution. It generally outperforms simple regression analysis when the true functional form for the regression is nonlinear (Morgan & Harding, 2006) . Finally, the PSM is an intuitively sounder method for dealing with covariates than is traditional regression analysis. For example, the idea that covariates in both the treated group and the control group have the same distributions is much easier to understand than the interpretation using ''control all other variables at mean'' or ''ceteris paribus.'' Even for regression, without appropriately adjusting for the covariate distribution, one can get an ATT with the regression technique despite the fact that no meaningful ATT exists. Despite its many advantages, the PSM also has its limitations. Like other nonparametric techniques, the PSM generally has no test statistics. Although the bootstrap technique can be used to estimate the variance, such techniques are not fully justified or widely accepted by researchers (Imbens, 2004) . Hence, the use of the PSM may be limited because while it can help scholars draw causal inferences, it cannot help with drawing statistical inferences. Another key hurdle of this method is that there are currently no established procedures to investigate whether treatment assignment is strongly ignorable. Heckman et al. (1998) demonstrated that the PSM cannot eliminate bias due to unobservable differences across groups. The PSM can reweight observational covariates, but it cannot deal with unobservable variables. Some unobservable variables (e.g., environmental context, region) can increase the bias of the ATT estimated using the PSM. Third, even when the treatment assignment is strongly ignorable, the accuracy of the ATT estimated by the PSM depends on the quality of the observational data. Thus, measurement error (cf. Gerhart, Wright, & McMahan, 2000) and nonrandom missing values can affect the estimated ATT. Finally, although there are a few propensity score matching techniques, one can find little guidance on which types of matching techniques work best for different applications.
Overall, despite its shortcomings, the PSM can be employed by management scholars to investigate the ATT of management interventions. Appropriately used, the PSM can eliminate bias due to nonoverlapping distributions between the treatment and the control groups. The PSM can also reduce the problem of unfair comparison. However, scholars must be careful about the quality of the data because the effectiveness of the PSM depends on the observational covariates. Research using objective measures will be an optimal setting for using the PSM. In empirical settings with low quality data, scholars can implement nonparametric PSM as a robust test to justify the parametric findings generated by traditional econometric models.
To draw meaningful and honest causal inferences, one must appropriately choose the technique that works best for testing the causal relationship. When one has collected panel data and believes that omitted variable is time-invariant, then the fixed effects model is the best choice for estimating bias due to an omitted variable (Allison, 2009; Beck et al., 2008) . When one finds one or more perfect instrumental variables, using two-stage least-squares (2SLS) can also address the bias of causal effects calculated through conventional regression techniques. When the endogenous variable suffers only from measurement error and when one knows the reliability coefficient, one can use regression analysis and correct the bias using the reliability coefficient. Almost no technique is perfect in drawing an unbiased causal inference, including experimental design. Heckman and Vytlacil (2007) remarked that explicitly manipulating treatment assignment cannot always represent the real-world problem because experimentation naturally discards information contained in a real-world context that includes dropout, self-selection, and noncompliance.
Sometimes a combination of techniques is also recommended. For example, to alleviate the extrapolation bias in the regression models Imbens and Wooldridge (2009) recommend using matching to Li 27 generate a balanced sample. Similarly, Rosenbaum and Rubin (1983) suggested that differences due to unobserved heterogeneity should be addressed after balancing the observed covariates. Additionally, the PSM can also be incorporated in studies using the longitudinal design. Readers who are interested in estimating the ATT using longitudinal data can also refer to the nonparametric conditional difference-in-difference model (Heckman et al., 1997) and the semiparametric conditional difference-in-difference model (Heckman et al., 1998) . To conclude, to draw the best causal inference, one needs to choose the appropriate methods. Of various techniques, the PSM should be a potential choice.
Conclusion
The purpose of this article is to introduce the PSM to the management field. This article makes several contributions to organizational research methods literature. First, it not only advances management scholars' understanding of a neglected method to estimate causal effects, but also discusses some of the technique's limitations. Second, by integrating previous work on the PSM, it provides a step-by-step flowchart that management scholars can easily implement in their empirical studies. The attached data set with SPSS and STATA stratified matching codes help management scholars to calculate the ATT. Readers can make context-dependent decisions and choose a matching algorithm that is most beneficial for their objectives. Finally, a brief review of the applications of the PSM in other social science fields and a discussion of potential usage of the PSM in the management field provides an overview of how management scholars can employ the PSM in future empirical studies.
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Step 1
Step 2
Step 3 
Step 1 Step 2
Step 3 (0) 4. Propensity score matching is one technique of many matched sampling technique. One can use exact matching simply based on one or more covariates. For example, scholars may match sample based on standard industry classification (SIC) and firm size rather than matching using propensity scores. 5. These components are: the variance of the covariates in the control groups, the variance of the covariates in the treated groups, the mean of the covariates in the control groups, the mean of the covariates in the treated groups, and the estimated propensity score. The variance of the covariates in the treated and the control groups are weighted by the propensity score. 6. Instrumental variable (IV) is typically used by scholars under the condition of simultaneity. Because of the difficulty in finding an IV, it is not viewed as a general remedy for endogeneity issues.
