Abstract. The properties of a manifold's chains which are in general position, and their intersections, leads naturally to a theory of algebraic structures which are only partially defined. In this paper we prove an algebraic statement effectively showing that such partially defined structures on a complex do capture all of the important homological information. We also describe several geometric applications to algebraic structures involving chains and their intersections. Further details will appear in the author's Ph.D. thesis.
Introduction
It has long been known to algebraic topologists that the intersection of chains in a manifold is not fully defined. As a perhaps worst-case example, a chain is never transverse to itself, and therefore its naive self-intersection does not even give the correct homological dimension. In this paper we prove a result which allows one to deal with situations such as this, where an algebraic structure on a complex is only partially defined. An important consequence is that, although having fully defined algebraic structures on a complex is a psychological luxury, certain partial structures are sufficient for capturing all of the important homological information.
Let us first describe how the properties of chains in general position lead naturally to a precise algebraic theory. Imagine one has a collection of j chains of a smooth manifold in general position. Of course, for j = 1, this condition is vacuous. Note that any subset of this collection also consists of chains in general position. Finally, it is almost a classical result that homology classes may be represented by cycles in general position. Abstracting these properties, one is led naturally to the definition of a domain in a complex: A domain in a complex C, is a collection of subcomplexes C j of C ⊗j such that C 1 =C, C j is a subcomplex of C ⊗j 1 ⊗ · · · ⊗ C ⊗j k for all ordered partitions j 1 , · · · , j k of the integer j, and finally all inclusions of subcomplexes are quasi-isomorphisms [8] , [3] .
Continuing to be lead by the example of chains, one can also ask how the operation of intersection behaves with respect to the collection of chains in general position. One important property can be described as follows. Suppose we have a collection of j chains and partition them into a collection of k subsets. Then for each subset we intersect the chains to obtain a new chain. The result is a collection of k chains which are in general position. Of course, if we then intersect this collection of k chains the resulting chain is that same as we if had simply intersected the original collection of j chains. Abstracting this property we are led naturally to the notion of a partially defined algebraic structure, [3] .
Operads provide a convenient way to abstractly describe the operations and relations of an algebraic structure. An algebra over an operad is roughly then the imposition of these abstract operations on a particular set, complex, space, etc. In [3] , Kriz and May defined partial algebras over operads and proved several results concerning them. As a continuation of this work, we show in section two that partial algebras over operads of complexes do capture all of the important homological information. In particular, they are quasi-isomorphic to genuine algebras. Since the chains in a manifold can be seen as a primary motivating example for this algebraic theory, we begin by describing several geometric applications of our algebraic result. Further details of the algebraic theory and some of its many applications will appear in [10] .
Applications
For each of the applications below, let M be an oriented closed smooth manifold.
(1) For our first application we let C be the complex freely generated over Z by the geometric chains of M (i.e. those representable by Whitney stratified subsets of M , see [2] ). Intersection of such chains is defined whenever the chains are in general position and is graded commutative and associative. Given a domain in C prescribed by chains in general position, one obtains a partial algebra on C over the commutative operad (i.e. a partial commutative algebra). A technical point of our theorem below is that our operad must satisfy a certain projective-type assumption, which over the integers, the commutative operad does not. But, by pulling back, we may obtain a partial algebra over an E-infinity operad (which does satisfy our assumption), now to which our theorem below does apply. Then, up to quasi-isomorphism, the chains of M with integral coefficients have the structure of an E-infinity algebra. This chain-level algebra induces the usual commutative associative algebra on homology given by intersection of cycles 1 . (2) For our next application we embed M in a Euclidean space and let U be a tubular neighborhood of M . We may identify the relative geometric chains of (U, ∂U ) in general position with respect to each other and M , with the cochains of M in general position (by intersection with M ). Also, intersection here corresponds to the cup product of cochains, see [2] . A domain defined by general position here yields in a similar way a partial E-infinity algebra on the cochains of M , induced by the commutative and associative intersection. Our theorem applies in this case, showing this may be converted to a genuine E-infinity algebra on a complex quasi-isomorphic to the cochains of M . By a recent theorem of Mandel [4] , under mild assumptions, this E-infinity algebra determines the weak homotopy type of M . (3) We expect there is also an application in String Topology [1] . Here we let C denote a complex of chains on the free loopspace of M . A chain on the framed cactus operad gives rise to an operation on a collection of chain in "sufficiently general" position. A suitably defined domain of C would then 1 I have been kindly informed that J. McClure is currently developing a somewhat different notion of domain for graded commutative algebras, a verification of his domain hypothesis for the polyhedral chains in a P L-manifold, and a corresponding E-infinity algebra interpretation [9] .
give rise to a partial algebra on C over the chains on the framed cacti. Now, even over Z the chains on the framed cacti operad is Z[Σ j ]-projective, so that the above conversion theorem would apply and yield an algebra over the operad of chains on the framed cacti. Since the homology of the chains on the framed cactus operad is a BV-algebra, this is then an appropriate chain level version of Chas and Sullivan's result that the homology of the free loopspace of M has the structure of a BV-algebra [1] . (4) Finally, we refer the reader to [7] for an application in Sullivan's description of a topological background for Gromov-Witten theory.
Algebraic Result
We refer the reader to [3] for definitions of operads, algebras, partial algebras and their morphisms, respectively. For simplicity, we work over the ring R of integers or rationals, though our results apply to any Dedekind ring. Let O = k≥0 O(k) be an operad of complexes over R such that each O(k) is a projective R[Σ k ]-module and let A be a flat complex over R. These assumptions are crucial and imply that inclusions and quasi-isomorphisms are preserved under tensor products.
We represent elements of O(k) by trees with k inputs:
and the unit in O(1) by:
where we have left spaces between trees to indicate this is a tensor product of elements of O.
Recall that any operad O corresponds to a monad in the category of complexes, also denoted by O, defined by O(X) = k≥0 O(k) ⊗ X k where X k is the k-fold tensor product of X. The monad structure is given by the operad composition and unit. Algebras over O correspond to algebras over the monad O. We represent an element of O(k) ⊗ X k by:
k . An operad O also gives rise to a monad in the category of domains of complexes, which we denote by O * . If X * = {X j } is a domain in a complex X then we define O * (X * ) = k≥0 O(k) ⊗ X k and a domain in this complex is given by elements in ( k≥0 O(k) ⊗ X k ) j which may be represented a diagram of j trees labeled by elements of X:
Similarly we have that partial algebras over O correspond to algebras over the monad O * in the category of domains of complexes. As shown in [3] , these monadic interpretations allow one to make use of the two-sided bar construction B * (−, −, −). The rest of this section is devoted to the proof of this theorem, many of whose techniques appear in [3] .
Using the notation in [3] , from a domain A * = {A j } j≥1 we obtain the following diagram of simplicial domains of complexes, each of which are simplicial partial O-algebras:
where A * is the constant simplicial object, B * = B * (O * , O * , A * ) and W * = (ROL, O * , A * ). Here R and L are the obvious functors from complexes to domains of complexes, and vice versa, respectively. We now give a diagrammatic description of B * , W * and the maps above. By definition B * = {B q } q≥0 is a simplicial domain of complexes where the qsimplicies are B q = O q+1 * (A * ). By our above diagram conventions, an element of B q,j = O q+1 * (A j ) is represented by a collection of j objects, each a stacking of trees q + 1 high, labeled on top by elements of A such that a 1 ⊗ · · ·⊗ a i ∈ A i . See figure 1 .
Note that this does in fact define a domain in B q = O q+1 * (A). Let us refer to top row of trees at the 1 st , the next below the 2 nd , etc. The 0 th face operator of this simplicial object is given by evaluating the elements of A on the 1 st row of
trees using the partial algebra structure of A * over O. For 1 ≤ i ≤ q, the i th face operator is given by composing the i th and (i + 1) st rows of this diagram using the operad structure. The 0 th degeneracy operator of this simplicial object is given by inserting a row of units of O between the elements of A and the first row of trees. For 1 ≤ i ≤ q, the i th degeneracy operator is given by inserting a row of units of O between the i th and (i + 1) st rows of this diagram. B * is a simplicial partial algebra over O in the following way: given an element of O(j) (diagrammatically a tree with j inputs), and an object of B q,j = O q+1 * (A j ), as in the diagram above, we compose at the bottom using the operad composition.
The diagrammatic description of W * is similar. Let W q,j = ROLO q * (A j ). An element of W q,j is represented by a collection of j objects, each a stacking of trees q + 1 high, labeled on top by elements of A satisfying a certain property common to each of these j objects. To illustrate this property, consider any one of these j objects, as in figure 2. In terms of this diagram we may express the property as follows: for each tree in the q th row, the elements a α1 , · · · , a α β of A "lying above" this tree satisfy a α1 ⊗ · · · ⊗ a α β ∈ A β . In figure 2 we have show this only for the first tree in the q th row (of one of the j objects). The face and degeneracy operators of W * are diagrammatically the same as for B * . Note that for each q, W q,j = (W q,1 ) ⊗j and, as before, W * is a simplicial O * -algebra by composition at the bottom, and hence can be thought of as a simplicial O-algebra.
The maps η, ϕ, δ have simple descriptions in terms of these diagrams. The map δ is induced by the given domain A * of A. In terms of diagrams this means the identity map on trees and the inclusion on elements of A, which is a quasi-isomorphism by the assumption that A * is a domain. The map ϕ is described diagrammatically by fully evaluating an object of B q,j using the partial algebra structure, and considering the output element of A j as an element of A q,j in the constant simplicial object A * . It is easy to see that ϕ is a map of partial algebras. Lastly, η is given by including an element of A q,j into B q,j by stacking units q + 1 high under each element of A.
It is easy to check that ϕ•η = Id. Moreover, as proven in [6] , there is a simplicial homotopy from η • ϕ to Id. Hence ϕ is a quasi-isomorphism of simplicial partial O-algebras.
We wish to apply a normalization map C # to this diagram to obtain a quasiisomorphism of partial O-algebras. As is pointed out in [3] , the obvious way to do this need not take simplicial domains of complexes to domains in complexes. We verify directly that for the diagram of simplicial domains above this is indeed the case. Let us first define C # .
If X q,p is a simplicial complex, with q denoting the simplicial grading, p the complex grading, we define C # (X) n = p+q=n X q,p /D where D denotes the set of degenerate simplicies, i.e. the sum of the images of the degeneracy maps. This forms a complex with differential equal to the sum of the simplicial differential (−1) i ∂ i plus (−1) q times the complex differential. C # is defined on morphisms by adding maps along fixed degree n = q + p. One can show that C # takes simplicial maps to chain maps, simplicial homotopies to chains homotopies and simplicial quasi-isomorphisms to quasi-isomorphisms [3] .
For X q,r , Y p,s simplicial complexes define the shuffle map
where s * are the degeneracy operators, the sum is over all shuffles ν 1 < · · · < ν q and µ 1 < · · · < µ p of {0, 1, · · · , p + q + 1}, and the sign is determined by the signature of the corresponding permutation of {0, 1, · · · , p + q + 1}. See [6] . According to [3] , g is commutative, associative and unital, and we also denote iterates of the shuffle map by g. We define the Alexander-Whitney map f :
where ∂ * are the face operators and∂ denotes the last face operator. One can show that f • g = Id (note we're working on the normalized level). We now describe a way to define C # on a simplicial domain of a complex (X q,p ) * = {X q,p,j } j≥1 where X q,p,1 = X q,p . For each j, X q,p,j is a simplicial complex and there is a quasi-isomorphism X q,p,j ֒→ (X q,p,1 ) ⊗j . Here ⊗ means as simplicial complexes. We define a domain in C # (X q,p,1 ) by:
i.e. map in via the shuffle map, intersect with the given simplicial domain, and then map out via the Alexander-Whitney map. Let f • ∩• g denote this map. As pointed out in [3] , this need not yield a quasi-isomorphism C # (X q,p,1 ) j ֒→ C # (X q,p,1 ) ⊗j . We now verify directly that this is indeed the case when applied to A * , B * , and W * .
Recall A * is the constant simplicial object of domains in the complex A. Then C # (A * ) = C(A * ) 1 = A * , since we are working on the normalized level and all of the degeneracy maps are the identity. Proof. An element Z of (C # B 1 ) ⊗j is represented as a collection of j objects:
where, for 1 ≤ k ≤ j, the k th object is a stacking of trees q k + 1 high and the elements a k,1 , · · · , a k,γ k of A labeling the k th object satisfy a k,1 ⊗ · · · ⊗ a k,γ k ∈ A γ k . We now compute (C # B) j explicitly and show that (
⊗j is a quasi-isomorphism.
Let S j denote the subcomplex of (C # B 1 ) ⊗j consisting of those elements Z ′ which satisfy the further restriction:
We claim (C # B) j = S j and first show:
The first containment follows set theoretically. For the second we note that if Y ∈ C # (B j ) then, when represented diagrammatically, its labeling elements of A satisfy (2) . Recall that the map f is defined by applying first and last face operators, which here are induced by the partial algebra structure on A * and the operad composition in O. The last face operators are no concern; it is simply operad composition at the bottom. The first face operators may be regarded as an iteration of partial actions on one of the j objects and the identity on the others. By the definition of a partial algebra, under the partial action the output consists of elements of A which lie in the domain. Then f (Y ) also satisfies (2), so f (Y ) ∈ S j . We now argue that we have the opposite inclusion:
Recall that g is defined by applying degeneracy operators, which here are given by the operad unit.
since the elements of A satisfying (2) are unaffected by the insertion of units of O. Then
Thus we have shown that S j = (C # B) j , i.e that the map f • ∩ • g is simply the restriction to those elements Z whose labeling elements of A satisfy (2) . Then the inclusion i : (C # B) j ֒→ (C # B 1 ) ⊗j can be seen as being induced by the quasiisomorphism given in the domain A * of A. By our assumptions that A is flat and O is projective, this inclusion i is also a quasi-isomorphism. Lastly, it is clear that we have a factoring
Claim 2. Applying C # to W * and defining (C # W * ) j as in (1) yields a domain in C # W * such that (C # W * ) j = (C # W 1 ) ⊗j .
Proof. It suffices to show that (C # W * ) j = (C # W 1 ) ⊗j . Recall each element of (C # W 1 ) ⊗j is represented by a collection of j objects, the k th object a stacking of trees q k + 1 high labeled on top by elements of A such that for each tree in the q th k row, the elements a α1 , · · · , a α β of A "lying above" this tree satisfy a α1 ⊗ · · · ⊗ a α β ∈ A β . See figure 2 .
Recall that the map g introduces units of O as before. Now, g((C # W 1 ) ⊗j ) ⊂ C # (W j ) since the insertion of rows of units (between any two rows) has no affect on the condition that elements of A lying above the level q k th trees are in the domain. Then,
⊗j since, on the normalized level f • g = Id. Thus the claim is proved.
We are now ready to complete the proof of the theorem. We have shown that C # sends the diagram:
of domains of simplicial complex to domains of complexes. Then each of C # (A * ), C # (B * ), and C # (W * ) are partial O-algebras via precomposition with the shuffle map g. Also, C # (W * ) is an O-algebra. Also, both C # δ and C # ϕ are maps of partial O-algebras. By our previous remarks that C # takes simplicial maps to chain maps, simplicial homotopies to chains homotopies and simplicial quasi-isomorphisms to quasi-isomorphisms, both C # δ and C # ϕ are quasi-isomorphisms, so the theorem is proved.
