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1 TYÖN LÄHTÖKOHDAT 
1.1 Toimeksiantaja 
 
Työn toimeksiantajana toimi N4S@JAMK. N4S (Need for Speed) on Digilen käynnis-
tämä strateginen tutkimusohjelma, ja N4S@JAMK on Jyväskylän ammattikorkeakou-
lun projekti, joka on osa N4S tutkimusohjelmaa. 
Digilen käynnistämä N4S on yhteistyökonsortio, jonka tarkoituksena on luoda pohja 
menestykselle suomalaisten ohjelmistoyritysten käyttöön. Tutkimusohjelmassa teh-
dään reaaliaikaisia liiketoimintamalleja, jotka perustuvat syvään asiakastuntemuk-
seen, ja tämän tarkoituksena on mahdollistaa välitön arvon tuotto. Need for Speed -
yhteistyöhön kuuluu 11 laajaa teollisuusyritystä, 15 pientä ja keskisuurta yritystä ja 
10 tutkimusinstituuttia ja yliopistoa. Tutkimusohjelma on aloitettu vuonna 2014, ja 
se kestää neljä vuotta ulottuen vuoteen 2017. Rahoittajana tutkimuksessa toimii TE-
KES. (Digile N4S 2014.) 
N4S –ohjelmalla on kolme painopistettä:  
Arvon tuottaminen reaaliajassa: Suomalainen ohjelmistoteollisuus on uudistunut 
liiketoiminta- ja organisaatiotasolla kohti arvopohjaista ja mukautuvaa reaaliaikaista 
liiketoiminnan mallia. Tämän muutoksen tueksi on luotu tekninen infrastruktuuri ja 
sille vaadittavat ominaisuudet. (Digile N4S 2014.) 
Syvällinen asiakastuntemus – parempi tuotto: Uuden teknisen infrastruktuurin ja 
sen mahdollisuuksien sekä moninaisien data- ja tietolähteiden hyödyntäminen syväl-
lisen tietämyksen saamiseksi asiakkaiden tarpeista ja käyttäytymisestä. Tätä tietoa 
hyödyntämällä on mahdollista parantaa yritysten myyntiä ja saada huomattavaa 
tuottoa panostuksesta tuotteiden ja palveluiden kehitystyöhön. (Digile N4S 2014.) 
“Elohopeabisnes” – uutta rahaa etsimässä: ”Elohopeabisnes” tarkoittaa kykyä mu-
kautua uusiin liiketoiminnan olosuhteisiin ja etsiä tehokkaasti uusia liiketoiminta-
mahdollisuuksia uusilla markkinoilla vähäisellä vaivalla. (Digile N4S 2014.) 
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1.2 Toimeksianto ja tavoitteet 
Työn toimeksianto oli Contriboardin ja tuotantoketjun keskitetyn lokienhallintajärjes-
telmän suunnittelu ja toteutus. Contriboardin ja tuotantoketjun kerättävistä lokeista 
ei työn aloitusvaiheessa ollut suoraa tietoa. Työn aikana oli tarkoitus selvittää, mitä 
lokeja järjestelmästä voidaan kerätä ja mitä niistä kannattaa hyödyntää. Oleellista 
järjestelmässä olisi se, että sillä pystyisi seuraamaan järjestelmän ja palvelujen tilaa ja 
siltä saataisiin tieto heti, kun jokin komponentti lakkaa toimimasta tai alkaa tuotta-
maan poikkeavia lokitietoja. Selvitettävänä oli myös, millä ohjelmalla tai ohjelmilla 
lokien keräys ja hallinta olisi mahdollista toteuttaa. Työn toimeksiantajan puolelta 
yhtenä vaihtoehtona käytettäväksi ohjelmaksi annettiin ELK Stack –ohjelmisto. Oh-
jelmiston valintaan toimeksiantajan toiveena oli myös avoimen lähdekoodin (Open 
Source) toteutus. 
Työn ensimmäisenä tavoitteena oli toteuttaa ympäristöön toimiva lokienhallintajär-
jestelmä, jolla saadaan kerättyä ja arkistoitua mahdollisimman paljon lokitietoja yh-
deksästä eri laitteesta keskitetysti yhteen paikkaan. Toisena tavoitteena työssä oli 
lokien helppo tarkastelu haluttujen hakuehtojen perusteella. Tämä tavoite vaati 
myös mahdollista lokien parsimista yhtenäiseen muotoon. Lisäksi halutuista tapah-
tumista tulisi saada automaattiset hälytykset järjestelmän ylläpidolle Flowdock verk-
kopalveluun tai sähköpostitse. 
2 CONTRIBOARD 
2.1 Yleistä 
Contriboard on avoimen lähdekoodin työkalu reaaliaikaiseen työskentelyyn työryh-
mille. Palvelu on suunniteltu ensisijaisesti työpöytä- sekä taulutietokonekäyttäjille, 
mikä mahdollistaa kaikkien osallistumisen työskentelyyn. Palvelussa käyttäjät voivat 
luoda reaaliaikaisesti tauluja ja tauluihin lappuja. Lappuja on mahdollista lisätä, pois-
taa ja järjestellä vapaasti taulujen sisällä. Työkalun aiempi kehitysnimi oli Teamboard, 
mutta se muutettiin myöhemmin Contriboard nimelle. (N4SJAMK/teamboard-meta 
2014.)  
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Contriboardin tuotantoalustana toimii 9 Ubuntu-palvelinta, jotka toimivat Amazon 
Web Services -pilvipalvelussa. Palvelun reaaliaikaisuudesta vastaa Socket.IO ja tieto-
turvasta tunnistautumisen yhteydessä Bcrypt. Järjestelmän tietokannasta huolehtii 
MongoDB, koska se on järjestelmään skaalautuva. Kuvioissa 1 on esitettynä Contri-
boardin päänäkymä, johon on lisätty kaksi taulua. 
 
Kuvio 1. Controboardin päänäkymä 
Eri taulut on mahdollista avata (ks. Kuvio 2) ja niiden sisältöä voi muokata. Tauluihin 
on mahdollista määrittää tausta taulun käyttötarkoituksen mukaan sekä lisätä, pois-
taa ja järjestellä vapaasti lappuja taulujen sisällä. Laput on mahdollista merkitä värein 
ja niiden sisään voi kirjoittaa haluttua tekstiä. 
 
Kuvio 2. Contriboardin taulunäkymä 
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2.2 Komponentit 
2.2.1 Socket.IO 
Socket.IO on kahdensuuntaiseen, reaaliaikaiseen ja tapahtumapohjaiseen kommuni-
kaatioon tarkoitettu JavaScript kirjasto. Socket.IO toimii kaikilla alustoilla, selaimilla 
sekä laitteilla. Se keskittyy tasa-arvoisesti luotettavuuteen sekä nopeuteen. 
(Socket.IO 2015.) 
2.2.2 Bcrypt 
Bcrypt on salaukseen tarkoitettu komponentti. Se käyttää Bruce Schneierin vuonna 
1993 julkaisemaa Blowfish-salausalgoritmia. Salasanan tulee olla 8 – 56 merkkiä, ja se 
hajautetaan sisäisesti 448-bittisellä avaimella. Oletuksena Bcrypt ylikirjoittaa sille 
syötetyn alkuperäisen datan kolmesti ennen sen poistamista estääkseen tiedostojen 
palauttamisen. (Shelley 2002.) 
Bcryptin vahvuutena muihin kuten MD5-algoritmiin on sen hitaus sekä se, että sille 
voidaan määrittää työkerroin. Työkerroin määrittää, kuinka työläs tiivistefunktio, on 
ja tietokoneiden tehojen kasvaessa tätä kerrointa voidaan kasvattaa. Käyttäen esi-
merkiksi työkerrointa 12 Bcrypt tiivistää salasana ”yaaa” noin 0,3 sekuntia ja saman 
salasanan tiivistäminen MD5:llä kestää alle mikrosekunnin. Hitaus vahvuutena taas 
perustuu siihen, että mitä kauemmin salasanaa tiivistetään, sitä kauemmin sen pur-
kamiseen menee. (Hale 2010.) 
2.2.3 MongoDB 
MongoDB on avoimen lähdekoodin tietokantaohjelma, joka tarjoaa korkeaa suori-
tuskykyä ja käytettävyyttä sekä helppoa laajennettavuutta. MongoDB voi sisältää 
useita tietokantoja ja tietokannat kokoelmia, ja kokoelmat taas sisältävät dokument-
teja. MongoDB käyttää tietokantoihin sisältyviin dokumentteihin dynaamista mallia. 
Tämä mahdollistaa sen, että samaan kokoelmaan kuuluvilla dokumenteilla ei tarvitse 
olla yhtenäistä rakennetta. Lisäksi yhtenäisiä kenttiä sisältävät dokumentit voivat 
säilyttää erilaisia tietoja. MongoDB-tietokantaohjelmistoa voi käyttää Linux-, Win-
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dows- ja OS X-palvelimilla. Ohjelma tukee sekä 32- että 64-bittistä ympäristöä, mutta 
sitä suositellaan käytettäväksi 64-bittisessä ympäristössä. (Introduction to MongoDB 
2013.) 
2.2.4 Redis 
Redis on avoimen lähdekoodin ja BSD-lisensoitu kehittynyt avain-arvovarasto. Sitä 
käytetään usein tietorakennepalvelimena, koska avaimet voivat sisältää sarjoja, listo-
ja, tiivisteitä, bittikarttoja sekä muita vastaavia. Redisin teho perustuu sen sisäisessä 
muistissa oleviin tietoihin, joita se käyttää. Käyttötarkoituksesta riippuen tiedot voi-
daan lisätä levylle väliaikaisesti tai tallentaa lokiin pysyvämpään käyttöön.  Redis tu-
kee Linux-, *BSD- ja OS X -palvelinympäristöjä. Windows-ympäristölle ei ole virallista 
tukea, mutta Microsoft kehittää ja ylläpitää Win-64 port of Redisiä käytettäväksi 
Windows-ympäristöissä. (Introduction to Redis 2015.) 
3 AMAZON WEB SERVICES 
Amazon (Amazon.com) on vuonna 1994 perustettu elektronisen kaupankäynnin yri-
tys. Amazonin toiminta verkossa alkoi kirjakauppana, mutta nykyisin se tarjoaa jo 
lähes kaikkea tavaraa. (Heino 2010, 105.) 
Amazon alkoi vuonna 2006 tarjota yrityksille IT-ympäristöä verkkopalveluna, josta 
nykyisin käytetään termiä pilvipalvelu. Pilvipalveluiden tärkeimpänä etuna pidetään 
oman kalliin IT-ympäristön korvaamista edullisella ja helposti omaan käyttötarkoituk-
seen skaalautuvalla verkossa toimivalla ympäristöllä. Pilvipalveluiden etuna on lisäksi 
niiden helppo ja nopea käyttöönotto. Palvelimia voidaan pystyttää nopeasti ja näin 
saavuttaa tuloksia huomattavasti nopeammin. (Amazon Web Services 2015.) 
Amazonin tarjoama pilvipalvelu Amazon Web Services koostuu paristakymmenestä 
pienemmästä osapalvelusta. Kokonaisuuden ytimen muodostaa Elastic Compute 
Cloud (EC2). Elastic Compute Cloud on Amazonin tarjoama virtuaalisten palvelinten 
palvelu. EC2 on tarjolla asiakkaille useissa kokoluokissa, ja palvelimet voivat olla Win-
dows- tai Linux-pohjaisia. Asiakkaille on tarjolla lisäksi suuren muistin- tai suuren pro-
sessoritehon palvelimia käyttötarpeesta riippuen.  (Heino 2010, 106.) 
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Amazon Web Services tarjoaa useita ratkaisuja yritysten käyttöön. Tarjottavia ratkai-
suja ovat sovellusten isännöinti, verkkosivujen isännöinti, varmuuskopiointi ja varas-
tointi, sisäisen tai ulkoisen IT-ympäristön isännöinti, sisällön jako sekä tietokantojen 
ylläpito. AWS tarjoaa luotettavaa, skaalautuvaa ja edullista IT-infrastruktuuria sadoil-
letuhansille yrityksille maailman laajuisesti 190 maassa. Konesaleja löytyy Yhdysval-
loista, Euroopasta, Brasiliasta, Singaporesta, Japanista sekä Australiasta.  (Amazon 
Web Services 2015.) 
Amazon Web Servicesin (AWS) etuna omaan ympäristöön verrattuna ovat edullinen 
hinta, ketteryys ja välitön joustavuus, turvallisuus sekä avoimuus ja notkeus.  
Edullisuus: Palvelun edullisuus verrattuna omaan IT-ympäristöön muodostuu muu-
tamista seikoista. Palvelun hinnoittelun perusteena on käytön mukaan maksaminen 
(pay-as-you-go). Palvelun käyttö ei tuo etupainotteisia kuluja, koska laitteita ei tarvit-
se erikseen ostaa yritykselle eikä se sisällä pitkäaikaisia sitoumuksia. (Amazon Web 
Services 2015.) 
Ketteryys ja joustavuus: Palvelun tuoma ketteryys ja joustavuus perustuu siihen, että 
asiakkaat voivat tarpeidensa mukaan lisätä tai vähentää käyttämiensä palveluiden 
määrää nopeasti sen sijaan, että joutuisivat odottamaan pitkiä aikoja oman IT-
ympäristön uusia laitteita. Käytettyjen palvelimien määrää voi kasvattaa vaikka vain 
tunneiksi, jos työmäärä kasvaa tai niille on muuta käyttöä. (Amazon Web Services 
2015.) 
Turvallisuus: AWS on turvallinen ja kestävä teknologia-alusta ja, sillä on alan tunnus-
tetut sertifikaatit ja tarkastukset (auditoinnit). Näitä turvallisuustakeita ovat PCI DSS 
Level 1, ISO 27001, FISMA Moderate, FedRAMP, HIPAA sekä SOC 1 (aiemmin nimellä 
SAS 70 ja/tai SSAE 16) ja SOC 2. Palvelussa ja datakeskuksissa on useita turvallisuutta 
lisääviä tasoja toiminnallisuuksissa ja käytössä palvelun luotettavuuden varmistami-
seksi ja tietojen turvaamiseksi. (Amazon Web Services 2015.) 
Avoimuus ja notkeus: AWS on avoin alusta eri kielille ja käyttöjärjestelmille. Palvelun 
käyttäjä voi itse valita kehitysalustansa ja ohjelmointikielen, joka on yrityksen käyt-
töön soveliain. Käyttäjä voi myös itse valita, mitä ja moniako AWS:n tarjoamia palve-
luita käyttää. (Amazon Web Services 2015.) 
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4 PILVIPALVELU 
4.1 Yleistä 
Pilvipalvelua tarkoittava termi cloud computing tulee tavasta, jolla puhelin- ja tietolii-
kenneverkkoja kuvataan. Verkot kuvataan usein pilvisymbolilla niiden yksinkertais-
tamiseksi. Verkkojen piirtäminen oikeaksi kuvaksi olisi vaikeaa, koska ne ovat usein 
monimutkaisia ja sisältävät paljon yksittäisiä laitteita. Pilvi-sanan käyttäminen on 
peräisin 1980-luvulta, jolloin puhelinoperaattorit käyttivät pilvisymbolia kuvaamaan 
rajapintaa asiakkaan ja operaattorin vastuulla olevien laitteiden välissä. Tapa omak-
suttiin myös tietoliikennelaitteiden valmistajien keskuudessa, ja kuvaamistapa yleis-
tyi verkkojen dokumentoinneissa. (Heino 2010, 9, 32.) 
Pilvipalveluiden määritteen rajaaminen on vaikeaa, koska sille ei ole mitään vakiintu-
nutta rajausta tai standardia, jolla pilvipalvelut voitaisiin määritellä. Kuluttajille tuttu-
ja pilvipalveluita ovat esimerkiksi Facebook ja Applen MobileMe. (Heino 2010, 10.) 
Yleiskielessä pilvipalveluksi kutsutaan internetistä hankittua tietokonekapasiteettia, 
sovelluksia tai muita palvelusuoritteita. Alalla on kuitenkin pidetty tärkeänä määritel-
lä, mikä on pilvipalvelua ja mikä ei. (Heino 2010, 32.) 
4.2 Pilvitoimintamalli 
Osa tarjottavista palveluista on enemmän ja osa vähemmän ”oikeita” pilvipalveluita, 
mutta ne kuitenkin perustuvat pilvitoimintamalliin. Pilvitoimintamallilla tarkoitetaan 
uudenlaista tarjontaa IT-palveluhyödykkeissä. Esimerkkinä voidaan käyttää palvelin-
ta, joka on hankittu pilvipalveluna. Tällaisen pilvipalveluna hankitun palvelimen erona 
perinteiseen fyysiseen palvelimeen on se, että se voidaan ostaa ja pystyttää tarvitta-
essa vain tunniksi tai päiväksi, jonka jälkeen siitä voidaan luopua. Yrityksen ei tarvitse 
maksaa erikseen palvelimen ostosta itselleen, vaan se maksaa vain käytetyistä re-
sursseista, joita pilvipalveluna ostettu palvelin on käyttänyt. Pilvipalvelumallilla yri-
tykset voivat siis mukautua muutoksiin nopeammin ja edullisemmin. (Heino 2010, 
10.) 
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Tietokonekapasiteettia voidaan tarjota nykyään lähes kuin sähköä. Tämä ei kuiten-
kaan ole uusi idea. Tekoälyn tutkija ja LISP-kielen kehittäjä John McCarthy esitti 
vuonna 1961 MIT:ssä pitämässään puheessa, että osituskäytön (timesharing) avulla 
tietokonekapasiteettia voidaan vielä hankkia ja tarjota kuten sähköä tai vettä. 1966 
ilmestyneessä Douglas Parkhillin teoksessa Challenge of The Computer Utility esitet-
tiin lähes kaikki pilvitoimintamallin olennaiset komponentit, kuten provisiointi ja ra-
joittamattomuuden illuusion aikaansaaminen. (Heino 2010, 33.) 
4.3 Pilvipalveluiden luokittelu 
4.3.1 Yleistä 
Pilvipalvelut luokitellaan päätyyppeihin niiden teknisen toteutustavan perusteella. 
Toteutustapa kertoo, minkälaisia tietojenkäsittelytehtäviä pilvipalvelusta saadaan ja 
miten koneistoon liitytään. Pilvipalveluiden kohdalla toimintamalli esitetään viiden 
kerroksen pinona.  Nämä kerrokset ovat asiakasohjelma – sovellus – sovellusalusta – 
infrastruktuuri – palvelin (client – application – platform – infrastructure – server). 
Esitys pinona ei kuitenkaan ole kovin hyvä, koska pilvipalveluissa asiakas voi ottaa 
käyttöönsä palveluita vain halutuilta kerroksilta eikä hänen tarvitse toteuttaa muita 
kerroksia ollenkaan. Luokittelussa on kolme perustyyppiä: Platform as a Service, In-
frastructure as a Service ja Software as a Service. (Heino 2010, 50.) 
4.3.2 Platform as a Service 
Platform as a Service (PaaS) tyyppisessä pilvipalvelussa koneiston tarjoajalla on täysin 
virtuaalinen palvelinympäristö. Tästä ympäristöstä lohkotaan asiakkaille tarvittavia 
lohkoja käyttöön. Asiakas saa käyttöönsä PaaS-pilvikoneiston kapasiteettia ja työka-
luja API-ohjelmointirajapinnan välityksellä. Asiakkaan vastuulle jää tehdä tai teettää 
koneistoa hyödyntävät sovellukset. (Heino 2010, 51-52.) 
Platform as a Service koneistojen rajapinnat ovat kevyitä ja tunnettuja. PaaS-malli on 
hyödyllisin asiakkaille, joilla on kyky itse rakentaa tarvitsemansa sovellukset. Toteu-
tustavassa asiakkaan käyttöliittymänä on ohjelmistokehitysväline ja palvelussa oleva 
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hallintakonsoli. Tunnettuja PaaS-toteutuksia ovat Googlen AppEngine, Microsoftin 
Azure ja Salesforcen Force.com palvelut. (Heino 2010, 51-52.) 
4.3.3 Infrastructure as a Service 
Infrastructure as a Service (IaaS) tyyppisessä pilvipalvelussa palvelun tarjoajalla on 
internetissä virtuaalinen tai virtuaalisia konesaleja, joista lohkotaan asiakkaille ennal-
ta määriteltyjä ja hinnoiteltuja osioita. Nämä osiot ovat asiakkaalle omaan käyttöön, 
ja jää asiakkaan vastuulle asentaa tarvittavat käyttöjärjestelmät ja sen päällä tarvitta-
vat sovellukset tälle lohkolle. (Heino 2010, 52-53.) 
IaaS-palvelusta hankittavia tuotteita ovat virtuaalikoneet, objektiivipohjainen sekun-
däärinen tallennuskapasiteetti ja iSCSI- tai FibreChannel-tyyppinen pääasiassa blokki-
tallennustila varmuuskopiointimahdollisuudella. Asiakkaan käyttöliittyminä toimivat 
komentorivityökalut ja palvelussa oleva hallintakonsoli. Loppukäyttäjille sovellukseen 
pääsy tapahtuu selaimella, mutta myös muita tapoja tuetaan. Virtuaaliset palvelimet, 
jotka toimivat IaaS-palvelussa, voivat esimerkiksi näkyä asiakkaan verkossa ja tuntua 
täysin samalta kuin omat fyysiset palvelimet. IaaS-palveluntarjoaja voi myös rakentaa 
vain yhdelle asiakkaalle varattuja omia fyysisiä palvelimia. (Heino 2010, 52-53.) 
Tunnetuin IaaS-palvelu on Amazon Web Services. Palvelussa on myös oma API-
rajapinta, mutta se on tarkoitettu ympäristön etähallintaan eikä niinkään sovellusten 
kirjoittamiseen kuten PaaS-palveluissa. (Heino 2010, 52-53.) 
4.3.4 Software as a Service 
Software as a Service (SaaS) tyyppisessä pilvipalvelussa palveluntarjoaja huolehtii 
kaikesta muusta, paitsi asiakkaan tarvitsemasta sovelluksesta. Asiakas vastaa itse 
sovelluksen hankinnasta ja se jaetaan loppukäyttäjille selaimeen. Palveluntarjoaja 
käyttää tässä mallissa elastista provisiointia, virtualisointia sekä jaetun ympäristön 
tapoja, minkä vuoksi sovelluksen tarvitseman kapasiteetin tuotantokustannukset 
ovat alhaisemmat, kuin mihin asiakas itse pääsisi. (Heino 2010, 53-54.) 
Asiakkaan käyttöliittymänä toimii raportti- ja hallintakonsoli, jonka kautta voidaan 
seurata sovelluksen toimintaa sekä lisätä ja poistaa sovelluksen käyttäjiä. SaaS-
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sovellukseen on myös yhdistettävissä muita asiakaspään ohjelmistoja. Esimerkiksi 
Salesforce.comin sovellukseen tulee Microsoft Outlook plugin-laajennus. Tunnettuja 
SaaS-palveluja ovat Salesforce.comin CRM-ohjelmistokokonaisuus, SAPin ByDesign-
toiminnanohjausjärjestelmä ja Microsoftin SQL Server, Exchange, SharePoint ja Dy-
namic CRM-ohjelmisto. (Heino 2010, 53-54.)  
4.3.5 Public cloud 
Public cloudilla tarkoitetaan pilvipalvelukoneistoa, jota käytetään internetyhteyden 
kautta. Public cloudin tarjoava yritys jakaa yleensä kapasiteettia asiakkailleen jaetus-
ta ympäristöstä tarjoamatta asiakkaille omaa yksilöityä laitteistoa. Pilvikoneiston lait-
teiden ylläpidosta ja kuluista vastaa public cloudin tarjoava yritys. (Heino 2010, 54-
55.) 
Public cloudin käytöllä ei yleensä ole suuria vaatimuksia tietoliikenneyhteyksille, ja 
palveluntarjoa huolehtii tarvittavista osoite- ja nimipalveluresursseista. Yhteys asiak-
kaan verkosta public cloud -palveluun  muodostetaan tyypillisesti VPN-yhteyden 
kautta. (Heino 2010, 54-55.) 
Palveluntarjoajan perimä veloitus public cloudin käytöstä perustuu kuukausittaiseen, 
tunnittaiseen tai muuhun aikaan tai kapasiteettiin sidottuun määrään. Asiakasta voi-
daan myös laskuttaa palvelinkapasiteetin, tallennuskapasiteetin tai tietoliikenteen 
määrän mukaan. (Heino 2010, 54-55.) 
4.3.6 Private cloud 
Private cloudissa koko pilvipalvelukoneisto on asiakkaan omistuksessa ylläpitopro-
sesseineen ja kustannuksineen. Private cloud liitetään yrityksen tai julkisyhteisön 
omaan LAN-verkkoon tai muulla tavoin luotuun luotettuun verkkoon. Internetyhteyt-
tä ei private cloudin kanssa vaadita, koska palvelu on omassa verkossa. (Heino 2010, 
55.) 
Private cloudin kulut muodostuvat kertainvestoinnista tai kuukausittaisista leasing 
maksuista. Jos yritys tai yhteisö on private cloudin ainoa käyttäjä, se maksaa palve-
lusta yksin. Private cloud voidaan kuitenkin avata myös muille käyttäjille, jolloin siitä 
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puhutaan community cloudina ja sen perustamis- ja ylläpitokulut jakautuvat näiden 
muutaman yrityksen tai yhteisön kesken. (Heino 2010, 55-56.) 
4.3.7 Hybrid cloud  
Hybrid cloud –malli on sekoitus public cloudia sekä private cloudia. Tässä mallissa 
yrityksen oma private cloud yhdistetään internetyhteyden kautta palveluntarjoajan 
public cloudiin. Hybrid cloudin uskotaan yleistyvän lähivuosien aikana ja tämä malli 
on käytössä myös muilla toimialoilla, joissa hyödykkeiden jakelu ja kapasiteettina 
ostaminen on käytössä. (Heino 2010, 56.) 
4.3.8 Intercloud 
Kevin Kelly esitti vuonna 2007, että intercloud -malli on se, joka tulee jäämään pilvi-
palveluissa koettujen muutosten jälkeen. Intercloud on kaikkien pilvimallien yhdis-
telmä, ja se voisi käsittää vain yhden tietokoneen ja käyttäjien ”cloudbookit” eli pilvi-
palveluita hyödyntävät kannettavat tietokoneet. (Heino 2010, 56.) 
Intercloud -mallissa ajatuksena on, että yksittäinen pilvi voi tarpeen vaatiessa käyttää 
muiden pilvien resursseja. Tällä taataan illuusio rajoittamattomasta kapasiteetista, 
koska yhdellä pilvipalvelulla ei voi olla äärettömiä resursseja. (Heino 2010, 57.) 
5 LOKI 
5.1 Määritelmä 
”Lokitieto on dokumentti jonkin tapahtuman toteutumisesta jonakin tiettynä hetke-
nä” (Lokiohje 2009, 13). 
Lokit ovat dokumentteja, jotka ovat ennalta määrättyä tarkoitusta varten, ja niitä 
säilytetään ennalta määrätyn ajan. Lokeja tarvitaan kaikissa olosuhteissa. Normaaliti-
lanteessa niistä voidaan seurata järjestelmän häiriötöntä toimintaa ja seurata käyttö-
asteita. Poikkeusoloissa niitä käytetään järjestelmän vakauttamiseen, ongelmien laa-
juuden sekä syiden selvittämiseen. Lokitietoja käytetään myös oikeusturvan toteu-
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tumiseen kaikille käyttäjille sekä ylläpitäjille, verkon ja järjestelmien optimointiin sekä 
tietoturvan selvittämiseen. (Lokiohje 2009, 13.) 
Lokit pitävät sisällään tietoja tapahtumista, jotka ovat tapahtuneet organisaation 
verkossa, järjestelmissä tai muussa ympäristössä. Loki voi olla joko järjestelmistä au-
tomaattisesti kerättyä tietoa ja merkintöjä tai manuaalisesti kerättyä tietoa. Lokien 
keräämistavasta tai muodosta riippumatta pitää näiden tietojen käsittelyssä ottaa 
huomioon samat asiat. (Lokiohje 2009, 13.) 
Tietoturvan ja tietosuojan kannalta lokitietojen suojaaminen, seuranta ja säilyttämi-
nen tulee olla suunnitelmallista. Hyvässä ympäristössä lokipolitiikka on ennalta mää-
ritetty ja siihen perustuen toteutetaan lokien säilytystapa ja aika, lokien käsittelyyn 
liittyvät rooli sekä lokien käsittely ja käsittelyn tarve. (Lokiohje 2009, 13.) 
Oikein toteutettu lokienkeräysympäristö antaa lokitiedot, joista voidaan tarvittaessa 
rakentaa ja todentaa erilaiset tapahtumaketjut (Lokiohje 2009, 13). 
5.2 Lokityypit ja sisältö 
Lokeja tuottavat eri käyttöjärjestelmät, sovellukset ja järjestelmät, tietokannat sekä 
verkkolaitteet. Lokien käyttötarkoituksesta riippuen ne ovat osa varsinaista järjes-
telmää ja henkilörekisteriä tai erillinen rekisteri. Lokista on laadittava henkilötietolain 
tarkoittama rekisteriseloste tapauksissa, joissa lokilla on itsenäinen käyttötarkoitus 
suhteessa henkilötietojen käsittelyyn ydintoiminnossa. (Lokiohje 2009, 29.) 
Lokitiedot voidaan jakaa ja luokitella usealla tavalla, ja usein yksi loki kuuluu useam-
paan luokkaan, mutta yksi tapa jaottelusta on jakaa lokit seuraavasti: 
 ylläpitoloki  
 käyttöloki  
 muutosloki  
 virheloki. 
Ylläpitoloki sisältää tiedot käyttöoikeuksien muutoksista, rekistereiden käyttöön liit-
tyvien virhetilanteiden hallinnasta ja järjestelmään tehdyistä muutoksista. Käyttöloki 
sisältää tiedot käyttäjä-, ryhmä- ja sovellustasolla sisään- ja uloskirjautumisista sekä 
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epäonnistuneista kirjautumisista. Lisäksi käyttöloki sisältää tiedot käyttöoikeuksien 
vaihdosta, tietokantojen luvuista ja kyselyistä hakuehtoineen sekä tulostuksesta ja 
tallennuksesta. Muutosloki sisältää tiedot järjestelmien tietosisältöjen muutoksista ja 
järjestelmäparametrien sekä asetustiedostojen muutoksista. Virheloki sisältää tiedot 
seurattavan järjestelmän tai tapahtuman virheistä sekä rekisterissä havaituista vir-
heistä tai epäjatkuvuuksista. (Lokiohje 2009, 30.) 
Lokitiedostot voivat sisältää paljon erilaista tietoa, mutta käytännössä yksi viesti sisäl-
tää aina aikaleiman, lähteen (laitenimi tai IP-osoite) ja datan eli varsinaisen tapahtu-
man. Datan osuus sisältää usein viestin tuottaman ohjelman nimen, virheilmoituksen 
tai koodin, käyttäjänimen tai suoritetun tapahtuman. Lokien sisältö vaihtelee huo-
mattavasti riippuen järjestelmästä, sillä aikaleiman, lähteen ja datan esitysmuodosta 
ei ole olemassa standardia esitystapaa. (Hallberg 2013.) 
Lokiviestien muodot ovat joko avoimia tai suljettuja. Avoimet muodot, kuten Syslog, 
ovat yleensä hyvin dokumentoituja ja ne ovat julkisesti saatavilla, kun taas suljetut 
muodot ovat usein huonosti dokumentoituja tai niitä ei ole julkisesti saatavilla. Sulje-
tut muodot ovat usein käytössä vai tietyn valmistajan laitteissa kuten Windowsin 
Event log. Lokiviestit voidaan jaotella myös teksti- ja binäärityyppisiin. Tekstityyppiset 
lokiviestit on usein toteutettu ASCII merkistöllä. Tällaiset lokitiedostot on mahdollista 
avata ja lukea helposti millä tahansa tekstieditorilla. Tekstityyppisiä lokiviestejä pys-
tyvät myös lukemaan kaikki lokien käsittelyyn tarkoitetut sovellukset. Binäärityyppi-
siä lokiviestejä tuottavat osa sovelluksista. Tällaiset lokiviestit ovat luettavissa vain 
siihen tarkoitetuilla sovelluksilla, mutta niiden etuna on pienempi tilan tarve ja nope-
ampi käsittely. (Hallberg 2013.) 
5.3 Lokien käsittely 
5.3.1 Lokien keräys 
Monet laitteet ja järjestelmät mahdollistavat lokitietojen keräämisen. Tällaisia laittei-
ta tai järjestelmiä ovat esimerkiksi palvelimet, työasemat, verkkolaitteet ja automaa-
tiojärjestelmät. Yleisimpiä tapoja lokien keräämiseen ovat SNMP- ja Syslog-
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protokollat. Windows ympäristöissä on lokien keräykseen käytössä Event log. (Hall-
berg 2013.) 
Keräyksen tarkoituksena on saada kaikki lokiviestit keskitetysti yhdelle palvelimelle 
eri tapahtumalähteistä. Tässä käytetään yleensä hyödyksi Windows- tai Unix-
palvelinta, jolla parsitaan viestit eri lähteistä säilöttäväksi keskitettyyn pisteeseen. 
Keskitetyssä lokipalvelimessa etuina hajautettuihin lokien säilytyspaikkoihin on keski-
tetty lokien käsittely, joka tarjoaa paremmat tapahtumaketjut, koska lokit kerätään 
useista lähteistä samaan tarkastelupisteeseen. Viestien haku on helpompaa ja keski-
tetty palvelin on helpompi suojata ja varmuuskopioida kuin usea yksittäinen lähde. 
(Hallberg 2013.) 
Lokiviestien siirtoon keskitetylle palvelimelle tarvitaan kuljetusprotokolla. Yleisin lo-
kiviestien siirtoon käytetty kuljetusprotokolla on Syslog, joka perustuu asiakas-
palvelin toimintamalliin. Tässä toimintamallissa lokin lähde toimii asiakkaana, joka 
lähettää lokiviestit keskitetylle lokienhallintapalvelimelle. Nykyään useimmat verkko-
laitteet tukevat kuljetukseen käytettävää Syslog-protokollaa. Windows-ympäristöissä 
on käytössä Windows Event Log, jolla voidaan toteuttaa lokien siirto. Windows-
laitteille on kuitenkin saatavilla useita Syslog-agentteja, joilla Windowsin oma Event 
log on mahdollista siirtää käyttäen Syslog-protokollaa sitä tukevaan järjestelmään.  
(Hallberg 2013.) 
5.3.2 Lokien säilytys 
Säilytys ja arkistointi 
Lokiviestien säilytys ja arkistointi ovat lokien hallinnassa tärkeä osa. Lokiviestien säily-
tykseen vaikuttavia tekijöitä ovat käytettävä tallennustila, lainsäädäntö sekä muut 
sopimukset. Lisäksi säilytyksessä ja arkistoinnissa tulee ottaa huomioon säilöntäaika, 
tiedon varmistus ja tietoturva. (Hallberg 2013, 25.) 
Lokiviestejä on mahdollista säilöä monella tavalla, ja jokaisella tavalla on omat vah-
vuudet sekä heikkoudet. Helpoin tapa lokiviestien säilömiseen on niiden tallentami-
nen teksti- tai binäärimuodossa tiedostojärjestelmään. Näin toimiessa tiedostojen 
nimeämispolitiikka tulisi olla selkeä, ja siitä pitäisi käydä ilmi ainakin lähteen nimi ja 
ajankohta, milloin viestit on kerätty. Tavan etuna on viestien helppo tarkastelu, siir-
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reltävyys ja poistettavuus. Toisena vaihtoehtona on lokiviestien säilöminen tietokan-
toihin. Tietokantojen etu on selkeä rakenne ja helpot haut sekä erilaisten raporttien 
muodostaminen SQL-kyselyitä käyttämällä. Perinteisiin relaatiotietokantoihin tallen-
tamisen heikkoutena on kuitenkin skaalautuvuus suurien tietomäärien tallentami-
seen. Lisäksi tiedon tallentaminen tietokantoihin on hitaampaa sekä tallennustilaa 
kuluttavampaa kuin teksti- tai binääritiedostoihin tallentaminen. Myöskään tiedon 
siirto ja varmuuskopiointi ei ole yhtä helppoa kuin teksti- tai binääritiedostojen koh-
dalla. Tietokantatallentamiseen on kuitenkin tullut uusia NoSQL-tietokantoja, jotka 
on tarkoitettu suurille tietomäärille. (Hallberg 2013, 25-26.) 
Lokien arkistoinnissa käytetään lokikiertoa, jolla tarkoitetaan lokitiedoston avaamista 
ja sen sulkemista, kun lokitiedoston katsotaan olevan täynnä. Lokikierto tapahtuu 
ennalta määrätyn ajan välein tai tiedoston kasvaessa tiettyyn kokoon. Aikamääre voi 
olla esimerkiksi tunneittain, päivittäin tai viikoittain. Lokitiedoston koossa voidaan 
mitata joko lokimerkintöjen lukumäärää tai tiedoston kokoa. Tärkeimpänä tehtävänä 
lokikierrolla on lokitiedostojen koon pitäminen helposti käsiteltävällä tasolla sekä 
lokitiedostojen suojaaminen. Käytettäessä lokikiertoa täydet lokitiedostot voidaan 
arkistoida ja tarvittaessa pakata tai tiivistää säilytystä varten. (Lokiohje 2009, 58.) 
Lokien arkistoinnin tarkoituksena on säilyttää lokeja ennalta määritetyn pidennetyn 
ajan. Lokeja voidaan arkistoida monella tavalla. Siirrettävät ja irrotettavat tallennus-
välineet, SAN-verkot, lokipalvelimet tai erilliset lokien keräämiseen tarkoitetut lait-
teet ovat mahdollisia lokien arkistointipaikkoja. (Lokiohje 2009, 58.) 
Säilytysaika 
Lokien säilytysaikaan vaikuttavat monet tekijät. Lokityypistä riippuen niiden säilyttä-
miseen tulee usein vaatimuksia eri säädöksistä ja standardeista. Säilytysaika tulee 
aina johtaa käyttötarkoituksesta eli siitä, miksi lokia kerätään. Esimerkiksi Arkistolaki 
edellyttää, että lokitietojen säilytysajassa on huomioitava lokien merkitys asiakirjalli-
sen tiedon alkuperäisyyden, eheyden ja luotettavuuden varmistamisessa. Tämän 
vuoksi asiankäsittelyjärjestelmään tallentuvat ja näitä tukevat tiedot on säilytettävä 
niin kauan kuin järjestelmä on käytössä organisaatiossa. Muussa tapauksessa lokitie-
dostoja on säilytettävä ainakin niin kauan, kuin rekisteröity voi esittää rikosperustei-
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sia vaatimuksia henkilötietojen käsittelijää tai sivullisia vastaan. (Lokiohje 2009, 60-
61.) 
Lokien säilytysaika määritellään siihen vaikuttavien vaatimusten mukaan. Tässä on 
esitetty muutamien erityyppisten lokien säilytysaikoja. 
Testaus ja tuotantokäytössä olevien teknisten lokien säilytysaika ei ole kovin pitkä, 
koska näitä tietoja tarvitaan vain mahdollisten virhetilanteiden selvittämiseen ja jär-
jestelmän kuorman seuraamiseksi. Tietoja tarvitaan osittain myös pitkältä ajalta 
kuormituksen pitkän aikavälin seuraamiseksi. 
Tietokantojen käytössä olevien lokien talletusaika on vähintään varmistusväli, eli niin 
kauan, että käytettävissä on koko tietokannasta otettu varmuuskopio ja siihen edelli-
sen varmistuksen jälkeen tehdyt muutokset. Tavallisesti näissä säilytysaika on 1-2 
vuotta, mutta se riippuu myös käytetystä varmistusjärjestelmästä. 
Laskutustiedoista lokit kerätään vähintään laskutusvälin mittaiseksi ajaksi ja tähän 
vaikuttaa lisäksi maksuperusteen vanhenemisaika. 
Järjestelmän sekä käyttäjien käyttöasteen mittaamiseksi käytettyjä lokitietoja tallen-
netaan tilastointimenetelmästä riippuen erimittaisia aikoja. Yleisesti maksimiaikana 
näiden tietojen säilyttämiseksi pidetään yhtä kalenterivuotta. (Lokiohje 2009, 61.) 
5.3.3 Lokien suojaaminen 
Käyttöoikeudet 
Lokit ovat yleensä todisteita tapahtumista, joten on erittäin tärkeää, että lokeja ei 
voida tuhota tai muuttaa oikeudettomasti. Periaatteena voidaan pitää tilannetta, 
että tietojärjestelmien lokimerkintöjä ei pitäisi pystyä koskaan muuttamaan. Lokit 
pitäisi ainoastaan pystyä poistamaan määritetyn säilytysajan jälkeen. Kirjoitusoikeuk-
sia lokitiedostoihin ei tulisi olla niin järjestelmänylläpitäjillä kuin käyttäjilläkään. Loke-
ja tuottavien järjestelmien tai prosessien pitäisi olla ainoita, joilla on kirjoitusoikeus 
lokitiedostoihin. Myös lokeja tuottavat prosessit tulee suojata luvattomalta muok-
kaamiselta. Lokien suojaaminen kuitenkin pelkillä käyttöoikeuksilla on vaikeaa, koska 
järjestelmän ylläpitäjät voivat ohittaa määritellyt valtuudet. Luotettavin tapa lokien 
 22 
 
muuttumattomuudelle on kirjoittaa lokit jollekin sellaiselle medialle, joka on kertakir-
joitteinen, kuten CD-levy, paperi tai kertakirjoitteinen tiedostojärjestelmä (WORM). 
(Lokiohje 2009, 61-62.) 
Lokien katselulle tulisi myös antaa käyttöoikeudet ja pitää lokien katselusta omaa 
lokia. Moniin lokijärjestelmiin sisältyy toiminnallisuus, jolla voidaan seurata lokeihin 
tehdyistä hauista ja muokkauksista syntyvää omaa lokia. Tämä toiminto ei kuiten-
kaan suojaa lokien lukemista, jos lähdejärjestelmä mahdollistaa lokien lukemisen. 
Lähdejärjestelmässä voidaan rajata lukuoikeuksia käyttämällä tiedosto-oikeuksia ja 
järjestelmän kirjautumistoiminnetta sekä sen pitämää lokia.  Tämä tapahtuu seuraa-
vasti: 
 Käytössä on vain yksi tunnus, jolla lukuoikeus haluttuihin tiedostoihin. 
 Estetään tämän lokien lukuun tarkoitetun tunnuksen kirjautuminen järjestel-
mään. 
 Otetaan käyttöön su-login toiminnallisuus ja lokitetaan tämän käyttö 
 Pidetään kirjaa siitä, kuka on kirjautuneena järjestelmään omalla henkilökoh-
taisella tunnuksella. 
Yhdistämällä kirjautumislokin henkilökohtainen käyttäjätunnus ja tieto siitä, kuka on 
käyttänyt su-login toiminteella tunnusta, jolla on lukuoikeus lokitiedostoihin, saadaan 
tieto, kuka lokeja on käynyt lukemassa. Tämä tapa ei kuitenkaan toimi kaikilla laitteil-
la kuten Windows-laitteilla tai verkon komponenteilla, joten keskitetty lokienhallinta-
järjestelmä on parempi vaihtoehto lokien säilytykseen ja niiden käytön seuraami-
seen. (Lokiohje 2009, 62-63.) 
Keskitetty lokijärjestelmä 
Lokien siirto lähdejärjestelmästä kohdejärjestelmään reaaliaikaisesti on hyvä käytän-
tö, mutta jos se ei ole mahdollista, lokit tulisi siirtää eräajona. Lähdejärjestelmien 
ylläpitäjillä ei tule olla käyttöoikeuksia keskitettyyn lokijärjestelmään. Usein keskitet-
tyjen lokijärjestelmien siirto toteutetaan oletusarvoisesti käyttämällä vanhaa syslog-
toteutusta, mutta tämä ei ole yleisesti tietoturvallista. Syslog-toteutuksen heikkoute-
na on sen käyttämä UDP-protokolla, joka ei varmista viestien perille menoa. Lisäksi 
heikkoutena on, että sen käyttämää tietoliikennettä ei salata eikä tietojen lähettäjää 
varmenneta, joten keskitettyyn lokijärjestelmään voidaan lähettää turhaa tai väären-
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nettyä tietoa. Syslog-toteutuksen tilalla tulisi käyttää jotain tietoturvallista toteutus-
ta, kuten Secure Syslog. (Lokiohje 2009, 62.) 
5.3.4 Hälytykset  
Vakavista tapahtumista tulisi saattaa tieto ylläpitäjille mahdollisimman nopeasti ta-
pahtuman jälkeen. Tällaisia tapahtumia ovat esimerkiksi järjestelmien vikailmoitukset 
sekä murtautumisen yritykset. Tiedon nopea jakaminen ylläpidolle mahdollistaa on-
gelmaan puuttumisen mahdollisimman nopeasti. Hälytyksiä on mahdollista välittää 
esimerkiksi SNMP trap –viestinä, sähköpostin välityksellä tai tekstiviestinä. Hälytys-
ten ja raportoinnin kannalta on oleellista määrittää prosessin ”Baseline”, eli millaisia 
tapahtumia ja minkä verran tapahtumia ympäristössä tapahtuu normaalissa käytös-
sä. Tämän Baseline-tiedon perusteella järjestelmään määritetään hälytysten raja-
arvot ja saadaan minimoitua väärien hälytysten määrä. (Hallberg 2013, 25.) 
5.3.5 Lokien poisto 
Säilytys ajan umpeuduttua ja kun lokeja ei enää tarvita ne tulee tuhota. Tämä toi-
minne voidaan suorittaa automaattisesti niin, että tietyn päivämäärän ylittävät lokit 
siirretään arkistoon ja poistetaan alkuperäisestä lokista. Samassa yhteydessä on pois-
tettava myös varmistenauhoille tai muille tallennus ja arkistointivälineille tallennetut 
kopiot. (Lokiohje 2009, 61.) 
Hävitettyjen asiakirjojen tilatiedoksi on asetettava ”hävitetty” ja tämä pitää pystyä 
varmentamaan lokitiedoista. Hävitetyn asiakirjan metatietoihin on myös jäätävä tieto 
hävittämisajasta, tekijästä, hävittämisperusteesta, -tavasta sekä auktorisoinnista. 
Näistä metatiedoista järjestelmän on pystyttävä tuottamaan tarvittaessa raportti 
hävitetyistä asiakirjoista. (Lokiohje 2009, 60-61.) 
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6 TYÖN KOMPONENTIT 
6.1 ELK Stack 
6.1.1 Yleistä ELK Stackistä 
ELK Stack on keskitettyyn lokien hallintaan kehitetty työkalupaketti. Paketti koostuu 
kolmesta avoimen lähdekoodin ohjelmasta. Elasticsearch, Logstash ja Kibana tähtää-
vät skaalautuvuuteen ja helppokäyttöisyyteen, jotka auttavat ottamaan hyödyn irti 
lokitiedoista.  (Elastic | We're About Data 2015.) 
6.1.2 Elasticsearch 
Elasticsearch on skaalautuva avoimen lähdekoodin täysteksti ja analytiikka moottori. 
Sen avulla voi hakea, tallentaa ja analysoida suuria tietomääriä nopeasti ja lähes re-
aaliajassa. Elasticsearch on yleisesti käytetty taustalla toimiva moottori ja tekniikka 
eri sovelluksissa, joissa on monimutkaiset hakutoiminnot ja vaatimukset. (Learn | 
Docs 2015.) 
6.1.3 Logstash 
Logstash on tietoputki, jonka avulla voi käsitellä loki- ja tapahtumatietoja eri järjes-
telmistä. Logstashiin on saatavilla 165 liitännäistä, joiden avulla Logstash voi yhdistää 
eri lähteitä ja tietoja keskitettyyn analyysi järjestelmään ja näiden liitännäisten määrä 
kasvaa koko ajan. Logstashin avulla voidaan myös parsia kerättyä tietoa yhdenmukai-
semmaksi ennen sen tallentamista säilytykseen. Logstash on myös helposti laajen-
nettavissa sen tarjoaman API-rajapinnan kautta. (Logstash | Collect, Parse, & Enrich 
Data 2015.) 
6.1.4 Kibana 
Kibana on ELK stackin osa, jolla kerätystä lokitiedosta saadaan koostettua erilaisia 
visuaalia taulukoita ylläpidon ja muiden organisaatio yksiköiden käyttöön. Kibana on 
suunniteltu toimimaan saumattomasti Elasticsearchin kanssa. Sen käyttötarkoitukse-
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na on luoda suurista tietomääristä ihmisille helpommin ymmärrettäviä taulukko 
muotoisia kuvioita. Kibanassa on joustava käyttöliittymä jonka avulla voi helposti 
luoda, tallentaa, jakaa ja upottaa visuaalista tietoa nopeasti. Kibana mahdollistaa 
tiedon visualisoinnin useista eri lähteistä kuten Elasticsearch, es-hadoop tai kolman-
nen osapuolen sovelluksista kuten Apache Flume, Fluentd tai monesta muusta. 
(Kibana | Explore & Visualize Your Data 2015.) 
 
6.2 Nginx 
Nginx, lausutaan engine x, on ilmainen avoimen lähdekoodin ohjelmisto. Nginxiä voi-
daan käyttää http- ja käänteisenä välityspalvelimena, sähköpostin välityspalvelimena 
ja yleisenä TCP välityspalvelimena. Nginxin kehityksen aloitti Igor Sysoev vuonna 
2002 ja ensimmäinen versio julkaistiin vuonna 2004. (Nginx wiki 2015.) 
Netcraftin tutkimuksen mukaan Nginx tarjosi tai välitti 22.61% vilkkaimmista sivus-
toista elokuussa 2015. Sivustoja jotka hyödyntävät Nginxiä ovat esimerkiksi Netflix, 
Yandex ja Wordpress.com. (Nginx 2015.) 
6.3 ElastAlert 
ElastAlert on yksinkertainen sovellus, jolla voidaan tehdä automaattisia hälytyksiä 
Elasticsearchin keräämästä tiedosta poikkeavissa tilanteissa. ElastAlert on suunnitel-
tu luotettavaksi, modulaariseksi ja helpoksi asentaa sekä hallita. Se toimii tekemällä  
Elasticsearchin keräämään dataan kyselyitä, perustuen sääntöihin joita sille on ase-
tettu ja tekemällä hälytyksen jos vastaavuus löytyy. ElastAlert voi hyödyntää seuraa-
via sääntö tyyppejä: 
 x määrä tapahtumia ajassa y (frequency) 
 tapahtumien määrä kasvaa tai laskee (spike) 
 vähemmän tapahtumia kuin x ajassa y (flatline) 
 tietty kenttä täsmää mustaan- tai valkoiseen listaan (blacklist / whitelist) 
 mikä tahansa tapahtuma täsmää annettuun suodattimeen (any) 
 tietyllä kentällä on kaksi eri arvoa tietyssä ajassa (change)  
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ElastAlert tukee suoraan kolmen tyyppisiä hälytyksiä, joita ovat sähköposti, JIRA ja 
OpsGenie.  (ElastAlert 2014.) 
6.4 Postfix 
Postfix on Wietse Veneman kehittämä sähköpostipalvelin joka on tarkoitettu vaihto-
ehdoksi laajalti käytetylle Sendmail ohjelmalle. Postfix pyrkii olemaan nopea, helppo 
hallita ja tietoturvallinen. Postfixia voidaan käyttää AIX-, BSD-, HP-UX-, IRIX-, LINUX-, 
MacOS X-, Solaris-, Tru64 UNIX- sekä muilla UNIX käyttäjärjestelmillä. (The Postfix 
Home Page 2015.) 
7 KÄYTÄNNÖN TOTEUTUS 
7.1 Java 
Lokien hallintaan käytetyt Elasticsearch ja Logstash vaativat toimiakseen Javan, joten 
palvelimen pystytys aloitettiin Javan asennuksella. Elasticsearch suosittelee käytettä-
väksi versiota Java 8 päivitys 20 tai uudempi ja tässä työssä käytettiin suosituksen 
mukaista versiota.  
Aluksi lisättiin Oracle Java PPA apt –hakemistoon komennolla: 
sudo add-apt-repository -y ppa:webupd8team/java 
Toisessa vaiheessa päivitettiin apt –pakettien tietokanta komennolla: 
sudo apt-get update 
Lopuksi asennettiin viimeisin vakaa versio ohjelmasta Oracle Java 8 komennolla: 
sudo apt-get -y install oracle-java8-installer 
Asennuksen aikana tulee pop-up ikkuna, jossa tulee hyväksyä lisenssisopimus. Näi-
den vaiheiden jälkeen Java oli asennettu. 
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7.2 Elasticsearch 
Elasticsearchin asennus aloitettiin suorittamalla alla oleva komento, joka toi Elastic-
searchin julkiset GPG-avaimet apt –työkaluun, komennolla: 
wget -O - http://packages.elasticsearch.org/GPG-KEY-elasticsearch | 
sudo apt-key add – 
GPG-avaimien tuonnin jälkeen luotiin Elasticsearchin lähdelista komennolla: 
echo 'deb http://packages.elasticsearch.org/elasticsearch/1.4/debian 
stable main' | sudo tee /etc/apt/sources.list.d/elasticsearch.list 
Seuraavaksi päivitettiin apt –pakettien tietokanta komennolla: 
sudo apt-get update 
Tietokannan päivityksen jälkeen asennettiin Elasticsearch versio 1.4.4 komennolla: 
sudo apt-get -y install elasticsearch=1.4.4 
Tämän jälkeen Elasticsearch oli asennettu ja sen asetustiedostoa tuli muuttaa. Ulko-
puolisten pääsyn rajoittaminen Elasticsearch instanssiin tehtiin muuttamalla tiedos-
ton /etc/elasticsearch/elasticsearch.yml kohta ”network.host:” muotoon ”net-
work.host: localhost”. Tiedostojen muokkaamiseen käytettiin Vi –tekstieditoria ja 
tiedosto avattiin komennolla: 
sudo vi /etc/elasticsearch/elasticsearch.yml 
Lopuksi tiedosto tallennettiin ja suljettiin. Tämän jälkeen ulkopuolisilta oli estetty 
pääsy lukemaan Elasticsearchin tietoja tai sammuttamaan sitä HTTP API:n kautta. 
Lopuksi Elasticsearch vielä käynnistettiin ja asetettiin käynnistymään palvelimen 
käynnistyksen yhteydessä komennoilla: 
sudo service elasticsearch restart 
sudo update-rc.d elasticsearch defaults 95 10 
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7.3 Kibanan asennus ja konfigurointi 
Kibanan asennus aloitettiin lataamalla sen asennuspaketti omaan koti hakemistoon 
komennolla:  
cd ~; wget https://download.elasticsearch.org/kibana/kibana/kibana-
4.0.1-linux-x64.tar.gz 
Asennuspaketti oli pakattu .tar muotoon, joten se tuli ensin purkaa  komennolla: 
tar xvf kibana-*.tar.gz 
Tiedoston purun jälkeen muokattiin Kibanan asetustiedostoa komennolla: 
vi ~/kibana-4*/config/kibana.yml 
Tiedostosta etsittiin kohta ” host: "0.0.0.0" ” ja se muutettiin muotoon  ” host: "lo-
calhost" ”. Lopuksi tiedoston tallennus ja sulkeminen. Tämä asetus teki sen, että Ki-
banaan on mahdollista päästä vain localhost:lta, mutta toteutuksessa käytettiin myös 
Nginx:in käänteistä välityspalvelinta, jolla sallittiin myös ulkoiset yhteydet. 
Seuraavaksi luotiin Kibanan tiedostoille sopivampi tiedostosijainti komennolla: 
sudo mkdir -p /opt/kibana 
ja tämän jälkeen vielä kopioitiin Kibanan tiedostot uuteen juuri tehtyyn kansioon 
komennolla: 
sudo cp -R ~/kibana-4*/* /opt/kibana/ 
Kibana haluttiin ajaa järjestelmän taustapalveluna, joten se tarvitsi init-skriptin, joka 
ladattiin GitHub:sta komennolla: 
cd /etc/init.d && sudo wget 
https://gist.githubusercontent.com/thisismitch/8b15ac909aed214ad04
a/raw/bce61d85643c2dcdfbc2728c55a41dab444dca20/kibana4 
Lopuksi Kibana sallittiin palveluna ja käynnistettiin komennoilla: 
sudo chmod +x /etc/init.d/kibana4 
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sudo update-rc.d kibana4 defaults 96 9 
sudo service kibana4 start 
7.4 Nginx 
Koska Kibana asetettiin sen asennus vaiheessa kuuntelemaan vain localhostia, tuli 
ympäristöön asentaa käänteinen välityspalvelin, jolla sallittiin myös ulkoiset yhtey-
det. Tähän tarkoitukseen asennettiin käyttöön Nginx komennolla: 
sudo apt-get install nginx apache2-utils 
Seuraavaksi luotiin käyttäjä, jolla voi kirjautua Kibanan web-käyttöliittymään komen-
nolla: 
sudo htpasswd -c /etc/nginx/htpasswd.users haluttu_käyttäjänimi 
Käyttäjälle tuli samalla tämän jälkeen myös määrittää haluttu tietoturvallinen salasa-
na. 
Tämän jälkeen avattiin Nginx:in oletuspalvelimen asetustiedosto komennolla:  
sudo vi /etc/nginx/sites-available/default 
Tiedosto tyhjennettiin ja tilalle vietiin liitteen 1 mukainen sisältö. Lopuksi Nginx vielä 
käynnistettiin uudelleen komennolla: 
sudo service nginx restart 
7.5 Logstashin asennus 
Logstashin asennuspaketti on saatavilla samasta varastosta kuin Elasticsearch ja tä-
män varaston julkinen avain oli jo asennettu Elasticsearchin yhteydessä. Logstashin 
asennus voitiin aloittaa suoraan luomalla sen lähdelista komennolla: 
echo 'deb http://packages.elasticsearch.org/logstash/1.5/debian stable 
main' | sudo tee /etc/apt/sources.list.d/logstash.list 
Tämän jälkeen päivitettiin apt-pakettien tietokanta komennolla: 
 30 
 
sudo apt-get update 
Lopuksi asennettiin Logstash komennolla: 
sudo apt-get install logstash 
Näiden vaiheiden jälkeen Logstash oli asennettu, mutta sitä ei oltu vielä konfiguroitu. 
7.6 SSL-sertifikaatti 
7.6.1 Sertifikaatin luonti vaihtoehto 1 
Ympäristössä käytettiin tätä vaihtoehtoa. Vaihtoehtoa voi käyttää jos ympäristössä ei 
ole DNS-palvelinta ja vaikka sellainen olisikin. Ensin avattiin tiedosto komennolla: 
sudo vi /etc/ssl/openssl.cnf 
Tiedostosta etsittiin kohta v3_ca ja lisättiin riville subjectAltName Logstash-
palvelimen yksityinen IP-osoite:  
subjectAltName = IP: 172.31.165.81 #tähän Logstash palvelimen ip-
osoite 
Tiedosto tallennettiin ja suljettiin. Lopuksi siirryttiin haluttuun tiedostosijaintiin ko-
mennolla: 
cd /etc/pki/tls 
ja luotiin SSL-sertifikaatti komennolla: 
sudo openssl req -config /etc/ssl/openssl.cnf -x509 -days 3650 -batch -
nodes -newkey rsa:2048 -keyout private/logstash-forwarder.key -out 
certs/logstash-forwarder.crt 
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7.6.2 Sertifikaatin luonti vaihtoehto 2 
Tätä vaihtoehtoa voi käyttää jos ympäristöstä löytyy DNS-palvelin ja haluaa käyttää 
sitä hyödyksi. DNS-palvelin osaa osoittaa palvelimen nimellä sen IP-osoitteen, joten 
SSL-sertifikaatin luontiin käytetään vain komentoa:  
cd /etc/pki/tls; sudo openssl req -subj 
'/CN=tahan_logstash_palvelimen_nimi/' -x509 -days 3650 -batch -nodes 
-newkey rsa:2048 -keyout private/logstash-forwarder.key -out 
certs/logstash-forwarder.crt 
Komennossa tulee korvata kohta tahan_logstash_palvelimen_nimi käytetyn Logs-
tash-palvelimen nimellä. 
7.6.3 SSL-sertifikaatin siirto 
Logstash Forwarderin asennus aloitettiin kopioimalla kohdassa 7.1.6 luoto SSL-
sertifikaatti keskitetyltä lokienkeräyspalvelimelta palvelimille joilta lokeja haluttiin 
kerättävän. SSL-sertifikaatti ladattiin omalle tietokoneelle PuTTYn PSCP lisäosalla, 
joka on saatavilla samasta osoitteesta kuin PuTTYkin. Molemmat sovellukset oli 
asennettu tietokoneen C:\Program Files\Putty kansioon. PSCP on komentoriviltä suo-
ritettava lisäohjelma ja sen käyttö aloitetaan syöttämällä komentoriville kansion pol-
ku komennolla: 
set PATH=C:\Program Files\Putty;%PATH% 
Tämän jälkeen ohjelman pystyy käynnistämään komentoriviltä komennolla: 
pscp 
SSL-sertifikaatti ladattiin lokienkeräyspalvelimelta oman tietokoneen C-kansion juu-
reen käyttäen Ubuntu palvelimelle kirjautumiseen tarvittavaa avainta komennolla: 
pscp -i C:\Opinnaytetyo\logitestaus.ppk ubun-
tu@52.16.76.55:/etc/pki/tls/certs/logstash-forwarder.crt c:\ 
Omalta tietokoneelta SSL-sertifikaatti kopioitiin halutulle palvelimille ubuntu käyttä-
jän hakemistorakenteen juureen seuraavalla komennolla: 
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pscp -i C: \Opinnaytetyo\logitestaus.ppk c:\logstash-forwarder.crt 
ubuntu@52.17.1.27:/ 
Komentoa hyödynnettiin myös sertifikaatin siirroissa muille palvelimille joilta lokeja 
kerättiin. 
7.7 Logstashin konfigurointi 
Logstashin asetustiedostot sijaitsevat tiedostosijainnissa /etc/logstash/conf.d ja ne 
ovat JSON muodossa. Asetustiedostot koostuvat kolmesta osasta: tulot (inputs), suo-
dattimet (filters) ja lähdöt (outputs).  
Aluksi luotiin asetustiedosto 01-lumberjack-input.conf (lumberjack on pro-
tokolla jota Logstash Forwarder käyttää) komennolla: 
sudo vi /etc/logstash/conf.d/01-lumberjack-input.conf 
Tiedostoon 01-lumberjack-input.conf lisättiin rivit: 
input { 
  lumberjack { 
    port => 5000 
    type => "logs" 
    ssl_certificate => "/etc/pki/tls/certs/logstash-forwarder.crt" 
    ssl_key => "/etc/pki/tls/private/logstash-forwarder.key" 
  } 
} 
Tiedosto tallennettiin ja suljettiin. Tämä asetustiedosto asettaa lumberjack tulon 
kuuntelemaan porttia 5000. Lisäksi se määrittää käytettäväksi aiemmin luodun SSL-
sertifikaatin ja yksityisen avaimen. 
Seuraavaksi luotiin asetustiedosto 10-syslog.conf, komennolla:  
sudo vi /etc/logstash/conf.d/10-syslog.conf 
Tiedostoon 10-syslog.conf lisättiin suodattimiksi rivit syslog viestejä varten: 
filter { 
  if [type] == "syslog" { 
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    grok { 
match => { "message" => "%{SYS-
LOGTIMESTAMP:syslog_timestamp} %{SYS-
LOGHOST:syslog_hostname} %{DA-
TA:syslog_program}(?:\[%{POSINT:syslog_pid}\])?: 
%{GREEDYDATA:syslog_message}" } 
      add_field => [ "received_at", "%{@timestamp}" ] 
      add_field => [ "received_from", "%{host}" ] 
    } 
    syslog_pri { } 
    date { 
      match => [ "syslog_timestamp", "MMM  d HH:mm:ss", "MMM dd    
HH:mm:ss" ] 
    } 
  } 
} 
Tiedosto tallennettiin ja suljettiin. Tämän suodattimen tarkoituksena on etsiä loki-
viestit, jotka Logstash Forwarder on merkinnyt syslog –tyyppisiksi. Syslog –tyyppiset 
lokit jäsennetään tämän jälkeen luettavampaan ja yhtenäisempään muotoon käyttä-
en grokia.  
Viimeisenä tehtiin lähdölle oma asetustiedosto 30-lumberjack-output.conf. 
Tiedosto luotiin komennolla: 
sudo vi /etc/logstash/conf.d/30-lumberjack-output.conf 
Tiedostoon lisättiin rivit: 
output { 
  elasticsearch { host => localhost } 
  stdout { codec => rubydebug } 
} 
ja tiedosto tallennettiin ja suljettiin. Logstash asetettiin vielä käynnistymään palveli-
men käynnistymisen yhteydessä komennoilla: 
sudo chmod 755 /etc/init.d/logstash 
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sudo update-rc.d logstash defaults 95 10 
Lopuksi Logstash käynnistettiin uudelleen komennolla: 
sudo service logstash restart 
7.8 Logstash Forwarder 
7.8.1 Logstash Forwarderin asennus 
Logstash Forwarder asennettiin kaikille niille koneille joilta lokeja haluttiin kerättä-
vän. Logstash Forwarderin asennus aloitettiin luomalla sille lähdelista komennolla: 
echo 'deb http://packages.elasticsearch.org/logstashforwarder/debian 
stable main' | sudo tee /etc/apt/sources.list.d/logstashforwarder.list 
Logstash Forwarder käyttää sama GPG-avainta kuin Elasticsearch, joka voitiin asentaa 
komennolla: 
wget -O - http://packages.elasticsearch.org/GPG-KEY-elasticsearch | 
sudo apt-key add - 
Seuraavaksi asennettiin Logstash Forwarderin paketti komennoilla: 
sudo apt-get update 
sudo apt-get install logstash-forwarder 
Lopuksi luotiin kansio aiemmin palvelimelle siirretylle sertifikaatille ja siirrettiin serti-
fikaatti vielä luotuun kansioon komennoilla: 
sudo mkdir -p /etc/pki/tls/certs 
sudo cp logstash-forwarder.crt /etc/pki/tls/certs/ 
7.8.2  Logstash Forwarderin konfigurointi 
Logstash Forwarderin asennuksen jälkeen luotiin avattiin Logstash Forwarderin JSON-
muotoinen asetustiedosto komennolla: 
sudo vi /etc/logstash-forwarder.conf 
Tiedostoon asetettiin osion network alle rivit: 
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"servers": [ "logstash_server_private_address:5000" ], 
    "timeout": 15, 
    "ssl ca": "/etc/pki/tls/certs/logstash-forwarder.crt" 
Logstash_server_private_address kohta korvattiin Logstash palvelimen yksityisellä IP-
osoitteella. Samaan tiedostoon asetettiin myös files kohdan alle rivit, jotka määrittä-
vät mistä tiedostopolusta lokeja haetaan ja haettavalle lokille asetettava tyyppi alla 
mainitun mukaisesti: 
{ 
      "paths": [ 
        "/var/log/syslog" # useampi polku erotetaan pilkulla 
       ],                #esim. "/var/log/syslog", "/var/log/auth.log" 
      "fields": { "type": "syslog" } 
    }, 
{ 
      "paths": [ 
        "/var/log/auth.log" 
       ], 
      "fields": { "type": "authlog" } 
    }, 
Koko asetustiedostot liitteissä 2 ja 3. Asetustiedostossa paths kertoo mistä polusta 
loki kerätään ja fields lokille asetettavia kenttiä kuten tyyppi. Useampien lokien polut 
voidaan yhdistää yhden paths kohdan alle erottamalla ne pilkulla jos niille halutaan 
annettavan samoja kenttiä. Tiedosto tallennettiin ja suljettiin. Tämä asetustiedosto 
asettaa Logstash Forwarderin yhdistämään Logstash palvelimeen porttiin 5000, joka 
määritettiin aiemmin kohdassa 7.1.7 sisääntuloksi. Lisäksi asetustiedosto asettaa 
Logstash Forwarderin käyttämään luotua SSL-sertifikaattia yhteyden muodostami-
seen. 
Lopuksi Logstash Forwarder käynnistettiin uudelleen komennolla: 
sudo service logstash-forwarder restart 
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7.9 Postfixin asennus ja konfigurointi 
Postfix asennettiin samalle koneelle kuin Elasticsearch. Asennus aloitettiin komennol-
la: 
sudo apt-get install mailutils 
Tämä komento asentaa tarvittavat työkalut sähköpostien lähetyksen testaamiseksi 
sekä tietysti Postfix ohjelman. Asennuksen jälkeen aukeaa ruutu, mistä valitaan säh-
köpostipalvelimen asennustiedostojen tyyppi. Tässä tapauksessa valittiin valikosta 
Internet Site ja vielä tämän jälkeen Ok. Seuraavaksi aukeavaan ikkunaan syötetään 
palvelimen nimi, jos sitä ei siinä valmiiksi ole ja valitaan Ok.  
Asennuksen jälkeen Postfix konfiguroitiin halutusti. Postfix asetettiin käsittelemään 
pyyntöjä lähettää sähköposteja vain palvelimelta jolle se oli asennettu. Asetustiedos-
to avattiin komennolla: 
sudo vi /etc/postfix/main.cf 
Tiedostoa muutettiin kohdasta: 
mailbox_size_limit = 0 
recipient_delimiter = + 
inet_interfaces = all 
jossa Postfix asetettiin kuuntelemaan vain localhostia muuttamalla inet_interfaces 
kohta seuraavaksi: 
inet_interfaces = localhost 
Tämän jälkeen tiedosto tallennettiin ja suljettiin. Lopuksi Postfix vielä käynnistettiin 
uudelleen komennolla: 
sudo service postfix restart 
Sähköpoistin lähetyksen toiminnan pystyi tarkistamaan komennolla: 
echo "Viestin runko-osa" | mail -s "Otsikko-osa" user@example.com 
jossa user@example.com korvattiin halutulla omalla sähköpostiosoitteella, johon 
viesti lähetettiin. 
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Lopuksi asetettiin vielä sähköpostin edelleen lähetys ulkoiseen sähköpostipalveluun 
avaamalla tiedosto komennolla: 
sudo vi /etc/aliases 
Tiedostoon lisättiin alias seuraavasti: 
# See man 5 aliases for format 
postmaster:    root 
root:          user@example.com 
ja user@example.com korvattiin omalla oikealla sähköpostiosoitteella. Tiedosto tal-
lennettiin ja suljettiin. Lopuksi muutokset otettiin vielä käyttöön komennolla: 
sudo newaliases 
Aliaksen toiminnan pystyi vielä tarkistamaan komennolla 
echo "Viestin runko-osa" | mail -s "Otsikko-osa" root 
7.10 ElastAlertin asennus ja konfigurointi 
ElastAlertin asennus aloitettiin siirtymällä hakemistossa kohtaan /etc ja kloonaamalla 
ElastAlertin varasto sinne komennolla: 
git clone https://github.com/Yelp/elastalert.git 
Kloonaamisen jälkeen siirryttiin hakemistossa kohtaan /etc/elastalert ja ElastAlert 
asennettiin komennolla: 
python setup.py install 
Asennuksen jälkeen kopioitiin asetustiedosto komennolla: 
sudo cp config.yaml.example config.yaml 
Asetustiedosto avattiin komennolla: 
sudo vi config.yaml 
Asetustiedostossa on selkeästi kerrottu mihin jokainen kohta vaikuttaa. Tiedostoon 
asetettiin seuraavat tiedot: 
#osoittaa kansion jossa säännöt ovat 
rules_folder: example_rules   
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#osoittaa kuinka usein kysely tehdään 
run_every:   
  minutes: 5 
#kyselylle varattu aikaikkuna 
buffer_time:   
  minutes: 45 
#Elasticsearchin osoite mihin ElastAlert tallentaa tiedot tilastaan 
es_host: localhost   
#Elasticsearchin portti  
es_port: 9200 
#ElastAlertin hakemiston haluttu nimi mihin tiedot tallennetaan 
writeback_index: elastalert_status 
#uudelleen lähetys ikkuna epäonnistuneille hälytyksille 
alert_time_limit: 
  days: 2 
Tiedosto tallennettiin ja suljettiin. 
ElastAlert voi tallentaa tietojansa ja metatietoja kyselyistään ja hälytyksistä takaisin 
Elasticsearchiin. Tästä toiminteesta on hyötyä tarkastuksissa, viankorjauksessa ja se 
mahdollistaa ElastAlertin jatkaa tarkalleen siitä mihin se viimeksi on jäänyt. Tämä ei 
ole pakollista, mutta hyvin suositeltavaa. Toiminnon käyttöönottamiseksi luotiin 
aluksi hakemisto ElastAlertille komennolla: 
elastalert-create-index 
Tämän jälkeen seurattiin ohjeita ja luotiin hakemisto oletusasetuksilla: 
New index name (Default elastalert_status) 
Name of existing index to copy (Default None) 
New index elastalert_status created 
Done! 
Hakemiston nimen tulee vastata config.yaml tiedostoon määritettyä hakemiston ni-
meä kohdassa ”writeback_index:”. 
Seuraavaksi ElastAlertin asennuksessa siirryttiin sääntöjen luontiin. Aiemmin luodus-
sa tiedostossa config.yaml määritettiin kohdassa rules_folder: example_rules missä 
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kansiossa säännöt sijaitsevat. Tämän kansion voi määrittää itse halutuksi. Polusta 
/etc/elastalert/example_rules löytyy seuraavat esimerkki säännöt, jotka kertovat 
myös selkeästi miten sääntöjä käytetään: 
 example_cardinality.yaml        
 example_frequency.yaml            
 example_spike.yaml 
 example_change.yaml             
 example_new_term.yaml            
  jira_acct.txt 
 example_opsgenie_frequency.yaml  
 
Palvelimen hakemistossa kohdassa /etc/elastalert/example_rules luotiin uusi sääntö 
kopioimalla valmiista esimerkistä pohja uudelle säännölle komennolla: 
sudo cp example_frequency.yaml syslog1_frequency.yaml 
Tiedosto syslog1_frequency.yaml avattiin ja sinne asetettiin seuraava sisältö: 
es_host: localhost #Elasticsearchin osoite mihin kysely kohdist 
es_port: 9200 #Elasticsearhin portti 
name: syslog1_frequency #säännön nimi (uniikki) 
type: frequency #säännön tyyppi 
index: logstash-* #hakemisto 
num_events: 5 
timeframe: 
  hours: 1 
filter: 
- term: 
    _type: "syslog" 
alert: 
- "email" 
email: 
- “user@example.com” 
Tiedosto tallennettiin ja suljettiin. Tiedostossa kohta es_host osoittaa Elasticsearchin 
osoiteeseen mihin kysely tehdään ja es_port Elasticsearhin portin. Name määrittää 
säännön nimen jonka tulee olla uniikki. Type määrittää säännön tyypin. Index koh-
 40 
 
dassa määritetään hakemisto kyselyille, Logstashia käytettäessä pidetään oletusase-
tus “logstash-*”. Kohta num_events on tyypille frequency pakollinen hakuehto, joka 
määrittää kuinka monta osumaa tarvitaan että hälytys tehdään ja kohta time_frame 
antaa tälle ajan jonka kuluessa hakuosumat pitää tulla. Filter kohdassa määritetään 
mitä haetaan, esimerkissä _type: "syslog" haetaan lokien kentästä _type syslog loki-
tiedostoja. Kohdassa alert määritetään miten hälytyksiä lähetetään ja kohdassa email 
mihin osoitteeseen hälytys lähetetään. 
Palvelimen hakemistossa siirryttiin kohtaan /etc/elastalert ja tehty komento tarkas-
tettiin komennolla: 
elastalert-test-rule example_rules/syslog_frequency.yaml 
jossa loppuun tulee tarkastettavan säännön polku. Lopuksi ElastAlert asetettiin aja-
maan sääntöä komennolla: 
python -m elastalert.elastalert --verbose --rule syslog1_frequency.yaml 
 
Kuvio 3. ElastAlertin ajama kysely 
Kuviossa 3 nähdään tuloste, jonka ElastAlert tekee kyselyn jälkeen. Tulosteesta näh-
dään kuinka monta tiedostoa Elasticseachista ladattiin (query hits). Kohta matches 
kertoo kuinka monta hakuehtojen täyttävää osumaa löytyi ja kohta alerts sent kuinka 
monta hälytystä lähetettiin. Kuviossa 4 taas nähdään ElastAlertin sähköpostiin lähet-
tämä ilmoitus. 
 
Kuvio 4. ElastAlertin sähköpostiin lähettämä ilmoitus 
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7.11 Kibanan käyttöohje 
7.11.1 Kibanaan yhdistäminen 
Tarvittavien asennusten ja asetustiedostojen tekemisen jälkeen lokeja pääsi katso-
maan Kibanan käyttöliittymästä. Kibanan webkäyttöliittymään pääsi selaimella otta-
malla yhteyden lokipalvelimen julkiseen IP-osoitteeseen. Kuviossa 5 on selaimen 
osoiteriville syötetty palvelimen julkinen IP-osoite. Palvelimeen yhdistettäessä Nginx 
pyytää vielä kirjautumistunnukset, joilla Kibanan käyttöliittymään tunnistaudutaan. 
Nämä tunnukset luotiin kohdassa 7.1.4. 
 
Kuvio 5. Kibanan käyttöliittymään kirjautuminen 
Ensimmäisen kirjautumisen jälkeen luotiin hakemistorakenne kuvion 6 mukaisesti. 
Alasvetovalikosta valittiin @timestamp, muuten valintojen annettiin olla oletuksina 
ja lopuksi painettiin Create -painiketta. 
 
Kuvio 6. Kibanan hakemistorakenteen luonti 
Hakemistorakenteen luonnin jälkeen valittiin Kibanan ylävalikosta Discover välilehti, 
jolta lokeja pääsi hakemaan ja näkemään visuaalisena kuviona (ks. Kuvio 7). Ensim-
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mäisen kirjautumisen ja hakemistorakenteen luonnin jälkeen Kibanaan kirjautuminen 
avaa suoraan tämän näkymän, eikä hakemiston luontia tarvitse enää tehdä. 
 
Kuvio 7. Kibanan päänäkymä 
7.11.1 Kibanan käyttö 
Yleistä 
Kibanasta sisältää neljä eri välilehteä Discover, Visualize, Dashboard ja Settings. Dis-
cover välilehti on tarkoitettu lokien etsimiseen ja niiden tarkasteluun yksityiskohtai-
semmin. Visualize välilehti erilaisten kaavioiden tekemiseen. Dashboard välilehti 
useiden kaavioiden ja yksityiskohtaisempien lokien tarkasteluun. Settings välilehdeltä 
voidaan taas muokata asetuksia sekä poistaa tallennettuja hakuehtoja, kaavioita ja 
Dashboardeja.  
Discover 
Discover välilehti sisältää hakurivin, aikasuodattimen, kenttien valitsimen, valitun 
ajan histogrammin ja lokinäkymän (ks. Kuvio 8). 
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Kuvio 8. Discover välilehden näkymä 
  
Hakurivi sijaitsee vihreitä pystypalkkeja sisältävän histogrammin yläpuolella ja siihen 
voi syöttää haluttuja hakuehtoja, kuten type: "syslog" NOT syslog_program: 
"dhclient". Tällöin histogrammin alapuolella lokinäkymä näyttää lokit, jotka ovat tyy-
piltään syslogeja, mutta eivät sisällä kentässä syslog_program tietuetta dhclient. Ha-
kuehtoja voi tallentaa tai hakea tallennettua hakuehtoa hakurivin perästä löytyvien 
kuvakkeiden kautta. Aikasuodatin löytyy ikkunan oikeasta yläkulmasta kello kuvak-
keen takaa. Aikasuodattimesta pääsee määrittämään miltä ajalta lokeja haetaan sekä 
kuinka usein näkymä päivitetään. Hakurivin alta ikkunan vasemmasta reunasta löyty-
vän kenttien valitsimen avulla lokeista näkee nopeasti haluttaja tietueita. Kenttiä voi 
lisätä viemällä osoittimen halutun näytettävän kentän päälle ja valitsemalle esiin il-
mestyvän add kuvakkeen. Histogrammista voi valita tarkempia ajankohtia maalaa-
malla osoittimella halutun aikajakson, jolloin kyseinen aika valitaan aikasuodatti-
meen. 
Visualize 
Visualize välilehdellä voidaan kerätyistä lokitiedoista tehdä erilaisia kuvioita ja kaavi-
oita. Kuviossa 9 on näkymä joka aukeaa ensimmäisenä visualize välilehdelle 
tultaessa. 
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Kuvio 9. Visualize välilehden valintanäkymä 1 
Mahdollisia visuaalisia näkymiä ovat Area chart, Data table, Line chart, Markdown 
widget, Metric, Pie chart, Tile map ja Vertical bar chart. Aiemmin tehdyt ja tallenne-
tut kaaviot voidaan myös avata tästä näkymästä lopussa olevasta listauksesta valit-
semalla. Valitsemalla jonkin näkymän esimerkiksi Vertical bar chart päästään vaihee-
seen kaksi, jossa valitaan käytetäänkö valmiiksi tallennettua hakuehtoa vai uutta 
kaavion luomiseen. Uuden hakuehdon luomisessa valitaan myös hakemisto, josta 
tiedot haetaan (ks. Kuvio 10). 
 
 
Kuvio 10. Visualize välilehden valintanäkymä 2 
Kuviossa 11 näkyy viimeinen näkymä, jossa varsinaiset hakuehdot annetaan. Ai-
kasuodattimeen valitaan haluttu ajanjakso. Vasemmasta reunasta löytävään hakuva-
likkoon syötetään halutut määreet. Y-akselille valitaan haluttu määre, oletuksena 
määrä. Tämän jälkeen valitaan lisää määreitä. Tarjolla on X-akseli, jaettu palkki ja 
jaettu kaavio. Valitsemalla esimerkiksi X-akselin aukeaa lisää hakuehtoja ja ensim-
mäiseksi valitaan jaottelu. Valitsemalla Significant terms voidaan palkit asettaa piir-
tymään lokien halutun kentän mukaisessa jaottelussa. Kenttä kohtaan valitsemalla 
type lokit jaotellaan niiden tyypin mukaan kaavioon. Size kohtaan valitaan kuinka 
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monta palkkia kuvioon piirretään. Eniten osumia sisältävät piirretään ensimmäisenä 
ja jos tyyppejä on enemmän kuin mitä size kohtaan on valittu ne jätetään näyttämät-
tä. 
 
Kuvio 11. Visualize välilehden valintanäkymä 3 
 
Dashboard 
Kuviossa 12 nähdään Dashboardin näkymä, joka on useiden eri hakujen nopeaan 
tarkasteluun tarkoitettu näkymä. Dashboardeja voi tehdä useampia ja niihin voi aset-
taa näkyviin haluttuja tallennettuja hakuja (Discover) sekä visuaalisia kaavioita (Visu-
alize). Tästä näkymästä voidaan helposti havaita poikkeavuuksia ja seurata järjestel-
män tilaa tai käyttöasteita tekemällä halutun mukaisia näkymiä. 
 
Kuvio 12. Dashboardin näkymä 
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8 YHTEENVETO 
8.1 Työn lopputulos 
Työn lähtökohtana oli rakentaa toimiva lokienkeräys järjestelmä, joka keräisi lokit 
keskitetysti yhdelle palvelimelle useasta lähteestä. Lisäksi lokeja olisi päästävä tarkas-
telemaan ja niistä olisi saatava hälytys poikkeustilanteissa. Toivottavaa oli myös, että 
järjestelmä perustuisi ilmaiseen avoimen lähdekoodin ohjelmistoon. Järjestelmään 
saatiin toteutettua halutut toiminteet ja tämän pohjalta työn toteutusta voidaankin 
pitää onnistuneena.  
Vaihtoehtoisia lokienhallinnan työkaluja olisi ollut tarjolla useita. Muita avoimen läh-
dekoodin ja ilmaisuuden kriteerit täyttäviä työkaluja olisi ollut Graylog, LOGalyze, 
NXlog ja Nagios. Näistä kuitenkin esimerkiksi Nagioksen ilmainen versio sallii dataa 
kerättävän vain 500Mb päivässä. Jos ympäristöstä pitäisi pystyä keräämään suurem-
pia määriä dataa, tulisi Nagioksesta ostaa maksullinen versio. Työn tilaajan ELK 
Stackista saamien suositusten ja testiasennuksessa todettujen ominaisuuksien kel-
paavuuden jälkeen työssä päädyttiin käyttämään ELK Stackia lokienhallinnan pohja-
na. 
Järjestelmän pohjaksi valikoitu Elasticsearchin ELK Stack ja siitä hyödynnettiin Elastic-
search-, Logstash- ja Kibana komponentteja. Lisäksi työssä hyödynnettiin Nginxiä, 
ElastAlertia ja Postfix ohjelmia kaikkien toiminnallisuuksien aikaansaamiseksi. Kaikki 
hyödynnetyt ohjelmistot ovat ilmaisia avoimenlähdekoodin ohjelmia. Lokienhallin-
nassa käytettyjen komponenttien vuorovaikutukset näkyvät kuviossa 13. 
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Kuvio 13. Lokienhallinnan toimintaperiaate 
Työn teoria osuudessa päätettiin käydä läpi pilvipalveluiden toimintaa, koska Contri-
boardin tuotantoympäristö on rakennettu Amazon Web Services pilvipalveluun. Toi-
sena teoriaosuutena käsiteltiin lokeja ja lokien käsittelyä. Lisäksi kerrottiin työssä 
käytetyistä komponenteista. 
Työn käytännön toteutus tehtiin testiympäristöön, joka ei täysin vastaa Contriboar-
din tuotantoympäristöä. Työn edetessä päädyttiin toteuttamaan lokienhallintajärjes-
telmä testiympäristöön, jotta se ei vaikuttaisi Contriboardin tuotantoympäristöön 
negatiivisesti. Lisäksi työn edetessä päätettiin, että lokienhallintaympäristö olisi hyvä 
toteuttaa varsinaiseen ympäristöön sellaisen henkilön toimesta, joka sitä tulee ylläpi-
tämään. Työn pohjalta lokienhallintajärjestelmä voidaan kuitenkin toteuttaa varsinai-
seen tuotantoympäristöön kenen toimesta tahansa ja se on laajennettavissa kerää-
mään lokeja tarvittavasta määrästä lähteitä.  
8.2 Kehitysideat 
Työssä saatiin kaikki halutut toiminnallisuudet käyttöön, mutta työn edetessä tuli 
myös vastaan ominaisuuksia, joita työssä voisi vielä kehittää. ElastAlert lähettää häly-
tykset tällä hetkellä poikkeustilanteista sähköpostiin. Hälytyksistä voisi selvittää olisi-
ko hyödyllistä ottaa käyttöön myös JIRAn tai OpsGenien mahdollistamat hälytykset. 
Tässä työssä ei otettu kantaa lokien poistamiseen niiden elinkaaren jälkeen. Järjes-
telmän tuotantoympäristöön pystyttämisen jälkeen pitäisi selvittää kuinka paljon 
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lokeja tuotantoympäristössä syntyy. Tämän jälkeen pitäisi tarkastella mitkä ovat ne 
tärkeimmät lokit, joita tulee säilyttää pidempään ja kuinka pitkään niitä tulisi säilyt-
tää. Lopuksi voisi rakentaa automaattisen lokien poiston, jotta tiedon säilyttämiseen 
tarvittava tila ei kasva liian isoksi. Lokien säilyvyyden kannalta keskitetty lokien hallin-
tapalvelin olisi myös hyvä kahdentaa tai ainakin toteuttaa ratkaisu, jossa Elasticsear-
chin tekemästä tietokannasta otettaisiin varmuuskopio toiselle palvelimelle. Viimei-
senä kehitysideana ympäristöä voisi tarkastella tarkemmin tietoturvan kannalta ja 
tehdä mahdollisia kovennuksia ympäristöön. 
8.3 Pohdinta 
Opinnäytetyön aloitus vaiheessa oma kokemukseni lokien keräyksestä ja hallinnasta 
oli varsin rajallinen. Myöskään työssä käytetty ELK Stack ei ollut ennestään tuttu työ-
kalu, mutta sen kattavat verkkosivut ja ohjemateriaalit helpottivat työkaluun tutus-
tumista ja sen käyttöönottoa. Aloitus vaiheessa ei myöskään työn rajat tai vaatimuk-
set olleet täysin selvillä, mutta ne selkiytyivät opinnäytetyön edetessä käytännön 
toteutukseen.  
Lokien ja niiden hallinnan ollessa ennalta hieman tuntematon alue aloitinkin työn 
tutustumalla niihin teorian tasolla. Ympäristön pyöriessä pilvipalvelussa koin myös 
hyödylliseksi tutustua teorian tasolla tähänkin aihealueeseen. Teorioiden lukeminen 
opetti paljon perus asioita, jotka hyödyttivät työn käytännön osuuden hahmottamis-
ta kokonaisuutena. 
Teorioiden jälkeen oli aika tutustua työn eri komponentteihin ja lähteä pystyttämään 
niitä ensin kolmelle testi palvelimelle, joilla ei ollut vielä Contriboardia pyörimässä. 
Komponentteihin tutustumisen jälkeen Amazonin pilvipalveluun pystytettiin uudel-
leen kolme palvelinta joista yhdestä tuli keskitetty lokienhallintapalvelin, toisella 
Contriboard ja kolmannella Jenkins. Ohjelmien asennus kahteen eri kertaan vei aikaa, 
mutta se myös helpotti käytännön toteutuksen suorittamista ja dokumentointia. 
Osittain tähän useampaan asennukseen ja muutamaan työssä vastaan tulleeseen 
ongelmaan myös kului aikaa niin paljon, että työtä ei saanut vietyä aivan niin pitkälle, 
kuin alussa itse ajatteli. Omassa mielessä olleet ideat onkin listattuna kehitysideoissa.  
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Kokonaisuutena työ oli erittäin opettava niin lokien ja niiden hallinnan kannalta, mut-
ta myös uusiin ohjelmiin tutustumisen ja tiedon keruun oppimisen kannalta. Työ oli-
sikin ollut vielä mielenkiintoista päästä viemään oikeaan tuotantoympäristöön, jolloin 
olisi päässyt näkemään sen toiminnan suuremmassa mittakaavassa.  
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LIITTEET 
Liite 1. Ngingxin asetustiedosto (/etc/nginx/sites-available/default) 
server { 
    listen 80; 
 
    server_name ip-172-31-165-81.eu-west-1.compute.internal; #palvelimen nimi ta-
han 
 
    auth_basic "Restricted Access. Rajoitettu Pääsy"; #haluttu viesti kirjautumisikku-
naan 
    auth_basic_user_file /etc/nginx/htpasswd.users; 
 
    location / { 
        proxy_pass http://localhost:5601; 
        proxy_http_version 1.1; 
        proxy_set_header Upgrade $http_upgrade; 
        proxy_set_header Connection 'upgrade'; 
        proxy_set_header Host $host; 
        proxy_cache_bypass $http_upgrade; 
    } 
} 
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Liite 2. Logstash-forwarderin asetustiedosto Contriboardille 
(/etc/logstash-forwarder.conf) 
{ 
  # The network section covers network configuration :) 
  "network": { 
        "servers": [ "172.31.165.81:5000" ], 
        "timeout": 15, 
        "ssl ca": "/etc/pki/tls/certs/logstash-forwarder.crt" 
  }, 
 
  # The list of files configurations 
  "files": [ 
        { 
      "paths": [ 
        "/var/log/syslog" 
       ], 
      "fields": { "type": "syslog" } 
    }, 
{ 
      "paths": [ 
        "/var/log/auth.log" 
       ], 
      "fields": { "type": "authlog" } 
    }, 
{ 
      "paths": [ 
        
"/var/lib/docker/containers/1be9847c25370663a25d5440eb64de8fd9a3f55041bfcae
1e1e0cceed0978121/1be9847c25370663a25d5440eb64de8fd9a3f55041bfcae1e1e0
cceed0978121-json.log" 
       ], 
      "fields": { "type": "api" } 
    }, 
{ 
      "paths": [ 
        
"/var/lib/docker/containers/1c90db31ad7a8a933abdedda55d9e065a75566f541a9cb
38c2487b34895721ff/1c90db31ad7a8a933abdedda55d9e065a75566f541a9cb38c24
87b34895721ff-json.log" 
       ], 
      "fields": { "type": "mongo" } 
    }, 
{ 
      "paths": [ 
        
"/var/lib/docker/containers/3f754111d8424bdc76888d31b015d6be977a07b655e79
21a27fd9c026d817f07/3f754111d8424bdc76888d31b015d6be977a07b655e7921a27
fd9c026d817f07-json.log" 
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       ], 
      "fields": { "type": "io" } 
    }, 
{ 
      "paths": [ 
        
"/var/lib/docker/containers/ad83fc33d87b31a4265d4a0bbef972ec85af2b5574f7811
302592d98ee1d31b8/ad83fc33d87b31a4265d4a0bbef972ec85af2b5574f781130259
2d98ee1d31b8-json.log" 
       ], 
      "fields": { "type": "haproxy" } 
    }, 
{ 
      "paths": [ 
        
"/var/lib/docker/containers/c83df397f76d9cdb2b87aac3d2890b55db8720b83c98ae
c4fc1a4f55d3ad46a5/c83df397f76d9cdb2b87aac3d2890b55db8720b83c98aec4fc1a4
f55d3ad46a5-json.log" 
       ], 
      "fields": { "type": "img" } 
    }, 
{ 
      "paths": [ 
        
"/var/lib/docker/containers/d423f711f45e1bd81ef21b98f34a70ac754dd6f90f734a86
09e01b3bbcfb6ba0/d423f711f45e1bd81ef21b98f34a70ac754dd6f90f734a8609e01b
3bbcfb6ba0-json.log" 
       ], 
      "fields": { "type": "client" } 
    }, 
{ 
      "paths": [ 
        
"/var/lib/docker/containers/d84f3c082c0a78bcef857bd3444a113a1dae4295fccda7c
bfab3b230438b4f09/d84f3c082c0a78bcef857bd3444a113a1dae4295fccda7cbfab3b2
30438b4f09-json.log" 
       ], 
      "fields": { "type": "redis" } 
    } 
  ] 
} 
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Liite 3. Logstash-forwarderin asetustiedosto Jenkinsille (/etc/logstash-
forwarder.conf) 
{ 
  # The network section covers network configuration :) 
  "network": { 
        "servers": [ "172.31.165.81:5000" ], 
        "timeout": 15, 
        "ssl ca": "/etc/pki/tls/certs/logstash-forwarder.crt" 
  }, 
 
  # The list of files configurations 
  "files": [ 
        { 
      "paths": [ 
        "/var/log/syslog" 
       ], 
      "fields": { "type": "syslog" } 
    } 
, 
       { 
      "paths": [ 
        "/var/log/auth.log" 
       ], 
      "fields": { "type": "authlog" } 
    } 
, 
    { 
      "paths": [ 
        "/var/log/jenkins/jenkins.log" 
       ], 
      "fields": { "type": "jenkins" } 
    } 
  ] 
} 
