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Abstract
The present work focuses on the development and investigation of Solid Oxide
Fuel Cells (SOFCs) with Direct Internal Reformation (DIR) of methane. To
optimize their performance, key aspects for design, materials, and manufactur-
ing are derived from the basic operational principles. Together with the results
of a detailed review on the current state of the art in the field of SOFCs design
concepts they are used to develop a novel janiform configuration of an anode
supported Integrated Planar-SOFC (IP-SOFC) system.
As preparative studies for a 3D investigation of the concept with a Com-
putational Fluid Dynamics (CFD) model, the possible influences of the anode
microstructure and composition as well as of elementary surface reactions on
the overall cell performance and numerical results are studied. Additionally,
individual submodels for the physical phenomena of interest are set up and
verified. For the electrochemical reactions, next to an alternative approach
based on a local description of the potential dependent equations, two addi-
tional approaches, applicable to different levels of geometrical complexity, are
proposed.
Together with the results of the microstructural investigation it is derived
that, due to the small ionic conductivity of Yttrium Stabilized Zirconium (YSZ),
the optimal equivolumetric mixture of the anode’s cermet components should
only be applied to a thin active layer close to the electrolyte surface. Inside the
support structure the focus should lie on a high electric conductivity and gas
penetration.
The CFD simulation focuses on a three-cell series connection and covers
a parameter study on the cell voltage and inlet temperature. Both parameters
can be applied to balance the effects of electrochemistry and reformation in
order to minimize the temperature differences inside the anode. Although the
contribution of CO to the overall current density increases in flow direction
to almost 10 %, the system in total converts the hydrogen first. Finally, it is
figured out that the system shows a high system efficiency for long cascade of
more than ten cells.
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Zusammenfassung
Die vorliegende Arbeit bescha¨ftigt sich mit der Entwicklung und Untersuchung
von oxdikeramischen Brennstoffzellen (engl.: Solid Oxide Fuel Cell (SOFC))
mit direkter interner Reformierung von Methan. Zur Optimierung ihrer Leis-
tungsfa¨higkeit werden ausgehend von den physikalischen Grundprinzipien,
Randbedingungen fu¨r das Design, die Materialauswahl und Herstellungswei-
se abgeleitet. Aufbauend auf dem aktuellen Stand der Technik im Bereich der
SOFC Konstruktion wird aus den gewonnenen Erkenntnissen ein neuartiges
Design mit janusfo¨rmig angeordneten Elektroden entwickelt.
Zur Vorbereitung auf eine dreidimensionale Untersuchung des Konzepts mit
den Methoden der numerischen Stro¨mungsmechanik (engl.: Computational
Fluid Dynamics (CFD)) werden mo¨gliche Einflussparameter auf die Zellleis-
tung und die numerischen Ergebnisse hinterfragt. Dabei handelt es sich ei-
nerseits um Abha¨ngigkeiten von der Mikrostruktur und Zusammensetzung der
Anode und andererseits um die Bedeutung elementarer Oberfla¨chenreaktionen.
Zusa¨tzlich dazu werden fu¨r alle relevanten physikalischen Pha¨nomene separa-
te Submodelle entwickelt und verifiziert. Neben einem alternativen Ansatz,
welcher von einer lokalen Beschreibung der potentialabha¨ngigen Gleichungen
ausgeht, werden zwei weitere Beschreibungen fu¨r die elektrochemischen Re-
aktionen in verschieden komplexen Rechengitter formuliert.
Die Berechnungsergebnisse zeigen, dass in Folge der geringen ionischen
Leitfa¨higkeit von mit Yttrium stabilisiertem Zirkoniumoxid (engl.: Yttrium
Stabilized Zirconium (YSZ)) die optimale isovolumetrische Mischung der Be-
standteile des Anodencermets nur innerhalb einer du¨nnen, elektrochemisch
aktiven Reaktionsschicht an der Grenze zum Elektrolyten verwendet werden
sollte. Innerhalb der stu¨tzenden Anode sollte die Zusammensetzung zu Guns-
ten der elektrischen Leitfa¨higkeit und Gasdurchla¨ssigkeit angepasst werden.
Bei den CFD-Simulationen wird eine Reihenschaltung aus drei Zellen einer
Parameterstudie bezu¨glich Einlasstemperatur und Betriebsspannung unterzo-
gen. Es zeigt sich, dass beide Parameter dazu verwendet werden ko¨nnen die
thermischen Auswirkungen von Elektrochemie und Reformierung gegeneinan-
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der auszubalancieren und so die Temperaturgradienten innerhalb der Anoden-
struktur zu minimieren. Ferner folgt, dass obwohl der Kohlenmonoxid (CO)-
Anteil an der Gesamtstromdichte in Richtung des Gasflusses zunimmt, er nie
einen Wert von etwa 10 % u¨berschreitet. Global betrachtet konvertiert das Sys-
tem daher zuna¨chst den Wasserstoff und nachfolgend das CO. Abschließend
wird gezeigt, dass das entwickelte System fu¨r lange Kaskaden von mehr als
zehn Zellen einen hohen Gesamtwirkungsgrad aufweist.
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1. Introduction
It is well known that one of the basic aspects of life is the transformation of en-
ergy (Smil 1994, p. 223). This artificial definition of life can be easily extended
from the biological point of view on human existence towards a sociological
perspective on our species (Perls 1947). Since our ancestors have formed the
first hordes, humans socially interact with each other in multiple ways whereby
natures resources are utilized (Schmidt-Bleek 2006, p. 29). Although it is ob-
vious that human existence cannot be explained only in terms of biology, from
a purely materialistic point of view the majority of our needs1 can be satisfied
by the production and utilization of goods, which in all cases is associated with
a conversion of energy. (Smil 1994, p. 1)
In a technical context conversion of energy means e.g. conversion of kinetic
energy to electricity (wind turbines), radiation to thermal energy (solar-thermal
absorber), nuclear to thermal energy (nuclear fission and fusion) or chemi-
cal to kinetic and thermal energy (combustion engine, human body) (Smil
1994). From all the aforesaid primary energies mankind has a particular in-
terest in chemical energy ever since, because it is long term storable, easily
portable and tradable, and can be utilized in a demand driven way. (Smil 1994,
p. 157 et seqq.)(Wagner 2007, p. 93 et seqq.) For long, the conversion rate of
chemical to kinetic energy (i.e. work) was essentially limited to the amount
humans or animals were able to supply2. With the invention of the steam en-
gine and the following dawn of industrialization in England at the end of the
18th century the situation changed dramatically. Before that time “high power
prime movers” like wind- or watermills3 were based either on location bound
(water power) or unsteady (wind) sources of primary energy coming more or
less directly from the sun (Smil 2005, p. 14). With this new type of prime
mover in the 19th century the source of primary energy moved from solar to
1e.g. air, communication, food, labor, shelter, transport (Hahlbrock 2007, p. 43)(Wagner
2007, p. 30)(Printz 2008, p. 152)
2P En mech ≈ 50 − 800 Wmech (Smil 1994, p. 223 et seqq.)(Smil 2005, p. 14)
3P En mech ≈ 1 − 4 kWmech (Smil 1994, p. 103 et seqq.)(Smil 2005, p. 14 et seqq.)
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fossil energy changing the way of living not only in England but also in al-
most all countries of the world in a way unknown before in history (Radkau
2006)(Wagner 2007, p. 36 et seqq.). As a side effect of the industrialization a
dramatic increase in primary energy demand4 was the consequence.
Since the demise of the USSR in the years around 1990 the world has be-
come multi-polar. Besides “old” global players like the USA or the EU “new”
societies5 are demanding more and more energy on the global market (Lior
2010; Mu¨ller-Kraenner 2007). Almost 30 years after the Brundtland report
(Brundtland et al. 1987, p. 20 et seqq.) its conclusions are still valid: As the
differences in ideology in the past century, an increased demand for energy
in combination with rising prices (Eisenbeiß 2006; Seeliger et al. 2011) might
lead to serious international tensions within the next decades (Mu¨ller-Kraenner
2007). Additional challenges from environmental impacts of human activities6
and the expected consequences of the (maybe anthropogenic) greenhouse ef-
fect (Solomon et al. 2007)7 also have to be addressed in the future (Latif 2007,
p. 135 et seqq.). Altogether, to secure a sustainable development for the gen-
erations to come and to prevent global conflicts on energy will be one of the
main topics of the 21st century (Mu¨ller-Kraenner 2007).
In consequence to the challenges of the time, the majority of authors in
the literature expect a tremendous increase in the share of renewable energy
sources in the satisfaction of the primary energy demand within the next decades
(Angelis-Dimakis et al. 2010; Grac¸a Carvalho, Bonifacio, and Dechamps 2011;
Lund, O¨sterga¨rd, and Stadler 2011; Metz et al. 2007; PriceWaterhouseCoop-
ers LLP 2010). Unfortunately, these sources still suffer from their time and
location dependence (Wagner 2007, p. 52). Although intercontinental elec-
tric grids and storage concepts for renewable produced electricity like pumped
storage power plants or compressed air power plants (Nielsen and Leithner
2009)8 were developed, the realizable potential of constant carbon free energy
production is limited (Mauser 2007, p. 66 et seqq.) (Timilsina and Shrestha
4e.g. from about 5.86 EJ in 1957 to about 10.55 EJ in 1976 in the federal republic of
Germany (Der Bundesminister fu¨r Forschung und Technologie 1977, p.19)
5e.g. Brazil, Russia, India, and China (BRIC)
6e.g. acid rain, nuclear contamination, eutrophication (Mauser 2007, p. 145 et seqq.) and
acidification of rivers, lakes and oceans (Rahmstorf and Richardson 2007, p. 159 et seqq.)
7e.g. rising of the sea level by a value between 18 cm and 59 cm till 2100 (Latif 2007,
p. 162)(Solomon et al. 2007) or global migration due to desertification (Parry et al. 2007)
8e.g. operated with air or hydrogen from electrolysis
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2010). Other alternatives to fossil sources for (chemical) energy, like bio-
logical processes9 might be in concurrence to food production, leading to in-
creased prices for agricultural products and social tensions (Ajanovic 2011;
Eisenbeiß 2006; Mu¨ller-Kraenner 2007). As long as non depleting, high out-
put energy sources10 are either not readily available within a foreseeable fu-
ture (Lior 2010) or associated with high costs,11 chemical energy from fos-
sil fuels and its conversion (mainly to electricity) will still play an important
role in future energy systems (Lund 2010). To extend the range of the avail-
able resources, energy has to be harvested, stored (Grac¸a Carvalho, Bonifacio,
and Dechamps 2011), and used (decentralized) in all its diversity (Timilsina
and Shrestha 2010)(Wagner 2007, p. 281), in all scales (Watts to Megawatts),
and as efficient as possible12 (Ja¨ger 2007, p. 151)(Schorsch 2009; Woodside
2011)(Wagner 2007, p. 207 and 274).
Although they are no panacea, in this context fuel cells, and in particular
highly integrated Solid Oxide Fuel Cells (SOFCs) are of great interest. Their
scalability, fuel flexibility and high electric efficiency make SOFCs feasible
for decentralized small scale Combined Heat and Power (CHP) applications13.
In particular highly integrated SOFC concepts based on a cascaded structure
with internal reformation of CH4 seem to be promising for this (Leithner and
Schlitzberger 2007). Not only their outstanding power to heat ratio, but also
an off-gas consisting only of fuel, CO2, and H2O are beneficial; giving SOFC-
systems with increased fuel utilization an intrinsic possibility for CO2 separa-
tion (Leithner 2007). To come closer to the technical and financial goals, which
have to be met before production and finally a significant market penetration
seems possible (Lior 2010), a profound understanding of the counteracting in-
ternal processes inside the system is necessary. For this issue numerical simu-
lations offer a flexible and efficient way to obtain insights at various operational
conditions.
Since numerical models can be set up for different numbers of geometrical
9e.g. biogas plants or gas from landfills
10e.g. cheap solar cells with high efficiency, energy from space, nuclear fusion...
11e.g. large geothermal power plants, solar power production in the Sahara region (Larsen
2010)
12e.g. make use of synergy effects in combined heat and power generation (Leithner 2002, p.
47)
13e.g. scenarios indicate that the average heating demand for residential buildings in Germany
is expected to decrease from about 145 kWhth to less than 100 kWhth per square meter and year
by 2020 (Blome 2008; Eisenbeiß 2006)
9
dimensions and various length- and timescales, their influence on the system
has to be investigated. The most detailed insight is possible with a 3D model,
providing information on the spatial distribution of all aspects of interest. For
this kind of model localized formulations of all phenomena, which try to cover
as many of the real couplings among the phenomena as possible, are neces-
sary. They can be used to obtain numerical results and finally judge over the
capability of a cascaded SOFC with internal reformation.
10
2. Fuel Cell fundamentals
In this chapter the operating principles of fuel cells are discussed. Hereby
special attention is paid to SOFCs.
The chapter begins in section 2.1 with the electrochemical fundamentals
behind all galvanic cells, different types of fuel cells, and a brief review of
their similarities and differences. After that sections 2.2 and 2.3 address fuel
cell thermodynamics and electronics, before in sections 2.4 and 2.5 the SOFC
and its materials as well as the chemical reformation reactions are emphasized.
The chapter ends in section 2.6 with a summary of the basic concepts needed in
the following chapters for the proposed novel cell concept and its mathematical
modeling.
2.1. Electrochemical fundamentals
The electrochemical dictionary (Bard, Inzelt, and Scholz 2008, p. 286) de-
fines the term “fuel cell” as:
“... electrochemical devices that convert the chemical energy of a
reaction directly into electrical energy. In contrast to batteries the
fuel and the oxidant are continuously fed to the anode and to the
cathode, respectively.”
Since fuel cells account to the family of electrochemical cells, for the de-
velopment of new cell concepts and detailed models a profound understanding
of the underlying electrochemical phenomena is crucial. Again the electro-
chemical dictionary (Bard, Inzelt, and Scholz 2008, p. 197 et seqq.) gives a
definition of the term “electrochemistry” and hence a direction for the focus of
the successive investigation:
“Electrochemistry, as the name suggests, is a branch of chemical
science that deals with the interrelation of electrical and chemi-
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cal phenomena. From the very beginning electrochemistry cov-
ers two main areas: the conversion of the energy of chemical re-
actions into electricity (electrochemical power sources) and the
transformations of chemical compounds by the passage of an elec-
tric current (electrolysis). [...] Electrochemistry is the science of
structures and processes at and through the interface between an
electronic (‘electrode’) and an ionic conductor (‘electrolyte’) or
between two ionic conductors.”
Originating from this definition, already at this point a precise limitation of
the spatial resolution and scales on which the phenomena of interest take place
is necessary. Although on a molecular level interactions with surfaces are sin-
gle particle phenomena the validity of a continuum mechanical treatment and
hence a sufficient number of particles1 is assumed here in any case (Meschede
2006, p. 224 et seqq.)2. Altogether, the possibility of a certain mismatch be-
tween results from numerical modeling and experiments has to be noticed as
an intrinsic drawback of the chosen methodology. Nevertheless, numerous au-
thors in the literature3 have shown that a sufficiently accurate description of
electrochemical phenomena in terms of continuum mechanics is possible at
almost all scales and any number of dimensions (0D to 3D).
Figure 2.1.: Basic electrochemical cell: Inside the half-cells of an electrochemical
cell (e.g. a fuel cell) electrons are either transferred from the electrode to
the electrolyte (cathode) or the other way round (anode); modified from
(de Haart 2009b).
1atoms, electrons, ions, molecules
2In consequence not only effects on scales below about 10µm are only considered by their
integral values over volumes of this magnitude, but also a treatment of cases where single par-
ticles interact (e.g. at very low partial pressures) is difficult.
3e.g. (Danilov and Tade 2009; Hecht et al. 2005; Wang et al. 2007; Yakabe 2001)
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The second part of the dictionary’s definition is illustrated in Figure 2.1. In
contrast to other electrochemical cells where electricity is converted to chem-
ical bound energy (electrolyzer), in fuel cells chemical energy is converted
into electricity and heat via an exchange of electrons from the electrode to the
electrolyte (reduction (Bard, Inzelt, and Scholz 2008, p. 575)) or vice versa
(oxidation (Bard, Inzelt, and Scholz 2008, p. 478)). Summation of the two half
cell reactions leads to the overall redox-reaction inside a fuel cell (de Haart
2009a; Leithner et al. 2010):
Reactants Products
Anode: zANO· reductantъ+ −−−→ zANO· oxidant(ъ+zCAT)+ + zANOzCAT· e −Ch
+ Cathode: zCAT· oxidantы+ + zCATzANO· e −Ch −−−→ zCAT· reductant(ы−zANO)+
Total: zCAT· oxidantы+ + zANO·reductantъ+ −−−→ zCAT·reductant(ы−zANO)+ + zANO· oxidant(ъ+zCAT)+ .
The
required chemical energy is, in a distinct delimitation to batteries, continuously
fed to the electrodes by the reactants4. The products5 are also constantly re-
moved from the cell (Bard, Inzelt, and Scholz 2008, p. 286). For a continuous
reaction to take place, a possibility for equilibrating the electric potentials of
the anode and cathode has to be provided by an electronic conductor between
them (O’Hayre et al. 2009, p. 15). Since the movement of electric charges
forms an electric current (Meschede 2006, p. 318) it can be used to power
electric devices (see Figure 2.2). Before the specific constructive, material,
Figure 2.2.: Operating principle of a galvanic cell: A theoretical galvanic cell with
mixed ionic conducting electrolyte is powering an electric device. The
reductant A is supplied to the anode, whereas the oxidant B is fed to the
cathode. The product AB is generated in all regions of the cell.
4like e.g. H2 and O2
5e.g. H2O
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and operational aspects will be addressed at the end of this chapter (see page
32), some more general considerations can be derived from the definitions at
the beginning of this section. The electrolyte forms the heart of every fuel
cell. Therefore, special attention has to be paid on it. Since the materials,
phases, and conduction mechanisms differ, the operational temperature varies
from ambient conditions up to more than 1000 ◦C (O’Hayre et al. 2009, p. 12).
The latter are necessary for solid electrolytes since their ionic conductivity is
Figure 2.3.: Conduction mechanism of YSZ: ZrO2 becomes conductive for two
times negatively charged oxygen ions (O2–) when being doped with Y2O3.
This can be explained by the fact that yttrium has one valence-electron less
than zirconium, creating vacancies for negatively charged ions; adapted
from (Leithner et al. 2010).
based on semiconductor physics (Li, Gemmen, and Liu 2010) and hence in-
creases with temperature. Another drawback is their limitation to only one
type of ion6. Although (almost) all of today’s fuel cells use only one kind of
ion, a bidirectional electrolyte, conductive for positively as well as negatively
charged ions, is possible; leading to an increased net current at given poten-
tial and expanding the product formation all over the cell. Unfortunately, for a
solid electrolyte this would maybe result in a sudden formation of e.g. water
inside its atomic structure and hence mechanical tensions. A technical sum-
mary of the aforesaid is given in Table A.2 in appendix A.2, where numerous
currently investigated fuel cells with their operational conditions are listed.
Independent of the current state of the system the occurrence of an elec-
trochemical reaction and an associated charge transfer is assumed so far. To
identify the physical driving forces for this and to quantify their effects some
thermodynamic considerations are made in the next section.
6see Figure 2.2
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2.2. Thermodynamics of fuel cells
The 22nd edition of Dubbel’s textbook on mechanical engineering (Grote and
Feldhusen 2007, p. D1) defines thermodynamics as:
“As a branch of physics, the thermodynamics is a general science
of energy. It deals with the various forms of energy and its trans-
formation into one another. It provides the general laws that any
energy conversion is based on.”
In the case of an energy converter like the fuel cell, any change in the energy
of a system dE En ,totNmol is given by the sum of the changes in its gravitational
potential energy dE En ,potNmol, kinetic energy dE En ,kinNmol, and internal energy
dE En,intNmol per mole all in J/mol (Wachter and Hoeber 1998, p. 22)(Grote and
Feldhusen 2007, p. D5):
dE En ,totNmol =dE En ,potNmol + dE En ,kinNmol
+ dE En,intNmol ,mech + dE En,intNmol ,chem + dE En,intNmol ,Coul + dE En,intNmol ,mole︸                                                                                 ︷︷                                                                                 ︸
=dE En,intNmol
. (2.1)
The first two terms in equation 2.1 are in general negligible for all fuel cells.
For a certain material the term internal energy is a summary of the mechan-
ical energy associated with its volumetric expansion E En,intNmol ,mech, chemical
bonds E En,intNmol ,chem, Coulomb interactions E En,intNmol ,Coul, and molecular mo-
tions (heat) E En,intNmol ,mole per mole
7.
Changes in mechanical energy are accomplished by an expansion of the
system against a pressure, and can be expressed by8 (O’Hayre et al. 2009,
p. 27):
dE En,intNmol ,mech = −pdV VolNmol . (2.2)
Here p is the pressure in Pa and dV VolNmol the volume change per mole in
m3/mol. The internal energy stored in chemical bonds per mole E En,intNmol ,chem
is dependent on the number of moles of all ni species inside the system. At
7Nuclear processes E En,intNmol ,nucl, and the energy stored in the mass of the material
E En,intNmol ,mass are negligible, since neither nuclear fission or fusion nor relativistic effects oc-
cur inside fuel cells.
8The minus is introduced in equation 2.2 since a decrease of the system volume (dV VolNmol <
0) at constant pressure leads to a gain in internal energy (dE En,intNmol > 0).
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constant chemical energy and given temperature T in K the system, can be
characterized by the change of possible micro-states (molar entropy S EnNmol in
J/mol K) in dependence of the number of particles of all species i (Bard, Inzelt,
and Scholz 2008, p. 91)(Grote and Feldhusen 2007, p. N20)(Motschmann 2005,
p. 22):
µmolNi :=molar chemical potential of species i
:= − T (∂N MolNmolNiS EnNmolNi)E En,intNmol ,chem
in J/mol. (2.3)
From the definition in equation 2.3 it follows that any change dE En ,int,chemNmol
is either connected to a change in the number of particles per mole dN Mol ,molNi
or a change of the chemical potential dµmolNi of the i-th species in the system
in molspecies/moltot (O’Hayre et al. 2009, p. 49 et seqq.):9
dE En,intNmol ,chemNi = µmolNi dN MolNmolNi + N MolNmolNi dµmolNi︸               ︷︷               ︸
=0, from definition
,
⇒ dE En,intNmol ,chem =
∑
i
dE En,intNmol ,chemNi ,
= µmolNtot dN MolNmolNtot . (2.4)
In the presence of an electric potential φ in V, charged particles experience
forces coming from Coulomb interactions (Bard, Inzelt, and Scholz 2008,
p. 193) (Meschede 2006, p. 296). In addition, these charged particles itself
form an electric potential (Meschede 2006, p. 347). Therefore, the internal
electrostatic energy10 of a system might be changed by altering the number of
particles dN MolNmolNi of charge zi·F ChNmol , where F ChNmol is Faraday’s number11
9N MolNmolNidµ molNi = N MolNmolNi · d
−T
(
∂N MolNmolN i
S EnNmol
)
E En,intNmol ,chem︸                                  ︷︷                                  ︸
=0, since N MolNmolN i=const.

N MolNmolN i , T
= 0
10In principle there is also an energy associated with the magnetic forces (Lorentz forces)
when a current is formed by the flow of charged particles. Since the characteristic magnitude
of its influence on the current paths is very small (Kivelson and Russel 1995, p. 29 et seqq.),
and the operational temperature of a SOFC is larger than typical Curie- or Ne´el-temperatures
(Ashcroft and Mermin 2007, p. 837 et seqq.) magnetic effects are neglected within this study.
11F ChNmol = 96485.34 C/mol (Meschede 2006)
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or the electric potential dφi of the i-th species (Bard, Inzelt, and Scholz 2008,
p. 193):12
dE En,intNmol ,CoulNi = ziF ChNmolφidN MolNmolNi + ziF ChNmol N MolNmolNi dφi , (2.5)
⇒ dE En,intNmol ,Coul =
∑
i
dE En,intNmol ,CoulNi ,
= ztotF ChNmolφtotdN MolNmolNtot . (2.6)
Equations 2.4 and 2.6 can be combined to describe the change of the molar
internal energy of a system under electrochemical reactions:
dE En,intNmol ,elchem = dE En,intNmol ,chem + dE En,intNmol ,Coul ,
= µmolNtot dN MolNmolNtot + ztotF ChNmolφtot dN MolNmolNtot ,
= (µmolNtot + ztotF ChNmolφtot)dN MolNmolNtot . (2.7)
The molar electrochemical potential µ elchemNmol in J/mol can be defined as (Bard,
Inzelt, and Scholz 2008, p. 193):
µ elchemNmol := µmol + zF ChNmolφ .
With this equation 2.7 can be written as:
dE En,intNmol ,elchem = µ elchemNmol ,tot dN MolNmolNtot . (2.8)
The last term in equation 2.1 expresses the heat dQ EnNmol in J/mol, transferred
to the system per mole species. It is associated with changes in the molecular
motions13 of the particles forming the system (Demtro¨der 2008, p. 293). It can
be seen as a change of the possible micro-states dS EnNmol at constant tempera-
ture T (Baehr 2005, p. 93 et seqq.):
dE En,intNmol ,mole = dQ EnNmol = TdS EnNmol . (2.9)
12The electric potential of a point charge is given by (Meschede 2006, p. 299): φ(ι) = 14piε 0
q Ch
ι
with the charge q Ch in A s, the radius ι in m and the electric permittivity of free space ε 0 in
A s/V m. With q Ch =
∑
i ziF ChNmol N MolNmolN i it follows φ(ι) =
∑
i φi =
1
4piε 0
∑
i
z iF ChNmol N MolNmolN i
ι
.
For a constant radius or distance ι any change dφi is given by: dφi=
F ChNmol
4piε 0 ι
(zidN MolNmolNi +
N MolNmolNidzi). Since N MolNmolNi= const. and only the i-th species with a charge zi = const. are
considered, it follows that dN MolNmolN i as well as dzi vanish in the equation above. This leads to
dφi = 0.
13rotation, translation
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Using equations 2.2, 2.8, and 2.9, equation 2.1 can be rearranged to give the
usual formulation of the first law of thermodynamics (Gibbs’ fundamental
equation) (Baehr 2005, p. 55) (Motschmann 2005, p. 38) as14:
dE En,intNmol = −pdV VolNmol + µ elchemNmol dN MolNmol︸                                       ︷︷                                       ︸
work
+ TdS EnNmol︸     ︷︷     ︸
heat flow
. (2.10)
Starting from the definition of thermodynamic potentials as (Motschmann 2005,
p. 45):
“... functions in dependence of certain variables within their defi-
nition
• the thermodynamic system can be described completely and
• thermodynamic values of interest are deducible by differen-
tiation of the functions.
”
appropriate expressions can be derived from the internal energy
E En,intNmol (N MolNmol, S EnNmol ,V VolNmol) by Legendre transformation (see Table 2.1
and appendix B.1). Here G En,elchemNmol is the molar electrochemical Gibbs en-
Table 2.1.: Thermodynamic potentials: Listed are commonly used thermodynamic
potentials, their dependencies and connection to other potentials (O’Hayre
et al. 2009, p. 32) (Motschmann 2005, p. 50)
Name Dependency Connection to other potentials
molar internal en-
ergy
E En,intNmol
(N MolNmol, S EnNmol ,V VolNmol)
molar enthalpy H EnNmol (S EnNmol ,N MolNmol, p) H EnNmol = E En,intNmol + pV VolNmol
molar Gibbs free
energy
G EnNmol (T,N MolNmol, p) G EnNmol = E En,intNmol + pV VolNmol − TS EnNmol
= µ mol N MolNmol
(see appendix B.2)
molar
electrochemical
Gibbs free energy
G En,elchemNmol (T,N MolNmol, p) G En,elchemNmol = G EnNmol + zF ChNmol φN MolNmol
= µ elchemNmol N MolNmol
(see appendix B.2)
14Without loss of generality a single species system is assumed. Therefore, species indices
are omitted.
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ergy in J/mol which is equivalent to G EnNmol in the case of an uncharged system
(Bard, Inzelt, and Scholz 2008, p. 193). With this equation 2.10 can be rewrit-
ten as (O’Hayre et al. 2009, p. 37):
dE En,intNmol + pdV VolNmol︸                        ︷︷                        ︸
=dH EnNmol , at p=const.
= µ elchemNmol dN MolNmol︸                  ︷︷                  ︸
=dG En,elchemNmol
+TdS EnNmol ,
dH EnNmol = dG En,elchemNmol + TdS EnNmol . (2.11)
Since the molar enthalpy H EnNmol in J/mol expresses the energy stored in the
system on a molecular level per mole species, plus the energy content of the
occupied space (O’Hayre et al. 2009, p. 31), H EnNmol can be interpreted as the
total amount of energy available for conversion. In as much as G En,elchemNmol
represents the energy required to create the system minus the contribution of
the environment15, according to equation 2.11, it represents the exploitable en-
ergy potential16 of the system (O’Hayre et al. 2009, p. 37). Since dG En,elchemNmol
is proportional to a change in the number of particles, it is obvious that the
driving forces of a fuel cell are concentration gradients of its working media17.
This is illustrated in Figure 2.4. Thus for a treatment of the electric properties
of the fuel cell as an electrochemical energy converter in the next section a
further investigation of dG En,elchemNmol is necessary.
2.3. Fuel Cell electronics
As already mentioned in section 2.1, the electrochemical reactions take place
at the interface between electrolyte and electrodes of the two half-cells. In a
steady-state the electrochemical potentials of both half cells have to equilibrate,
which can be expressed by:
µ elchemNmol ,totNANO = µ elchemNmol ,totNELE/ANO = µ elchemNmol ,totNELE/CAT = µ elchemNmol ,totNCAT , (2.12)
⇒ µ elchemNmol ,totNANO = µ elchemNmol ,totNCAT . (2.13)
For a general chemical reaction with the stoichiometric coefficients ν∑
j
νj reactants j −−⇀↽−
∑
i
νi products i (2.14)
15via heat
16work potential
17see chapter 4 for a mathematical treatment of the associated transport phenomena
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Figure 2.4.: Particle distribution inside a fuel cell: Inside a fuel cell, with an elec-
trolyte conducting oxygen ions, concentration gradients of the work-
ing media are established. They act as the cells driving forces and as
sources/sinks of the electronic/ionic potentials. The graphs are intended
to give a qualitative impression of the situation; adapted from (Kulikovsky
2010; O’Hayre et al. 2009).
has to be valid in equilibrium, leading to the law of mass action (Bard, Inzelt,
and Scholz 2008, p. 91):∑
reactants j
νj µmolN j =
∑
products i
νi µmolNi . (2.15)
From this, the electric potential of both half cells can be derived as18:
φelNANO = −
1
ztotF ChNmol
 ∑
products i
νANON i µ molNANONi −
∑
reactants j
νANON j µ molNANON j
 , (2.16)
18see appendix B.3 for calculation
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φelNCAT = −
1
ztotF ChNmol
 ∑
products k
νCATNk µ molNCATNk −
∑
reactants l
νCATNl µ molNCATN l
 . (2.17)
Since the chemical potential is highly dependent on the operating conditions,
it is advisable to express its value in dependence of an activity a act relative to
a reference state19 µmol
0 (Bard, Inzelt, and Scholz 2008, p. 91) (Boeyens 2008,
p. 251 et seqq.):
µmol = µmol
0 + R EnNmol T ln
(
a act
)
. (2.18)
For an ideal mixture the coefficient a actNi of the i-th species of a n-species
mixture is given by the mole fraction:
y MolNmolNi =
N MolNmolNi∑
j N MolNmolN j
in molspecies/moltot (Bard, Inzelt, and Scholz 2008, p. 9). In reality mixtures
often do not behave ideal. Hence to retain a similar expression a actNi is trans-
formed into a relative activity via:
a actNi = fi y MolNmolNi .
Here fi denotes a dimensionless activity coefficient (Bard, Inzelt, and Scholz
2008, p. 9). The different formulations of the activity and its influence on µmol
0
are summarized in Table 2.2. With equation 2.18, equations 2.16 and 2.17 can
Table 2.2.: Activities: The activity of the i-th species of a n-component mixture can
be formulated in dependence of the system to be described (Bard, Inzelt,
and Scholz 2008, p. 9 et seqq.) (de Haart 2009a)
Activity a act Description µ mol 0 State
constant 1 constant chemical potential at solid
certain temperature
ideal mixtures y MolNmolN i mole fraction / molar free energy of component fluid /
(p part for gases) partial pressure in its pure form at certain gaseous
temperature and pressure
non-ideal mixtures fi y MolNmolN i relative conditions (hypothetical) standard state fluid
19e.g. apparent at standard conditions; T = 25 ◦C, p = 1013 hPa, pH = 0, ionic activity = 1
(Lide 2010).
21
be written as:
φelNANO = −
1
ztotF ChNmol
 ∑
products i
νANONi µ mol
0
NANONi −
∑
reactants j
νANON j µ mol
0
NANON j
+R EnNmol T · ln

∏
products i a act
νANON i
NANONi∏
reactants j a act
νANON j
NANON j

 ,
φelNCAT = −
1
ztotF ChNmol
 ∑
products k
νCATNk µ mol
0
NCATNk −
∑
reactants l
νCATNl µ mol
0
NCATNl
+R EnNmol T · ln
∏products k a actνCATNkNCATNk∏
reactants l a act
νCATN l
NCATNl
 .
Since isolated half cells cannot be constructed, the theoretical cell voltage
UNernst (Nernst potential) in V is given by the sum of the two half cell poten-
tials:
UNernst := φelNCAT + φelNANO
= − 1
ztotF ChNmol

 ∑
products k
νCATNk µ mol
0
NCATNk −
∑
reactants l
νCATNl µ mol
0
NCATNl

+
 ∑
products i
νANONi µ mol
0
NANONi −
∑
reactants j
νANON j µ mol
0
NANON j

+ R EnNmol T · ln

∏
products k a act
νCATNk
NCATNk
∏
products i a act
νANON i
NANONi∏
reactants l a act
νCATN l
NCATNl
∏
reactants j a act
νANON j
NANON j

 . (2.19)
At standard conditions the last term in equation 2.19 vanishes, what leads to:
U0Nernst = −
1
ztotF ChNmol
(
dG EnNmol
0
NANO
+ dG EnNmol
0
NCAT
)
= −
dG EnNmol
0
Nreac
ztotF ChNmol
:= Urev (reversible cell voltage) [V] .
For all other conditions the Nernst potential can be calculated by (Leithner
et al. 2010):
UNernst = Urev +
R EnNmol T
ztotF ChNmol
· ln

∏
reactants l a act
νCATN l
NCATNl
∏
reactants j a act
νANON j
NANON j∏
products k a act
νCATNk
NCATNk
∏
products i a act
νANON i
NANONi
 . (2.20)
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2.3.1. Cell voltage and loss mechanisms
So far only an idealized current less case is assumed. Due to the flow of elec-
trons, ions, and uncharged species in a real fuel cell the hitherto assumed equi-
librium is perturbed to some extent. As it can be seen in Figure 2.5 the station-
ary cell voltage of a real fuel cell is highly dependent on the current density ~j
in A/m2.
Figure 2.5.: Polarization curve: The current density dependence of the cell voltage
can be divided into different regions. For small current densities the ac-
tivation polarization dominates, whereas for higher values of j the ohmic
losses are governing the curve. When j increases further, the concentra-
tion of the reactants deplete, leading to an exponential loss in cell voltage;
adapted from (Scheufen 2011).
2.3.1.1. Electrochemical reactions and activation losses
In electrochemical reactions electrical charges are directly released or con-
sumed. Therefore, the absolute value of the generated electric current density
|~j| = 1
A
Q˙ EnNel
as the change in the number of electric charges dQ EnNmolNel in C per area A in m
2
and time interval dt in seconds is a direct measure for the molar surface reaction
rate r reacNMolNsurf in mol/m
2s (O’Hayre et al. 2009, p. 72 et seqq.) (Faraday’s
law):
|~j| = ztotF ChNmol
A
dN Mol ,mol
dt
(2.21)
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=
ztotF ChNmol
A
r reacNMolNsurf . (2.22)
Mathematically, a surface reaction rate involving i species might be formulated
in dependence of dimensionless reaction orders κi, the molar surface concen-
trations c MolNsurfNi in molspecies/m
2 of the reacting species, and a kinetic molar re-
action rate constant K reacNMolNsurf with appropriate units to express r reacNMolNsurf
in mol/m2s (Behr, Agar, and Jo¨rissen 2010, p. 34) (Baerns et al. 2006):
r reacNMolNsurf = K reacNMolNsurf
∏
i
c MolNsurf
κi
Ni
. (2.23)
To take into account the temperature dependency of the reaction or charges of
the reacting particles, the kinetic reaction rate constant is commonly expressed
via an Arrhenius Equation (AE)
K reacNMolNsurf = K reac
0
NMolNsurf · T a · exp
−dG EnNmolNact
R EnNmol T
 (2.24)
in dependence of a pre-exponential constant K reac
0
NMolNsurf
in mol/m2 s and a
molar activation energy dG EnNmolNact in J/mol (Bard, Inzelt, and Scholz 2008,
p. 16) (Behr, Agar, and Jo¨rissen 2010, p. 42) (Zhu et al. 2005). Altogether, for
a general chemical reaction (see equation 2.14)
νAA + νBB −−⇀↽− νCC (2.25)
the surface reaction rates can be written as (Riedel 1999):
r reac ,totNMol =r reac ,forwNMol − r reac ,backNMol
= K reac
0
,forwNMolNsurf · Taforw · exp
(
−
dG EnNmolNact,forw
R EnNmol T
) ∏
reactants i
c MolNsurfNeffNi
− K reac0,backNMolNsurf · Taback · exp
(
−
dG EnNmolNact,back
R EnNmol T
) ∏
products j
c MolNsurfNeffN j ,
whereby the index “eff” is indicating the respective effective concentration in a
direct neighborhood of the reaction site20. As shown in Figure 2.6, the activa-
tion energy of the backward reaction may be written by the sum of activation
20e.g. the surface on which the reaction takes place
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Figure 2.6.: Activation barrier: The conversion of reactants to products is impeded
via an energetic barrier, limiting the reaction rate to a finite value. The
activation energy of the backward reaction is given by the sum of the
forward one and its resulting change in electrochemical free energy. Here
the case φ = 0 V is shown; modified from (O’Hayre et al. 2009, p. 76).
energy of the forward one and the energy released in it. With this, the current
density ~j from equation 2.22 gives (O’Hayre et al. 2009, p. 80):
|~jtot | =
ztotF ChNmol
A
K reac
0
,forwNMolNsurf · Taforw · exp
− dG EnNmolNact,forwR EnNmol T
 ∏
reactants i
c MolNsurf
κi
NeffN i︸                                                                                                                  ︷︷                                                                                                                  ︸
|~jforw |
− ztotF ChNmol
A
K reac
0
,backNMolNsurf · Taback · exp
− dG EnNmolNact,forw + dG En,elchemNmol ,reacR EnNmol T
 ∏
products j
c MolNsurf
κj
NeffN j︸                                                                                                                                                 ︷︷                                                                                                                                                 ︸
|~jback |
.
(2.26)
In the case of an open circuit |~jtot| is zero, leading to:
|~jforw| = |~jback| = |~jexch|,
with the absolute value of the exchange current density |~jexch|. Although changes
in the electrochemical free energy are discussed in a general meaning, only the
uncharged case is considered so far. Using Table 2.1, the second term in equa-
tion 2.26 can be expressed as (Leithner et al. 2010, p. 84):
|~jback| =
ztotF ChNmol
A
K reac
0
,backNMolNsurf · Ta,back
· exp
(
−
dG EnNmolNact,forw + dG EnNmolNreac + ztotF ChNmol ∆φ
R EnNmol T
) ∏
products j
c MolNsurfNeffN j
κj .
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As shown in Figure 2.7, in the open circuit case the activation barrier of the
backward reaction is lowered by the electric potential to such an amount that
forward and backward reaction are facing the same activation energy barrier
(O’Hayre et al. 2009, p. 82). The situation changes when a current is drawn.
Figure 2.7.: Electrochemical free energy at equilibrium and under load: At equi-
librium (left) the barrier in free energy across a reaction interface is bal-
anced by the electric potential difference of reactants and products. This
leads to a net reaction rate of zero. Under loading conditions (right) the
level of electrochemical energy of the products is lowered by the activa-
tion overpotential ηact. In consequence, the activation energy barrier for
the forward one decreases while it increases for the backward reaction.
Adapted from (O’Hayre et al. 2009, p. 82-84).
In consequence the potential difference across the reaction surface is increased
by an activation overpotential ηact (see Figure 2.7).
Mathematically, the changes in the activation energies can be considered via
an empirical factor β to describe the symmetry of the energy barrier (Butler-
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Volmer Equation (BVE)). (O’Hayre et al. 2009, p. 85) (Bard, Inzelt, and Scholz
2008, p. 63 et seqq.):
|~jforw| = |~jexch| · exp
(
βztotF ChNmol
R EnNmol T
ηact
)
,
|~jback| = |~jexch| · exp
(
− (1 − β)ztotF ChNmol
R EnNmol T
ηact
)
,
⇒ |~jtot| = |~jexch| ·
{
exp
(
βztotF ChNmol
R EnNmol T
ηact
)
− exp
(
− (1 − β)ztotF ChNmol
R EnNmol T
ηact
)}
. (2.27)
2.3.1.2. Ohmic losses
The middle region of the polarization curve (see Figure 2.5) is dominated by
ohmic losses, whose origins are the conductivities σ
el/ion
in S/m for electrons
and ions. The constitutive law for this phenomena is Ohm’s law (Bove and
Ubertini 2008, p. 54) (Meschede 2006, p. 320):
~jel/ion = σ
el/ion
~el/ion
= −σ
el/ion
grad
(
φel/ion
)
. (2.28)
Accordingly, for a cuboidal shaped conductor (see Figure 2.8) in a 1D-case21
Figure 2.8.: Schematic conductor: The voltage loss due to conduction is proportional
to its shape and material (Leithner et al. 2010, p. 95).
the change in electric/ionic potential in dependence of the conductor length Lx
21σ
el/ion
is a scalar
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in m is given by:
~j = σ
el/ion
φin − φout
Lx︸     ︷︷     ︸
ηOhm
.
Using the electric current I = ~j/A in A and the cross-sectional area A = Ly ·
Lz of the conductor, the total ohmic loss inside a fuel cell follows as (Mu¨cke
2009c, p. 31 et seqq.):
ηOhm,tot = I ·

∑
components i

LxNi
LyNi LzNi σ
elNi︸           ︷︷           ︸
:=R Ohm ,elNi
+
LxNi
LyNi LzNi σ
ionNi︸            ︷︷            ︸
:=R Ohm ,ionNi


. (2.29)
2.3.1.3. Concentration losses
The region on the right side of the polarization curve in Figure 2.5 is dom-
inated by concentration losses, which originate in a change of the reactants
and products concentrations at the reaction zones. As explained in section
2.1, in fuel cells reactants and products are continuously fed into and led out
of the cell. Since mass transport inside the electrodes is diffusion controlled,
it competes with the (electro)chemical reactions (O’Hayre et al. 2009, p. 164
et seqq.). The evolution of the concentration profiles over time is illustrated
in Figure 2.9. Under constant operational conditions a steady-state situation
(t → ∞) is eventually reached where the rates of reactant consumption bal-
ances the rate of their supply. In the simplest case Fick’s first law of diffusion
can be applied to describe the diffusive flux ~jdiff in mol/m2 s (Meschede 2006,
p. 238) (O’Hayre et al. 2009, p. 168):
~jdiff = −Ddiff grad
(
c MolNsurf
)
. (2.30)
Here Ddiff in m2/s is the mass diffusion coefficient of the diffusion layer. Com-
bining equation 2.30 with equation 2.21 gives for a scalar case:
|~j| = −ztotF ChNmol
A
Ddiff grad(c) .
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Figure 2.9.: Concentration gradients: Because of the electrochemical reactions dur-
ing operation a concentration gradient between the bulk of the gas channel
and the electrode / electrolyte surface is established. Under constant op-
erational conditions a diffusion controlled steady-state situation is even-
tually reached for the effective concentrations. Here the situation at the
plane (A) is shown qualitatively. Modified from (O’Hayre et al. 2009,
p. 166).
For a 1D22 steady-state situation this can be rewritten as:
|~j| = − ztotF ChNmol
A
Ddiff ·
c MolNsurfNreac,eff − c MolNsurf0NreacLx

⇒ c MolNsurfNreac,eff = c MolNsurf0Nreac −
|~j|Lx
ztotF ChNmol Ddiff
. (2.31)
Summarizing the last subsections, a change of the effective reactant concentra-
tion at the electrode/electrolyte interface leads to (O’Hayre et al. 2009, p. 164
et seqq.):
• Nernstian losses: The Nernst voltage in equation 2.20 is decreased due
to reduced reactant activities.
• Reaction losses: The activation loss in equation 2.27 is increased due to
changes in the exchange current density (equation 2.26).
These effects can be summarized in a concentration overpotential ηconc in V.
22In a layer of width Lx in m, diffusion only occurs in in x -direction.
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2.3.1.4. Cell voltage and power
Altogether, the cell voltage of a fuel cell Ucell in V in dependence of the cur-
rent density is given by the difference of the Nernst voltage and the discussed
overpotentials (Leithner et al. 2010, p. 107):
Ucell = UNernst − ηact − ηOhm − ηconc . (2.32)
Accordingly, the electric power P EnNel in W follows as (Meschede 2006, p. 400):
P EnNel = Ucell · Icell . (2.33)
2.3.2. Efficiency
The efficiency η% in % of an energy conversion process can be defined as
(Mu¨cke 2009c, p. 18):
η% =
usable energy (exergy)
total energy
· 100 % .
In dependence of the maximum and the rejection temperatures Tmax and Tmin,
for a conventional heat engine the Carnot efficiency η% ,Carnot:
η% ,Carnot =
Tmax − Tmin
Tmax
· 100 % ,
and for a fuel cell the reversible efficiency η% ,rev set upper limits for η% (see
Figure 2.10). Due to the losses discussed in the previous sections the total
efficiency η% ,tot is always lower than η% ,rev:
η% ,tot = η% ,rev︸︷︷︸
reversible
efficiency
· η% ,Volt︸︷︷︸
voltage
efficiency
· η% ,fuel︸︷︷︸
fuel
efficiency
·
(
1
100 %
)2
,
=
dG EnNmol
dH EnNmol
· Ucell
Urev
· M˙ MolNfuel,conv
M˙ MolNfuel,prov︸          ︷︷          ︸
=
|~j| A
ztotF ChNmol
·100 % . (2.34)
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Figure 2.10.: Reversible vs. Carnot efficiency: The efficiencies are presented in de-
pendence of the operational temperature in K. For the Carnot cycle a
rejection temperature of Tmin = 298 K is assumed. In particular, at low
operational temperatures the reversible efficiency η% ,rev of a fuel cell
(green) is significantly larger than the Carnot efficiency η% ,Carnot (red)
(Heinzel, Mahlendorf, and Roes 2006)(O’Hayre et al. 2009, p. 60).
The voltage efficiency η% ,Volt respects losses due to irreversible effects inside
the cell by comparing the measured cell voltage with the reversible one. In con-
trast, the fuel efficiency η% ,fuel respects that not the entire molar-flow of the pro-
vided fuel M˙ MolNfuel,prov in mol/s accounts to the amount of fuel M˙ MolNfuel,conv in
mol/s, electrochemically converted by the cell. The final formulation of η% ,fuel
is dependent on the mode of operation, expressed through the denominator.
Here either the molar flow rate can be kept constant, supplying for every point
on the polarization curve a real number и of the molar flow consumed at the
point where the U-~j-curve crosses the ~j-axis (see Figure 2.5):
η% ,fuel =
~j
и · ~jmax
· 100 % . (current efficiency)
Alternatively, the fuel flow is adjusted at every point of the U-~j-curve to guar-
antee a constant stoichiometric ratio Л stoich ,fuel between the provided and con-
verted fuel:
η% ,fuel =
1
Л stoich ,fuel
· 100 % .
Since the first variant of η% ,fuel increases linear with ~j, whereas the second for-
mulation remains constant for all ~j, the resulting efficiencies in dependence of
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the current either have an extremum at part-load (Л stoich ,fuel variable) or follow
the voltage efficiency (Л stoich ,fuel fixed). (O’Hayre et al. 2009, p. 59-63)
2.4. Solid Oxide Fuel Cells
The operational principle of a SOFC corresponds to what has been discussed
in section 2.1 and is illustrated in Figure 2.11. In contrast to the majority
of other fuel cells, the electrolyte is made of a solid of (almost) only ionic
conductivity. Although various materials have been investigated (see section
2.4.1), variations of Yttrium Stabilized Zirconium (YSZ) are the materials of
choice for this purpose ever since the first experiments were made by Baur and
Preis during the 1930s (Barrio 2011; Baur and Preis 1938).
Figure 2.11.: Schematic operational principle of a SOFC: Fuel and air/oxygen are
continuously supplied to the reaction chambers. Simultaneously, unused
fuel and products as well as unused oxygen/O2 depleted air are removed.
If the cell is operated with hydrocarbons, internal reformation might pro-
duce hydrogen and CO which undergo a subsequent electrochemical re-
action with oxygen ions migrating through the electrolyte. The latter
itself are created from the oxygen in the cathodes gaseous domain and
electrons coming from the anode via an external electric circuit; adapted
from (Wesemeyer, Jocher, and Leithner 2011).
The material properties of the solid electrolyte have contradicting influences
on the design of SOFCs. On the one hand the solid state allows a wide range of
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possible cell geometries (see chapter 3). On the other hand its charge transport
is based on semiconductor physics (see Figure 2.3), requiring a high temper-
ature for sufficient conductivity (see section 2.4.2). Therefore, with an opera-
tional temperature of 900 to 1300 K the SOFC accounts to the high temperature
fuel cells (see Table A.2 in appendix A.2) (Bove and Ubertini 2006)(Irvine and
Sauvet 2001). (Heinzel, Mahlendorf, and Roes 2006, p. 15)(Vielstich, Lamm,
and Gasteiger 2003a, p. 335 et seqq.)
Since the commonly used YSZ conducts oxygen ions to the anode, both hy-
drogen as well as carbon containing species23 can be directly utilized electro-
chemically (Vielstich, Lamm, and Gasteiger 2003a, p. 335 et seqq.) (McIntosh
and Gorte 2004), according to the following reaction schemes (Zehe, Gordon,
and Mcbride 2002):
H2 +
1
2
O2 −−⇀↽− H2O (dG EnNmol0,reac = −228.6 kJ/mol) , (2.35)
CO +
1
2
O2 −−⇀↽− CO2 (dG EnNmol0,reac = −257.2 kJ/mol) , (2.36)
CH4 + 2 O2 −−⇀↽− CO2 + 2 H2O (dG EnNmol0,reac = −800.8 kJ/mol) . (2.37)
Here the high operational temperature is advantageous, because the reaction
rate is increased sufficiently to use non-noble metals as anode catalyst (Baur
and Ehrenberg 1912) (O’Hayre et al. 2009, p. 270 et seqq.). Usually Ni is
applied for this purpose. Since Ni is also a good catalyst for the reformation
of hydrocarbons towards CO and hydrogen, thermal integration by internal
reformation is possible and hence will be addressed in section 2.5.
Drawbacks of the high temperature are the high activity of the reformation
catalyst and the limitation towards materials that can withstand the operational
conditions24. The latter not only have to maintain their structural integrity,25
but also the gas tightness of the cell (Vielstich, Lamm, and Gasteiger 2003a,
p. 341). Therefore, despite of corrosion resistance, chemical compatibility, and
little vapor pressures, in particular a sufficiently high Young’s modulus Y mech
in Pa, and a comparable Thermal Expansion Coefficient (see also γ th ) (TEC)
in 1/K are required for all components (de Haart 2009c) (Larminie and Dicks
2003, p. 213) (Tietz 1999).
23e.g. CO and lower hydrocarbons
24strongly oxidizing and reducing atmospheres (Wesemeyer, Jocher, and Leithner 2011) in
often highly humidified gases at elevated temperatures
25little re-sintering and creeping
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Since high electric current densities jel in A/m2 are desirable, the ohmic
losses should be reduced by adjusting the electric σ
el
and ionic σ
ion
con-
ductivities (both in S/m) of the cells components (Larminie and Dicks 2003,
p. 220). Current sources and sinks are the oxidation- and reduction-reactions,
taking place at the common boundaries of gas-phase, electronic, and ionic con-
ductor,26 the Three Phase Boundary (TPB) (Vielstich, Lamm, and Gasteiger
2003a, p. 337) (Wesemeyer, Jocher, and Leithner 2011). Therefore, for high
electrochemical performance, both the anode and the cathode in total must not
only be a Mixed Ionic and Electronic Conductor (MIEC) with extended net-
works for electronic as well as ionic conduction, but also have to have a high
porosity (see Figure 2.12). To utilize the active cell volume to a high extend
Figure 2.12.: TPB formation inside a SOFC electrode: Electrochemical reactions
only occur at those lines (points in 2D), where uninterrupted paths of
pores, ionic-, and electronic conductor meet. Ni is commonly used as
electronic conductor. Since it is also catalytic towards reformation of
hydrocarbons, the corresponding reactions occur at the interfaces of Ni
and uninterrupted pores; adapted from (Wesemeyer, Jocher, and Leithner
2011).
and to reduce thermo-mechanical stresses, the temperature should be as homo-
geneously distributed as possible throughout the cell. Therefore, not only the
reformation and electrochemistry have to be adjusted. Moreover, the thermal
conductivity λ En in W/m K of all components as well as their respective heat
transfer coefficients α th in W/m
2 K should be as high as possible (de Haart
26all having uninterrupted paths to their respective contact area
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2009d; Mu¨cke 2009a). To increase the cell performance,27 additionally the
diffusion coefficient28 D in m2/s should be sufficiently large to guarantee an
effective gas transport (Mu¨cke 2009b, p. 40) (Vielstich, Lamm, and Gasteiger
2003a, p. 337). For improving not only the cell but also the entire system per-
formance, the “pressure drop” dp in Pa should be minimized (de Haart 2009c).
Finally, from a possible customers point of view, on the one hand the re-
quired volume V Vol in m
3, mass m Mass in kg, and Material and Production Costs
MPC in e/unit should be reduced to a minimum,29 while on the other hand ser-
vice intervals and operational lifetime are maximized (Steinberger-Wilckens
2009; Steinberger-Wilckens 2010; Tietz 1999). The general aspects are sum-
Table 2.3.: General requirements for fuel cell materials: To build an efficiently
working cell the material properties of the different cell zones have to be
matched to one another. In the topmost columns the operational conditions
are summarized. In the middle as well as in the footer of the table material
properties, and in the bottom lines general requirements for the construc-
tion of cells/stacks are listed. The arrows indicate “as high as possible (↑)”
and “as low as possible (↓)”; modified from (Leithner et al. 2010).
Interconnect
(IC)
anode (ANO)
(–)
electrolyte
(ELE)
cathode (CAT)
(+)
interconnect
IC
e −Ch←− oxidation e
−
Ch←− reduction
φelNANO/IC φel/ionNANO φel/ionNELE φel/ionNCAT φelNCAT/IC
~jelNANO/IC ~jel/ionNANO ~jel/ionNELE ~jel/ionNCAT ~jelNCAT/IC
TANO/IC TANO TELE TCAT TCAT/IC
m˙ MassNANO m˙ MassNCAT
A effNvolNANO ↑ A effNvolNCAT ↑
DANO ↑ DCAT ↑
dG EnNmol actNANO ↓ dG EnNmol actNCAT ↓
dpANO ↓ dpCAT ↓
R OhmNelNANO/IC ↓ R OhmNel/ionNANO ↓ R OhmNel/ionNELE ↓ R OhmNel/ionNCAT ↓ R OhmNelNCAT/IC ↓
Y mechNANO/IC ↑ Y mechNANO ↑ Y mechNELE ↑ Y mechNCAT ↑ Y mechNCAT/IC ↑
γ thNANO/IC γ thNANO γ thNELE γ thNCAT γ thNCAT/IC
λ EnNANO/IC ↑ λ EnNANO ↑ λ EnNELE ↑ λ EnNCAT ↑ λ EnNCAT/IC ↑
m MassNANO/IC ↓ m MassNANO ↓ m MassNELE ↓ m MassNCAT ↓ m MassNCAT/IC ↓
MPCANO/IC ↓ MPCANO ↓ MPCELE ↓ MPCCAT ↓ MPCCAT/IC ↓
V VolNANO/IC ↓ V VolNANO ↓ V VolNELE ↓ V VolNCAT ↓ V VolNCAT/IC ↓
R Ohm ,contNANO/IC ↓ R Ohm ,contNANO/ELE ↓ R Ohm ,contNCAT/ELE ↓ R Ohm ,contNCAT/IC ↓
α thNANO/IC ↑ α thNANO/ELE ↑ α thNCAT/ELE ↑ α thNCAT/IC ↑
27by reduced concentration overpotential φconc in V
28see equation 2.30
29e.g. by readily available and easy-to-machine materials
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marized in Table 2.3. Since their properties are of major importance for model
creation, the materials for the different cell components are reviewed in the
following subsections.
2.4.1. Anode
At the anode the oxidation of fuel occurs in the presence of oxygen ions com-
ing from the electrolyte. Therefore, on a global scale the anode has to be
penetrable for electrons, oxygen ions as well as for gas particles. To reduce the
overall losses30 and to enhance the electrochemical performance by increasing
the number of TPBs, the transport of all species through it should be facil-
itated via extended percolating transport paths between the gas channel and
the electrolyte (Keil 1999; Zhao and Virkar 2010). Additionally, a high toler-
ance towards degradation31 is in particular desirable if the cell is operated with
hydrocarbons. In the latter case, a large internal surface from reformation cata-
lyst and gas-phase is beneficial for the performance too (de Haart 2010; Hauch
and Mogensen 2010; Salazar-Villalpando and Reyes 2009; Wilson et al. 2006).
Although some of these requirements can be addressed by the manufacturing
process, the electronic and ionic resistances are also dependent on the mate-
rials used and their relative volume fractions (Mu¨cke 2009c). Altogether, a
porous, sponge like structure seems to be most promising for the anodes pur-
poses so far, because it additionally provides sufficient mechanical strength
(Aruna, Muthuraman, and Patil 1998; Hecht et al. 2005; Rajaram et al. 2008).
(Vielstich, Lamm, and Gasteiger 2003a, p. 338) (Zhu and Deevi 2003a)
Since reducing conditions are governing the anode domain, metals are sta-
ble under a wide range of operating conditions. Although electric conductivity
and corrosion resistance of metals decrease with temperature (Meschede 2006,
p. 328) (Zeng and Natesan 2004), anodes made of mixtures from metals/al-
loys and ceramics (e.g. Ni-YSZ), so called cermets, are today’s state of art.
As already mentioned, in particular Ni is commonly applied, because it com-
bines a high electrochemical and catalytic activity with low costs and chemical
compatibility. The manufacturing process of a Ni-YSZ cermet follows the
subsequently listed basic steps (Aruna, Muthuraman, and Patil 1998; de Haart
2009c; Mu¨cke 2009b; Tietz, Buchkremer, and Sto¨ver 2002):
30ohmic as well as concentration
31e.g. sulfur poisoning, soot fouling, (re-)oxidation of Ni to NiO (de Haart 2010)
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• Ball milling to produce fine powders of NiO, YSZ, and filler, whereby
the milling time determines the particle size (Kusy 1977; Liu et al. 2010a);
• mixing of the powders according to the expected average composition
of the cermet (Simwonis et al. 1999);
• (hot-)pressing to the intended shape, whereby the pressure determines
the porosity of the green cermet (Balakrishnan et al. 2010; Li et al. 2003;
Zhan and Lee 2010);
• sintering, whereby the temperature, atmosphere, and time are important
for the final properties (Kwon and Choi 2006; Lee et al. 2002).
Altogether, a SOFC anode-cermet consists of a sponge-like structure, made
from particles of more or less the same size by sintering, whose electrochem-
ical properties strongly depend on the manufacturing procedure. Due to its
porous nature, the TPBs are spread all over the anode, greatly enhancing its
performance. Nevertheless, a precise determination of its local properties is
difficult and thus special attention is paid to this aspect below in section 4.3.1.
(Vielstich, Lamm, and Gasteiger 2003a, p. 337-338)
2.4.2. Electrolyte
During operation the electrolyte is simultaneously in contact with two diamet-
rical opposite domains, a highly oxidizing and a highly reducing one. There-
fore, it has to constantly separate both regimes even at a temperature of up to
1300 K, while featuring superior ionic and negligible electronic conductivity
(de Haart 2009d). Since ionic conductivity of solids is based on lattice de-
fects, it is on the one hand determined by the defect concentration and grows
on the other hand with temperature32 (Ashcroft and Mermin 2007, p. 789). Al-
though various materials and composites have been investigated, the low ionic
conductivity of the electrolyte, compared to the electrodes,33 is still the main
source for internal voltage loss (Antoni 2004; Mu¨cke 2009c). To maintain suf-
ficient conductivity even at reduced temperature (T ≈ 900 - 1000 K), it should
be made as thin as possible (de Haart 2009d) (National Energy Technology
Laboratory 2004, p. 7-2). (Vielstich, Lamm, and Gasteiger 2003a, p. 337)
32the mobility of defects is enhanced with temperature
33about 100 times less
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State of the art materials are based on MO2 and M2
′O3 cermets (M = Ce,
Zr and M’ = rare earths, Sc, Y) with a fluorite lattice. For the metals Ce and
Zr up to a certain threshold the oxygen conductivity increases with the dopant
concentration. Similar results can be found for rare earths from Yb to La (An-
toni 2004). For Zr highest conductivities are reached with Sc doping, but for
economical reasons commonly Y with a dopant concentration of 8 to 8.5 mol%
is used; so called Yttrium Stabilized Zirconium (YSZ) (Vielstich, Lamm, and
Gasteiger 2003a, p. 337) (Fergus 2006) (National Energy Technology Labora-
tory 2004, p. 7-2). As for other semiconductors (Ashcroft and Mermin 2007,
p. 726 et seqq.), the ionic conductivity of electrolytes can be expressed in de-
pendence of T by an Arrhenius like approach (Bossel 1992, p. B13):
σ
ionNELE
(T ) = σ0
ionNELE
exp
−dG EnNmol ,act,ionNELEk En,B T
 . (2.38)
Measurements made by Araki et al. (Araki et al. 2009) have shown that the
conductivity of various electrolytes decreases with operational time34. Al-
though usually not done, therefor for long term simulations a time dependency
should be introduced in eq. 2.38. Like the other ceramic components, the elec-
trolyte is produced in a powder process consisting of ball milling, pressing, and
sintering (de Haart 2009a). In this context various studies35 have given strong
indications for an influence of the process parameters on the resulting material
properties, which is commonly not considered in modeling too.
2.4.3. Cathode
Although the majority of requirements are similar to those of the anode, the
cathode has to succeed in a heavily oxidizing regime. Therefore, uncoated
metals cannot be applied here, requiring alternative ceramic catalyst materials
for oxygen reduction and electron conduction (Vielstich, Lamm, and Gasteiger
2003a, p. 339).
Nowadays state of the art material is Lanthanum Strontium Manganite(
La0.84Sr0.16MnO3
)
(LSM), whereby the ionic conductivity of the perovskite
34e.g. 8YSZ degrades over 1000 h of operation to about 60 % of its original value (Araki
et al. 2009)
35e.g. (Evans et al. 2009; He et al. 2002; Jiao, Shikazono, and Kasagi 2010; Waldbillig and
Kesler 2009)
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is adjusted by the La/Sr ratio. Since the conductivity of this p-type semicon-
ductor for oxygen ions is very limited, it is usually mixed with YSZ during
fabrication (Haile 2003; Sato, Kinoshita, and Abe 2010). Alternative studies
attempt to use intrinsic MIECs for the cathode to extend the TPBs to (almost)
the entire interface of gas and solid phase36. The material of choice for this is
Lanthanum Strontium Cobalt Ferrite
(
La0.2Sr0.8Co0.2Fe0.8O3−ҩ
)
(LSCF) (Cain
et al. 2010; Leone et al. 2008). LSCF provides not only extended TPBs but
also higher oxygen exchange kinetics compared to a classical LSM-YSZ cath-
ode. Drawbacks are a TEC mismatch37 and chemical reactions with YSZ. The
latter makes a protective layer of Gadolinium Doped Cerium
(
Ce0.8Gd0.2O2−ҩ
)
(GDC) necessary (Zeidler 2010, p. 35) (Ishihara 2008, p. 25). Nevertheless,
various studies38 have shown an outstanding performance of these mixed cath-
odes, making high power densities even at lower temperature possible39. (Mu¨cke
2009b, p. 77-85)
2.4.4. Interconnect
The main purposes of the Interconnect (IC) are the conduction of the generated
electric current from one cell of a stack to another, a reliable separation of
neighboring cells, and the distribution of reactants to the electrodes as well as
the removal of products from them40. An ideal IC material should satisfy the
following aspects over a full product life-cycle41 (Alman and Jablonski 2007;
Fontana et al. 2007; Jablonski, Cowen, and Sears 2010; Shen et al. 2010):
1. A high electronic42 and almost no ionic conductivity.
2. Chemical and mechanical stability without phase transitions or reactions
with other cell components or operational media under simultaneous
36despite of blocked pores
37the γ th is larger
38e.g. (Torres-Garibay and Kovar 2009; Lv et al. 2006; Tietz et al. 2006; Tietz et al. 2007;
Tucker, Cheng, and DeJonghe 2011; Park et al. 2010)
39e.g. ~j goes up to 28,000 A/m2 at T ≈ 1050 K measured by scientists at Forschungszentrum
Ju¨lich (Mu¨cke 2009b, p. 85)
40by imprinted gas distribution manifolds
41about 40,000 hours (Alman and Jablonski 2007; Fontana et al. 2007; Steinberger-Wilckens
2010)
42σ
elNIC
≥ 100 S/m (Zhu and Deevi 2003b)
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contact to highly reducing and oxidizing conditions (Liu 2008; Shaigan
et al. 2010).
3. No volatile ingredients, which might react with the operational media
(Fergus 2005).
4. A reliable separation of the anode and cathode chambers.
5. No TEC mismatches with other cell components (γ thNIC ≈ 10.5·10−6 1/K
(de Haart 2009c; Fergus 2005; Mu¨cke 2009b)).
6. High thermal conductivity (λ EnNIC ≥ 5 W/m K (Fontana et al. 2007)) to
homogenize the temperature distribution inside the cell.
Moreover, it should be cheap and easy to manufacture (Fontana et al. 2007;
Jablonski, Cowen, and Sears 2010). Although a sufficient corrosion resistance
and a reduction of TEC mismatches are still challenging for metals,43 their
reduced weight, higher electric and thermal conductivity, better mechanical
stability, gas tightness, and easier machinability compared to ceramic ones44
are advantageous (Jablonski and Cowen 2009; Lin and Wu 2009; Liu 2008;
Montero et al. 2008). In combination with the trend of decreasing the opera-
tional temperature to 900 - 1100 K the development of special, very pure stain-
less steel alloys like e.g. Crofer22APU (VDM 2005; VDM 2010), ZMG232,
ZMG 232L or E-brite (Ludlum 2007) let metallic ICs succeed over ceramic
ones during the recent years (de Haart 2009c). (Zhu and Deevi 2003b)
2.4.5. Sealant
Sealants are intended to close all holes and lids between different cell com-
ponents, so that anode and cathode are gas tight and well separated (Vielstich,
Lamm, and Gasteiger 2003a, p. 341). Therefore, the material should have good
flow properties, neither conduct any species, nor react with cell components or
operational media (Goel, Pascual, and Ferreira 2010; Batfalsky et al. 2006;
Haanappel et al. 2005; Liu et al. 2011). Today various glass-ceramics based on
BaO and SrO are commonly used (Jin and Lu 2010).
43e.g. attained by high Chromium contents or various coatings (Shaigan et al. 2010; Tucker
et al. 2010)
44typically made from doped LaCrO3 or La1−χCaχCrO3
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2.5. Reformation of lower hydrocarbons
As already discussed in section 2.4, the oxidation occurs on the fuel gas side of
a SOFC, making it possible to directly operate the cell with carbon based fuels.
Although theoretically possible, the direct oxidation of methane (see equation
2.37) requires a simultaneous exchange of eight electronics. This leads to only
small reaction rates (Vielstich, Lamm, and Gasteiger 2003a, p. 336) and makes
(external) pre-reformation to CO and H2 meaningful.
Table 2.4.: Internal reformation of hydrocarbons: Advantages and disadvantages
of the internal fuel reformation inside SOFC anodes.
Advantages Disadvantages
simplified system design due to waving
of an external reformer
high thermal gradients lead to mechani-
cal tensions
high system efficiency due to thermal in-
tegration and reduced cooling demand
soot deposition reduces the catalyst ac-
tivity (also for DIR the electrochemical
performance)
optimized reformation chemistry, since
the electrochemical reactions consume
H2 and CO
larger number of parameters with an in-
fluence on the SOFC operation
precise reaction control via catalyst se-
lection and tailored microstructure
desulfurization necessary
Fortunately, the operational temperature and the Ni catalyst open an alterna-
tive pathway for direct utilization of (desulfurized) hydrocarbons by Internal
Reformation (IR)45 (Bove and Ubertini 2008, p. 55):
CχHҙOҕ + (χ−ҕ)H2O −−⇀↽− χCO +
(
χ−ҕ + ҙ
2
)
H2 ,
and
CO + H2O −−⇀↽− CO2 + H2 .
This approach is particularly advantageous because exhaust heat from the elec-
trochemical reactions can be directly used for the energy consuming reforma-
45The term Indirect Internal Reformation (IIR) is used if a separate reformation chamber
is incorporated into the cell; a direct reformation inside the anode chamber is termed Direct
Internal Reformation (DIR).
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tion (chemical heat pump), thereby avoiding losses and complexity from heat
transfer processes (Schlitzberger, Leithner, and Zindler 2009; Schlitzberger
2012). Additionally, the systems heating demand can be reduced by an uti-
lization of the46 electrochemically produced steam for a Direct Internal Refor-
mation (DIR) (see equation 2.35). In consequence, the IR offers an intrinsic
heat management capability for the entire stack, what reduces the need for pe-
ripheral components (Bove and Ubertini 2008, p. 142). On the downside, the
temperature reduction due to reformation leads to a decreased electrochemical
activity of the cell (Timmermann et al. 2010). In addition, the possible pres-
ence of large temperature gradients within the ceramic materials results in the
formation of thermo-mechanical stresses (Mogensen et al. 2011). In combina-
tion with a certain probability for soot deposition in the porous structure of the
catalyst/anode, a degradation of the fuel cell performance has to be considered
(Anderson et al. 2003, p. 9)(Bagotsky 2009, p. 149). Although several benefits
as well as disadvantages exist for the IR of hydrocarbons in SOFCs (see Table
2.4), DIR seems promising for highly integrated systems. Hence in this study
the DIR of methane is assumed.
2.5.1. Reformation reactions
A lot of technical processes,47 including low temperature fuel cells, require
purified hydrogen as reactant, making the reformation of the chemical com-
pounds in (bio-)hydrocarbons to hydrogen and other byproducts very well
known for more than a century. The main techniques for this way of hydrogen
production are Steam Reformation (SR), Water-Gas-Shift (WGS), Autothermal
Reformation (AR), Partial Oxidation (POX), and Dry Reformation (DR) (see
Figure 2.13).
2.5.1.1. Steam reformation
Commercial production of hydrogen48 is mainly done49 by the Steam Refor-
mation (SR). According to the reaction scheme:
CH4 + H2O −−⇀↽− CO + 3 H2 with dG EnNmol0,reac = + 206 kJ/mol . (2.39)
46at operating temperature
47e.g. the Haber-Bosch-Ammonia synthesis
48about 50 million tons per year (Leon 2008, p. 20)
49over 80 % (Leon 2008, p. 20)
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Figure 2.13.: Operation principles of external and internal reformation processes
for fuel processing in SOFC applications: External Reformation (ER)
and IIR require separate reformation chambers in the upstream direction
of the fuel gas flow. In the DIR reformation and electrochemistry share
the catalyst; modified from (Heinzel, Mahlendorf, and Roes 2006, p. 35).
In this process, one molecule of methane reacts under absorption of energy
with one molecule of water, producing three molecules of hydrogen and one
molecule of carbon monoxide. In technical systems50 the required heat in gen-
eral is either supplied by a partial oxidation of the fuel or an external heating
of the system51. An advantage of the latter method is that since endothermic
fuel reformation and heat supply52 occur in different domains, the resulting
synthesis gas is not diluted with N2 from the air. In consequence, this method
has the highest process efficiency among all reformation techniques. (Heinzel,
Mahlendorf, and Roes 2006, p. 30)
Drawbacks of this process53 are large system volumes with slow process
kinetics due to the need for external heating. Here the DIR is the method of
choice, since heat from the electrochemical reactions in the anode can be used
to power the neighboring SR (Mogensen et al. 2011).
50T ≈ 800 - 1200 K, p ≈ 1 - 40 bar (Leithner et al. 2010, p. 5-36)
51like e.g. at refineries (Mogensen et al. 2011)
52by in general oxidation
53which in technical applications usually is catalyzed by Ni, Ru or Pt
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2.5.1.2. Water-gas-shift
If steam is still apparent in the products of a SR, the process is followed by
a Water-Gas-Shift (WGS) reaction, converting carbon monoxide and water to
carbon dioxide and hydrogen:
CO + H2O −−⇀↽− CO2 + H2 with dG EnNmol0,reac = − 41 kJ/mol . (2.40)
If a sufficient amount of steam is apparent, in combination with equation 2.39
it follows an overall endothermic net-reaction:
CH4 + 2 H2O −−⇀↽− CO2 + 4 H2 with dG EnNmol0,reac = + 165 kJ/mol . (2.41)
In addition it is also possible that the Dry Reformation (DR) is present, convert-
ing methane and carbon dioxide to carbon monoxide and hydrogen according
to:
CH4 + CO2 −−⇀↽− 2 CO + 2 H2 with dG EnNmol0,reac = + 247 kJ/mol . (2.42)
As long as there is no oxygen available, reactions 2.39 to 2.42 occur in parallel
inside the reformer, whereas the overall equilibrium distribution of CH4, CO,
CO2, H2, and H2O is dependent on the operational temperature. Due to the
parallel nature of WGS, DR, and SR the advantages, drawbacks, and technical
process parameters are similar. (Heinzel, Mahlendorf, and Roes 2006, p. 30-
31)
2.5.1.3. Partial oxidation
Another way to provide the heat for the reformation is to partially oxidize some
fuel (Л stoich < 1) inside the system. This is done at a temperature of 900 K to
1200 K and a pressure from 1 bar to 50 bars by injecting a mixture of methane
and oxygen into the reformer. Here they react with each other according to:
CH4 +
1
2
O2 −−⇀↽− CO + 2 H2 with dG EnNmol0,reac = − 36 kJ/mol . (2.43)
For increasing the reaction speed, at industrial scale the process is realized
over Ni, Pd or Pt-catalysts (Catalyzed Partial OXidation (CPOX)) (Chen 2013;
Dietrich et al. 2009). The great advantages of the POX process are on the one
hand the lack of an external heating, resulting in a fast start-up behavior and
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a highly dynamical process, on the other hand a simple and compact reactor
design. In addition, in the case of the CPOX, the process temperature can be
decreased even below 900 K. However, disadvantages of this process are not
only the low hydrogen yield54. Moreover, in the case of air as oxygen carrier,
the dilution of the products with nitrogen, a high probability for soot formation,
catalyst degradation by carbon fouling, sulfur poisoning or (re-)oxidation, and
thermal impacts on the catalyst exist. (Heinzel, Mahlendorf, and Roes 2006,
p. 30 et seqq.)
2.5.1.4. Autothermal reformation
The Autothermal Reformation (AR) emerges from a combination of CPOX
and SR. In contrast to CPOX only one reaction chamber is apparent. Here
both, partial oxidation of fuel and WGS take place according to the following
reaction scheme:
CH4 + χ
1
2
O2 + (1−χ)H2O −−⇀↽− CO + (3−χ)H2 with dG EnNmol0,reac = ± 0 kJ/mol .
(2.44)
The process conditions, advantages, and disadvantages are very similar to
those of the (C)POX reactor. Additionally, the thermal management and sys-
tem complexity are simplified due to the common reaction chamber. Disad-
vantageously the process control has to deal with maintaining a precise balance
between the endo- and exothermic reactions, what might be the reason for the
low hydrogen yield of about 50 %. (Heinzel, Mahlendorf, and Roes 2006, p. 34
et seqq.)
2.5.2. Conclusions
The SR, WGS, and DR (reactions 2.39, 2.40, and 2.42) are reversible and
due to the high reaction rates in general in an equilibrium state. If a suffi-
cient amount of steam is added, the equilibrium of the WGS usually is on the
products-, rather than the reactants-side, making hydrogen readily available for
electrochemistry. The latter itself promotes the reformation reactions by con-
suming hydrogen and producing steam. Since the re-oxidation stability of the
anode’s Ni catalyst is poor and found to be one of the main sources for rapid
degradation (de Haart 2010), free oxygen should be avoided inside the anode
54which can be increased by an additional downstream WGS reactor
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half cell. Therefore, (C)POX and AR are not feasible for DIR. In all cases suf-
ficient CO2 and H2O partial pressures are desirable to avoid soot formation by
thermal decomposition of CH4 or the Boudouard reaction (Vielstich, Lamm,
and Gasteiger 2003a, p. 39 et seqq.)(Larminie and Dicks 2003, p. 244)(Yoshida
et al. 1999):
2 CO −−⇀↽− C + CO2 with dG EnNmol ,reacNmol = + 169, 25 kJ/mol at 1125 K .
2.5.3. Methane reformation in the literature
As already mentioned in the beginning of this section, the reformation of
methane to hydrogen and CO is known for long and has become an industrial
process at refineries. In order to improve the hydrogen yield and the operating
lifetime of these installations, the kinetics of the SR have been extensively stud-
ied in the last decades. In classical approaches (Aparicio 1997; Wei and Iglesia
2004; Xu and Fromet 1989b) the kinetics are derived as power law expres-
sions, either not taking into account the influence of the catalyst loading and
the surface it provides for the reactions or considering it by multiplicative scal-
ing factors. For instance the kinetics of Achenbach and Riensche (Achenbach
and Riensche 1994), Xu and Fromet (Xu and Fromet 1989b; Xu and Fromet
1989a), and the derivations of their method by Sadeghi and Molaei (Sadeghi
and Molaei 2008) are noteworthy to mention. Since these approaches are based
on empirical fitting coefficients Mogensen et al. (Mogensen et al. 2011) argued
that the results should be handled with care. Nevertheless, until today they are
widely used in fuel cell modeling55.
During the last two decades studies revealed that special treatment is nec-
essary for the situation inside a SOFC anode. Since the Ni catalyst increases
the reaction speed, its high amount leads to the fact that reformation reactions
are fast compared to the electrochemical ones (Mogensen et al. 2011). There-
fore, some models assume thermodynamic equilibrium at all times or a fixed
amount of the remaining methane to be converted at each finite element/vol-
ume (Chan, Ho, and Tian 2003; Demin et al. 1992). Nevertheless, it is obvious
that special attention has to be paid to the reformation kinetics to avoid large
temperature gradients, soot formation, re-oxidation, and sintering under DIR
55e.g. (Achenbach 1995; Brus and Szmyd 2008; Paradis et al. 2011; Sanchez et al. 2008;
Schlitzberger 2006; Schlitzberger 2012)
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conditions. Hereby findings like a depth of the SR zone in the range of 0.15 -
0.33 mm at 1200 K (Drescher, Lehnert, and Meusinger 1998; Meusinger, Rien-
sche, and Stimming 1998), an influence of the reaction state of the WGS on
the cell voltage (Mogensen et al. 2011), or the prevention of carbon deposition
by sufficiently high current densities56 should be respected too. To investigate
these issues several studies have been performed since the early 1990’s. Next
to simulations with Achenbach’s commonly used power law expressions for
the kinetics57 recently the focus of research is redirected to surface kinetics.
Here catalyst loading is taken into account by the second main approach used
in SOFC modeling58, the one of Lehnert et al. (Lehnert, Meusinger, and Thom
2000). It assumes first order dependencies on methane and water for its kinet-
ics and is derived from the works of Xu and Fromet (Xu and Fromet 1989b;
Xu and Fromet 1989a).
In their review Mogensen et al. (Mogensen et al. 2011) argued that the
microstructure of the Ni catalyst, its grain size, and transient behavior are (al-
most) unique for every experiment. In consequence detailed surface kinet-
ics are required to derive general results from different studies. Such micro-
models were mainly developed by the groups around Deutschmann at the
Karlsruher Institut fu¨r Technologie (engl. Karlsruhe Institute of Technology)
(KIT) (Deutschmann et al. 2011). For instance Hecht et al. (Hecht et al. 2005)
presented a model with a complete set of the kinetics for 42 elementary re-
actions to describe the catalyzed SR. These reactions and their application to
the SOFC by Janardhanan and Deutschmann (Janardhanan and Deutschmann
2006) and Zhu et al. (Zhu et al. 2005) are discussed in detail in subsection
4.3.2. Although available, the number of studies with detailed surface reac-
tions on a cell/stack level is still very limited59. A possible explanation might
be the high computational effort and an insufficient experimental data basis.
Altogether is can be said that the trend tends to models with elementary
surface kinetics, allowing a precise tailoring of the anode’s composition and
microstructure. Nevertheless, if no experimental data is available, for spatially
56(Bebelis et al. 2000; Lin et al. 2005; Lin, Zhan, and Barnett 2006; Zhu et al. 2006)
57(Achenbach and Riensche 1994; Achenbach 1994; Achenbach 1995; Schlitzberger 2006;
Schlitzberger, Leithner, and Zindler 2009; Schlitzberger 2012)
58(Gemmen and Trembly 2006; Haberman and Young 2004; Klein et al. 2007; Morel et al.
2005; Ni, Leung, and Leung 2008b; Ni, Leung, and Leung 2008a)
59(Danilov and Tade 2009; Janardhanan, Heuveline, and Deutschmann 2007; Janardhanan
2007)
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resolved cell/stack level simulation with DIR the kinetic approaches of Lehnert
et al. (Lehnert, Meusinger, and Thom 2000) and Xu and Fromet (Xu and
Fromet 1989b; Xu and Fromet 1989a) today seem to be the best compromise
between accuracy and computational effort. Hence their implementation in the
CFD model of this thesis is addressed below in section 5.2.3.
2.6. Conclusions
In this chapter the fundamental thermodynamical and electrochemical relations
underneath all fuel cells are discussed and applied to the SOFC. Hereby the
PEN structure is identified to be of particular interest for the electrochemical
performance. Later the focus is directed towards three specialties of this kind
of fuel cell:
1. The solid electrolyte, allowing various cell configurations;
2. the use of oxygen ions, making an utilization of carbon containing fuels
possible; and
3. a high process temperature, providing high quality heat for internal ref-
ormation and / or other subsequent processes.
Latter sets high standards for the cells materials. Today’s state of art mate-
rials are found to provide the requested power densities60, but suffer from an
insufficient long term stability61 and costs, too high62 for commercialization.
Altogether, improved cell concepts with thermal integration and a reduced
operational temperature are needed to bridge the gap towards marketable prod-
ucts (Antoni 2004; de Haart 2009a; de Haart 2010; Liu 2008). In the next chap-
ter various SOFC concepts are reviewed and a new one, unifying advantages,
and avoiding a lot of the drawbacks of the others is proposed.
60up to about 10,000 W/m2 (de Haart 2009d)
61less than 0,5 % degradation per 1,000 hours of operation and lifetimes of more than 10,000
operational hours are required for commercialization (Steinberger-Wilckens 2010)
62about 2,500e/kWel are believed as an upper limit (Steinberger-Wilckens 2010)
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3. A novel concept for a highly
integrated SOFC
In this chapter a novel in-plane series-segmented (cascaded) SOFC concept
with the possibility of internal fuel reformation is presented.
Starting from the conclusion of the last chapter, an “ideal SOFC” has to
unify various and sometimes contradicting requirements. Therefore, first of
all SOFC concepts which are currently under investigation are reviewed and
compared in section 3.1. Based on the obtained results, a novel cascaded SOFC
concept is proposed and discussed in section 3.2. The chapter ends with a
conclusion in section 3.3, explaining the aims of the modeling in the following
chapters.
3.1. State of the art
When designing SOFCs the circumstance of the name giving solid electrolyte
is an important difference and advantage of this type of fuel cell, because var-
ious geometrical concepts for the electrochemically active Positive electrode
Electrolyte Negative electrode ≡MEA (PEN)1, consisting of anode, electrolyte
(membrane), and cathode are possible (see Figure 3.1) (de Haart 2009a; Mu¨cke
2009b). Next to geometrical freedom, the solid PEN structure makes it pos-
sible to adjust the electrochemical performance of its constituents by altering
either their composition or dimension (Wesemeyer, Jocher, and Leithner 2011).
In dependence of the mechanical support layer for the PEN structure, SOFCs
are subdivided into anode-, electrolyte-, and cathode- as well as inert-supported
ones (see Figure 3.1) (Mu¨cke 2009b). Although studies show that the electro-
chemical performance of anode-supported cells is superior and ohmic losses
1also known as Membrane Electrodes Assembly ≡ PEN (MEA)
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Figure 3.1.: SOFC support types: In dependence of the thickest layer, giving me-
chanical support to the rest of the PEN structure, different kinds of cell
types can be distinguished: Anode-, cathode-, electrolyte-, inert-, and
metallic-supported concepts. Dimensions not to scale; modified from
(Mu¨cke 2009b).
are reduced2, in e.g. the tubular concepts alternative approaches and higher
operating temperatures are still common. From the geometrical point of view
there are mainly two kinds of SOFCs: The planar/monolithic3 (Tietz, Buchkre-
mer, and Sto¨ver 2002) and the tubular (Singhal 2000) one. Both are so far
tested for internal fuel reformation4, but each offers design specific advantages
and drawbacks. (Vielstich, Lamm, and Gasteiger 2003a, p. 343)
3.1.1. The planar concept
Planar cells (see Figure 3.2), developed e.g. at Forschungszentrum Ju¨lich (Ti-
etz, Buchkremer, and Sto¨ver 2006) in Germany, HTceramix SA (Hoffmann
2009) in Switzerland or Risø DTU (RisøDTU, Topsoe, and Dantherm 2011)
in Denmark feature high power densities due to short internal current paths
(Costamagna et al. 2004) and cheap manufacturing costs (Repetto and Costa-
magna 2008). Since electrochemistry and reformation are directly linked with
gas flows and thermal management, the flow design can be used for their ad-
justment. This is achieved e.g. by machining an appropriate flow channel
structure into the IC plates separating the cells inside a stack (Danilov and
2allowing a reduction of the operating temperature to 1000 - 1100 K without losing efficiency
(Ferguson, Fiard, and Herbin 1996; Tietz, Buchkremer, and Sto¨ver 2006)
3a “monolith” is a SOFC stack built from planar cells
4e.g. (Colpan, Hamdullahpur, and Dincer 2010; Janardhanan, Heuveline, and Deutschmann
2007; Shiratori et al. 2010)
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Figure 3.2.: Schematic design principle of a planar SOFC stack: This cell concept
consists of planar layers put onto each other to form a stack. With the
appropriate manifold the design can be operated under all flow configu-
rations in either a janiform or a bipolar operation. Shown is a cross flow
setup with open gas channels and external manifold; modified from (Lin
et al. 2007).
Tade 2009). In dependence of their material5, different techniques are avail-
able (Fergus 2005; Zhu and Deevi 2003b). The on- and off-gases are supplied
to and removed from the cells in a stack through the gas-distribution manifold
which itself can either be included into the ICs6 or attached from the outside
as an external structure. Although the first kind is more difficult to manu-
facture, co- and counter- as well as cross-flow configurations of fuel and air
are possible (Mu¨cke 2009b); whereas the external manifold leads to simpler
ICs but is limited to a cross-flow configuration (de Haart 2009c). The main
drawbacks of this concept are thermal stresses, the probability for mechanical
failures, and fuel crossover originating in a TEC mismatch of the materials
used (Costamagna et al. 2004; Lin et al. 2007; Tietz 1999). Additional prob-
lems are the need for large sealant planes between the cell/stack components
(Liu et al. 2011) and the bipolar operation of the ICs separating the cells in-
5metal or ceramics
6internal manifold
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side a stack. The latter not only leads to corrosion problems7 originating in the
direct contact with the bivalent atmospheres (Zeng and Natesan 2004). More-
over, the possibility for fuel crossover due to hydrogen diffusion (Antunes et al.
2010; Michler and Naumann 2010), an increased “pressure drop” when reduc-
ing channel dimensions, and additional volume as well as weight have to be
considered. (Vielstich, Lamm, and Gasteiger 2003a, p. 343)
3.1.2. The tubular concept
The second main concept is the tubular one, first developed and investigated
in the 1990s by Siemens-Westinghouse (Heinzel, Mahlendorf, and Roes 2006).
In this concept the oxygen/air in general is fed into the cell inside ceramic tubes
made by extrusion from LSM (see section 2.4.3) which are coated afterwards
by YSZ and Ni-YSZ. The tubes are 1 - 2 cm in diameter and up to 150 cm long,
unifying electrodes8 and electrolyte9. The air flows through the tubes whereas
the fuel is supplied from their outside (Fischer and Seume 2009a) (see Figure
3.3). (Vielstich, Lamm, and Gasteiger 2003a, p. 342)
In modified versions a second supply tube is positioned inside the inner
pipe to realize circulation, making anode supported tubular cells possible by
changing the positions of fuel and oxygen/air, the orientation of the PEN struc-
ture, and still getting rid of the products (Serincan, Pasaogullari, and Sammes
2009b). At the end of the 1990s the final versions showed power densities
of up to 2,000 W/m2 and more than 90 % fuel utilization. The advantages
of this, in general still cathode-supported, concept are a reduction of the prob-
lems concerning TEC mismatches (Costamagna et al. 2004; Fischer and Seume
2009b), and decreased sealant areas compared to the planar approach (Singhal
2000). Additionally, the power output of a tubular cell based stack can easily
be adjusted by both series10 and parallel11 connection (Ferguson, Fiard, and
Herbin 1996). Furthermore, the use of open ended tubes offers an intrinsic
possibility for heating the stack by burning unused fuel. Since manifold and
electrical contacts can be located in the cold parts of a stack, their high temper-
ature applicability is not mandatory. In the past several modifications like the
7electrical contacts, reactant crossover
8cathode around 2 mm, anode 100µm
9about 40 µm
10via ceramic ICs made of LaCrO3
11via Ni-felts
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Figure 3.3.: Schematic design principle of a tubular SOFC stack: The cathode sup-
ported cells are supplied with oxygen/air from the inside, whereas the fuel
is fed from the outside. Stacking is possible in both series as well as par-
allel connections; modified from (Mu¨cke 2009b).
Micro-Tubular-SOFC (MT-SOFC) (Alston et al. 1998; Funahashi et al. 2007),
which has been extensively reviewed by Lawlor et al. (Lawlor et al. 2009),
the flattened tubular or the High Power Density-SOFC (HPD-SOFC) (Singhal
2000) have been developed. Also hybrids from planar and tubular concepts like
e.g. the Mono Layer Block Built type SOFC (MOLB-type SOFC) (Hwang,
Chen, and Lai 2005a; Hwang, Chen, and Lai 2005b) were investigated. Al-
though in particular the MT-SOFC design is expected to be a great step ahead
(Calise, Restuccia, and Sammes 2010), the tubular concept still suffers from
the principle-related long current paths and resulting high ohmic losses (Costa-
magna et al. 2004). Since the cell diameter must be kept small, complex man-
ufacturing procedures and thus high costs are also typical for tubular SOFCs
(Costamagna et al. 2004). (Vielstich, Lamm, and Gasteiger 2003a, p. 342)
3.1.3. Alternative concepts
Apart of the two main types, several alternative designs and modifications
of the two basic concepts are known. An example is the Heat Exchanger
Integrated System-cell (HEXIS-cell) invented by Sulzer/InDEC B.V./Hexis
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Figure 3.4.: High Power Density-SOFC (HPD-SOFC): The HPD-SOFC design is
based on the tubular concept but tries to overcome its high ohmic losses
by a flattened tube with internal ribs to shorten the current paths; modified
from (Singhal 2000).
(see Figure 3.5) (Hexis 2007; Schuler 2007) which is numerically examined
by e.g. Andreassi et al. (Andreassi et al. 2008). The HEXIS-cell is based on
circular disks12, which are stacked similar to the planar concept. Fuel is sup-
plied from the middle through a channel formed by a center hole in all disks.
On its way to the outer rim of the disks, the fuel undergoes electrochemical
reactions. The air is supplied through a specially designed IC from the outside,
which also acts as internal heat exchanger to transfer back the heat from the
combustion of the unused fuel at the outside of the cell to its interior. Due to the
integration of gas distributors and electrochemical active parts into one com-
ponent, the complexity of the cell is reduced to its minimum. In consequence
no sealant-planes13 are necessary. Additionally the afterburner features an in-
trinsic possibility for heat management. Since the manifold is designed as a
channel-grid the gas distribution inside the cell and hence the operating con-
ditions are not homogeneous, resulting in a location dependent reaction rate
associated with the formation of local hot-spots (Andreassi et al. 2008). More-
over, the afterburner at the outer surface of the stack dismisses all advantages
12about 120 mm in diameter
13despite of a ring around the center hole
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Figure 3.5.: Heat Exchanger Integrated System-cell (HEXIS-cell): In this disk
shaped concept, developed by Sulzer, the fuel is supplied through the hole
in the middle, while the air / oxygen is fed from the outside. Both reactants
mix at the outer surface and react with each other, whereby the released
heat is used for heating the system. Adapted from (Vielstich, Lamm, and
Gasteiger 2003a, p.345).
of SOFCs for CO2 separation and leads to additional thermal stresses in de-
pendence of the operating conditions. (Vielstich, Lamm, and Gasteiger 2003a,
p. 345)
Figure 3.6.: Segmented-in-Series-SOFC (SS-SOFC): The SS-SOFC concept, also
known as Integrated Planar-SOFC (IP-SOFC), is based on an in-series
connection of small cell stripes. (Gardner et al. 2000; Leithner 2004; Lei-
thner and Schlitzberger 2007)
With increased fuel utilization the formation of a fuel concentration gradi-
ent in the direction of the flow leads to a difference in local Nernst potentials
UNernst along the electrodes14 and hence in increased ohmic losses due to the
14see chapters 2 and 4
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formation of in-plane currents inside them (Costamagna et al. 2004). There-
fore, a cascade of numerous electrically in series connected small “cell-stripes”
with short current paths and only a small change in partial pressures along the
direction of the flow is beneficial (see Figure 3.6). This concept, which is sub-
stantially a mixture of the planar and the tubular concept, was first developed in
the early 1990s under the name Integrated Planar-SOFC (IP-SOFC) at Rolls
Royce (Gardner et al. 2000). The concept is realized with ceramic process
technology on a porous ceramic substrate (Gardner et al. 2000) what reduces
the problems associated with sealant planes and TEC mismatches. To avoid
interactions of the reactants with bipolar plates, the cells are operated in a jan-
iform configuration with anodes/cathodes facing each other (see Figure 3.7).
Advantageous in this concept are not only the high fuel utilization of more than
Figure 3.7.: Integrated Planar-SOFC (IP-SOFC) design concepts: The IP-SOFC
concept offers the possibility for DIR on the anode (1-C concept, left)
and IIR inside separate reformation channels (3-C concept, right). In both
cases, co- and counter as well as cross-flow configurations (shown here)
are possible; adapted from (Magistri et al. 2005).
70 % (Gardner et al. 2000), but also the possibility for thermal integration. In
the 3-C concept (see Figure 3.7) fuel is fed into a reformer located between the
heat releasing anode channels. After the reformation in the inner channel the
flow is divided and enters the two anodes (Magistri et al. 2005). A tubular ver-
sion of the IP-SOFC was investigated by Mitsubishi Heavy Industries (MHI)15
(Haga et al. 2009; Tomida et al. 2007). Although the IP-SOFC concept (which
15providing up to 21 kWel with an electrical efficiency of 35 % and 75 % fuel utilization (Viel-
stich, Lamm, and Gasteiger 2003a)
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Figure 3.8.: Planar Tubular-SOFC (PT-SOFC) concept: The planar-tubular SOFC
concept combines a porous support with internal flow channels and the
possibility of an almost seal free stack formation. In this schematic il-
lustration an anode-supported design is shown; adapted from (Chen et al.
2011).
is also known as Segmented-in-Series-SOFC (SS-SOFC)) combines advan-
tages of the other cell concepts and satisfies almost all of the requirements
from the beginning, there has not been much progress in terms of practical
applications within the last decade (Bai et al. 2010; Cassidy et al. 2009; Kim
et al. 2006b).
Several models for IP- and SS-SOFCs are reported in the literature (Grosso,
Repetto, and Pezzini 2008; Haberman and Young 2004; Magistri et al. 2007;
Mounir et al. 2009). E.g. Cui and Cheng (Cui and Cheng 2010) proposed
a numerically optimized geometry for a tubular SS-SOFC. The authors ex-
pect their geometry to be promising because of reduced current paths and less
sealant area compared to conventional tubular cells. The numerical results ob-
tained by them for the steady-state behavior show on the one hand that16 the
cell potential decreases in the fuel flow direction and that on the other hand an
optimum of Ucell in dependence of the cell length exists.
Another approach is the Planar Tubular-SOFC (PT-SOFC) concept (see Fig-
ure 3.8), proposed by Chen et al. (Chen et al. 2011). The concept is based on a
porous structure acting as mechanical support, which itself might either be in-
ert, an anode or a cathode. In this support structure parallel tubes for either fuel
or oxidant are included. On one side of the porous support a dense electrolyte
layer with a porous counter-electrode17 on top of it, including a gas manifold
structure, is positioned. The authors expect the PT-SOFC to be promising be-
16as a consequence of fuel depletion
17either cathode or anode
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cause of the lack of special bipolar plates, enlarged operating time, reduced
need for sealants, and short current paths as well as the possibility of internal
reformation (Chen et al. 2011).
With reduced temperature18 the speed of a lot of degradation phenomena is
reduced significantly (Akhtar et al. 2009; Hagen 2010). This, and the possibil-
ity of direct injection of fuel as well as oxygen below their combustion tem-
perature into a common reaction chamber, open new opportunities for SOFC
concepts. Since various materials show different catalytic activities towards
oxygen reduction19 and fuel oxidation20, the establishment of electrochemical
potential differences between certain regions of these Single Chamber-SOFCs
(SC-SOFCs) is possible. Advantages of this concept are the lack of any high
temperature seals as well as any need for a strict separation of anode’s and cath-
ode’s gas-flows by an electrolyte. Drawbacks are the danger of explosions and
high parasitic losses due to not ideal selective electrode materials. (O’Hayre
et al. 2009, p. 279-280)(Vielstich, Lamm, and Gasteiger 2003a, p. 347)
As the summary in Table A.1 in appendix A.1 implies, each of the described
concepts offers design specific advantages and has to focus individual prob-
lems.
3.2. A novel cascaded design for SOFCs
From the discussion in the last section the following requirements for sophis-
ticated SOFC concepts can be derived:
1. High power densities, with high fuel utilization, and reduced ohmic losses;
2. easily and cheap to manufacture with only little need for sealants; featuring a
3. possibility for thermal integration by internal reformation of hydrocarbons.
4. Easy adoption of power output via stacking; while having only a
5. little pressure drop; and a
6. homogeneous temperature distribution for reduced thermal stresses; as well as
a
7. reduced operating temperature for decelerated degradation.
18750 K to 900 K
19e.g. Sm0.5Sr0.5CO3−χ (SSC)
20Ni-GDC
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To meet the requirements in points one and two, new concepts should be
based on an anode supported PEN structure. This is also beneficial for the
internal reformation and thermal integration since the anodes Ni might directly
act as reforming catalyst (Shiratori et al. 2010). Although problems arise from
possible mismatches in the TEC of metals, ceramics, and sealant planes, the
SOFC concept should reduce brittle ceramic parts to the minimum21 and apply
metallic components whenever possible. Here various materials are available
(Tietz 2003; Tucker 2010; Zhu and Deevi 2003b), from which the commonly
used stainless steel Crofer22APU from ThyssenKrupp (VDM 2005) currently
seems to be the most promising compromise between stability, TEC mismatch,
machinability, and price.
Since the tubular concept suffers from high ohmic losses, due to long cur-
rent paths, a new concept should be based on a planar geometry. Nevertheless,
the good system scalability of the tubular approach via both series and parallel
connection should be maintained (see point four). To satisfy the points five and
six the pressure drop can be decreased by almost open gas distribution mani-
folds instead of small gas channels (de Haart 2009c). Furthermore, the ratio of
electrochemical active to gas channel volume might be increased, if22 as much
as possible of the channel surface is electrochemically active (Hwang, Chen,
and Lai 2005b). In this case, an improved homogenization of the temperature
profile even under DIR might be obtained by varying the catalyst along the
fuel flow direction. To reduce thermal gradients either a co-flow (Wang et al.
2007) or a counter-flow configuration of the fuel and air streams should be
used. Altogether, the novel SOFC concept can be characterized by:
• In-plane-series-segmented SOFC slices in direction of the fuel gas flow
for high fuel utilization and tailored activity (cascaded structure);
• an anode-supported PEN-concept, providing the possibility for DIR;
• a janiform flow channel configuration with metallic ICs for high volu-
metric power-densities;
• a cascaded stack-concept, where the power output is adjusted by altering
the stack current via additional cell layers, while keeping it constant for
every cell layer; and
21i.e. the PEN
22like in the MOLB-type SOFC concept
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• an easy and cheap machinability through the use of both ceramic and
metallic components.
3.2.1. Earlier designs
To meet the requirements various SOFC stack-designs are developed in joint
undertakings of the scientific assistants at the IWBT (Schlitzberger 2012; Stenger
2014). Before the final concept for this thesis is presented in the next section,
two earlier designs shall be mentioned briefly.
The first stack design consists just of two conventional Electrolyte Supported
Cells (ESCs), which are positioned inside a metallic frame, containing the gas-
distribution manifold. For stack formation two of these frames are positioned
a top each other, whereby the PENs are arranged in such a way that a janiform
configuration of anodes and cathodes is created. Both anodes are electrically
contacted by a zig-zag-shaped plate whose external contacts are used for cas-
cading. Advantages of this design are its simplicity and possibility to adjust the
Figure 3.9.: Herringbone interconnect cascaded SOFC concept: The design con-
sists of open electrodes in a janiform configuration and can be operated in
co- as well as counter-flow configuration. The herringbone ICs are stabi-
lized by a ceramic support (Wesemeyer and Leithner 2010).
60
stacks output voltage and current by external re-arrangement of the clamping.
Disadvantages are not only the low electrochemical performance of the ESC23.
Moreover, the extended electric equipotential planes lead to a decreased fuel
utilization. Finally, the large and bulky design and the expected high ohmic
losses due to long current paths (de Haart 2009d), in combination with only
small contact areas between ICs and electrodes make the design unfeasible for
practical applications.
The second design consists of a cascaded concept with open electrodes in
a janiform configuration (see Figure 3.9) and can either be operated in a co-
or a counter-flow configuration (Wesemeyer and Leithner 2010). To generate
a high fuel utilization every layer is divided in numerous single cells, which
grow in area along the direction of the fuel-gas flow. The herringbone-like
metallic ICs act as gas-distributors and electrical connection between the cell
layers. They are mechanically supported by a ceramic substructure, whereas
the electrical in-plane, in-series connection is done by ceramic ICs like in the
IP-SOFC concepts of MHI or Rolls Royce (Funahashi et al. 2007; de Haart
2009c; Tietz, Buchkremer, and Sto¨ver 2002). The concept is withdrawn for
this thesis, because of the difficulties in IP-SOFC manufacturing and possible
problems from TEC mismatches between metallic ICs and ceramic support.
Additionally, the ceramic support is difficult to manufacture. Differently sized
electrode areas require special ICs for every cell, and large distances between
the contacts lead to increased ohmic losses. Therefore, a third design which
tries to get rid of the drawbacks of its precursors is presented in the next sub-
section.
3.2.2. Final design
The design consists of eight fuel cells24 whose electrodes are rowed up in di-
rection of the gas flows25. Since the fuel concentration depletes along the
flow direction, the cell voltages will decrease parallel to the fuel flow direc-
tion from cell to cell. Therefore, the cells are electrically connected in-series
via S-shaped ICs (see Figure 3.10). The PEN is based on an anode supported
structure consisting of a 0.94 mm thick anode with decreasing porosity towards
23although others are possible
24more are possible
25Resulting in an active area of 204.71 cm2 per layer, each having an active area of 25.52 cm2
(Todt 2011).
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the dense electrolyte layer of 10µm. Atop of the electrolyte a porous cathode
layer with a strength of 50µm is positioned, leading to a total thickness of
1 mm for the PEN. If necessary an additional protection layer from GDC be-
Figure 3.10.: S-shaped IC: The sinusoidal fins act as flow channels, and structural
support (Todt 2011).
tween cathode and electrolyte (see section 2.4.3 is possible too (Todt 2011).
The IC is made of Crofer22APU (VDM 2005; VDM 2010) with a strength of
0.3 mm and is identical for all cells in the layer.26 Furthermore, it is made of
only one sheet of material and can be manufactured easily by common cutting
and bending techniques (Grote and Feldhusen 2007, p. S 21 et. seqq.).
On both, the anode and the cathode side, the IC is equipped with sinusoidal-
shaped fins. As it can be seen in a side view of a stack in Figure 3.11 the
fins are intended as contacts for the next cell layer, whereby their geome-
try guarantees both, a perfect fitting of the layers and a constant contacting
through the sponge-like shape. Furthermore, the fins act as heat exchanger
between channels flow and electrochemical active areas as well as split-and-
recombine micromixers with only little “pressure drop” for the reactants (Ku-
mar, Paraschivoiu, and Nigam 2010; Stemich 2006). If required, the material
might be coated on the anode side to gather catalytic properties27 or on the
cathode side by protection layers28 to increase its corrosion resistance (Chen
et al. 2005; Fontana et al. 2007; Liu and Chen 2009; Shaigan et al. 2010; Tucker
26despite of those connectors forming external contacts at the very beginning and end
27by e.g. Ni
28e.g. reactive elements, perovskites or spinels
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Figure 3.11.: Top-, side- and detailed view of a cascaded SOFC stack: External
contacting is done by the extensions of the ICs at the very first and last
cells of each layer. Inside the stack the fins form flow channels for the
operating media (Todt 2011).
2010; Zeng and Natesan 2004). The heights of the flow channels are directly
correlated with the uncovered parts of anode and cathode (see Figures 3.10
and 3.11). To offer short current paths and reduce in-plane currents, while
maintaining sufficient channel dimensions, the cutouts are adjusted properly.
The assembly process of a cell-layer is illustrated in Figure 3.12. In the be-
ginning a plate with external contacts is positioned in the metallic frame then
subsequently PENs and ICs are placed until the layer is finished by a second
plate with external contacts. Stack formation is done by placing additional
planes with an inverted orientation of anodes and cathodes atop, and joining
the external contacts by metallic bolts. This leads to a parallel connection of
the cells so that the output current is increased, whereby the stack voltage is
maintained constant. Since both sides of fuel and air channels are electro-
chemically active, high fuel utilization and volumetric power densities can be
expected. More drawings are shown in section A.3 in appendix A.
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Figure 3.12.: Exploded view of the cell-layer assembly process: Each layer of a
stack is made by subsequently positioning ICs and PENs in a metallic
frame. These frames are then put atop each other for stacking (Todt
2011).
3.3. Conclusions
In this chapter current design concepts for SOFCs are reviewed and compared
among each other, before a new highly integrated design is proposed.
The design, which is based on a cascaded structure of planar cells, unifies
the possibility of DIR of hydrocarbons and (almost) open electrodes in either
a co- or counter-flow configuration with monopolar operation and easy stack-
ing. Nevertheless, not only the expectations towards low pressure drop and
high overall performance still have to be proven. Therefore, in the subsequent
chapters a 3D model is proposed, verified, and used for these purposes.
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4. Modeling of SOFCs
Oxfords dictionary (Hornby 1995, p. 749) defines the term “model” in §3 as
“a simple description of a system, used for explaining, calculating,
etc. sth.”
Therefore, the following chapter can be understood as an attempt to formulate
an appropriate description of the phenomena occurring inside a SOFC in the
language of mathematics. The aim of this chapter is not only to prove the
potential of the introduced novel cell concept, but also to achieve a deeper
understanding of the complex processes in a SOFC.
It starts in section 4.1 with a general description and mathematical formu-
lation in terms of balance equations for the phenomena which have to be ad-
dressed in the different regions of a SOFC. Subsequently, the current state
of the art in 3D modeling is reviewed in section 4.2. Recent studies1 point
out the outstanding role of micro- and meso-scale phenomena on the SOFC’s
overall performance. Therefore, in section 4.3.1 the influence of the anode
microstructure and composition on its macro-scale properties is studied with
a computational model. Afterwards, the focus is redirected to an investigation
of the elementary surface kinetics at a LSM cathode. The chapter ends with a
conclusion on the results of both models and their influence on the detailed 3D
model which is formulated in the next chapter.
4.1. General aspects
One of the basic aspects of fuel cells is that they unify different disciplines,
length-, and timescales inside one application, whereby the actual focus is de-
pendent on the respective cell region (see Figure 4.1). In a continuum approach
the balance of several conserved quantities has to be satisfied. It is possible to
1e.g. (Andersson, Yuan, and Sunden 2010)
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Figure 4.1.: Physical phenomena inside a SOFC: In the different cell regions trans-
port phenomena for mass, species, momentum, charge, and energy as well
as chemical and electrochemical reactions have to be considered in mod-
eling. Dimensions not to scale; modified from (Lefebvre 2011).
show (Bozic et al. 2009, p. 23) that the balance equation for a general con-
served quantity Φ is given by:
∂ρ volNΦΦ
∂t︸     ︷︷     ︸
storage term
= −div
(
~JΦΦ
)︸       ︷︷       ︸
convective term
+ div
(
ΓΦ grad (Φ)
)︸                ︷︷                ︸
diffusive term
+ ΥvolNΦ︸︷︷︸
source term
, (4.1)
where ρ volNΦ is the volumetric density of quantity Φ in 1/m
3, ~JΦ its convective
flow in 1/m2 s, ΓΦ an exchange coefficient in 1/m s, and ΥvolNΦ a volumetric
source term in 1/m3s. Having in mind the regions of a SOFC (see Figure 4.1)
the different terms and coefficients in equation 4.1 have to be specified.
4.1.1. Mass transport
Starting from the dense, solid, and only electronic conductive IC, neither stor-
age or convection nor diffusion or sources of mass are apparent, so all terms
equal zero in this region. Going on to the gas channels, mass is transported
by convection. Because there are no gradients, the mass exchange coefficient
ΓΦ is zero (Bozic et al. 2009, p. 24) and since no sources or sinks for the mass
exist, ΥvolNΦ is zero too. Hence equation 4.1 simplifies to the well known mass
continuity equation (Ansys Inc. 2011, p. 25):
∂ρMassNvol
∂t
+ div
(
ρMassNvol ~u
)
= 0 . (4.2)
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Where
~˙JMass = ρMassNvol ~u
is the mass flow in kg/m2s, ρMassNvol the volumetric mass density in kg/m
3 and ~u
the fluid velocity in m/s. Directing the focus to the porous electrode regions, on
the cathode side oxygen ions migrate from the gas phase to the ion conductor
and leave it on the anode side as part of chemical reactions that form water
or carbon dioxide. In the cell center, for the electrolyte the situation is much
the same as in the ICs, leading all terms in equation 4.1 to be zero. (Bove and
Ubertini 2006)
4.1.2. Species transport
Taking into account that the operating media in the anode and cathode region
consist of a mixture of gases reacting either directly2 or indirectly3, the con-
servation principle for mass has to be satisfied for all i-species. As described
earlier, the discussion should focus on the gas channels and the porous elec-
trodes. For the gas channels, the general balance equation of the i-th species
can be written as:
∂ρMassNvol y MolNmolNi
∂t
+ div
(
ρMassNvol y MolNmolNi ~u
)︸                   ︷︷                   ︸
~JconvNi
(4.3)
−div
(
ρMassNvol DeffN(g)Nigrad
(
y MolNmolNi
))︸                                     ︷︷                                     ︸
~JdiffNi
= ΥMass,volNy i ,
where y MolNmolNi denotes the molar fraction of the i-th species in molspecies/moltot,
DeffN(g)Ni the effective mass diffusion coefficient/kinematic viscosity in m
2/s,
and ΥMass,volNy i a volumetric source term of this species in kg/m
3s. Under the
assumption of an ideal mixture, the volumetric density ρMassNvol in 1/m
3 is given
by the sum
ρMassNvol =
n∑
i=1
y MolNmolNi ρMassNvolNi (4.4)
2reformation
3via the electrolyte
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over the volumetric densities of all n species weighted with their mass frac-
tions y MolNmolNi (Bove and Ubertini 2006). With the same assumption equation
4.4 can also be applied to calculate arbitrary constitutive fluid properties ξ by
replacing ρMassNvol with ξ and ρMassNvolNi with ξi.
Species transport is again strongly dependent on the cell region. In the gas
channels it is governed by the convective flow ~Jconv, here usually the dynamic
viscosity Γ visc in kg/m s:
Γ visc = ρMassNvol DeffN(g)
is applied to describe the diffusive transport. For pure substances various com-
pilations based on experimental data exist (Daubert and Danner 1989).
In the porous electrodes the diffusive flux ~Jdiff becomes dominant. It is
strongly dependent on the value of DeffN(g) which is usually either described by
Fick’s law, the Maxwell-Stefan Model (MSM) (Vielstich, Lamm, and Gasteiger
2003a, p. 55) or the Dusty Gas Model (DGM). (Janardhanan and Deutschmann
2006; Pramuanjaroenkij, Kakac, and Yangzhou 2008)
4.1.3. Momentum transport
A change in momentum of a fluid volume is given by the difference of the
in- and outflow of momentum and the sum of all forces acting on it (Bozic
et al. 2009, p. 26). In a continuum approach the basis for all models on this
aspect are the Navier-Stokes Equations (NSEs). They can be derived from
Newton’s laws (Durst 2006, p. 134 et seqq.) and govern the behavior of un-
steady, compressible, and viscous flows (Bove and Ubertini 2006) (Bozic et al.
2009, p. 29)(Ansys Inc. 2011, p. 25):
∂ρMassNvol ~u i
∂t
= −~u ρMassNvol div
(
~u
) − grad (p) + Γ visc ∆~u + ρMassNvol~g grav . (4.5)
Here p is the fluid pressure in Pa, Γ visc its dynamic viscosity in kg/m s, and ~g grav
earth’s gravitational acceleration in m/s2. Although the fluid velocity, and the
Reynolds number (Meschede 2006, p. 117):
Re =
~u Lx ρMassNvolN(g)
Γ viscN(g)
(4.6)
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usually are very small4 inside the flow channels, in dependence of the fluid
properties and geometrical dimensions, turbulence phenomena might have to
be taken into account (Bove and Ubertini 2006).
In contrast, in the porous electrodes the forces from the pressure gradient and
the frictional resistance of the material have to be considered simultaneously.
For the flow “in the middle” of these porous regions the Darcy Equation (DE)
is suitable. However, the treatment of the transition zone between the elec-
trodes and the gas channels is difficult, since interfacial conditions have to be
defined. A way to handle this is the Darcy-Brinkman Equation (DBE) which
includes the NSE and the DE as limiting cases for both domains (Haberman
and Young 2004):
∂ρMassNvol ~u i
∂t
+ ρMassNvol ~u div
(
~u
Po %
)
= −Po % grad(p) + Γ visc ∆~u + Po %ρMassNvol~g grav −
Γ visc Po %
Pe % (Po % )
~u .
Here Po % is the porosity of the material and Pe % its permeability expressed
in normalized percents and m2. (Andersson, Yuan, and Sunden 2010; Le Bars
and Worster 2006)
4.1.4. Energy transport
The discussion of fuel cell thermodynamics (see chapter 2.2) shows that in
SOFCs chemical energy is converted either to electricity or heat. Since charge
transport is addressed in the next subsection, here the focus lies on thermal
energy. In dependence of the specific internal energy per unit of mass E En,intNmass
in J/kg and a volumetric heat source term ΥEnNvol in J/m
3s, the balance equation
is given by (Bozic et al. 2009, p. 32) (Ansys Inc. 2011, p. 27):
∂ρMassNvol E En,intNmass
∂t
= −div
(
ρMassNvol ~u E En,intNmass
)
+ div
(
Γ visc grad
(
E En,intNmass
))
+ ΥEnNvol . (4.7)
The specific internal energy per unit of mass is the sum of the specific internal
and kinetic energies (Bove and Ubertini 2006):
E En,intNmass = c En,vNmassT +
~u 2
2
+ ~g grav · ~e .
4ι ≈ 0.5 · 10−3 m, ρMassNvol ≈ 1 kg/m3,
〈
~u
〉 ≈ 3 m/s, Γ visc ≈ 18 · 10−6 kg/m s⇒ Re ≈ 166 for
the typical dimensions and properties of the investigated cases.
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Here c En,vNmass is the specific heat per unit of mass at constant volume in J/kg K.
Since the last two terms are usually negligible, using the thermal conductivity
λ En = Γ visc c En,vNmass in
W
m K
,
equation 4.7 simplifies to:
c En,vNmass
∂ρMassNvol T
∂t
= −div
(
ρMassNvol ~u c En,vNmassT
)
+ λ En ∆T + ΥEnNvol . (4.8)
The incorporated phenomena are once again dependent on the different regions
of the SOFC. In the flow channels, next to convective heat transport with the
fluid flow, its transfer between the gas streams and the solid walls is of interest.
It is described by Newton’s law of cooling (Meschede 2006, p. 236):
∂Q EnNmolNconvec
∂t
= α th ,convec · A ·
(
Twall − T(g)
)
in W (4.9)
in dependence of the temperature difference between the wall Twall and the gas-
phase T(g) both in K and the local convective heat transfer coefficient α th ,convec
in W/m2K. The latter is calculated in dependence of the local Nußelt number
Nu, the hydraulic diameter of the flow channel Ldia in m, and the thermal con-
ductivity of the gas phase λ EnN(g) in W/m K (Verein Deutscher Ingenieure 2006,
p. Gb 6):
α th ,convec =
Nu · λ EnN(g)
Ldia
. (4.10)
Since the Nußelt number is strongly coupled to the flow situation,5 various ap-
proaches for its calculation exist. In SOFCs usually mixtures of gases are ap-
parent, thus λ EnN(g) is a function of the constituents volume fractions. Although
equation 4.9 is also valid inside the porous electrodes,6 here the heat transfer is
dominated by conduction over the fluid solid interface. Hence α th ,convec should
be replaced by an α th ,diffN(g)/(s) and two energy balances (one for the fluid and
one for the solid) need to be solved.
If the solid structures are conductive for charged species, heat is also re-
leased due to internal ohmic losses. Inside the porous electrodes additional
5laminar or turbulent
6Twall = TwallN(s)
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sources for thermal energy are the electrochemical reactions. Insofar DIR is
present in the anode, heat is consumed.
A precise modeling also includes radiative heat transfer between all compo-
nents7. Therefore, commonly the Stefan-Boltzmann Law (SBL) (Bozic et al.
2009, p. 83) (Meschede 2006, p. 579):
ΥEnNradNvol = Aradε radσ rad T
4
in dependence of the effective radiative surface Arad per volume in m2/m3, the
dimensionless emissivity ε rad , and the Stefan-Boltzmann constant σ rad = 5.67 ·
10−8 W/m2 K4 is used. Since a precise treatment of the radiative heat exchange
between different parts of a SOFC is difficult (Daun et al. 2006), it is often
neglected in modeling 8.
Altogether, a careful treatment of equation 4.8 is essential within SOFCs
to predict the temperature distribution, improve overall cell performance, and
reduce thermo-mechanical stresses9.
4.1.5. Charge transport
In fuel cells charge is transported by electrons as well as by ions10. To solve
the problem of charge transport, the local distribution of the (scalar) potentials
φel/ion in V and the current density (vector) ~jel/ion in A/m2 have to be calculated
(Bove and Ubertini 2006). Both quantities are related towards each other by
Ohm’s law (Meschede 2006, p. 458, 923):
~jel/ion = −σ
el/ion
grad
(
φel/ion
)
,
= σ
el/ion
~el/ion . (4.11)
7e.g. (Boder and Dittmeyer 2006; Bove and Ubertini 2006; Cui and Cheng 2009; Hwang,
Chen, and Lai 2005b; Janardhanan, Heuveline, and Deutschmann 2007; Li et al. 2008; Pra-
muanjaroenkij, Kakac, and Yangzhou 2008; Serincan, Pasaogullari, and Sammes 2009a; Stiller
2006; Tanaka et al. 2007)
8e.g. (Al-Sulaiman, Dincer, and Hamdullahpur 2010; Danilov and Tade 2009; Jiang and
Chen 2009; Ki and Kim 2010; Paradis et al. 2011; Schlitzberger, Leithner, and Zindler 2009;
Schlitzberger 2012; Wang et al. 2007)
9e.g. (Andersson, Yuan, and Sunden 2010; Fischer and Seume 2009b; Liu, Kim, and
Chandra-Ambhorn 2010; Tietz 1999)
10In the case of a SOFC two-times negatively charged oxygen ions migrating from the cath-
ode to the anode.
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The proportionality constant is given by the tensor of the electric/ionic con-
ductivity σ
el/ion
in S/m whose value depends on the region in the cell:
σ
el
=
≈ 0 Electrolyte, gas-phase ,, 0 elsewhere , σion =
, 0 electrolyte + electrodes ,= 0 elsewhere .
The ionic transport properties of e.g. YSZ are determined by the concentra-
tion and type of defects in the bulk material (Kharton, Marques, and Atkinson
2004). Hence ionic currents can either be modeled by equation 4.11 using an
experimentally validated exponential Arrhenius approach for the temperature
dependence of σ
ion
11:
σ
ion
(T ) = aionN1T
aionN2exp
−dG EnNmol ,actNion
R EnNmol T
 ,
in dependence of the fitting parameters aionN1 in S/K
aionN2m and aionN2
12 as well
as the molar activation energy dG EnNmol ,actNion in J/mol, or by a diffusive flux
~JdiffNion of ionic charges in C/m
2s (Bard, Inzelt, and Scholz 2008, p. 142) (Kilo
et al. 2002).
In a simplified approach the latter is described by the Nernst-Planck Equation
(NPE) (see appendix B.4 for a derivation):
~Jdiff = −zF ChNmol Diongrad
(
c MolNvol
)
− σ
ion
~ . (4.12)
If the gradient of the particle concentration is very small,13 the first term in
equation 4.12 can be neglected, merging equation 4.12 into equation 4.11.
Nevertheless, it is noteworthy to mention that this commonly made simpli-
fication14 is only valid for very thin electrolytes. Measurements of oxygen
tracer diffusion profiles made by numerous authors15 have shown an exponen-
tial decay in concentration with growing thickness of the electrolyte, making
11e.g. (Garbayo et al. 2010; Hattori et al. 2004; Ji, Kilner, and Carolan 2005; Li et al. 1999;
Raj, Atkinson, and Kilner 2009; Valov et al. 2009; Zhou et al. 2009; Zhu et al. 2005)
12dimensionless
13e.g. because the electrolyte is very thin
14e.g. (Amiri et al. 2010; Andersson et al. 2011; Autissier et al. 2004; Bove and Ubertini
2006; Nam and Jeon 2006; Shi et al. 2007a; Wang et al. 2007; Yakabe and Sakurai 2004) (Bove
and Ubertini 2008, p. 54)
15e.g. (de Souza and Kilner 1998; Kilo et al. 2002; Ji, Kilner, and Carolan 2005; Raj, Atkin-
son, and Kilner 2009)
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it necessary to deal with equation 4.12 rather than equation 4.11. Since the
electric field ~ in V/m belongs to the family of conservative forces (Nolt-
ing 2011, p. 59), modified versions of equation 4.1 can be formulated for
the sources/sinks of the electric/ionic current density or the electronic/ionic
charges q ChNel/ion in C. In dependence of the charge density ρ volNChNel/ion in
C/m3 and a volumetric source term ΥChNvolNel/ion in C/m
3 s current conserva-
tion can be written as:
∂ρ volNChNel/ion
∂t
+ div
(
~jel/ion
)
= ΥChNvolNel/ion . (4.13)
Since deviations in the charge distribution are equilibrated almost immedi-
ately,16 the storage term is usually negligible for electrons. According to the
physical phenomena discussed in chapter 2 this source term closes the gap to
electrochemistry (Bove and Ubertini 2008, p. 62):
ΥChNvolNel =

div
(
~j
)
at the anode’s TPBs,
−div
(
~j
)
at the cathode’s TPBs,
0 elsewhere,
 = −ΥChNvolNion . (4.14)
Altogether, the following relations can be obtained for the two potentials:
Electrons:
div(~jel) = ΥChNelNvol ,
⇒ ∆φel = −ΥChNelNvol
σ
el
. (4.15)
Ions:
ΥChNionNvol =
∂ρ vol ,ChNion
∂t
− div
(
zF ChNmol Dion
grad
(
c MolNvol
)
− σ
ion
grad (φion)
)
,
∆φion =
1
σ
ion
(
∂ρ vol ,ChNion
∂t
− zF ChNmol Dion∆
(
c MolNvol
)
− ΥChNionNvol
)
. (4.16)
16According to Drude’s model with ~ = 300 V/m and a charge mobility of about 10−2 m2/V s,
electron’s speed can be approximated to 106 m/s (≈ 1/300 of the speed light in the vacuum)
(Meschede 2006, p. 923 et seqq.).
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4.2. State of the art
In principle, on a continuum level mathematical modeling of SOFCs always
has to deal with the aspects discussed in the previous section. Nevertheless, in
dependence of their geometrical dimension and scope, models often simplify
some aspects and make use of results from non continuum simulations (see
Figure 4.2) (Andersson, Yuan, and Sunden 2010; Karakasidis and Charitidis
2007; Lippky 2011).
Figure 4.2.: Characteristic length- and timescales for modeling: In dependence of
the length- and timescales of the phenomena of interest, different math-
ematical methods are available. So far there is no theory which unifies
the worlds of micro- and macrophysics; modified from (Karakasidis and
Charitidis 2007).
3D modeling allows a detailed investigation of the internal behavior of a
fuel cell and hence this kind of models in general is used when detailed infor-
mation about physical parameters (e.g. temperature or current density) are of
interest (Lippky 2011; Wang et al. 2011). The computational domain is usually
either divided into finite volumes (FVM) or finite elements (FEM) for which
the governing balance equations are solved (see section 4.1). Since an accu-
rate resolution of the physical phenomena requires large computational grids17
17where solutions have to be calculated for every Control Volume (CV) or node
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the resulting simulations are usually time- and computational-resource inten-
sive. In consequence, simple geometries, symmetric cases, and only a limited
number of phenomena are commonly investigated (Bove and Ubertini 2006).
Often commercial CFD codes like ANalysis SYStem, Inc. (ANSYS)/CFX
(Wang et al. 2008), Comsol Multiphysics (Akhtar et al. 2009; Liu, Kong, and
Lin 2009), ANSYS/FLUENT (Autissier et al. 2004; Danilov and Tade 2009;
Yakabe 2001) or Star-CD (Chiang et al. 2010)(Bove and Ubertini 2008, p. 323
et seqq.) are used to solve the hydrodynamic problems, while extensions take
care of the special phenomena of interest. The aims of 3D models are often ei-
ther an optimization of the cell’s geometry to improve operating conditions,18
or advances in the understanding of the material properties and their influence
on the electrochemical process19.
Due to the 3D nature of the model, a spatial resolved solution of the physical
phenomena and hence a 3D distribution of all quantities is calculated. Never-
theless, regarding the various models that have been proposed in the literature
over the recent years, the electrochemical conversion of CO as well as the mu-
tually coupled reformation- and charge-transfer-processes are often neglected
(Wang et al. 2008). In particular advancements in the field of CO electrochem-
istry date back to the early works of Achenbach (Achenbach 1995). Since then
almost all studies (see Table A.3 in appendix A.4) assume either a fixed ratio
between CO and H2 electrochemistry
20 or neglect the influence of CO elec-
trochemistry even for steady-state calculations21. In the latter case usually CO
is assumed to undergo a WGS (see section 2.5.1.2) to form CO2 rather than
contribute to electrochemistry.
Although never mentioned in this context, another strong reason for this
practice is the application of “static and global information”, as overpoten-
tials, global Nernst- and cell-potentials or fixed values for e.g. activation over-
potentials (polarization) in modeling. In particular for the Nernst-potential
(see equation 2.20) a strict application of the methodology used for deriva-
tion would lead to higher values for UNernst compared to the pure H2 case. To
get rid of this issue e.g. Danilov and Tade (Danilov and Tade 2009) or An-
18e.g. homogenize temperature (Goldin et al. 2009; Lu, Schaefer, and Li 2005; Yakabe and
Sakurai 2004)
19(Haberman and Young 2004; Yuan, Ji, and Chung 2009)
20often ratios of 1:4 (Gemmen and Trembly 2006) or 1:2 (Matsuzaki and Yasuda 2000) are
assumed
21(Aguiar, Adjiman, and Brandon 2004; Sukeshini et al. 2006; Zhu et al. 2005)
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dersson, Yuan, and Sunde´n (Andersson, Yuan, and Sunde´n 2012) neglected
CO for UNernst calculation and Yakabe (Yakabe 2001) derived UNernst from the
oxygen concentration difference between the region close the electrolyte and
the bulk of the channel flow. Subsequently, the cell voltage is calculated by
subtracting overpotentials from UNernst. For this, an activation overpotential
corrected Nernst potential is assumed somewhere in the cell22. Alternatively,
UNernst and Ucell are fixed and the activation overpotential is calculated at the
reaction zones. This requires ohmic losses. These are determined by defin-
ing electrical transport properties (Akhtar et al. 2009; Goldin et al. 2009; Ho
et al. 2010) and applying equivalent circuit models (Campanari and Iora 2005;
Schlitzberger, Leithner, and Zindler 2009; Schlitzberger 2012). Since activa-
tion overpotential, current density, and ohmic losses are correlated, iterative
techniques are required. Reaction rate and current density are in all cases con-
nected via a BVE. In consequence, only one-step charge-transfer processes
under well stirred conditions, and the charge-transfer as rate limiting step are
assumed implicitly (Bard, Inzelt, and Scholz 2008, p. 63-64).
Although numerous models have been reported in the literature (see Table
A.3 in appendix A.4) the development of multi-scale, multi-physics models
is still in its infancy. Electrochemical models of SOFCs based on elementary
kinetic processes are very rare (Andersson, Yuan, and Sunden 2010) and even
in 3D modeling “global information approaches” are widely used. In partic-
ular an application of information which are from a physical point of view
not available locally23 and furthermore not very well defined24 is prejudicial
and makes an experimental validation challenging. In order to come up with
the mutually coupled processes in SOFCs, Andersson, Yuan, and Sunde´n (An-
dersson, Yuan, and Sunden 2010) suggested that future models need to solve
equations 4.15 and 4.16 in all domains of the cell, whereby special attention
has to be paid to the source terms (Cui and Cheng 2010; Dokmaingam et al.
2010; Kang et al. 2009). Such approaches would make it possible to tailor the
microstructure and material properties in order to satisfy pre-defined boundary
conditions25. Therefore, in advance to the subsequent continuum model, the
influence of micro- and meso-scale phenomena on the macro-scale properties
22e.g. at the surface of the electrolyte (Fergus 2005; Nam and Jeon 2006; Yakabe and Sakurai
2004)
23concentrations at the “other side” of the electrolyte
24where exactly is the “other side” of the electrolyte?
25e.g. temperature distribution for a given design
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has to be studied and taken into account where needed.
4.3. Micro-scale phenomena and their influence on
macro-scale modeling
From the aforesaid two types of influences can be identified: microstructure
(scale) and reaction behavior (timescale). Therefore, in the following subsec-
tions two approaches to study their effects on a macro-scale model are pre-
sented. The first model focuses on the influence of the microstructure and
composition of the anode, while the second one highlights elementary reaction
kinetics at a LSM cathode.
4.3.1. Numerical investigation of the influence of anode
composition and microstructure on its macro-scale
properties
As discussed in section 2.4.1, anodes consist of a porous mixture of electron
and ion conducting species. Therefore, the subsequent investigation has to fo-
cus on the transport properties of porous materials. Several approaches have
been made to take into account not only the particle size distribution and the
random topology, but also the spheroid shape of the particles and pores in
porous materials (Keil 1999; Sanyal et al. 2010). In this context studies (Sahimi
and Tsotsis 1985; Winterfeld, Scriven, and Davis 1981) have shown that trans-
port and other main properties of a topologically disordered and a topologically
ordered network are identical, as long as the average coordination number of
both networks is equal (Ji, Yuan, and Chung 2007). Therefore, to save compu-
tational time and to reduce the complexity, a simplified Three(3)-Dimensional
(3D) microstructure is assumed.
The idealized microstructure consists of a regular lattice of small cubes rep-
resenting the particles of the cermet. The cubes, and therefore all the par-
ticles, have the same size. According to experimental results obtained by
different authors26 this is an acceptable simplification to the physical reality.
Each cube can be filled with only one species. The probability that a cer-
tain cube is occupied by a nickel particle is given by the average nickel con-
26(Alzate-Restrepo and Hill 2010; Lee et al. 2002; Oliveira and Grande 2010; Simwonis,
Tietz, and Sto¨ver 2000; Storjohann et al. 2009)
77
tent of the cermet c %NNi. Accordingly, the probability for a YSZ particle to
block a certain cube is c %NYSZ, whereas the probability for a pore is given by
c %Npore = 1 − c %NNi − c %NYSZ. Under the assumption of an ideal mixture of
the starting powders, the occupation probability O % for every cube i in depen-
dence of a pseudo-random number Э27 is independent from the other cubes
and can be determined by the average composition of the cermet:
O % ,i(Э) =

Ni 0 ≤ Э ≤ c %NNi ,
YSZ c %NNi < Э c %NNi + c %NYSZ ,
gas c %NNi + c %NYSZ < Э ≤ 1 .
(4.17)
For the formation of cluster structures it is further assumed that all species
flows (electrons, ions, and gas-particles) can only happen through the faces
of the cubes. Common boundaries between three volumes of arbitrary shape
always have to be lines. Therefore, it is assumed, that TPBs are given by the
edges between the three different constituents. The existence of a TPB is only
assumed in the case that each of the three species is part of an uninterrupted
path between TPB and its respective contact area (“contact cluster”, see Figure
4.3).
Figure 4.3.: Two dimensional slice of the modeled anode cermet: Electrochemical
reactions only occur on TPBs having uninterrupted paths to all contact
areas (Wesemeyer, Jocher, and Leithner 2011).
270 ≤ Э ≤ 1
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The contact areas for electrons (Ni as conductor) and gas phase (pores as
conductor) are assumed to be on one of the surfaces of the computational do-
main (i.e. x -y-plane, z = min.) and the contact area for ions (YSZ as con-
ductor) is assumed to be a second x -y-plane at z = max.. These assumptions
represent the situation inside a SOFC, where the IC and the gas channel are on
one side of the electrode, whereas the electrolyte is on the other side. Keep-
ing the overall thickness of the electrode fixed to some value (e.g. 100µm
(de Haart 2009c)), a variation of the number of cubes in z-direction is equal to
a reduction in particle size, resulting in the possibility to study its influence on
the anode properties.
The procedure discussed so far is a modified version of an algorithm first
described by Hoshen and Kopelman (Hoshen and Kopelman 1976). All cubes
in the computational domain are one after another randomly filled by one of the
three species, starting from the origin at x = y = z = 0 and going on in layers
in the x -y-plane with increasing z. To reduce computation time and to simplify
the following steps three copies of the computational domain are made, one for
each species. In the subsequent text the methodology is just described for one
of the species, but in reality has to be consistently carried out for all three in
the same way. In accordance to Hoshen and Kopelman (Hoshen and Kopelman
1976) the labeling of the cubes and a preliminary cluster identification can
be performed simultaneously. If a certain cube is assigned to a species the
algorithm checks whether the adjacent cubes in x - or y-direction belong to the
same species (label, 0) or not (label = 0). If an adjacent cube with a label not
equal to zero is found this label is used, otherwise the value of the species
counter is applied and subsequently incremented by one. After the labeling
and the preliminary cluster identification is done for all z = const. planes the
cubes are checked once again for cluster formation in all spatial directions. If
one of the neighbors of a certain cube is also occupied by the same species,
but with a different labeling index all cubes with the larger of both numbers
are relabeled with the smaller one. As a consequence some of the originally
assigned ki cluster-numbers are not needed any more. Therefore, in a final stage
all clusters are re-labeled starting from one in an ascending order, resulting in li
clusters for each species i (see Figure 4.4). As a consequence of the application
of this modified Hoshen-Kopelman-algorithm (Hoshen and Kopelman 1976)
it is not only possible to determine the number of clusters in dependence of
the particle size, but also to easily investigate percolation and electrochemical
properties. To realize this, layer z = 1 is assumed to be in contact with both
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Figure 4.4.: Virtual division of the anode cermet in three sublattices: Starting with
Ni, the cube labeling algorithm is applied subsequently to YSZ and gas.
It automatically checks for clusters in z = const. planes. Finally, an iden-
tification of clusters in z-direction and a re-labeling is done (Wesemeyer,
Jocher, and Leithner 2011).
the electron conducting IC and the gas channel and the layer z = zmax to be
in contact with the ion conducting electrolyte. In consequence, only those
clusters which are in contact with one of these layers (Ni and gas-phase with
the layer at z = zmin and YSZ with the layer at z = zmax), so called “contact
clusters” are of interest for the subsequent determination of the TPBs. Since
the algorithm also counts the number of cubes in each cluster, a determination
of the TPBs also generates direct information on the electrochemically active
volume fractions of each species.
The identification of the TPBs is done very similar to the procedure de-
scribed so far. Starting with Ni, for each cube of the lattice it is ascertained
whether it belongs to a contact cluster. If that is the case, all adjacent cubes
are successively checked first to see if they belong to a YSZ-contact cluster.
If this is true, the remaining cubes that share a common edge with the other
two are checked whether they belong to a gas-phase contact cluster. If any
of the conditions is not satisfied the algorithm terminates and proceeds with
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Figure 4.5.: Percolation probability as a function of the gas-phase volume frac-
tion: For several grid sizes the obtained results (average over then repe-
titions) are compared with those of Sanyal et al. (Sanyal et al. 2010), Ji
et al. (Ji, Yuan, and Chung 2007), and percolation theory (McLachlan,
Blaszkiewicz, and Newnham 1990); (Wesemeyer, Jocher, and Leithner
2011).
the YSZ-condition for the next adjacent cube. If no more adjacent YSZ-cubes
are found, it proceeds with the Ni-condition for the next cube. The algorithm
terminates with summing up the numbers of TPBs, cubes belonging to each
species, cubes in contact- and completely percolating-clusters (clusters going
through the entire lattice), and those cubes in electrochemically active clusters
(clusters to which at least one TPB belongs).
As it can be seen in Figure 4.5, the obtained results for the percolation prob-
ability as a function of the gas-phase volume fraction is in good agreement with
the results of several other studies28, and with percolation theory (McLachlan,
Blaszkiewicz, and Newnham 1990). For all three species i the calculated rapid
increase in percolation probability is in the range of 0.3 ≤ c %Ni ≤ 0.4. Al-
together, the obtained results not only fit well to numerical findings, but also
to experimental data (Ji, Yuan, and Chung 2007; Lee et al. 2002). Therefore,
strong indications are apparent that the computational approach provides rea-
sonable representations of the microstructure. Since the increase in the poros-
ity improves the gas transport properties of the cermet it is desirable.
28(Ji, Yuan, and Chung 2007; Sanyal et al. 2010; Shi et al. 2007a; Shi et al. 2007b)
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Figure 4.6.: Total number of TPBs in dependence of the cermet composition: Presented are
average values over ten repetitions for 50 particle layers in each spatial direction
(Wesemeyer, Jocher, and Leithner 2011).
Figure 4.7.: Relative volume fractions of percolating elements in dependence of the cer-
met composition: Presented are average values over ten repetitions for 50 particle
layers in each spatial direction (Wesemeyer, Jocher, and Leithner 2011).
82
Unfortunately, an improvement of the gas transport simultaneously decreases
the electrochemically active volumes of the solid fractions. In Figure 4.7 the
relative volume fractions of percolating gas- and solid-phase clusters in depen-
dence of the porosity are presented. It is apparent that for a porosity of 40 %
a crossing in the relative number of particles belonging to percolating clusters
from solid stateЯ(s) to gas-phaseЯpore occurs. Above this value the increase in
Яpore is almost directly proportional to an increase in porosity Po % , whereas,
due to the binary isovolumetric mixture, the deviation of Я(s) from an ideal
anti-proportional behavior is larger. For an ideal cermet the optimum of the
relative number of particles belonging to percolating clusters as well as of the
number of TPBs has to be evaluated in dependence of the cermet composition
(see Figures 4.6 and 4.7).
Although a large number of TPBs is desirable for a high electrochemical
activity of the cermet, the transport properties cannot be neglected. As Figure
4.7 indicates, those are highly dependent on the cermet composition too. Since
each of the three components accounts to a different transport phenomena, the
average properties of the cermet are easily adjusted by a variation of the com-
position and will always be a compromise between the electronic-, ionic-, and
gas-phase conductivities. A comparison of Figure 4.6 and Figure 4.7 reveals
a relative minimum in the overall transport properties (almost no percolation
is apparent) for the composition with the maximum in the total number of
TPBs. Since the relative volume fractions are close to the percolation thresh-
old, the formation of large complexes of contact clusters for each species with-
out complete penetration of the entire structure, are a possible explanation for
this. With respect to the results in Figure 4.6 the optimal number of TPBs is
reached, if the concentration of all species is as close to the percolation limit
as possible.
In summary it can be said that percolation theory gives suitable results for
the composition dependence of all transport phenomena. For concentrations
much higher than the percolation threshold the overall transport properties can
be approximated by those of the non-porous material. When simulating mix-
tures of three or more constituents, usually there is no percolating cluster for
at least one of the species. Here either some differences between model and
reality have to be accepted29 or local micro-models are required.
29assuming percolating clusters for all species
83
4.3.2. Surface electrochemistry
The results of the last subsection reveal that micro-scale submodels can help
to understand local phenomena. Nevertheless, average values for properties
are in general an acceptable approximation for continuum simulations. This
subsection deals with the interaction of fluid and solid phase and the influence
of elementary reactions on overall reaction kinetics. The aim is to determine
the importance of these micro-timescale processes on continuum models. For
this purpose first of all a brief review on sorption modeling and the current
state of the art are given, before a detailed surface reactions model is proposed
for a LSM cathode.
4.3.2.1. Sorption modeling
In order to highlight the role of the catalyst, the global reactions have to be
divided into several sub-reactions including ad- and desorption as well as sur-
face ones. In the literature various approaches to model such processes exist
(Brivio and Grimley 1993).
The elementary idea for catalyst modeling is that of an adsorption isotherm
covering the surface of the catalyst. Here the most common one is the Langmuir
Isotherm (LI) (Hoinkins and Lindner 2007). The basic assumption of this
model is that during sorption on energetically equivalent places just one layer
of non-interacting molecules is formed at the catalyst surface. The gas phase
is treated as a continuum so that the behavior of the adsorbed species can be
described by that of the two-phase interface. Here the focus lies on the surface
coverage of the catalyst by a species i:
Θ percNi
=
c MolNvolNadNi
Ξ mol A effNvol
which is the ratio of the adsorbent concentration c MolNvolNadNi in mol/m
3 to the
product of the total surface site density Ξ mol in mol/m
2, and the effective sur-
face per volume A effNvol in m
2/m3. Since only monolayer adsorption is apparent∑
i Θ percNi
=1. In the case of a fully kinetic description of the sorption process
by an Arrhenius approach (see equation 2.24), the surface coverage can be
taken into consideration by introducing the concentration of free surface sites
as reactants in the ad- and products in the desorption reactions. Here usually ei-
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ther the Langmuir-Hinshelwood Kinetics (LHK)30 or the Roginskij-Zel’dovic
Kinetics (RZK)31 are used. For a species A and an adsorption surface site σ ad
both assume the following basic reaction scheme, whereby RZK’s coverage
dependency is added by the dimensionless model parameter Ӄ (Bard, Inzelt,
and Scholz 2008, p. 16)(Deutschmann et al. 2011, p. 18):
A + σ ad −−−⇀↽ − A(ad,ς)
⇒ r reacNsurfNA =
dΘ percNA
dt
= r reacNadNA︸     ︷︷     ︸
adsorption
− r reacNdesNA︸      ︷︷      ︸
desorption
,
=K reacNVol,molNadNA · c MolNvolNA ·
(
1 − Θ percNA
)
· T aad · exp
− dG EnNmolNactNad
R EnNmol T
+ӃadΘ percNA

− K reacNdesNA · Θ percNA · T
ades · exp
− dG EnNmolNactNdes
R EnNmol T
+ӃdesΘ percNA
 . (4.18)
Here K reacNVol,molNadNA and K reacNdesNA are the forward and backward reaction
rate constants of the ad- and desorption in m3/s mol Kaad and 1/s Kades . If charge
exchanges are apparent too, equation 4.18 needs to be extended by a term
proportional to the difference ∆φ in electric/ionic potential which acts as an
additional driving force:
A + σ ad + e −Ch −−−⇀↽ − A−(ad,ς) ;
⇒ r reacNsurfNA =K reacNVol,molNadNA · c MolNvolNA
(
1 − Θ percNA
)
· T aad
· exp
− dG EnNmolNactNad + zF ChNmol ∆φ
R EnNmol T
+ӃadΘ percNA

− K reacNdesNA · Θ percNA · T
ades · exp
−dG EnNmolNactNdes − zF ChNmol ∆φ
R EnNmol T
+ӃdesΘ percNA
 .
(4.19)
By way of contrast, the sorption kinetics is often assumed to be very fast and
hence always in an equilibrium state. Therefore, steady-state expressions in
dependence of the partial pressure pi in Pa in a direct neighborhood of the
reaction sites and dimensionless adsorption coefficients ζ adNi can be derived
(Behr, Agar, and Jo¨rissen 2010, p. 47):
Θ percNi
=
ζ adNi pi
ptot +
∑N Mol
j=1 ζ adN j pj
. (4.20)
30no surface interactions of the adsorbate
31coverage dependent adsorption energy
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In the case of a charged surface, equation 4.20 might also be modified by a
potential dependent term. When describing surface coverage by a LI both
surface non-idealities as well as lateral interactions of the adsorbed species
are neglected. The latter might be taken into account either by introducing
surface activity coefficients into equation 4.20 or making the ζ adN j a function
of the surface coverage (Frumkin- and Temkin-isotherms) (Bard, Inzelt, and
Scholz 2008, p. 15).
An alternative approach neglects the chemical kinetics of the adsorption pro-
cess and tries to describe the phenomena by the probability (0 ≤ Шad ≤ 1)
that particles from the gas phase are adsorbed when they hit the catalyst sur-
face. Assuming a Boltzmann distribution of molecular velocities near the sur-
face, the volumetric molar adsorption rate of the i-th species r reacNadNMol,volNi in
mol/m3 s can be written as (Deutschmann et al. 2011, p. 18):
r reacNadNMol,volNi = ШadNi
√
R EnNmol T
2piM MassNmolNi
c MolNvolNi · c MolNvol
κi
NNi
. (4.21)
In dependence of the specific approach, ШadNi is a function И of the avail-
able surface adsorption sites, lateral interactions with other adsorbents a.s.o.
(Deutschmann et al. 2011, p. 18):
ШadNeffNi = Ш
0
adNi ·И(Θ percNi,T, ...) in
1
m
(
m3
mol
)κi
.
The surface reactions of the adsorbates can be described by the usual Arrhenius
approaches in equations 2.23 and 2.24 or an extended version
r reacNelchemNMol,vol = K reac
0 · T aexp
(
−dG EnNmol ,act + zF ChNmol ∆φ
R EnNmol T
+ӃΘ perc
)∏
i
c MolNvol
κi
Ni
in
mol
m3s
,
(4.22)
which also respects lateral interactions of the adsorbate and charge transfer
processes.
Since both, catalyzed reformation as well as electrochemistry, are surface
bound processes, in principle detailed surface reaction schemes are required
for a precise modeling. For instance the reformation of methane can be de-
scribed by the very sophisticated reaction scheme of Hecht et al. (Hecht et al.
2005). It subdivides the global reactions from section 2.5 into 42 elemen-
tary reactions. The mechanism was applied to electrochemical problems by
Zhu et al. (Zhu et al. 2005) and has today become a part of the DETailed
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CHEMistry (DETCHEM)-SOFC package (Deutschmann et al. 2011). To take
into account electrochemistry at least the following three reactions32 have to
be implemented (Zhu et al. 2005):
H2N(g) + O
×
ONELE
−−⇀↽− H2ON(g) + V ••ONMolNvolNELE + 2e −ChNANO,
CON(g) + O
×
ONELE
−−⇀↽− CO2N(g) + V ••ONMolNvolNELE + 2e −ChNANO,
2e −ChNCAT +
1
2
O2N(g) + V
••
ONMolNvolNELE
−−⇀↽− O×ONELE .
For both, anode33 as well as cathode34, numerous possible elementary reac-
tion pathways and rate-limiting steps have been proposed. For the anode side
the different models (see Figure 4.8) are similar for the sorption processes and
the formation of hydroxyl radicals (OH). Differences can be found primarily
in the locations of the electrochemical reactions, the interstitial behavior of
O2– inside YSZ, the charge transfer steps, and the sorption behavior of wa-
ter (Bieberle 2000, p. 14) (Horita et al. 2006). Mogensen et al. (Mogensen
et al. 2007) argued that the great variety of proposed mechanisms and interme-
diates might be a consequence of different amounts of impurities on the YSZ
surface35 and hence related to operational conditions and specimen prepara-
tion (Utz et al. 2011a). Although spatial-resolved kinetic studies reveal that
methane is steam reformed at the anode rather than being directly utilized
electrochemically (Kleis et al. 2009), some reaction mechanisms have been
proposed for the electro-oxidation of carbon based species as well. Neverthe-
less, due to the high number of possible intermediates compared to hydrogen,
the mechanisms are still less investigated and understood36.
On the cathode side the situation is somehow simpler, since only the reduc-
tion of oxygen has to be considered. Nevertheless, numerous possible surface
reaction paths have been proposed as well37.
32written in Kro¨ger-Vink notation
33(Bieberle 2000; Boer 1998; Holtappels, de Haart, and Stimming 1999; Holtappels et al.
1999; Kee, Zhu, and Goodwin 2005; Kresse and Hafner 2000; Liu et al. 1995; Mizusaki et al.
1994; Wang, Nakagawa, and Kato 2001)
34(Adler 2004; Co, Xia, and Birss 2005; de Souza and Kilner 1998; Fleig 2003; Kenney
and Karan 2006; Kim et al. 2006a; Kuznecov et al. 2004; Mitterdorfer and Gauckler 1999a;
Mitterdorfer and Gauckler 1999b; O¨sterga¨rd and Mogensen 1993; Prestat, Koenig, and Gauckler
2007) (Vielstich, Lamm, and Gasteiger 2003b, p. 543 et seqq.)
35mainly SiO2
36(Kleis et al. 2009; Utz et al. 2011b; Yurkiv et al. 2011)
37(Vielstich, Lamm, and Gasteiger 2003b, p. 595 et seqq.) (Armstrong et al. 2011; Mitterdor-
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Figure 4.8.: Electrochemical models proposed for the hydrogen kinetics of SOFC anodes:
Mizusaki et al. (Mizusaki et al. 1994) supposes oxygen migration to the Ni sur-
face a , whereas de Boer (Boer 1998) and others (Goodwin et al. 2009; Zhu and
Kee 2008) expect hydronium ions and the YSZ surface as primary reactants b . In
contrast Jiang and Badwal (Jiang and Badwal 1997) c , Holtappels et al. (Holtap-
pels, de Haart, and Stimming 1999; Holtappels et al. 1999) d , as well as Bieberle
(Bieberle 2000) and successors e (Bieberle and Gauckler 2002; Mukherjee and
Linic 2007; Vogler et al. 2009) again suggest the Ni surface to be the main location
for hydrogen electrochemistry.
Figure 4.9.: Reaction pathways for oxygen reduction: The oxygen might either be adsorbed
by the LSM first (left and middle) and then transferred to the electrolyte or directly
by the latter, whereby the cathode just acts as an electron provider. In dependence
of the modeling assumptions, modifications and combinations of the paths are
possible; modified from (Fleig 2003).
fer and Gauckler 1999a)
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In accordance to Fleig (Fleig 2003) they can be divided into the three main
pathways shown in Figure 4.9. Oxygen might either be adsorbed by the cath-
ode material and subsequently transported to the electrolyte or directly incor-
porated into the formers atomic grid under adsorption of electrons coming
from the bulk. Since the overall reaction rate is dominated by the path with
the fastest rate determining step, often only one reaction pathway is assumed
(Smith et al. 2006; Svensson 1998). Nevertheless, it is noteworthy to men-
tion that different reaction paths can coexist and affect each other, making the
choice of the dominant reaction mechanism dependent on the manufacturing
process, the material composition, and on operating conditions (Fleig 2003).
4.3.2.2. A surface reaction model based on elementary reaction
kinetics
In order to set up a sub-model for the cathode side, a preparative study of a
LSM-YSZ cathode with both a bulk path and a surface path for oxygen re-
duction is performed (see Figure 4.10). The mechanism is based on the study
Figure 4.10.: Oxygen reduction mechanism: Molecular oxygen is either adsorbed,
charged, and then transferred into the bulk material or directly incorpo-
rated into the latter.
of Choi et al. (Choi et al. 2009) who investigate the reaction enthalpies of
various adsorption mechanisms via molecular dynamic calculations. Molecu-
lar oxygen is adsorbed first, before the molecules subsequently rearrange their
electron hulls to form “peroxo-like” species of adsorbed O2
2−-ions. These
ions are afterwards dissociated into atoms and integrated into the bulk struc-
ture. Alternatively, a direct transition between gas-phase and bulk structure
is also possible (Choi et al. 2009). To simplify the situation during calcula-
tion, in contradiction to Choi et al., in this study the adsorbed “superoxo-like”
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species are assumed to be uncharged. Since potential dependent reaction rates
Figure 4.11.: Cathodic polarization curves: The curves are measured by von Herle,
McEvoy, and Thampi (van Herle, McEvoy, and Thampi 1996) in air at
1000 - 1200 K for porous LSM electrodes. The parameters of the calcu-
lated curves are determined by a Gauss-Seidel algorithm and are sum-
marized in Table 4.1 and Table 4.2.
are not determined by Choi et al. (Choi et al. 2009), a Gauss-Seidel algorithm
is implemented in MATLAB in order to make a temperature dependent least
squares fit to experimental data obtained by van Herle, McEvoy, and Thampi
(van Herle, McEvoy, and Thampi 1996) for porous LSM (see Figure 4.11).
Table 4.1.: Cathode properties: Parameters needed in modeling of the heterogeneous
oxygen reduction at a LSM cathode.
Quantity Value Dimension References
A effNvol 1.0·103 m2/m3 (Svensson 1998)
Po % 0.25 (Svensson 1998)
β 0.5 assumed
Ξ molNLSM 1.0·10−1 mol/m2 (Svensson 1998)
V ••ONMolNvolNLSM = V
••
ONMolNvolNYSZ
20.0 mol/m3 (Svensson 1998)
The reaction mechanism and the calculated quantities are summarized in
Table 4.2. It is obvious that the calculated curves are in a qualitative agree-
ment with the measured ones. Nevertheless, the quantitative agreement is not
very high. Reasons for this might on the one hand the simple structure of the
proposed mechanism and on the other hand the very limited amount of experi-
mental data. When trying to put the obtained results in a relationship with the
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findings in the literature, it can be said that although detailed reaction mecha-
nisms, including the reformation of methane (Hecht et al. 2005), and CO elec-
trochemistry (Yurkiv et al. 2011), have been proposed for both anode (Vogler
et al. 2009) as well as cathode (Choi et al. 2009), cell/stack modeling literature
based on them is rare (Danilov and Tade 2009; Janardhanan, Heuveline, and
Deutschmann 2007). A possible explanation for this might be, that surface re-
actions are very fast compared to fluid or thermal flow phenomena. Hence the
former can be assumed to be always in an equilibrium state and therefore are
only important as rate limiting steps. If the equilibrium assumption is waived,
the reaction rates get strongly dependent on the surface coverage and the num-
ber of available surface sites.
Further studies in the context of this thesis, concerning an implementation
of Hecht et al.’s surface reaction scheme (Hanke 2011b; Hanke 2011a) and the
electrochemistry mechanisms proposed by Vogler et al. (Vogler et al. 2009)
and Yurkiv et al. (Yurkiv et al. 2011), reveal not only a very high computational
effort for calculation, since very small time steps38 are required (Horn 2012).
Table 4.2.: Oxygen reduction on LSM: The reaction scheme describes the oxygen
reduction mechanism for porous LSM cathodes. Values for dG EnNmol ,act and
dG EnNmol ,reac are given in kJ/mol and are taken from Choi et al. (Choi et al.
2009).
reaction K reac 0 a dG EnNmol ,act
or
dG EnNmol ,reac
O2 + LSMsurf −−−→ O2N (ad,LSM) 9.44· 104 -1.55 1.0
O2N (ad,LSM) −−−→ O2 + LSMsurf 3.92· 1016 -0.35 -113.86
O2N (ad,LSM) + 2e
−
ChNLSM −−−→ O2−N (ad,LSM) 1.0· 1010 -4.0 1.0
O2−
N (ad,LSM)
−−−→ O2N (ad,LSM) + 2e −ChNLSM 9.0· 1012 -1.65 -257.62
O2−
N (ad,LSM)
−−−→ O2−LSM + LSMsurf 2.99· 105 0.5 1.0
O2−LSM + LSMsurf −−−→ O2−N (ad,LSM) + YSZ 3.13· 105 0 133.15
O2 + 4e
−
ChNLSM + 2LSM −−−→ 2O2−LSM 1.42· 103 -3.45 12.543
2O2−LSM −−−→ O2 + 4e −ChNLSM + 2LSM 4.0· 101 3.95 -238.33
Moreover, due to the limited number of surface sites, problems with numer-
ical stability and simulation time arise, making it necessary to uncouple the
surface coverage from the reactions by increasing their number to very high
values. This leads to the before mentioned assumption of a sufficient number
38t≈ 10−12 s
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of available locations for reactions at every time. In the end, for steady-state
continuum simulations detailed surface electrochemistry models are not feasi-
ble at the moment. Thus, the subsequently proposed models neglect detailed
surface reaction mechanisms and only focus on macro-scale reaction kinetics.
4.4. Conclusions
To develop a detailed model, a profound understanding of the physical phe-
nomena is crucial. Therefore, as a preparatory work for the current state of the
art in 3D-SOFC modeling, in this chapter general aspects and their mathemat-
ical treatment are described. From this it follows that only little attention is
paid to CO electrochemistry and that a real local description of all phenomena
is still missing too. In order to close this gap, the influence of microstructure
and elementary reaction kinetics is investigated with numerical models. Mi-
crostructural effects are studied for the anode. It is figured out that above a
certain threshold in volume fraction, uninterrupted pathways of every species,
penetrating the entire structure, exist. For this situation the average cermet
properties come close to those of the pure substances. Elementary reaction ki-
netics are investigated for a simplified oxygen reduction mechanism at a LSM
cathode. Although the results agree to some extend with literature data, due to
numerical reasons, limited numbers of surface sites are not feasible for steady-
state continuum simulations. Therefore, simplified models are required. They,
and the modeling of the other phenomena of interest, are the topic of the sub-
sequent chapter.
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5. Model description
In this chapter the necessary submodels for the final Three(3)-Dimensional
(3D) model are developed and verified as preparative studies for the detailed
investigation of the electrochemical and thermal situation inside the novel cell
concept during operation.
In the beginning the underlying numerical methods and the computer based
problem setup are discussed in section 5.1. Because of the strong coupling
between the different phenomena, a validation of the entire model is challeng-
ing. Therefore, in section 5.2 the submodels for the different phenomena are
explained and verified. Hereby in particular a detailed as well as two simpli-
fied models of the SOFC electrochemistry are proposed. The chapter ends in
section 5.3 with a conclusion on the model itself, and the pathway for the final
numerical experiments.
5.1. Numerical methods and problem setup
Starting point for every numerical method is the mathematical model of the
system of interest. In the case of a fuel cell this means in particular the Balance
Equations (BEs) described in the previous chapter. Since they form a set of Par-
tial Differential Equations (PDEs) not only appropriate Boundary Conditions
(BCs) and initial values have to be provided. Moreover, a suitable method for
transferring them into a system of algebraic equations1 must be chosen. (Bozic
et al. 2009, p. 159)
For this study the method of choice is the Finite Volume Method (FVM).
To apply it, the computational domain has to be divided into small Control
Volumes (CVs). At e.g. the centroids of the CVs are the computational nodes
at which the values of the variables are determined. During calculation the in-
tegral formulation of the BEs for each CV is solved. Thereby it is necessary to
1discretization
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approximate the integrals2 by appropriate quadrature methods, resulting in an
algebraic expression for each variable at a node in dependence of some neigh-
boring nodal values. Because of Gauss’ divergence theorem all sources/sinks
inside and fluxes through a CV can be expressed as integrals over its surfaces.
Hence, as long as those integrals are equal for two CVs sharing a boundary, the
FVM is conservative by construction. In consequence, the grid only defines
the locations and shapes of the surfaces, making it possible to use FVM for
any kind of grid and (almost) arbitrarily complex geometries. (Ahmed 2010,
p. 18)(Ferziger and Peric´ 2008, p. 43)
In dependence of the discretization and the nature of the underlying PDEs
the resulting system of algebraic equations is usually non-linear. In this case,
iterative techniques are applied. They consist of guessing a solution, solving
the linear equations, and finally improving the solution until convergence is
reached. By defining the size and the type3 of the convergence criteria it is
possible to adjust the accuracy and required computation time of a solution4.
(Ahmed 2010, p. 19)(Ansys Inc 2011, p. 439 et. seqq.)
In this thesis the FVM program ANSYS/CFX version 14.0 is used. The
problem setup with this software is the subject of the next subsection.
5.1.1. Problem setup
The basic workflow of a CFD simulation is illustrated in Figure 5.1. It starts
with the preparation of an assembled 3D-Computer Aided Design (CAD) model
containing all parts of interest in the system under investigation5. Figure 5.2
shows the extraction and assembly of the CFD model from the CAD6 one. To
save computation time the original geometry is reduced to the smallest self-
repeating unit. It consists of six domains from different materials. The anode’s
and cathode’s flow channels are modeled as gas-phases whereas the electrodes
itself are defined as “porous media”. Here fluid as well as solid phase coexist,
making a special treatment for almost all transport phenomena necessary. The
2surface and volume
3The Root Mean Square (RMS), the MAXimal value (MAX), and the overall flow balances
of every variable are in general of interest (Ansys Inc 2011, p. 439).
4In accordance to the ANSYS/CFD simulation software (CFX) “solver modeling guide”
“double precision” calculation accuracy and a normalized MAX residual level of 1 · 10−4 is in
general applied in this thesis (Ansys Inc 2011, p. 440).
5In this thesis the fluid as well as the solid parts are included.
6see chapter 3.2
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Figure 5.1.: CFD workflow: The workflow of a CFD simulation starts with geometry
and mesh generation. They are followed by problem setup and solution,
before finally the post-processing is done. If design parameters are varied,
the process is re-entered either at the meshing or the setup stage.
electrolyte, the IC, and the sealant7 are modeled as “solid domains” where any
gas-transport is possible. The materials of the domains are as follows:
• anode: porous cermet from Ni and 8YSZ ;
• cathode: porous structure made of LSCF ;
• electrolyte: solid from 8YSZ ;
• gas-phase (anode side): gas mixture from CH4, CO, CO2, H2, H2O,
N2 ;
• gas-phase (cathode side): gas mixture from N2 and O2 ;
• Interconnect (IC): solid from Crofer22APU ;
7In the following the sealant is usually suppressed during calculation, since it is no active
component of the cell.
95
• sealant: solid from
(
SiO2
)
0.65
(
Na2O
)
0.2
(CaO)0.12(BaO)0.03 .
Since the temperature has an outstanding influence on the transport properties,
temperature dependent expressions from the literature are applied whenever
possible. A summary of the required material parameters, fitting expressions,
and numerical values is included in appendix C. In the simulations the smaller
front and end faces of the gaseous domains act as gas in- and outlets and those
of the IC as electrical contacts. For the other surfaces symmetry is assumed.
Figure 5.2.: Extraction of the smallest self repeating unit: From the original geom-
etry the smallest self-repeating unit is extracted for CFD model creation;
modified from (Todt 2011).
The geometry is subsequently passed to the mesh generator which tries to
approximate it with CVs using different strategies. The mesh has to be fine
enough to sufficiently represent the geometry and to have no influence on the
physical phenomena of interest. Nevertheless, it has to be coarse enough to
minimize computation time and required resources. Additionally the “numer-
ical quality” of the mesh should be sufficient to inhibit numerical problems.
Figure 5.4 compares the results of a flow simulation with different numbers
of CVs. Since the results are (almost) identical for more than approximately
two million nodes this resolution is used as minimum for the electrochemical
simulations.
Due to problems with convergence of the thermal effects, variations of the
original geometry are investigated (see Figure 5.3) in order to minimize the
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number of “degenerated elements” at the bended ends of the fins. Moreover,
the “straight fin” and the “discrete fin geometry” allow mesh creation from one
part instead of an “assembly”. This leads to a steady mesh among all regions
rather than one where interpolation between non-steady meshes is needed at
domain boundaries. Finally, grid refinement is performed close to the surfaces
of the porous regions in order to reduce the remaining residuals during solu-
tion.
Problem setup is done with ANSYS/CFX-pre which allows to define all do-
mains, their materials, and BCs as well as variables for additional quantities
of interest. The program can be extended by self written Fortran routines8
which are afterwards linked to the CFD solver. Since it is not possible to write
“UserFortran” routines for paralleled computation all simulations have to be
performed with a single processor, leading to calculation times of two to three
weeks on a Intel R© CoreTM i5-2500 K Central Processing Unit (CPU). The large
number of almost 6.5 million elements for a single cell of the “discrete fin” ge-
ometry also precludes the simulation of a series connection of non-isothermal
cells. The latter is only possible for the rather coarsely meshed “original” ge-
ometry, but for which non-isothermal convergence is hard to attain. Since all
of the so far mentioned geometries require rather fine meshing and thus long
computation times, the final simulations are made with a “simplified geom-
etry”. Here the fins at the cathode side are slightly shifted and the “covered
regions” are reduced to the thickness of the IC. Together with a growth of the
cathode from 5 · 10−5 m to 1 · 10−4 m, this leads to a significant reduction in
meshing complexity, computation time9, and enhanced convergence behavior.
Information about the respective meshes are listed in the captions of Figure
5.5. Finally, the results are post-processed in ANSYS/CFX-post.
In order to verify the simulation results they have to be compared with
known analytical solutions or other simulations. Since all processes in a fuel
cell are strongly coupled this has to be done separately for all submodels in the
next subsection.
8so called “UserFortran”
9With an appropriate replacement of the “UserFortran” routines parallel computation and
thus computation times of four to eight hours on the above mentioned machine are possible.
97
“Original geometry”
Nodes: 1.85 million
Elements: 0.44 million
Aspect ratio: 2.69 (min = 1.0, max ≈ 139.69,љ ≈ 2.33)
Quality: 0.70 (min ≈ 3.91·10−2, max ≈ 0.99, љ ≈ 0.22)
Skewness: 1.45·10−1 (min ≈ 1.31·10−10, max ≈ 0.99,љ
≈ 1.98·10−1)
“Discrete fin geometry”
Nodes: 6.36 million
Elements: 6.54 million
Aspect ratio: 1.80 (min = 1.0, max ≈ 11.46, љ ≈ 0.52)
Quality: 0.85 (min ≈ 0.20, max ≈ 0.99, љ ≈ 0.11)
Skewness: 4.88·10−2 (min ≈ 1.31·10−10, max ≈ 0.81,љ
≈ 9.67·10−2)
“Straight fin geometry”
Nodes: 5.89 million
Elements: 18.11 million
Aspect ratio: 1.79 (min = 1.0, max ≈ 48.33, љ ≈ 0.55)
Quality: 0.85 (min ≈ 4.65·10−2, max ≈ 0.99, љ ≈ 0.11)
Skewness: 1.99·10−1 (min ≈ 1.31·10−10, max ≈ 0.98,љ
≈ 1.39·10−1)
Figure 5.3.: 3D-CAD model of the “original geometry” and variations: While the
“original geometry” possesses sinusoidal shaped fins, the “discrete fin ge-
ometry” simplifies the curved parts by discrete steps. The “straight fin
geometry” discards the original curved fins and replaces them by direct
connections. The meshing differs between the three geometries, since
each of them features specific challenges for the ANSYS/CFX-pre mesh-
ing algorithm. The “discrete fin geometry” can be easily meshed with
a hex-based mesh. However, due to the geometry of the discrete steps
and the quality criteria for the thin elements inside the cathode, a lot of
nodes are required. The same accounts for the “straight fin geometry”,
which even requires tetrahedral elements because of the diagonal baﬄes.
The “original geometry” leads to problems with degenerated elements in
those areas where the curved fins get in contact with the electrodes. Since
both hexahedrons and tetrahedrons are used, a significant decrease in the
number of elements and thus a serial connection of several cells is possi-
ble.
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Figure 5.4.: CV convergence study: The results of isothermal, turbulent flow simu-
lations with the original geometry are examined at the line A1 (top) for
different numbers of CVs. It can be seen that a high correlation exists
among the different grid sizes (bottom right).
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“Simplified geometry”
Nodes: 7.12 million
Elements: 6.75 million
Aspect ratio: 1.59
(min = 1.01, max ≈ 3.44,љ ≈ 0.66)
Quality: 0.87
(min ≈ 0.49, max ≈ 0.99,љ ≈ 0.15)
Skewness: 3.70·10−2
(min ≈ 1.31·10−10, max ≈ 0.59, љ
≈ 7.51·10−2)
Figure 5.5.: 3D-CAD model of the simplified geometry: In the “simplified geom-
etry” the flow direction is altered from the x - to the z-direction and the
anode and cathode side of the PEN are flipped. To simplify the geome-
try, the fins are reduced to straight contacts with the thickness of the IC’s
material. Compared to the other geometries, this, and a shifting on the
cathode side in x -direction, leads to a reduction of the geometry by 50 %
in x - as well as y-direction.
5.2. Submodels
In order to describe the fuel cell process with a CFD model, the physical phe-
nomena discussed in chapter 4.1 have to be implemented into the problem
setup. Before the submodels are explained and verified separately some gen-
eral remarks and modeling assumptions have to be made:
• Electrochemistry:
– No intermediates from surface reactions.
– Л stoichNair/fuel > 1.
• Energy:
– Radiative heat transfer is neglected.
• Fluid flow:
– The gases enter the flow channels with pre-defined and homoge-
neous temperatures; TinNANO and TinNCAT.
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– A fully developed laminar flow profile is assumed at the inlet (shape
see subsection 5.2.2).
– Only gaseous components enter and leave the fuel cell.
– Operating media are CH4, CO, CO2, H2, H2O, N2, and O2.
• General aspects:
– 3D, steady-state model.
– All gases are assumed to behave like ideal gases.
– Validity limited to 650 K ≤ T ≤ 1200 K due to fitting parameters.
– The PEN structure has the geometrical dimensions introduced in
section 3.2.210.
– Transient effects like sintering are neglected.
– The investigated self repeating unit is taken from the middle of the
cell stack, thus in accordance to Tanaka et al. (Tanaka et al. 2007)
interactions with the environment are negligible.
• Porous electrodes:
– Parts of percolating clusters from all species are apparent at every
CV.
– The average composition of the electrodes is valid for every CV11
and the length of the TPBs is directly proportional to the composi-
tion.
5.2.1. Diffusion and dynamic viscosity
For the convective flow in the gas channels the average dynamic viscosity
of the medium is required. Based on the results of Todd and Young (Todd
and Young 2002), in the model Reichenberg’s method is applied to calculate
the average dynamic viscosity12 Γ visc of the gas phase (Poling, Prausnitz, and
10For the “simplified geometry” the cathode thickness is doubled.
11no changes due to e.g. sintering
12For the different species temperature dependent expressions for Γ viscNi are summarized in
appendix C.
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O’Connell 2001, p. 9.15 et. seqq.):
Γ viscN(g) = 10
−7 ·
n∑
i=1
Ҝi ·
1 + 2 ·
i−1∑
j=1
(
Ңi/ jҜj
)
+
n∑
j=1
j,i
n∑
k=1
k,i
(
Ңi/ jҢi/kҜjҜk
) in kgm s , (5.1)
where
Ҝi =
107 · y MolNmolNiΓ viscNi
y MolNmolNi + 10
7 · Γ viscNi ·
∑n
k=1
k,i
(
y MolNmolNkҢi/k ·
(
3 +
2M MassNmolNk
M MassNmolNi
))
and
Ңi/ j =
√√ M MassNmolNi M MassNmolN j
32 ·
(
M MassNmolN i + M MassNmolN j
)3 · (Ғi + Ғj)2 ·
(
1 + 0.36TredN i/ j ·
(
TredN i/ j − 1
)) 1
6 ҜredNi/ j√
TredN i/ j
.
The design parameter Ғi, the reduced temperature of the i-th and the j-th
species TredNi/ j, and the reduced polar correction of both species ҜredNi/ j are
given by:
Ғi =
M MassNmol
1
4
Ni√
107 · Γ viscNiЏi
, Џi =
(
1 + 0.36TredNi ·
(
TredNi − 1
)) 1
6 ҜredNi√
TredNi
,
TredNi =
T(g)
TcritN(g)Ni
, TredNi/ j =
T(g)√
TcritN(g)NiTcritN(g)N j
,
ҜredNi =
T3.5redNi +
(
10 · δredNi
)7
T3.5redNi ·
(
1 +
(
10 · δredNi
)7) , ҜredNi/ j = T3.5redNi/ j +
(
10 · δredNi/ j
)7
T3.5redNi/ j ·
(
1 +
(
10 · δredNi/ j
)7) .
Here, TcritN(g)N j is the critical temperature of the i-th gas species. The dimen-
sionless reduced dipole moment of the i-th component δredNi is calculated in
dependence of the critical pressure pcrit in bars from (Poling, Prausnitz, and
O’Connell 2001, p. 9.9):
δredNi =52.46 ·
δ2i pcrit
T2crit
, δredNi/ j =
√
δredNiδredN j .
To verify the implemented procedure in Figure 5.6 calculated values are refer-
enced to literature data. For the diffusive species transport for every species i
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in a n-species mixture an effective molecular diffusion coefficient DeffN(g)Ni in
dependence of the molar fractions y MolNmolN j of the other j species in
molspeciesN j/moltot and the binary diffusion coefficient DmoleN(g)Ni/ j in m
2/s have
to be calculated (Yakabe et al. 2000):
Figure 5.6.: Dynamic viscosities of pure substances and gas-mixtures: The values
are calculated in dependence of the temperature T in K. The left figure
shows Γ viscNaveN(g) for selected pure substances based on the PTPPC data.
The right one displays a comparison of experimental and calculated re-
sults for a O2-H2 mixture in dependence of the oxygen content. The data
is taken from (Todd and Young 2002).
DmoleN(g)Ni =
(
1 − y MolNmolNi
)
·

n∑
j=1
j,i
y MolNmolN j
DmoleN(g)Ni/ j

−1
. (5.2)
In this thesis, the latter are calculated using Hirschfelder’s adaption of the
Chapman-Enskogg Equation (CEE)(Bozic et al. 2009, p. 59):
DmoleN(g)Ni/ j = 1.8583 · 10−7 ·
T
3
2
(
M MassNmolNi
+M MassNmolN j
M MassNmolNi
·M MassNmolN j
) 1
2
pЬ scat
2
Ni/ jΩ coll
in
m2
s
in dependence of the gas pressure p in atm, the molar masses M MassNmolNi and
M MassNmolN j in kg/mol, the scattering-diameter (Lennard-Jones-length) of the
molecules Ь scatNi/ j, and the dimensionless diffusion collision integral Ω coll . Ac-
cording to Todd and Young (Todd and Young 2002) for mixtures more accurate
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results for Ω coll are obtained using the equation given by Poling, Prausnitz, and
O’Connell (Poling, Prausnitz, and O’Connell 2001, p. 11.6):
Ω coll =
1.06036(
k En,B T
єi/ j
)0.1561 + 0.193
exp
(
0.47635
k En,B T
єi/ j
) + 1.03587
exp
(
1.52996
k En,B T
єi/ j
) + 1.76474
exp
(
3.89411
k En,B T
єi/ j
) ,
compared to the usual application of the mixing law to the PTPPC data. Hereby
is єi/ j the exchange energy between the i-th and the j-th species in J13.
The diffusive flux in the porous electrodes is modeled using the DGM. Here
the diffusion of an ideal gas consists of molecular diffusion DmoleN(g)Ni and
Knudsen diffusion DKnudN(g)Ni (Bozic et al. 2009, p. 62). The latter respects the
influence of the interactions with the walls on the movement of the gas particles
(Garcia-Camprubi, Sanchez-Insa, and Fueyo 2010; Pramuanjaroenkij, Kakac,
and Yangzhou 2008):
1
DeffN(g)Ni
=
τ
Po %
·

(
1 − y MolNmolNi
)
DmoleN(g)Ni
+
1
DKnudN(g)Ni
 , (5.3)
using the porosity Po % of the media and an empirical fitting coefficient τ called
tortuosity. It compares the length of the gas path through the pores per unit of
length with a direct connection. For spherical pores the effective Knudsen
diffusion coefficient can be derived from kinetic gas theory as (Bozic et al.
2009, p. 62):
DKnudN(g)Ni =
2 · ιpore
3
√
8R EnNmol T
piM MassNmolNi
. (5.4)
Here M MassNmolNi is the molar mass of the i-th species in kgspeciesNi/molspeciesNi,
and ιpore the average pore radius in m.
Both tortuosity τ and average pore radius ιpore are strongly dependent on the
final PEN. Therefore, following the theoretical study of Iwai et al. (Iwai et al.
2010), for the anode a value of τ = 1.94 (cathode: τ = 1.29 (Leonide 2010,
p. 58)) and an average pore radius of ιpore = 3.75· 10−6 m (Garcia-Camprubi,
Sanchez-Insa, and Fueyo 2010) (cathode: ιpore = 2· 10−6 m (Liu et al. 2010b))
are assumed. Figure 5.7 verifies the temperature dependent values of the effec-
tive diffusion coefficients DmoleN(g)Ni/ j for binary mixtures by comparing them
with literature data.
13See appendix C for a summary of the values used for Ь scatN i/ j and єi/ j
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Figure 5.7.: Effective diffusion coefficients of pure substances and gas-mixtures:
The values are calculated in dependence of the temperature T in K. While
the right figure compares the calculated results for selected binary diffu-
sion coefficients with values from the literature (Todd and Young 2002),
the left one shows the porosity and tortuosity dependence of a binary gas
mixture.
For the non-isothermal simulations, the effective diffusion coefficients from
equations 5.2 and 5.3 must be replaced by the average diffusion coefficient of
an ideal mixture of ideal gases. The reason for this is not physical, but an
imperfect implementation of the energy equation in the CFX solver. During
calculation, along with a decay in the RMS residuals, a constant increase in
the MAX residuals can be observed. Finally, the latter not only leads to a ter-
mination of the calculation, but also to unphysical “thermal halos” of elevated
temperature close to the boundaries of the solid parts. This behavior can be
observed for both variable and fixed values of DeffN(g)Ni in all geometries and
can only be solved by the process described above.
Using the results of the previous subsection and those of section 2.4.1, for
the porosity a constant value of Po %NCAT = 0.35 (Bossel 1992; Mu¨cke 2009b;
Tietz 1999)14 for the cathode, and Po %NANO = 0.32 with a fixed volume ratio
of Ni/YSZ = 0.55/0.45 for the anode are assumed. Additionally, the model
parameter permeability ҟ is also required for the ANSYS/CFX solver. In ac-
cordance to measurements and simulations made by Huang et al. (Huang et al.
2010) a value of ҟ = 10−11 m2 is applied for both electrodes.
14in the literature the values vary between 0.3 and 0.4 (Kilius and Krstic 2009; Shi et al.
2007b; Sleiti 2010)
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5.2.2. Fluid flow
A standard test case for the fluid flow is the flow channel with a square cross-
section. Figure 5.8 illustrates the velocity profiles along a line through the
middle of the outlet plane in dependence of the number of CVs. Analytical
solution (Stemich 2006, p. 144 et. seqq.) and CFD results show a high corre-
lation which equals almost unity for higher numbers of CVs. Concerning the
Figure 5.8.: Fluid flow test results: The velocity profile is evaluated at a line through
the outlet plane of the flow channel (upper image). The velocity profiles
(left) show increasing correlation with the analytical result for growing
numbers of CVs (bottom).
inlet velocity profile, the results of the work of Schild (Schild 2011, p. 129)
can be applied. He showed that by adjusting the inlet manifold, a very high
flow uniformity for every flow channel15 is possible. Therefore, for the final
geometry, a parabola shaped velocity profile16 is assumed at the inlet. In his
investigation of the fluid flow through channels of small dimension17 in a plate
15and among them
16the profile of a laminar flow through two parallel plates
17approximately 3 mm in diameter
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heat-exchanger Schild also compared the results obtained by different turbu-
lence models. For his situation of velocities in the range of 4 m/s18 the Shear
Stress Transport (SST) turbulence model19 (Schild 2011, p. 76) showed opti-
mal results. In the current case the grid study gives only low fluid velocities
with values below 3.3 m/s and Reynolds numbers20 below 100 (see Figure 5.9).
Therefore, turbulence modeling can be neglected and the usual assumption21
of laminar flow is made.
Table 5.1.: Inlet BCs: If not otherwise noted, the tabulated values are used for the
subsequent flow simulations. Gas quantities that are not listed in a domain
have a mass fraction of zero kgspecies/kgtot.
Quantity Value Dimension Reference/Note
anode gas-channel
T 973 K assumed〈
~u
〉
1 m/s assumed, perpendicular to the
inlet plane
CH4 0.3 kgCH 4 /kgtot assumed
CO 0.15 kgCO/kgtot assumed
CO2 0.01 kgCO 2 /kgtot assumed
H2 0.44 kgH 2 /kgtot assumed
H2O 0.1 kgH 2 O/kgtot assumed
cathode gas-channel
T 973 K assumed〈
~u
〉
2 m/s assumed, perpendicular to the
inlet plane
N2 0.77 kgN 2 /kgtot (Lefebvre 2011)
O2 0.23 kgO 2 /kgtot (Lefebvre 2011)
18mass flows of about 5·10−7 kg/s
19The basis of this turbulence model are wall-scale functions to generate a transition between
the k turb−ω turb turbulence model (k turb−ω turb ) and the k turb−ε turb turbulence model (k turb−ε turb ).
The former gives better results for the flow near the surface at low Re, whereas the latter is more
suitable for high Re numbers and bulk flow. Details on all models can be found in (Bozic et al.
2009, p. 36 et. seqq.)(Schild 2011, p. 46 et seqq.)(Menter 1994; Wilcox 1988).
20The calculation of local values for Re is explained in subsection 4.1.4. For the gas channels
an hydraulic diameter of
√
L2x + L2y with Lx = 2.3·10−3 m (maximal width between two fins) and
Ly = 2.4·10−3 m (maximal height) is assumed.
21e.g. (Bi, Li, and Lin 2010; Chyou et al. 2005)
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Figure 5.9.: Reynolds numbers in the cathode flow channel: For the given inlet con-
ditions (see Table 5.1) the highest Reynolds numbers are obtained in the
cathode’s gas channel. Here the results of a simulation with the “simpli-
fied geometry” in a x -z-plane at y = 0.15 mm are shown. Since the values
are below 100, laminar flow can be assumed.
5.2.3. Reformation of methane
For the reformation of methane (see section 2.5) during the last decades numer-
ous kinetic models have been proposed (Andersson, Yuan, and Sunde´n 2012).
In contrast to others,22 the models of Xu and Fromet (Xu and Fromet 1989b;
Xu and Fromet 1989a) and Snoeck and Fromet (Snoeck and Froment 2002)
explicitly take the catalyst loading of the porous cermet into consideration.
Since these models are the basis for successful adoptions to fuel cell problems
(Lehnert, Meusinger, and Thom 2000), they are chosen for this thesis.
The models are based on empirical expressions for the reaction rates of the
reformation reactions (Xu and Fromet 1989b) in mol/m3 s:
r reac1 =
A effNvolNNi
A cataNmass
· c %NNi ·
K reacN1
p2.5H 2
· DEN2 ·
pCH 4 pH 2 O − p
3
H 2
pCO
KequiN1
 , (5.5)
r reac2 =
A effNvolNNi
A cataNmass
· c %NNi ·
K reacN2
pH 2 · DEN2
·
(
pCO pH 2 O −
pH 2 pCO 2
KequiN2
)
, (5.6)
r reac3 =
A effNvolNNi
A cataNmass
· c %NNi ·
K reacN3
p3.5H 2
· DEN2 ·
pCH 4 p2H 2 O − p
4
H 2
pCO 2
KequiN3
 , (5.7)
in dependence of the Ni catalyst’s effective surface per volume A effNvolNNi in
m2/m3, the effective surface per mass catalyst A cataNmass in m
2/gcata, the relative
22e.g. Wang et al. (Wang et al. 2008)
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concentration of nickel surface sites:
c %NNi = 1 −
c MolNvolNC,adNNi
A effNvolN,NiΞ molN(ad,Ni)
, (5.8)
the reaction rate coefficient K reacN1 in bar
2.5 mol/gcata s, the partial pressures pi
of the reactants and products in bar, and the equilibrium constant KequiN1 in
bar. The reaction rate coefficients of the reactions two and three are K reacN2
and K reacN3 in bar mol/gcata s, respectively bar
2.5mol/gcata s. KequiN2 and KequiN3
are the respective equilibrium constants23. The denominator DEN is the same
for equation 5.5 and the following equations 5.6 and 5.7. It is determined in
dependence of the equilibrium constants of the reactants24:
DEN = 1[bar] + KequiNCO pCO + KequiNH 2 pH 2 + KequiNCH 4 pCH 4 +
KequiNH 2 O pH 2 O
pH 2
. (5.9)
Finally, the Boudouard reaction rate r reacNBoudouard is calculated in dependence
of the rate coefficient K reacNBoudouardN1 in bar mol/gcata s and the equilibrium
constants of the reaction25 (Snoeck and Froment 2002):
r reacNBoudouard =
A effNvolNNi
A cataNmass
· c %NNi
·

K reacNBoudouardN1KequiNBoudouardNCO ·
(
pCOc %NNi −
pCO 2 c %NC
KequiNBoudouard pCO
)
(
1[bar] + KequiNBoudouardNCO pCO +
pCO 2 c %NC
KequiNBoudouardNCO 2 KequiNBoudouardNCO pCO
)2
 . (5.10)
The reaction rate coefficients K reacN1, K reacN2, K reacN3, and K reacNBoudouardN1 as
well as the equilibrium constants KequiNCH 4 , KequiNCO, KequiNBoudouardNCO,
KequiNCO 2 , KequiNBoudouardNCO 2 , KequiNH 2 , and KequiNH 2 O are determined by an
Arrhenius approach of the form26:
K reacNi = ai · exp
−dG EnNmol ,actNi
R EnNmol T
 . (5.11)
Here ai are the constant pre-exponential coefficients and dG EnNmol ,actNi the mo-
lar activation energy of the i-th species. For the equilibrium constants KequiN1,
23dimensionless for reaction two, in units of bar2 for reaction three
24all dimensionless despite of KequiNH 2 O which is in units of bars
25KequiNBoudouardNCO is dimensionless, KequiNBoudouardNCO 2 and KequiNBoudouard are in units of 1/bar
26for the evaluation the activation energy dG EnNmol ,act is replaced by the heat of adsorption
dH EnNmol ,ad.
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KequiN2, and KequiN3 the following empirical expressions are applied (Adris,
Lim, and Grace 1997):
KequiN1 = aequiN1N1exp
(
aequiN1N2 −
aequiN1N3
T
)
, (5.12)
KequiN2 = exp
(
−aequiN2N1 +
aequiN2N2
T
)
, (5.13)
KequiN3 = KequiN1 · KequiN2 (5.14)
Numerical values for all coefficients are summarized in Table 5.2.
Table 5.2.: Constants of the reformation model: The table summarizes the constants
of the reformation models .
quantity dimension value reference / note
effective surface per volume
A cataNmass
m2/m3 33.9·104 assumed
number of Ni surface sites per
square meter Ξ molN(ad,Ni)
mol/m2 19.9·10−6 estimated for Ni’s Van
der Waals radius ιNi =
1.63·10−10 m (Bondi 1964)
pre-exponential coefficients
a1 bar2.5 mol/gcata s 1.174·1012 (Xu and Fromet 1989b)
a2 bar mol/gcata s 5.431·102 (Xu and Fromet 1989b)
a3 bar2.5 mol/gcata s 2.833·1011 (Xu and Fromet 1989b)
aBoudouardN1 bar mol/gcata s 7.425·103 (Snoeck and Froment 2002)
aequiNCH 4 6.650·10−4 (Xu and Fromet 1989b)
aequiNCO 8.230·10−5 (Xu and Fromet 1989b)
aequiNBoudouardNCO 2.847·10−10 (Snoeck and Froment 2002)
aequiNBoudouardNCO 2 1/bar 8.386·103 (Snoeck and Froment 2002)
aequiNH 2 8.120·10−9 (Xu and Fromet 1989b)
aequiNH 2 O bar 1.770·105 (Xu and Fromet 1989b)
fitting coefficients
aequiN1N1 bar
2 1.030·1010 (Adris, Lim, and Grace
1997)
aequiN1N2 304.197·10−1 (Adris, Lim, and Grace
1997)
aequiN1N3 K 271.062·102 (Adris, Lim, and Grace
1997)
aequiN2N1 379.762·10−2 (Adris, Lim, and Grace
1997)
aequiN2N2 K 415.954·101 (Adris, Lim, and Grace
1997)
Continued on next page
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Continued from previous page
quantity dimension value reference / note
activation energies and heat of adsorption
dG EnNmol ,actN1 J/mol 240.100·103 (Xu and Fromet 1989b)
dG EnNmol ,actN2 J/mol 67.130·103 (Xu and Fromet 1989b)
dG EnNmol ,actN3 J/mol 243.900·103 (Xu and Fromet 1989b)
dG EnNmol ,actNBoudouardN1 J/mol 108.379·103 (Snoeck and Froment 2002)
dH EnNmol ,ad,equiNCH 4
J/mol -38.280·103 (Xu and Fromet 1989b)
dH EnNmol ,ad,equiNCO J/mol 70.650·10
3 (Xu and Fromet 1989b)
dH EnNmol ,ad,equiNBoudouardNCO J/mol -92.543·10
3 (Snoeck and Froment 2002)
dH EnNmol ,ad,equiNBoudouardNCO 2
J/mol 89.805·103 (Snoeck and Froment 2002)
dH EnNmol ,ad,equiNH 2
J/mol -82.900·103 (Xu and Fromet 1989b)
dH EnNmol ,ad,equiNH 2 O
J/mol 88.68·103 (Xu and Fromet 1989b)
The source terms for the different species in mol/m3 s are subsequently ob-
tained via:
ΥMol,volNC,adNNi = r reacC,adNNi = r reacNBoudouard , (5.15)
ΥMol,volNCH 4 = r reacCH 4 = −r reac1 − r reac3 , (5.16)
ΥMol,volNCO = r reacCO = r reac1 − r reac2 − 2r reacNBoudouard , (5.17)
ΥMol,volNCO 2 = r reacCO 2 = r reac2 + r reac3 + r reacNBoudouard , (5.18)
ΥMol,volNH 2 = r reacH 2 = 3r reac1 + r reac2 + 4r reac3 , (5.19)
ΥMol,volNH 2 O = r reacH 2 O = −r reac1 − r reac2 − 2r reac3 . (5.20)
The test case is given by a rectangular flow channel with a porous cat-
alytic bed (see Figure 5.10). At the inlet a homogeneous mixture of 0.33/0.66
kgspecies/kgtot CH4/H2O with an average fluid velocity of 1.5 m/s is assumed.
To save computation time it is necessary to source out the fast reaction kinetics
to a “UserFortran” routine which extends the ordinary CFD solver setup by self
written code. Figure 5.11 shows a block diagram of the algorithm which eval-
uates the rates of the reformation reactions. The algorithm starts with an input
set of the reactants molar concentrations at the current temperature T . Since
the fluid is moving through the finite volumes of the computational grid the
algorithm cannot proceed with its calculations until a steady-state is attained.
It rather has to stop when the residence-time of the fluid τfl27 in each CV is
reached (see Figure 5.12).
27τfl = min
(
Ay ,z
~ux
,
Ax ,z
~uy
,
Ax ,y
~uz
)
in s.
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Figure 5.10.: Test geometry for the reformation submodel: As a test case a rectan-
gular flow channel with a porous catalytic bed is assumed. Here the case
for T = 800 K is presented.
For smaller times the reaction rates are calculated according to equations
5.5, 5.6, and 5.7. Since they are the first derivatives of the concentrations at the
time t, only a linear approximation of the time dependency around t is possible.
In order to minimize both, the computation time and the residual error, the time
step dt after which the concentrations and reaction rates are calculated again
is determined by the time needed to change the concentration of one of the
reactants by 15 %28 (see Figure 5.13).
When either a steady-state or the residence time are reached, the difference
of the final concentrations and the input values divided by the total time ttot are
calculated to give the reaction rates per second. This result is passed back to
the CFD solver which finally calculates the energy balance29 by the difference
of the molar enthalpies ∆H EnNmol per CV at the beginning and at the end
30 of
each iteration step.
To check the validity of the model it has to prove its ability to finally calcu-
late the right equilibrium composition of the reactants after a sufficient amount
of time for the reaction. Therefore, on the one hand the temperature and com-
28A comparison of a linear approximation at t = 0 s and a standard PT1 element gives an error
of about 8 % to the real solution for a 15 % change relative to the inlet conditions. If t + dt is
greater than τfl, dt is altered to dt = τfl.
29and sets up the respective sources and sinks
30after undergoing chemical reactions
112
Figure 5.11.: Block diagram of the reformation algorithm: The “UserFortran” sub-
routine calculates the reaction progress until either a steady-state (∆ ≤
∆min) or the residence time of the fluid (t ≥ τ) is reached.
position are evaluated at a pre-defined location in the CFD model and on the
other hand a 0D version of the algorithm is implemented in MATLAB.
Figure 5.14 shows the results for concentration profiles of all species from
the CFD, MATLAB, and a thermodynamic equilibrium calculation performed
with the Thermochemical software and database package (FactSage) version
6.3. Despite of a slight underestimation of the hydrogen concentration in the
CFD results at intermediate temperature, the models show a high correlation
to the thermodynamic equilibrium calculation. It is furthermore noteworthy to
mention that the C concentration is negligible in any case and thus will not be
addressed in the subsequent investigation.
Figure 5.12.: Movement of a fluid front through a finite volume: In the example the
fluid is moving in x -direction. The fluid front of interest enters the CV
at t = 0 s. Until it has reached the opposite surface at t = τfl the species
traveling on it experience chemical reactions.
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Figure 5.13.: Time step adjustment during reaction rate calculation: At every
point in time the current reaction rate r reac i is calculated (dotted lines).
The time-step is determined by a 15 % change in the reactants concen-
tration.
5.2.4. Heat transfer
Heat transfer can be subdivided into two different aspects: heat transfer within
a phase and among two phases. While the former is described by the entire
energy BE31 (see equation 4.7) the latter focuses on the continuity equation
4.9. The convective and diffusive terms in equation 4.7 are governed by c En,v ,
λ En , and ρMassNvol for which values and temperature dependent expressions are
taken from the literature (see appendix C for a summary).
As already discussed in section 4.1.4, inter-phase heat transfer is dominated
by the local convective heat transfer coefficient α thNconvec, which is calculated
in dependence of the Nußelt number Nu, the thermal conductivity of the gas
phase λ EnN(g), and the hydraulic diameter Ldia (see equation 4.10). According
to the literature (Verein Deutscher Ingenieure 2006, p. Gb 6), for the latter the
average channel diameter32 is used.
Since the fluid flow simulations allow the assumption of laminar flow, em-
pirical correlations to calculate Nu for turbulent flow are not necessary, and
from Sanchez, Mun˜oz, and Sanchez (Sa´nchez, Mun˜oz, and Sa´nchez 2007) a
value of Nu = 3.607 for fully developed laminar flow is applied. According
to Todd and Young (Todd and Young 2002), Wassiljewas’s expression for the
average thermal conductivity λ EnN(g) of a n component gas mixture in W/m K
31for solids the convective term is zero; for steady-state situations the storage term is zero
32Ldia = 2.3 ·10−3 m
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Figure 5.14.: Concentration profiles of the reformation reactions: The composi-
tion of the reactants in the CFD simulation has almost reached the equi-
librium composition (index: CFX). In particular the equilibrium (index:
FactSage) and the 0D MATLAB simulations (index: MATLAB) show a
high correlation.
(Poling, Prausnitz, and O’Connell 2001, p. 10.30):
λ En ,(g) =
n∑
i=1
y MolNmolNiλ EnNi∑n
j=1 y MolNmolN jҔi/ j
(5.21)
is very suitable for SOFCs and thus is selected for in this thesis. Here y MolNmolNi
is the molar fraction of the i-th species in molspeciesNi/moltot and λ EnNi its thermal
conductivity in W/m K. The Mason and Saxena modification of the interaction
parameter Ҕi/ j:
Ҕi/ j =
a1
1 + √ Γ viscNiΓ viscN j ·
( M MassNmolN j
M MassNmolNi
) 1
4
2√
8 ·
(
1 +
M MassNmolNi
M MassNmolN j
) with Ҕi/i = 1 (5.22)
for the i-th and the j-th component is calculated in dependence of the thermal
conductivities λ EnNi, the molar masses M MassNmolNi and M MassNmolN j in kg/kmol,
and a dimensionless numerical fitting coefficient a1 which is usually taken as
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unity. The required thermal conductivities of the pure substances are avail-
able e.g. from the PTPPC handbook. A comparison of calculated values with
literature data is shown in Figure 5.15. (Todd and Young 2002)
Figure 5.15.: Thermal conductivity and heat transfer coefficient: The left figure compares
the thermal conductivity of a H2-CO2 mixture in dependence of the fluid tem-
perature T in K and the mixture composition with literature data from Todd and
Young (Todd and Young 2002). The right figure references the calculations to
literature data (Kuwahara, Shirota, and Nakayama 2001; Saito and de Lemos
2005) by illustrating the influence of the porosity and the Reynolds number on
the heat transfer coefficient α th ,diffN(g)/(s) of the porous medium (Pr = 1).
Using the results in Figure 5.15, values in the range of 10≤ α thNconvec ≤
250 W/m K can be derived from equation 4.10 for a binary H2-CO mixture.
Since heat transfer literature often focuses on the estimation of Nu and em-
pirical correlations for the heat transfer of certain heat exchanger geometries,
specific literature data on the current setup is limited. Hence the literature data
for calculated values of the convective heat transfer through the rips of a finned
tube bundle, which are in the same order of magnitude (Verein Deutscher In-
genieure 2006, p. Mb 3 et seqq.), allow only a rough verification.
While ANSYS/CFX can solve equation 4.10 for heat transfer between solid
and fluid phases (e.g. gas channel and IC) it is necessary to give an expression
for Tfl, calculating the solid-fluid heat transfer at a boundary between porous
and fluid domains. Since the temperature changes between in- and outlet are
not expected to be very high, the respective inlet temperatures TANONin and
TCATNin are set as fixed references.
33
33Attempts to find better approximations by averaging between inlet and outlet values or
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As mentioned earlier, in the porous electrodes inter-phase conduction is
dominant. Unfortunately, the number of macroscopic approaches for a de-
termination of α th ,diffN(g)/(s) is very small (Martynenko and Pavlyukevich 1998;
Saito and de Lemos 2005). Since real porous media are build from (almost)
chaotic random structures, analytical approaches usually start from idealized
physical models. One of these approaches is the one of Kuwahara, Shirota,
and Nakayama (Kuwahara, Shirota, and Nakayama 2001). They assume an
infinite number of solid square rods of Lx ·Lx 34 in a regular triangular pattern
(see Figure 5.16).
Figure 5.16.: Simplified model of the heat transfer in a porous medium: Kuwahara, Shi-
rota, and Nakayama (Kuwahara, Shirota, and Nakayama 2001) investigated an
infinite regular pattern of solid square rods around which a fluid is moving in or-
der to obtain an expression for the interfacial heat transfer coefficient α th ,diffN(g)/(s);
modified from (Saito and de Lemos 2005).
Starting from solutions for the governing transport equations for the sur-
rounding gas volume, the authors obtained a correlation for the interfacial heat
transfer coefficient:
α th ,diffN(g)/(s) =
λ EnN(g)
Lx
·
{
1 +
4 · (1 − Po % )
Po %
+
1
2
· √1 − Po % · Re0.6Pr 13 } (5.23)
in dependence of the local Reynolds Re and Prandtl Pr numbers, the porosity
Po %
35, and the hydrodynamic diameter Lx 36. While λ EnN(g) is again calcu-
lated using equation 5.21, the Prandtl number Pr is given by (Meschede 2006,
p. 1122):
Pr =
Γ viscN(g)c En,p ,massN(g)Nave
λ EnN(g)
.
referencing to the values at certain locations during calculation, lead to numerical instability.
34average particle sizes of 5µm for the anode (first 20µm: 2.5µm) and 2.5µm for the cath-
ode (Mu¨cke 2009b) are assumed
350.2 < Po % < 0.9 (Kuwahara, Shirota, and Nakayama 2001)
36Here the average pore diameters are used.
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Here equation 4.4 can be used to calculate the average heat capacity at constant
pressure
c En,p ,massN(g)Nave in J/kg K from the pure substance values of its constituents.
Figure 5.17.: Porous media heat transfer coefficient: In the Kuwahara, Shirota,
and Nakayama (Kuwahara, Shirota, and Nakayama 2001) model of a
porous medium, the heat transfer coefficient shows an exponential de-
pendency on the average pore radius. For T = 973 K, ιpore = 7.5·10−6 m,
a 0.97/0.03 molspecies/moltot H2/H2O mixture, and a fixed value of Pr =
0.002, α th ,diffN(g)/(s) increases with decreasing porosity. Within the inves-
tigated velocity range the influence of the fluid velocity is negligible.
Figure 5.17 shows the normalized heat transfer coefficient α th ,diffN(g)/(s) in
dependence of the average pore radius ιpore for different porosities Po % and
fluid velocities ~u inside the porous medium. It it obvious that the fluid veloc-
ity is negligible, but the pore radius and the porosity show strong influences.
In both cases an increase is followed by a reduction of α th ,diffN(g)/(s), leading to
the conclusion that a rather dense material penetrated by small pores is bene-
ficial for heat transfer. This agrees well with experimental findings of Bren-
delberger et al. (Brendelberger et al. 2012), who investigated heat transfer in
a porous catalytic burner. Their electron microscope images show a highly
porous structure37 consisting of large primary pores38 which are covered by
numerous secondary pores39. Since Kim’s (Kim 1991) statement about the
limited number of available publications on α th ,diffN(g)/(s) is still valid, the cal-
37a little pressure drop was intended by the authors
38ιpore = 0.05 - 0.5 mm
39ιpore ≈ 10µm
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culated results of the Kuwahara, Shirota, and Nakayama (Kuwahara, Shirota,
and Nakayama 2001) model in equation 5.23 are adjusted to Brendelberger et
al.’s (Brendelberger et al. 2012) measurements by multiplying the former with
an empirical correlation function:
Ҵ =110.969 · 10−6 [K] · T−2 + 291.599 · 10−8 [K] · T−1 + 606.885 · 10−11
− 394.904 · 10−14
[
1
K
]
· T + 12.732 · 10−16
[
1
K2
]
T2 .
Figure 5.18 shows a comparison of the volumetric heat transfer coefficients
α th ,diffNvolN(g)/(s) obtained by Brendelberger et al. from their experimental data
with the adjusted numerical results from the Kuwahara, Shirota, and Nakayama
model.
Figure 5.18.: Volumetric heat transfer coefficients: The results of the Kuwahara,
Shirota, and Nakayama (Kuwahara, Shirota, and Nakayama 2001) model
for air flowing (~u = 0.3 m/s) through a porous medium with a porosity of
Po % = 0.8 and an effective surface of A effNvol = 4.6·106 m2/m3 are adjusted
to the experimental results of Brendelberger et al. (Brendelberger et al.
2012).
Because surface heat transfer between the gaseous and the solid phase hap-
pens inside the entire porous domain, volumetric source terms for either of
them are required:
ΥEn,volN(g) =A effNvolα th ,diffN(g)/(s)
(
T(s) − T(g)
)
, (5.24)
ΥEn,volN(s) = − ΥEn,volN(g) . (5.25)
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Here A effNvol in m
2/m3 are the effective surface between the phases per volume,
α th in W/m
2 K the heat transfer coefficient, and T(g) and T(s) the temperatures of
the gaseous and the solid phase. The models of this subsection are integrated
into “UserFortran” routines for the final CFD model.
5.2.5. Charge transport
Charge transport (see section 4.1.5) can be subdivided into electronic and ionic
transport. Because the former is to be described by a continuous “flux of elec-
trons” Ohm’s law must be implemented into the CFD code.
As a test case, a series connection of three different materials is assumed (see
Figure 5.19). According to Ohm’s and Kirchhoff’s laws (see equation 2.28),
Figure 5.19.: Block diagram of a series connection of resistors: As a test case, a se-
ries connection of three different materials with a pre-defined difference
in electric potential φVolt vs. GND (≡ 0 V) is compared with the CFD
model.
the change in electric potential ∆φVolt in V can be calculated as:
∆φVolt = R OhmNtot · Itot ;
⇒ R OhmNtot =
∆φVolt
Itot
= R OhmN1 + R OhmN2 + R OhmN3 ,
=
LxN1
σ
elN1
LyN1LzN1
+
LxN2
σ
elN2
LyN2LzN2
+
LxN3
σ
elN3
LyN3LzN3
.
In ANSYS/CFX this model is implemented as a conductor with a square cross-
section, illustrated in Figure 5.20. The obtained results for the parameter set
summarized in Table 5.3 are shown in Figure 5.21. It can be seen that the
results from the self-implemented model are identical to the results of the AN-
SYS/CFX in-house electrodynamics model (Ansys Inc. 2011, p. 363 et seqq.),
the values of an algebraic calculation, as well as to those of a self-written 1D-
MATLAB-CFD solver. The latter is used in subsection 5.2.6 as a design tool
for the electrochemical reactions and thus is explained there in more detail.
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Figure 5.20.: Electric charge transport test model: The test model represents a con-
ductor with a square cross-section consisting of three different materials
in a series connection with pre-defined difference in electric potential
∆φVolt.
For porous media, the electrical conductivity σ
el
is strongly dependent on
the porosity of the medium. Starting from the porous anode simulations in
section 2.4.1, an extension to the Generalized Effective Media Theory (GEMT)
for arbitrary properties of binary mixtures40 is possible. According to McLach-
lan, Blaszkiewicz, and Newnham (McLachlan, Blaszkiewicz, and Newnham
1990), the average conductivity σ
ave
of a highly σ
↑
and a barely σ
↓
conductive
species (all in S/m) is given by:
0 =
V VolN↑ ·
(
σ
1
a
↓
− σ1a
ave
)
σ
1
a
↓
+ σ
1
a
ave
·
(
V VolN↓Ncrit
1−V VolN↓Ncrit
) +
(
1 − V VolN↑
)
·
(
σ
1
a
↑
− σ1a
ave
)
σ
1
a
↑
+ σ
1
a
ave
·
(
V VolN↓Ncrit
1−V VolN↓Ncrit
) . (5.26)
Here V VolN↑ is the volume fraction of the highly conductive phase and V VolN↓Ncrit
the critical volume fraction of the weakly conductive phase, for which perco-
lating clusters of the highly conductive phase are no longer existent and thus
40a very well and a poor conducting one
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Table 5.3.: Parameter set of the electrical test model: The test of the electrical sub-
model is performed for a hypothetical series connection of Crofer22APU,
Ni, and LSCF sheets.
Quantity Dimension Value
materials Crofer22APU, Ni, LSCF
conductivity σ
el
S/m see appendix C
length of each layer Lx m 0.005
width of each layer Ly m 0.001
height of each layer Lz m 0.001
drop in electric potential ∆φVolt V 0.01
temperature T K 973
maximum of the residuals (CFD calcula-
tions)
var. 10−5
is accompanied by a drop in conductivity. Finally, a is a dimensionless system
specific design parameter. To simplify the calculation, the little conductive
phase can be assumed to be an ideal insulator, what simplifies equation 5.26
to:
σ
ave
= σ
↑
·
1 − 1 − V VolN↑V VolN↓Ncrit
a . (5.27)
GEMT holds several system specific parameters, what makes measurements
on specimens of the system of interest crucial. Since those are not available,
the influence of the Ni content on the overall conductivity is adjusted by using
the results of Marinsˇek, Pejovnik, and Macel (Marinsek, Pejovnik, and Macel
2007), who investigated σ
el
of porous Ni-10YSZ. The data points are fitted
using equation 5.27, whereby special attention is paid on the one hand to a
sufficient reproduction of the value of the dense material and on the other hand
to the beginning of the transition region. For the same cermet the influence of
the relative volume fraction on the ionic conductivity is derived from the results
of Mizusaki et al. (Mizusaki et al. 1996) by using equation 5.27 again (see
Figure 5.22). The empirical fitting parameters for both cases are summarized
in Table 5.4. It it obvious that for the ionic conductivity the percolation
threshold is significantly lower than the theoretical value of 1/3 from section
2.4.1. Next to the very limited number of experimental data points and thus
a high level of uncertainty in the fit, influences of the particle size and the
manufacturing process are possible.
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Figure 5.21.: Electric potential, electric field, and current density: The figures
show the results for the electric potential ∆φVolt (left), the electric field
~el (middle), and the current density ~jel (right). Presented are the values
of an analytical calculation (black dots), a 1D-MATLAB model (green
X’s), the CFX in-house electrodynamics model (blue crosses), and the
self-made CFX implementation (magenta open circles). The CFX results
are examined at the center line of the electric test model in z-direction.
Figure 5.22.: Conductivity versus relative volume fraction: The figures show the
values of the electric conductivity in dependence of the Ni content of the
specimens (left) and the relative ionic conductivity in dependence of the
YSZ content (right). Presented are measured values (red crosses), de-
rived dependencies from percolation theory (green lines), and the results
of the latter’s implementation in a 1D-MATLAB model (blue stars) as
well as in ANSYS/CFX (magenta open circles). The data is taken from
(Marinsek, Pejovnik, and Macel 2007) and (Mizusaki et al. 1996).
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Table 5.4.: Fitting parameters for the porosity dependence of the conductivity:
Summarized are the fitting parameters for equation 5.27 for the electronic
and the ionic conductivity.
Quantity Dimension Value
electronic conductivity
σ
↑
S/m 17, 900
V VolN↓Ncrit 1/100 % 0.69
a 0.12
ionic conductivity
V VolN↓Ncrit 1/100 % 0.79
a 1.6
To respect the temperature dependency of Nickel’s electric conductivity, σ
↑
from Table 5.4 is replaced by an appropriate expression obtained by Li, Shi,
and Cai (Li, Shi, and Cai 2010). Altogether, it follows:
σ
elNNi
=
(
3.27 · 106
[
S
m
]
− 1065.30
[
S
m K
]
· T
)
·
(
1 − 1 − V VolNNi
0.69
)0.12
in
S
m
. (5.28)
Using a temperature dependent expression from Shi et al. (Shi et al. 2007a),
for the ionic conductivity of the porous anode41 the same approach gives42:
σ
ionNYSZ
=
(
3.34 · 104
[
S
m
]
· exp
(
−10, 300 [K]
T
))
·
(
1 − 1 − V VolNYSZ
0.79
)1.6
in
S
m
. (5.29)
Since the cathode is very thin, only simplified expressions without an explicit
dependency on its porosity are used. While the expression for the electric
conductivity is extracted from measurements made by Rembelski et al. (Rem-
belski et al. 2012), the ionic conductivity is derived from data obtained by Fan,
Yan, and Yan (Fan, Yan, and Yan 2011) (see Figure 5.23):
σ
elNLSCF
=
(
1.51 · 102 ± 1.466
)
· 105
[
S K
m
]
T
· exp
(
− (1068.11 ± 6.61) [K]
T
)
in
S
m
, (5.30)
σ
ionNLSCF
= (42.65 ± 20.41) · 103
[
S
m
]
· exp
− (85.88 ± 4.82) · 103
[
J
mol
]
R EnNmol T
 in Sm . (5.31)
41for the electrolyte the same expression with V VolNYSZ = 1 is used
42For numerical reasons, the equation is multiplied by a factor of 50 during the simulations
with the detailed electrochemistry model.
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As discussed in section 4.1.5, the ionic conductivity is connected to the kine-
Figure 5.23.: Electric and ionic conductivity of LSCF: For the electric conductivity
(left) data obtained by Rembelski et al. (Rembelski et al. 2012) is evalu-
ated. The ionic conductivity (right) is derived from measurements made
by Fan, Yan, and Yan (Fan, Yan, and Yan 2011).
matic diffusivity of the oxygen ions D
ion
via the Nernst-Einstein Equation
(NEE) (Bard, Inzelt, and Scholz 2008, p. 444):
σ
ion
= z2F ChNmol
2D elchemNmolNion =
c MolNvol z
2F ChNmol
2
R EnNmol T
D
ion
in S/m . (5.32)
The number of charge carriers is small compared to the number of electrons.
Therefore, the current not only consists of a “continuous flux of charges”, but
has to be extended by a “diffusive flux of particles”. Thus, the transport equa-
tions to be solved are43:
~jion = ~jionNcond + ~jionNdiff ,
~jionNcond = σ
ion
~ion ,
~jionNdiff = −zF ChNmol Diongrad
(
c MolNvolNion
)
,
= −
σ
ion
R EnNmol T
z2F ChNmol
2c MolNvolNion
grad (φion) .
43see appendix B.4 for a derivation from thermodynamics
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Experimental data on the absolute concentration of oxygen ions in LSCF and/or
YSZ is rare. Thus, literature data for σ
ion
and D
ion
is used to determine
c MolNvolNion for this test case (see Table 5.5 and Figure 5.24). Since the ion
Table 5.5.: Ionic diffusivity: For both materials the parameters are described by an
Arrhenius approach (see equation 2.38).
Variable Material a0 in
m2/s
dG EnNmol ,act in kJ/mol Reference
D
ion
YSZ 6.08 ·10−9 57.0 (Devanathan et al. 2006)
D
ion
LSCF 1.58 ·10−6 73.6 (Xu and Thomson 1999)
Figure 5.24.: Concentration of oxygen ions in LSCF and YSZ taking part in the
conduction process: For an assumed porosity of 30 % the concentration
of the ions, taking part in the charge conduction mechanism, is calculated
according to equation 5.32.
concentration in the bulk material is finite, an appropriate maximal value is
required for modeling. For this purpose, the number of charge carriers is cal-
culated by using equation 5.32. It is expected that not all vacancies join in the
conduction process, thus the maximal values have to be higher than those num-
bers shown in Figure 5.24. Although the literature values are well referenced44,
and equation 5.32 is an expression of Onsager’s reciprocal relations and thus a
fundamental law of physics (Bard, Inzelt, and Scholz 2008, p. 467), the curves
in Figure 5.24 cannot be extended to infinity. Therefore, for 8YSZ a value of
c MolNvolNmaxNYSZ = 100 kmol/m
3 and for LSCF a value of c MolNvolNmaxNLSCF = 85
44e.g. (Kim et al. 2007) for LSCF
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kmol/m3 are assumed as maximal values45. Finally, the source term for the
thermal energy, which is released in every CV due to ohmic losses, is given
by:
ΥEnNvolN(s) =
(
~xNel,ion~jxNel,ion + ~yNel,ion~jyNel,ion + ~zNel,ion~jzNel,ion
)
· V VolNCV . (5.33)
5.2.6. Electrochemistry
The electrochemical submodel links the chemical, electrical, and thermal mod-
els by providing expressions for their source terms. Since the coupling is bidi-
rectional, it can be seen as the cornerstone of the SOFC model presented in
this thesis. In this subsection a sophisticated 1D model, which describes the
mutually coupled processes, is proposed first and subsequently adjusted to lit-
erature data. From the results of this model assumptions for a simplified model
are concluded. Starting from them, a 3D model, based on the common BVE
approach, is presented subsequently.
5.2.6.1. A novel approach to SOFC electrochemistry based on local
reaction rates
As discussed in the previous chapters, electrochemistry deals with surface ef-
fects on very small length- and timescales. Therefore, in principle the BEs
of chapter 4.1 should be extended by surface source terms for the porous elec-
trode regions. This would also require a “reconstruction” of the topology of the
latter within the CFD model, what is not feasible for cell level modeling. In
consequence, the surface sources are replaced by volumetric ones for the CVs
of the anode and cathode. Here, the “effective surface” A effNvol in m
2/m3 gives
a measure for the inner surface of the porous electrodes per unit of volume.
While for the cathode only a single value for A effNvolNCAT is necessary, on the
anode side the mixing of the cermet’s components has to be considered. An
ideal manufacturing process, any demixing during sintering, and thus a con-
stant ratio of the cermet constituents are assumed. With this, the effective Ni
surface follows as:
A effNvolNNiNANO = A effNvolNANO · Ni%NANO ,
45The calculated values agree well with those in the theoretical study of Kenney and Karan
(Kenney and Karan 2010) for the anode and the one of Leonide (Leonide 2010) for the cathode.
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respectively the effective YSZ surface:
A effNvolNYSZNANO = A effNvolNANO · YSZ%NANO .
The absolute values for A effNvolNANO and A effNvolNCAT are dependent on the aver-
age diameters of the solid particles and pores, the resulting porosity and tortu-
osity. Experimental data on this subject is very rare (Wilson et al. 2006), thus
for the cathode side a value of A effNvolNCAT = 3.32·106 m2/m3 from Leonide
(Leonide 2010) and for the anode side a value of A effNvolNANO = 4.6·106 m2/m3
obtained by Kenney et al. (Kenney et al. 2009) are used.
Since electrochemical reactions only take place at TPBs (see section 2.4.1),
which are lines in a 3D environment, an effective TPB length Ђ per effective
surface in m/m2 is required to transfer line sources to surface and subsequently
to volume ones. In this context Mizusaki et al. (Mizusaki et al. 1994) reported
a value of Ђ = 303 m/m2 from measurements on patterned model electrodes.
Starting point for the energy and species conservation processes are the elec-
trochemical reactions on both sides of the electrolyte:
elchemNTPBN1 : H2 + O
2−
YSZ + 2 Ni −−→ H2O + 2 Ni + YSZ + 2 e− , (5.34)
elchemNTPBN2 : CO + O2−YSZ + 2 Ni −−→ CO2 + 2 Ni + YSZ + 2 e− , (5.35)
elchemNsurfN3 : O2 + 2 LSCF + 4 e
− −−→ 2O2−LSCF . (5.36)
Moreover, when migrating from the cathode to the anode, the oxygen ions are
transferred from the LSCF to the YSZ bulk, releasing LSCF vacancies and con-
suming YSZ ones. As a result, the following volumetric source terms for the
species in dependence of the reaction rates at the TPBs r reacNelchemNMolNTPBNi in
mol/m s and the cathodic reaction rates r reacNelchemNMolNsurfN3 in mol/m
2 s exist:
ΥMolNvolNCO = − r reacNelchemNMolNTPBN2 · A effNvolNANO ·Ђ , (5.37)
ΥMolNvolNCO 2 =r reacNelchemNMolNTPBN2 · A effNvolNANO ·Ђ , (5.38)
ΥMolNvolNH 2 = − r reacNelchemNMolNTPBN1 · A effNvolNANO ·Ђ , (5.39)
ΥMolNvolNH 2 O =r reacNelchemNMolNTPBN1 · A effNvolNANO ·Ђ , (5.40)
ΥMolNvolNLSCF = − 2r reacNelchemNMolNsurfN3 · A effNvolNCAT , (5.41)
ΥMolNvolNO 2 = − r reacNelchemNMolNsurfN3 · A effNvolNCAT , (5.42)
ΥMolNvolNO 2− =
(
−r reacNelchemNMolNTPBN1 − r reacNelchemNMolNTPBN2
)
· A effNvolNANO ·Ђ
+ 2r reacNelchemNMolNsurfN3 · A effNvolNCAT , (5.43)
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ΥMolNvolNYSZ =
(
r reacNelchemNMolNTPBN1 + r reacNelchemNMolNsurfN2
)
· A effNvolNANO ·Ђ . (5.44)
Using Faraday’s law (see equation 2.22 in section 2.3.1.1) the source terms
for the electric and ionic potentials46, both in A/m3, are given by47:
ΥChNvolNel =2F ChNmol ·
(
−r reacNelchemNMolNTPBN1 − r reacNelchemNMolNTPBN2
)
· A effNvolNANO ·Ђ
+ 2r reacNelchemNMolNsurfN3 · A effNvolNCAT ,
ΥChNvolNion =2F ChNmol ·
(
r reacNelchemNMolNTPBN1 + r reacNelchemNMolNTPBN2
)
· A effNvolNANO ·Ђ
− 2r reacNelchemNMolNsurfN3 · A effNvolNCAT .
Finally, a source term for the thermal energy in W/m3 exists48:
ΥEnNvol =
{
r reacNelchemNMolNTPBN1 ·
(
dH EnNmol ,elchemN1 − 2F ChNmol (φion − φel)
)
(5.45)
+ r reacNelchemNMolNTPBN2 ·
(
dH EnNmol ,elchemN2 − 2F ChNmol (φion − φel)
)}
· A effNvolNANO ·Ђ
+ r reacNelchemNMolNsurfN3 ·
(
dH EnNmol ,elchemN3 − 2F ChNmol (φel − φion)
)
· A effNvolNCAT .
The reaction rates itself are modeled using the Arrhenius approach from equa-
tion 4.2249:
r reacNelchemNMolNTPBN1 =K reac ,elchemN forwN1 · c MolNvolNH 2 · c MolNvolNO 2− · c MolNvol
2
NNi
· exp
− dG En,elchemNmol ,actN1R EnNmol T

− K reac ,elchemNbackN1 · c MolNvolNH 2 O · c MolNvolNYSZ · c MolNvol
2
NNi
· exp
− dG En,elchemNmol ,actN1 − dG EnNmol ,reac,elchemN1 + 2F ChNmol (φion − φel)R EnNmol T
 in molm s , (5.46)
r reacNelchemNMolNTPBN2 =K reac ,elchemN forwN2 · c MolNvolNCO · c MolNvolNO 2− · c MolNvol
2
NNi
· exp
− dG En,elchemNmol ,actN2R EnNmol T

− K reac ,elchemNbackN2 · c MolNvolNCO 2 · c MolNvolNYSZ · c MolNvol
2
NNi
· exp
− dG En,elchemNmol ,actN2 − dG EnNmol ,reac,elchemN2 + 2F ChNmol (φion − φel)R EnNmol T
 in molm s , (5.47)
46charges
47All potentials are referenced to the charge of an electron. Therefore, even for the ionic
potential, z usually equals two.
48In principle, there are separate source terms for the thermal energy of the fluid and the
solid phase. In this thesis, all sources are assumed to act on the fluid phase. The main reasons
for this are on the one hand the lack of data on the distribution of the source terms among the
phases and on the other hand the strong coupling of both sources. The latter results in numerical
instabilities and prevent the convergence of the CFD models when assigning the source term to
the solid.
49Since either electrons are released or consumed, the signs of the potential differences are
opposite for the anode and the cathode.
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r reacNelchemNMolNsurfN3 =K reac ,elchemN forwN3 · c MolNvolNO 2 · c MolNvol
2
NLSCF
· exp
− dG En,elchemNmol ,actN3R EnNmol T

− K reac ,elchemNbackN3 · c MolNvol 2NO 2−
· exp
− dG En,elchemNmol ,actN3 − dG EnNmol ,reac,elchemN3 + 2F ChNmol (φel − φion)R EnNmol T
 in molm2 s .
(5.48)
The required activation energies dG En,elchemNmol ,actNi are taken from the litera-
ture (see Table 5.6) and the reaction enthalpies dG EnNmol ,reac,elchemNi are calcu-
lated using the first law of thermodynamcs (see equation 2.10 in section 2.2)
as well as the NASA polynomials summarized in appendix C.
Table 5.6.: Activation energies of the electrochemical reactions: The tabled values
are derived from e.g. molecular dynamics simulations or detailed electro-
chemistry models.
Quantity Value in kJ/mol Reference/Note
dG En,elchemNmol ,actN1 2.0 assumed
dG En,elchemNmol ,actN2 2.0 assumed
dG En,elchemNmol ,actN3 241.3 (Xu and Thomson 1999)
Since literature values for the oxygen ions are again rare, it is assumed that
the ions molar Gibbs free energies are those of gaseous oxygen. In conse-
quence, energy is only released in their electrochemical consumption at the
anode. Finally, the pre-exponential coefficients K reac ,elchemNforwNi and
K reac ,elchemNbackNi are unknown too. Because of the originality of the current
approach, these values are not readily available in the literature. Therefore, a
discrimination of some of the coefficients is necessary in order to reduce the
total number of free parameters in the system. The only known point is the cur-
rent less case. Here the reaction rates are zero and thus both sides of equations
5.46 - 5.48 vanish. From section 2.3 it follows that in this situation50 Nernst
potential UNernst is apparent. With this, equations 5.46 - 5.48 can be rearranged
to:
r reacNelchemNMolNTPBN1 = K reac ,elchemN forwN1 · c MolNvolNH 2 · c MolNvolNO 2− · c MolNvol
2
NNi
· exp
− dG En,elchemNmol ,actN1R EnNmol T

50under steady-state conditions
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·
1 − exp
 2F ChNmol · a1NelchemNTPBN1 ·
(
−UNernst,H 2 NANO + a2NelchemNTPBN1 · (φion − φel)
)
R EnNmol T

 ,
(5.49)
r reacNelchemNMolNTPBN2 = K reac ,elchemN forwN2 · c MolNvolNCO · c MolNvolNO 2− · c MolNvol
2
NNi
· exp
− dG En,elchemNmol ,actN2R EnNmol T

·
{
1 − exp
( 2F ChNmol · a1NelchemNTPBN2 · (−UNernst,CONANO + a2NelchemNTPBN2 · (φion − φel))
R EnNmol T
)}
,
(5.50)
r reacNelchemNMolNsurfN3 = K reac ,elchemN forwN3 · c MolNvolNO 2 · c MolNvol
2
NLSCF
· exp
− dG En,elchemNmol ,actN3R EnNmol T

·
1 − exp
 2F ChNmol · a1NelchemNsurfN3 ·
(
−UNernst,O 2 NCAT + a2NelchemNsurfN3 · (φel − φion)
)
R EnNmol T

 .
(5.51)
Finally, the forward reaction rates K reac ,elchemNforwNi and the dimensionless tem-
perature dependent fitting coefficients aiNelchemNTPB/surfN j
51 have to be evaluated
by correlating calculated ~j-U-curves with measured ones.
In order to determine the unknown model parameters for all variables BCs
are necessary. Appropriate expressions for the gaseous species and the tem-
perature are discussed elsewhere; thus here the focus lies on φel, φion, and
c MolNvolNO 2− . φel and
~jtot are correlated via the ~j-U curve. Therefore, one of
them has to be given while the other can be calculated. Since ~jtot is the sum
of ~jel and ~jion and directly associated to the volumetric sources inside the elec-
trodes, its precise determination as BC is difficult. In consequence, the values
of both φel as well as φion are fixed at least at one of the electric contacts, re-
spectively one of the interfaces of the electrodes with the IC. While φelNCAT -
φelNANO equals the cell potential, the ionic potentials are not directly measur-
able. It is only known that there is no ionic flux over the electrode-IC inter-
faces. Therefore, on the anode side ~jionNANO/IC = 0 A/m
2 is assumed. Since
FVM is not working with only von Neumann BCs52 at least one fixed value
is required, leading to a “mixed BC” (Patankar 1980, p. 51) with φionNCAT/IC
= φelNCAT/IC and a transfer coefficient of αion = 1000 S/m to obtain (almost)
zero flux (using equation 4.14). For the oxygen ions the situation is very simi-
lar, but in contradiction to φion the zero flux BC is applied to the cathode side.
Since ions are consumed by the electrochemical reactions on the anode side,
the smallest values of c MolNvolNO 2− are expected at the interfaces of anode and
51which equal unity for a strict physical model
52the solution matrix becomes singular for this case
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Figure 5.25.: Boundary conditions for φel, φion, and c MolNvolNO 2− : While ∆φel is given by the
cell voltage with an arbitrary flux through the cells external contacts, the BCs
for φion and c MolNvolNO 2− are determined at the interfaces of the electrodes and the
ICs. Both of the latter show one von Neumann and one mixed BC.
IC. Here a “base value” for c MolNvolNO 2−
53 and again a large transfer coefficient
of αO 2− NANO/IC
= 1000 S/m are assumed. The BCs for φel, φion, and c MolNvolNO 2−
are illustrated in Figure 5.25.
To adjust the model with experimental data from the literature (Tietz, Buchkre-
mer, and Sto¨ver 2006), a simplified 1D model of the PEN-region is developed
in MATLAB54. During calculation the mutual couplings via:
• the number of oxygen ions55 acting on the electrochemical reactions and
the ionic conductivity as well as on the number of available YSZ and
LSCF sites, and
• the electric and ionic potentials, whose difference has an exponential
influence on the reaction rates as well as
• the very different values for the ionic diffusivity56 as well as the elec-
53e.g. c MolNvolNO 2− NANO/IC
= 0 mol/m3
54Energy transport, convective flow through the gas-channels, and reformation as well as
radiation are neglected. Also always only one type of electrochemically active species (here
H2) is apparent.
55very large on the cathode side while close to zero/a base value on the anode side
56DdiffNO 2− NYSZ ≈ 1 · 10
−10 m2/s at 1000 K
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tric57 and ionic58 conductivities, resulting in very different “reactions”
on source terms of the same magnitude,
make convergent and stable solutions a very challenging task. Therefore, it
is necessary that on the one hand the fitting coefficients aiNelchemNTPB/surfN j in
equations 5.49 - 5.51 differ from unity and on the other hand the eventually
reached steady-state between anode and cathode is “assisted” during solution.
A good starting point for this is equation 5.43, since it reveals a coupling
between the anode and cathode side. Under steady-state conditions, it follows:
ΥMolNvolNO 2− = 0 =
(
−r reacNelchemNMolNTPBN1 − r reacNelchemNMolNTPBN2
)
· A effNvolNANO ·Ђ
+ 2r reacNelchemNMolNsurfN3 · A effNvolNCAT ,
what can be rearranged to give an expression for the effective electrochemically
active surface at the cathode:
A effNvolNCAT = −ЂA effNvolNANO ·
r reacNelchemNMolNTPBN1 + r reacNelchemNMolNTPBN2
2r reacNelchemNMolNsurfN3
. (5.52)
Equation 5.52 couples r reacNelchemNMolNTPBN1 and r reacNelchemNMolNTPBN2 with
r reacNelchemNMolNsurfN3 via the oxygen ions. Their number limits the active sur-
face of the cathode. It can be increased by either raising the reaction rates at
the anode or its effective surface and TPB length. With this, and an assumed
reference value of c MolNvolO 2− NANO/IC
= 4,000 mol/m3, a high correlation (see
Figure 5.26) to experimental ~j-U-curves from Tietz, Buchkremer, and Sto¨ver
(Tietz, Buchkremer, and Sto¨ver 2006) can be attained for the values listed in
Table 5.759.
57σ
elNNi
≈ 2 · 106 S/m at 1000 K
58σ
ionNYSZ
≈ 2 S/m at 1000 K
59The values are measured for a 0.97/0.03 molspecies/moltot H2/H2O gas mixture (only H2
electrochemistry) at the anode side and air at the cathode side; for numerical stability σ
ion
has
to be enhanced by a factor of 50.
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Table 5.7.: Model parameters of the detailed electrochemistry model: The tabled
values are adjusted in such a way that the model fits to the experimental
data obtained by Tietz, Buchkremer, and Sto¨ver (Tietz, Buchkremer, and
Sto¨ver 2006).
Quantity Value Dimension
K reac ,elchemNforwN1 4.592 · 10−11 molm s
a1NelchemNTPBN1 2.7 · 10−4 [1/K] · T − 2.48 · 10−1
K reac ,elchemNforwN3 15.06 · 10−3 molm2s
a3NelchemNsurfN1 1
a3NelchemNsurfN2 1
Figure 5.26.: Experimental vs. simulated ~j-U-curves: The experimental curves are mea-
sured by Tietz, Buchkremer, and Sto¨ver (Tietz, Buchkremer, and Sto¨ver 2006)
at a Ni-YSZ/YSZ/LSCF system. The models geometry and operating conditions
are adjusted to meet the experiments. For both temperatures a high correlation
between experiment and simulation is obvious.
The gas concentration profiles at T = 1073 K, Ucell = 0.75 V, and ~j = 16,180
A/m2 are illustrated in Figure 5.27.
Since it is clear that the ~j-U curve comes to its end as soon as one of the
species reaches its mass transport limit60. In accordance to equation 5.4, a
higher porosity Po % and lower tortuosity τ, and thus manufacturing aspects
would help to push this limit to higher current densities. The concentration
of the oxygen ions is shown in Figure 5.28. An exponential decay from the
cathode to the anode side dominates the profile.
60zero concentration at the electrolyte interface
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Figure 5.27.: Species concentration profiles: The concentration profiles are calculated at T
= 1073 K, Ucell = 0.75 V, and ~j = 1.618·104 A/m2. The markers indicate the
values at the centroids of the CVs. While almost no change can be seen in the
gas channels (anode: 0 m< x < 1 · 10−3 m, cathode: 2.75 · 10−3 m< x <
3.8 · 10−3 m), power law changes are apparent inside the electrodes (anode: 1 ·
10−3 m< x < 2.5 · 10−3 m, cathode: 2.501 · 10−3 m< x < 2.75 · 10−3 m).
Figure 5.28.: 1D oxygen ion concentration profile: The profile is calculated at T = 1073 K,
Ucell = 0.7 V, and ~j = 2.014·104 A/m2. The markers indicate the values at the
centroids of the CVs. Clearly visible is an exponential decay from the cathode
to the base value at the anode. Since no sources are apparent in the electrolyte,
the concentration shows a linear decay in this region. In the gas channels the ion
concentration is zero.
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Next to the numerical issues arising from a value close to zero, respectively
the base value at the anode, two other aspects are of special interest. On the
one hand the absolute values are much smaller than the assumed maximal ones,
and on the other hand for the entire anode almost identical to the base value.
Figure 5.29.: Electric and ionic current densities in the 1D model: Along the PEN structure
a transition between electric (red) and ionic (green) charge transport occurs, due
to the electric and ionic conductivities of the different domains and the existence
of electrochemical reactions. Along the entire PEN structure the total current
density ~jtot (blue) is constant. Illustrated are the values at the left boundaries of
the CVs at T = 1073 K and Ucell = 0.7 V.
Figure 5.30.: Electrochemical reaction rates in the 1D model: While the cathode (right)
shows an almost uniform performance, an exponential decay of the source term
is apparent at the anode side (left). Here the rates are shown for O2– at T =
1073 K, Ucell = 0.7 V, and ~j = 2.014·104 A/m2. The markers indicate the values
at the centroids of the CVs.
This means that at the cathode a shift of the equilibrium between oxygen
ions and oxygen in the gas-phase towards the ion side would be possible, if
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the absorption reaction is energetically facilitated. Additionally, the main part
of the anode shows only a rather small electrochemical activity. The reason
for this is the lack in oxygen ions, coming from an insufficient ion mobil-
ity, respectively too thick PEN layers. While the cathode shows only a slight
increase in reaction rate towards the electrolyte, its pendant at the anode side
shares the exponential/power law decay with the oxygen ions (see Figure 5.30).
This behavior is clear since the number of the latter has a direct influence on
the anode’s electrochemistry. It is noteworthy to mention that the entire anode
structure reveals electrochemical activity, what is a direct consequence of the
base value assumption for the oxygen ions at the anode surface. If the latter is
assumed to be close to zero, the electrochemical activity is limited to a small
region close to the electrolyte, impeding the need for a detailed local investi-
gation throughout the entire anode. This aspect is addressed again when the
simplified 3D model is introduced below. The same trend is also illustrated
in Figure 5.31 for the electric and ionic potentials. While the former shows
only the expected slight in- and decrease close to the electrolyte, the latter
grows logarithmic along the electrodes from the cathode to the anode. Both
behaviors can be explained with the very different conductivities and the time
required for a homogenization along the entire PEN structure.
In Figure 5.29 the transition between electric and ionic charge transport is
illustrated. Since oxygen ions and thus ionic potential is not transferred over
the boundaries to the gas channels, the ionic current density has to be zero at
these interfaces. The transport of ions occurs from the cathode to the anode
(in the model high values of x to low ones), what requires the same sign of
~jion for all domains. In the electrolyte, charge transport occurs almost only via
ions, what means that ~jion is maximal in this region. For the electric current
density the situation is completely different, while ~jel is maximal at the elec-
trode surfaces, where the current collectors are assumed; it is minimal in the
electrolyte, where it even changes its direction. The latter is theoretically ex-
pected (O’Hayre et al. 2009, p. 83 et seqq.) and a consequence of the fact that
negatively charged particles always travel in the direction of increasing poten-
tial. The total current density ~jtot, which is the sum of ~jel and ~jion, is constant
along the entire PEN structure. It expresses the total number of charges trans-
ferred per second and square meter which has to be constant under steady-state
conditions.
Altogether, the novel approach works well in getting detailed information on
the PEN region. In agreement with the theoretical study of Andersson, Yuan,
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and Sunde´n (Andersson, Yuan, and Sunde´n 2012), it underlines the need for
alternative electrolyte materials with higher ionic conductivity, which would
help to extend the electrochemical reactions deep into the anode structure. As
a consequence of YSZ’s very limited ionic conductivity, the design of the an-
ode can be focused on electric conductivity and gas permeability61. In partic-
ular the latter is very important to guarantee a sufficient supply with reactants
at the reaction zones close to the electrolyte. Since the main part of the elec-
trochemistry occurs in a direct neighborhood of the electrolyte, in a simplified
model the latter can be subsequently reduced to an electrochemically Active
Boundary (electrochemically active region around the electrolyte, represented
by a boundary plane) (AB), separating anode and cathode.
Figure 5.31.: Electric and ionic potentials in the 1D model: While the electric potential
(top) is slightly lowered below GND close to the anode/electrolyte interface, an
increase above cell potential next to the cathode/electrolyte interface occurs. In
contradiction, the ionic potential (bottom) grows logarithmic from the cathode
to the anode (electrolyte: 2.50 · 10−3 m< x < 2.501 · 10−3 m). The displayed
values are calculated for T = 1073 K, Ucell = 0.7 V, and ~j = 2.014·104 A/m2. The
markers indicate the values at the centroids of the CVs.
61despite of a very thin layer close to the electrolyte
138
5.2.6.2. A simplified 3D model for simple geometries
To reduce the complexity of the final 3D CFD model, the electrolyte shrinks
to an electrochemically active wall, separating the active parts of anode and
cathode (see Figure 5.32). Under the following assumptions this leads to a
significant decrease in computation time:
• Due to the little ionic diffusivity in YSZ, electrochemical reactions only
take place in a direct neighborhood of the electrolyte. In this region, the
reactant and product concentrations equal their respective values at the
surfaces, and the reactions occur only at the boundaries separating the
different domains.
• Oxygen ions pass the active region perpendicular to the electrolyte sur-
face. In plane currents of ions are negligible. At any time there is a
steady-state situation between the number of oxygen ions at the anode
side and the oxygen concentration in the cathode gas.
• Outside the electrochemically active region charge is only transferred by
electric current.
• Ohmic losses are homogeneously distributed over the electrolyte and can
be equally assigned to anode and cathode.
Figure 5.32.: Reduction of the electrochemically active region: The region around
the electrolyte is reduced to an Active Boundary (electrochemically ac-
tive region around the electrolyte, represented by a boundary plane) (AB)
separating the anode and cathode domain in order to simplify the model.
With these assumptions and the results of the novel approach to Solid Oxide
Fuel Cell (SOFC) electrochemistry from the previous subsection, the elec-
trolyte and the first few micrometers in both electrodes shrink to a wall with
reactive surfaces (Active Boundary (electrochemically active region around the
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electrolyte, represented by a boundary plane) (AB)), separating the anode and
cathode chambers. At the surfaces the reactions 5.34 - 5.36 take place, whereby
the coupling between species conversion and electronics is again achieved by
Faraday’s law (see equation 2.21). In contrast to the detailed approach, the
reactions are not assumed to be the sources of electric/ionic charges. They are
rather seen as the consequence of an electric current density ~jel in A/m2 which
itself has its origin in the cell’s internal distribution of the electric potential φel
in V.
In accordance to subsection 2.3.1, the cell voltage Ucell is given by the dif-
ference of the Nernst potential and the internal losses due to the overpotentials
η (equations 2.27, 2.29, and 2.31). In equation 2.27 the latter bridges the gap
to ~jel by the BVE and requires an iterative solution of the system. The electric
variables and their BCs are illustrated in Figure 5.33.
Theoretically, this approach has an extensive need for “global information”,
since in equation 2.29 ηOhm requires an equivalent circuit model of the cell
and UNernst is determined by using “reference values” for the concentrations
somewhere in the gas channel. The need for these information can be reduced
by a local calculation of UNernst at the electrolyte surface62. With this, the
electrical problem is characterized by the BVE in equation 2.27 and63:
ηact = UNernst − Ucell − ηOhm ,
= UNernstNlocal −
(
φelNCAT − φelNANO
) − ηOhmNANO/ELE/CAT .
The last term in this equation expresses the fact that the ohmic losses in fuel
cells are governed by the losses in the ion conductor (Mu¨cke 2009b). It can be
expressed as:
ηOhmNANO/ELE/CAT = jion ·
 LxNANOσ
ionNANO
+
LxNELE
σ
ionNELE
+
LxNCAT
σ
ionNCAT
 .
Because of the exponential decay in the reaction rates in the electrodes, and the
assumption of a linear movement of the ions between cathode and anode, the
average paths LxNANO and LxNCAT are estimated as the half of the active zone
(10µm). LxNELE equals the width of the electrolyte (10µm). Due to the steady-
state assumption, ~jion equals ~jel in the BVE. Using equation 2.20, for every CV
62because it then directly respects concentration losses
63since ~jel is the same, there is no distinction between anode and cathode in ηact
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the local Nernst potential and thus ~jel are calculated for the anode side at the
interface with the cathode.
Figure 5.33.: Variables connected to electrochemistry and their BCs in the simpli-
fied SOFC model for simple geometries: Since jel and φel are coupled
via the BVE, an iterative solution technique is required. The current den-
sity ~j is calculated at the interface of the anode and the cathode whereby
variable values from either side of the interface are used.
Figure 5.34.: Experimental vs. simulated polarization curves (3D model, hydro-
gen electrochemistry, simple geometry model): The experiment of Ti-
etz, Buchkremer, and Sto¨ver (Tietz, Buchkremer, and Sto¨ver 2006) is
reproduced with an ANSYS/CFX setup. With appropriate parameters,
in a simple geometry the model is able to simulate the experimental re-
sults.
From the results of the detailed model as well as from experiments made by
Raj, Atkinson, and Kilner (Raj, Atkinson, and Kilner 2009) it is known that
a certain decay in oxygen ion concentration exists between anode and cath-
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ode. To take this into consideration, during calculation the available oxygen
concentration at the anode side of the interface is assumed to be 90 % of the
oxygen’s concentration at opposite side of the interface using a “User Fortran”
extension of the CFX solver. With the same technique, the calculated current
density ~jel is passed to the cathode side, so that it can be used at either side
of the interface as a current and energy source, as well as a species sink (see
equation 2.22).
In order to validate the model with experimental data, the exchange cur-
rent density ~jexch and the empirical fitting coefficient β in the BVE have to be
adjusted properly. With
~jexchNH 2 Nsimpl = 6.0
[
A
m2K
]
· T − 4.238 · 103
[
A
m2
]
and
βH 2 Nsimpl = 5.0 · 10−4
[
1
K
]
· T − 2.36 · 10−1
the model shows a high correlation to the previously mentioned ~j-U-curves
obtained by Tietz, Buchkremer, and Sto¨ver (Tietz, Buchkremer, and Sto¨ver
2006) for hydrogen electrochemistry (see Figure 5.34).
Unfortunately, it is not possible to apply the model to the novel cascades
cell concept introduced in section 3.2. The reasons for this are on the one hand
the limitation of the “UserFortran” routines to single tasking calculation and on
the the other hand the need for so called “1:1 connections” between the meshes
on either side of the AB by the “User Fortran” routine. The ANSYS meshing
program only generates this kind of connection for very simple geometries and
fluid domains on either side of the boundary (e.g. like two flow channels with
a common connection plane). Since it is not possible to simplify the novel
geometry to such an extent that “1:1 connections” are generated, a second 3D
model, feasible for arbitrarily complex cell geometries is required.
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5.2.6.3. A simplified 3D model for complex geometries, based on
diffusive exchange
To adopt the model to arbitrary geometries, the solvers intrinsic feature of
defining so called “Additional variables”, which can pass any boundary via a
diffusive flux, is used. As shown in Figure 5.35, the process is much the same
as in the previous model. Only one additional “assistant interface” close64 to
Figure 5.35.: Variables connected to electrochemistry and their BCs in the sim-
plified SOFC model for arbitrary geometries: Since ~jel and φel are
coupled via the BVE, an iterative solution technique is required. The
current density ~j is calculated at the anode side on a layer close to the
interface with the cathode. It then migrates to the interface where it is
applied on both sides. The required oxygen ion concentration is deter-
mined by c MolNvolNO 2 at the outer surface of the cathode.
the anode’s side of the AB is needed. To make the required oxygen ion concen-
tration available at the anode side, the oxygen concentration at the cathode’s
boundary with the gas channel/the IC is passed to an “Additional variable”,
which subsequently migrates to the anode65. Using the methodology described
in the previous subsection, the local Nernst potential and thus ~jel are calculated
on the anode’s “assistant layer”. After that the latter is passed to the cathode via
an “Additional variable”. To minimize the error from gradients in the values of
the “Additional variables”, current, energy, and species sources are calculated
from their values at either side of the AB. The CFX solver requires that perpen-
dicular to the AB the active parts of the anode and cathode are subdivided into
64some micrometers distance
65to minimize the error, a high diffusivity of 1·10−3 m2/s is assumed.
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at least three computational elements. As a side effect, also the other dimen-
sions of the elements need to be shrunken too, in order to prevent “degenerated
elements”. Therefore, for the given dimensions, the active regions are both
adjusted to a width of 1 · 10−4 m and meshed with only the mentioned minimal
number of subdivisions. In consequence to the rather coarse mesh, deviations
between calculated values and experimental data are expected for very low as
well as very high current densities. In both cases the limited mass transport
leads to an overestimation of j. For the high current case, electrochemistry and
mass transport might counterbalance each other during the solution process in
such a way that the calculation will not converge. With
~jexchNH 2 Narb = −2.5
[
A
m2K
]
· T + 30.325 · 102
[
A
m2
]
and
βH 2 Narb = 2.2 · 10−3
[
1
K
]
· T − 1.861,
the model shows a high correlation to the previously mentioned ~j-U-curves
obtained by Tietz, Buchkremer, and Sto¨ver (Tietz, Buchkremer, and Sto¨ver
2006) for hydrogen electrochemistry (see Figure 5.36).
To study CO electrochemistry, a similar model is set up and adjusted to the
experimental results of Li, Shi, and Cai (Li, Shi, and Cai 2010) by using
~jexchNCONarb = 1.2 · 10−2
[
A
m2K2
]
· T 2 − 24.35
[
A
m2K
]
· T + 1.25 · 104
[
A
m2
]
and
βCONarb = −2.0 · 10−6
[
1
K2
]
· T 2 + 4.59 · 10−3
[
1
K
]
· T − 2.44 .
Although again correlation is attained (see Figure 5.37), this result has to be
handled with some care, since only the geometry is adapted to Li, Shi, and
Cai’s experiment, but the materials and properties of the PEN structure are the
same as for the H2 case.
This simplification is necessary since in the final model both electrochem-
istry models have to work in parallel in order to give ~jel:
~jel = ~jelNH 2 +
~jelNCO.
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Figure 5.36.: Experimental vs. simulated polarization curves (3D model, H2, ar-
bitrary geometry model): The experiment of Tietz, Buchkremer, and
Sto¨ver (Tietz, Buchkremer, and Sto¨ver 2006) is reproduced with an AN-
SYS/CFX setup. With appropriate parameters the model is able to sim-
ulate the experimental results.
Figure 5.37.: Experimental vs. simulated polarization curves (3D model, CO, ar-
bitrary geometry model): The experiment of Li, Shi, and Cai (Li, Shi,
and Cai 2010) is reproduced with an ANSYS/CFX setup, whereby the
structure and composition of the PEN is altered to that of Tietz, Buchkre-
mer, and Sto¨ver (Tietz, Buchkremer, and Sto¨ver 2006).
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The source term for the thermal energy in equation 5.45 has to be reformu-
lated to a surface source66 ΥEnNsurf in W/m
2:
ΥEnNsurf =~jelNH 2 ·
dH EnNmol ,elchemN12F ChNmol − (φelNCAT/ELE − φelNANO/ELE)

+ ~jelNCO ·
dH EnNmol ,elchemN22F ChNmol − (φelNCAT/ELE − φelNANO/ELE)
 .
Finally, the specific ohmic losses are calculated in all domains by adjusting
equation 2.28 to:
ΥEnNvolNOhm =
~j2el
σ
el/ion
in
W
m3
.
5.3. Conclusions
The chapter starts with the generation of a CAD model of the novel cell con-
cept, a definition of the different computational domains, and the limitations
of the intended model. It is figured out that an extensive simplification of the
original geometry is necessary in order to achieve convergent results within
an acceptable computation time. Subsequently, all relevant submodels are ex-
plained and verified. For the electrochemistry a novel approach based on a
local description of the phenomena is developed and applied to a 1D model.
From the results, a limitation of the electrochemically active region to a thin
layer around the electrolyte is figured out. Hence a reduced 3D model of the
PEN region is derived in order to simplify the final model. The application of
this chapters submodels to question the novel cell concept is the subject of the
next chapter.
66It is again assumed that the sources only act on the fluid phase. The below mentioned
values of φelNCAT/ELE and φel/ANO/ELE are also transported to the respective opposite side of the
electrolyte by using an “Additional variable” which is transported by diffusion.
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6. 3D investigation of the novel cell
concept
The current chapter deals with the detailed 3D investigation of the novel cell
concept. Next to the overall balances, local distributions of electric quantities,
species concentrations, and temperature are discussed. In section 6.1 the basic
findings are presented for a REference Case (REC). In section 6.2 the highly
coupled nature of the SOFC system is emphasized by a parameter study on
variations in electric potential and temperature. Finally, section 6.3 highlights
fuel utilization and efficiency, before section 6.4 concludes the results of this
chapter.
6.1. Results of the reference case
To study the general behavior of the system, a three cell REC with the operat-
ing conditions from Table 5.1 and a total voltage difference of 2.4 V between
the external contacts of cathode (φel = 2,4 V) and anode (φel = 0 V, GND) is
investigated. Its results are discussed subsequently.
6.1.1. Model overview and overall balances
To show the ability of the model to handle a series connection of cells and
to study their influence on the state variables of the system, the final model
should consist of more than one cell. Because of the large grid size it is very
challenging to compute results for a complete plate of eight cells. To simplify
the problem, a series connection of three cells is selected, since this setup in-
cludes at least one cell without a direct connection to a fixed BC for the electric
potential (see Figure 6.1).
Tables 6.1 to 6.4 present the overall balances for mass, atoms, and energy.
Summarizing the tables, the numerical results of the model show a high conver-
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gence for the entire system. Therefore, it is expected that the calculated values
are sufficiently reliable to interpret them for the final results of this thesis.
Figure 6.1.: Final CFD geometry: The final CFD geometry is based on the “simpli-
fied geometry” (see section 5.1) and consists of three cells ( A to C ) in
a series connection. The media pass the cells in positive z-direction (top
right to bottom left). For the bottom and the top as well as the front and
the back of the geometry, symmetry BCs are applied.
Table 6.1.: Overall mass balance of the REC: The table summarizes the mass balances of the
REC at either side of the AB as well as its total value. The values are calculated
using m˙ Mass = A · ρMassNvol · ~u fl in kg/s at each surface. Outflows are counted
negative.
Location m˙MassNANO [10
−6 kg/s] m˙MassNCAT [10
−6 kg/s]
∑
[10−6 kg/s]
Inlet 9.769 · 10−2 1.057 1.154
Outlet −15.340 · 10−2 −1.001 -1.154∑ −5.573 · 10−2 5.573 · 10−2 −1.137 · 10−7
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Table 6.2.: Overall atom balance of the REC: The table summarizes the atom balance at
either side of the AB for the REC. The values of the atomic mass flows m˙ MassNi
are calculated by using the results of Table 6.1 and the relationship m˙ MassN i =
m˙ Mass ·
(∑
j X Mass,massN jniN j
)
in dependence of the respective mass fractions of the
j gas components X Mass,massN j in kgspecies/kgtot and the number of atoms of type i in
the component j. Outflows are counted negative. Quantities are given in 10−8 kg/s.
Anode
Location m˙MassNCNANO m˙MassNHNANO m˙MassNNNANO m˙MassNONANO
Inlet 2.848 4.649 4.888·10−1 1.778
Outlet -2.850 -4.628 -7.178·10−1 -7.142
∑
-2.045·10−3 2.172·10−2 -2.290·10−1 -5.364
Cathode
Location m˙MassNCNCAT m˙MassNHNCAT m˙MassNNNCAT m˙MassNONCAT
Inlet 0.000 0.000 81.380 24.311
Outlet 0.000 0.000 -81.290 -18.830
∑
0.000 0.000 9.480·10−2 5.479
∑
tot -2.045·10−3 2.172·10−2 -1.639·10−1 1.143·10−1
Table 6.3.: Overall species balance of the REC: The table summarizes the species balance
at either side of the AB for the REC. The values of the mass flows m˙ MassNi are
calculated by using the results of Table 6.1 and the relationship m˙ MassNi = m˙ Mass ·
X Mass,massN i in dependence of the respective mass fraction X Mass,massNi in kgspecies/kgtot
for each species i. Outflows are counted negative. Quantities are given in 10−8 kg/s.
Anode
Location m˙MassNCH 4
m˙MassNCO m˙MassNCO 2
m˙MassNH 2
m˙MassNH 2 O
m˙MassNN 2
m˙MassNO 2
Inlet 2.930 1.465 9.778·10−2 3.808 9.791·10−1 4.888·10−1 0.000
Outlet -1.782 -2.808 -1.144 -3.592 -5.298 -7.178·10−1 0.000
∑
1.148 -1.343 -1.047 2.165·10−1 -4.319 -2.290·10−1 0.000
Cathode
Location m˙MassNCH 4
m˙MassNCO m˙MassNCO 2
m˙MassNH 2
m˙MassNH 2 O
m˙MassNN 2
m˙MassNO 2
Inlet 0.000 0.000 0.000 0.000 0.000 81.390 24.310
Outlet 0.000 0.000 0.000 0.000 0.000 -81.290 -18.830
∑
0.000 0.000 0.000 0.000 0.000 -1.342·10−1 5.478
∑
tot 1.148 -1.343 -1.047 2.165·10−1 -4.319 -1.342·10−1 5.478
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Table 6.4.: Overall energy balance of the REC: The energy balance consists on the
one hand of the thermal and chemical energy of the reacting media and
on the other hand of the electrical energy flowing through the electric con-
tacts. While chemical energy/enthalpy flows are calculated by the sum of
the chemical energy/enthalpy flow of each of the species i:
H˙ EnNin/out =
∑
i
m˙ MassN in/out·X Mass,massN i·H EnNmolN i
M MassNmolN i
, the thermal energy flows are
calculated via
Q˙ EnNin/out =
∑
i
m˙ MassN in/out·X Mass,massN i·c En,p ,molN i·TN in/out
M MassNmolN i
, and the electrical energy
flows are determined by E˙ En ,ChNin/out = ~jin/out · Ain/out · (φin − φout). Nega-
tive inlet values of H˙ En result from negative enthalpies of the constituents
relative to the reference conditions (see appendix C), negative outlet values
from outflow. All quantities are given in 10−1 W.
Anode Cathode IC
∑
H˙ En Q˙ En H˙ En Q˙ En E˙ En ,Ch
Inlet 1.400 7.295 7.699 11.870 4.368·10−3 28.268
Outlet 4.600 -8.247 -7.931 -11.980 -4.739 -28.297∑
6.000 -0.952 -0.232 -0.110 -4.735 -0.029
6.1.2. Electric aspects
Maybe the most interesting aspects of a fuel cell are its electric properties;
namely the polarization curve, the distribution of current density and electric
potential, as well as the fuel utilization and power density. Since the polariza-
tion curves will be the subject of section 6.3, the focus lies here on the influence
of the series connection and local distribution of the state variables. Figure 6.2
shows the electric potential φel, the electric field ~el, and the electric current
density ~jel in a y-z-plane at x = 0.1 mm. The qualitative impression of a series
connection of three batteries in Figure 6.1 can be underpinned quantitatively
by evaluating the state variables at the inlet planes (and the final outlet planes)
of each cell’s IC (see Table 6.5). Next to almost identical potential differences
∆φel for all cells in the system, the respective electric fields ~el, and electric
current densities ~jel have similar values.
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Table 6.5.: Electric quantities of a three cell series connection: The values of φel,
~el, and ∆~jel are evaluated by averaging over the respective inlet planes
of each cell and the outlet plane of the final one. The values for the cur-
rent sources ~jelNiNave are calculated by averaging over the entire electro-
chemically active area of each cell. The power densities pelNiNave are sub-
sequently derived from these values. Finally, the values of the volumetric
power densities p vol ,elNiNave follow by multiplying pelNiNave with the quotient
of the electrochemically active area A = 1.442·10−4 m2 and the cell volume
V Vol ,cell = 5.085·10−7 m3.
Quantity Dimension Third cell C Second cell B First cell A Inlet
φel V 2.400 1.584 0.783 1.905 ·10−8
∆φel V 0.816 0.801 0.783
~el V/m 0.369 0.396 0.438 0.28
∆~el V/m -2.595 ·10−2 -4.227 ·10−2 -2.059 ·10−2
∆~elN% % -7.018 -10.680 -4.701
~jel A/m2 3.345 ·105 3.580 ·105 3.962 ·105 4.148 ·105
∆~jel A/m2 -2.348 ·104 -3.822 ·104 -1.860 ·103
∆~jelN% % -7.018 -10.680 -4.696
~jelNtotNave A/m
2 4.037 ·103 4.477 ·103 5.197 ·103
~jelNCONave A/m
2 3.324 ·102 3.410 ·102 3.627 ·102
~jelNH 2 Nave A/m
2 3.705 ·103 4.136 ·103 4.834 ·103
pelN totNave W/m
2 3.294 ·103 3.586 ·103 4.069 ·103
pelNCONave W/m
2 2.712 ·102 2.732 ·102 2.840 ·102
pelNH 2 Nave W/m
2 3.023 ·103 3.313 ·103 3.785 ·103
p vol ,elN totNave W/m
3 9.341 ·105 10.169 ·105 11.535 ·105
p vol ,elNCONave W/m
3 7.691 ·104 7.746 ·104 8.053 ·104
p vol ,elNH 2 Nave
W/m3 8.572 ·105 9.395 ·105 10.730 ·105
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Figure 6.2.: Local distribution of electric state variables in a y-z-plane at
x = 0.1 mm: Shown are the electric potential φel (top), the electric field
~el (second from top, gas-phase omitted due to outstanding large values),
the electric current density ~jel (second from bottom), and the volumet-
ric ohmic power density p volOhm in W/m
3 (bottom). φel has fixed values
of 2.4 V at the cathode’s contacts (bottom left) and GND at the anode’s
contacts (top right). It is obvious that the potential distribution is similar
to a series connection of batteries. The electric field ~el and current den-
sity ~jel qualitatively show translational symmetry in z-direction among the
cells. At each cell, the values increase at the cathode side with growing z
(cells A to C ), whereas at the same time a decrease on the anode side is
recorded. Much larger average current densities (~jel ≈ 1.4 · 106 A/m2) are
apparent at the cathode side of the AB. Thus the highest ohmic power den-
sities are present in these regions (bottom). The values for ~el are omitted
in the gas-phase, because the gases in each cell attain the same electric
potential as e.g. the ICs. Since their electrical conductivity is very weak,
(almost) no current flows, resulting in very strong fields (~el ≈ 500 V/m).
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6.1.2.1. Electric potential and electric field
As the driving force for the electric current, the difference in electric potential
φel between the anode and the cathode and the distribution within them is of
primary interest. Figure 6.2 and Table 6.5 reveal a high similarity to a series
connection of three batteries with (nearly) the same difference in φel for every
cell. Using the almost identical Nernst potential UNernst in Figure 6.3 as affir-
mation, it can be derived that the operating conditions between the cells have
to be very similar. Thus stronger changes in temperature and gas composition
are either not apparent or balance each other. Both aspects are addressed below
in more detail.
Figure 6.3.: Distribution of the Nernst potential at the AB: The theoretically achiev-
able open circuit potential UNernst (see section 2.3) is almost identical for
all cells in the series connection. It slowly decreases in flow direction
(right to left; cells A to C ) due to changes in reactant concentration.
The areas covered by the IC can be identified by slightly decreased values
of UNernst (left, middle, and right regions of each cell). Reasons for this
are either temperature variations or changes in reactant composition.
In consequence to the release and consumption of electric charges at the
TPBs, inside the respective electrodes, and between serially connected anodes
and cathodes, differences in electric potential have to be apparent. As an ex-
ample, the local distribution of φel inside the second cell B of the three cell
series connection in illustrated in Figure 6.4. While the potential remains al-
most constant inside the anode (left) it steadily increases in upstream direction
inside the cathode and the IC. At the cathode side of the PEN the increase is
additionally superimposed by a lateral distribution which is structured by the
IC’s geometry. The reason for this is the consumption of electric charges at
the cathode’s AB which has to be replaced through the rather poor conductive
cathode. In consequence, the local electron density is slightly lower in those
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regions without a direct contact to the IC and hence the electric potential is
increased.
Figure 6.4.: Electric potential distribution: For the second cell B of the series con-
nection the local values of the electric potential φel are shown. The po-
tential remains almost constant inside the anode (left) and increases in
upstream direction inside the cathode/IC. Here also a lateral distribution
in dependence of the electrode’s coverage by the IC is apparent.
This interpretation is supported by a look at the vector components of ~el
in Figure 6.5. The almost uniform distribution in z-direction1 is overlaid by
very strong fields in x - and y-direction towards the metallic IC. Close to the
boundary with the IC, the orthogonal component of the field (y-direction) in-
creases significantly. Altogether, it follows the vector plot in Figure 6.5, which
reveals a direction of the electric field ~el, and thus a flow towards the metallic
IC. Reasons for this behavior are discussed below together with the electric
current density.
6.1.2.2. Current density
At the cathode side of each cell in flow direction an increase in electric current
density ~jel can be identified. Simultaneously, a decrease is apparent at the
anode side of the AB (see Figure 6.2).
1in-plane currents to the subsequent anode
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Figure 6.5.: Vectors of the electric field inside the cathode: For the third cell C of
the series connection the vectors of the electric field ~el inside the cathode
are displayed. The boundaries of the cathode gas-channel with the IC are
highlighted as surface meshes to emphasize the direction of ~el towards
the metallic IC.
Anode’s boundary regions: Cathode’s boundary regions:
Anode side: Cathode side:
IC side: IC side:
Figure 6.6.: Electric current density distribution in the boundary region of an-
ode/cathode and IC: The current density is evaluated at the contact area
of the anode/cathode with the respective gas channel and IC. In both cases
the upper image shows ~jel inside the electrode whereas the lower one the
situation inside the IC. For the anode side of the AB (left) it is obvious that
for each cell on both sides of the boundary the current density decreases
along with decreasing φel. Since the electric conductivity of the anode is
higher, in the IC ~jel increases significantly only at the outer right finger
of each cell. Since the IC is much more conductive than the cathode, the
former carries the current, while the latter is mainly needed for its lateral
homogenization (right images).
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Reasons for this behavior are a steady “loss” of electrons in the process of
ion creation at the cathode and its reversal at the anode (both in opposite di-
rection to the flow). Further insights on the distribution of ~jel can be obtained
when looking at the electrodes perpendicular to the flow direction (see Fig-
ure 6.6). For each cell the current density decreases steadily inside the anode
in direction of falling electric potential φel (positive z-direction). The drastic
increase at the outer right fingers follows from the concentrated passage of
electric charges from the anode to the IC. Since only this boundary region is
used for their passage, ~jel locally increases significantly in both domains (also
visible in Figure 6.2).
When looking at the values of ~jel in the anode and IC (left images in Figure
6.6), it is obvious that the current is transported primarily by the anode. The
reason for this behavior is the higher conductivity of the anode cermet (be-
cause of its Ni content) compared to the IC. As it can be seen in Figure 6.7,
the electric conductivity σ
el
of the IC is still about two orders of magnitude
larger than the one of the cathode. In consequence, at the cathode side the sit-
Figure 6.7.: Electric conductivity distribution: Because of the high Ni content, the
values of σ
el
are maximal in the anode. Although the IC’s conductivity
is only about half of that of the anode, it is still approximately two orders
of magnitude larger than the cathode’s one. The values are highlighted
for the first cell A in the series connection at a y-z-plane at x = 0.1 mm.
Since the values in the gas channels are close to unity, they are suppressed.
uation is completely opposite. As the images in the right of Figure 6.6 show,
the current density is much larger in the IC than in the electrode. Inside the
cathode it is heavily structured by the geometry of the IC. While ~jel is almost
zero under the IC and in the central regions of the cut-outs, it increases up
to about 1.5 · 105 A/m2 in the cut-out areas close to the IC. This structure in
x -direction is a result of the need to homogeneously supply electrons to the
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reaction zones. While the almost uniform distribution in x -direction inside the
cut-out areas points to a homogeneous consumption of the charges in this di-
rection, the slight decrease in ~jel in flow direction among the cells reveals a
higher electrochemical activity close to the inlet.
6.1.2.3. Sources and sinks of the electric current density
Figure 6.8 confirms the findings of the previous subsection. While CO shows
only slight changes in the electrochemical reaction rate2, ~jelNH 2 reduces its
value to about 64 % of its maximal value close to the inlet. Thus hydrogen in
converted much faster by the system, compared to CO. When looking at the
numerical values, an order of magnitude can be figured out as a guideline.
Both current densities show local minima at the covered parts of the elec-
trodes (right, left, and center of each cell, see Figure 6.8). Since the transport
of electrons is even better in these regions compared to the rest, the observed
changes must originate in variations in the reactant concentration. Due to the
rather thick anode, differences in the oxygen concentration at the cathode side
of the AB are more likely (see below).
Although lateral currents could be expected, as the previous subsection shows,
they are not very pronounced. Nevertheless, even for the high operating volt-
age of the REC, an influence of the PEN coverage by the IC is apparent. For
higher loads this might lead to fuel starvation, large reaction rate gradients, and
finally maybe an increased degradation rate.
6.1.3. Mass transport and species distribution
As already discussed in the previous chapters, it is necessary to distinguish
between the mass transport in the gas channel and the electrodes. The former
is dominated by convection and is intended to provide an efficient transport of
the operating media and homogenization of the temperature profile. Therefore,
in subsection 3.2.2 sinusoidal shaped fins for structuring the flow channels are
proposed. As discussed in section 5.1.1, these fins are simplified to straight
connections for the final geometry (“simplified geometry”). Since the laminar
nature of the flow on both sides of the PEN has already been investigated in
subsection 5.2.2, here the focus lies on the distribution of the velocity profile.
2about 50 A/m2 (≈ 13 %) among the three cells
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CO:
H2:
CO + H2:
Figure 6.8.: Current density distribution at the anode side of the AB: The operating media
pass the system in growing z-direction (cells A to C from right to left). For
CO (top) as well as for H2 (middle) the reaction rate steadily decreases from the
inlet (right) to the outlet (left). While the loss is only about 13 % for CO, the
electric sources from the hydrogen’s electrochemical conversion are lowered by
almost 36 % along the flow direction. In both cases, an influence of the electrode
coverage by the IC is apparent at the end and in the middle of each cell. The sum
of both current densities (bottom) shows a trend towards homogenization for each
cell.
6.1.3.1. Velocity profile
Figure 6.9 shows the velocity profile of all domains in a y-z-plane at x = 1 mm.
In both domains the velocity decreases from the center of the flow channel (top
and bottom edges in Figure 6.9) to the electrodes, where it is almost zero. In
the cutting plane, local maxima in those regions where the IC narrows the flow
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channel can be observed. They are a consequence of the “Venturi effect” which
says that for a given mass flow the fluid velocity must rise when the channels
diameter decreases. (Grote and Feldhusen 2007, p. W18 et seqq.) Since the in-
let velocity at the cathode side of the PEN (bottom) is higher than the anode’s
one, the regions of highest velocities are only in this domain. Two important
aspects can be derived from the figure: On the one hand the velocity distri-
bution among the cells is very uniform, thus subsequently only one cell needs
to be investigated in more detail3, and on the other hand a strong influence of
the IC’s geometry on the velocity profile. Using the example of cell three C ,
Figure 6.9.: Overall velocity distribution in a y-z-plane at x = 1 mm: Because of
the higher inlet velocity (see Table 5.1 in section 5.2.2), the regions of
higher average velocity are all inside the cathode’s gas channel (bottom).
Each cell ( A to C , from right to left) is structured by the IC into alternat-
ing regions of high and low average velocity. Among the cells the velocity
profile is very similar, thus detailed studies are possible with a single cell.
the local distribution of the velocity profile is displayed in Figure 6.10. The
figure shows that on either side of the electrolyte even the simplified fins act
as baﬄes, by concentrating the flow to well developed laminar flow profiles
with non zero velocities at the surfaces of the porous electrodes. In the middle
of the cell (between planes PA5 and PA6 ), a mixing occurs by splitting and
rearrangement of the streams. To illustrate this aspect, Figures 6.11 and 6.12
show streamlines and velocity vectors inside the third cell’s C anodic flow
channel. In particular, the streamline-plot reveals a redirection of the flow by
the IC. Due to the simplified geometry, the stream is only redirected parallel to
the anode surface. In the “original geometry” the sinusoidal shaped fins would
also redirect the flow orthogonal to the electrode surface. This would lead to an
3Because of the assumed parabolic inlet velocity profile, the first cell A shows in this region
some deviations to the other cells
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PA1
PA4
PA7
PA2
PA5
PA8
PA3
PA6
PA9
Figure 6.10.: Velocity profiles: The velocity profiles are evaluated in the third cell
C at the planes PA1 - PA9 shown in the topmost figure. The profiles
reveal highly developed laminar flow profiles inside the gas channels
and almost zero velocity in the electrodes.
160
enhanced mixing inside the flow channel and to a shifting of the core regions
of the flow towards the electrode.
Figure 6.11.: Streamlines inside the anode’s flow channel: At the connection of two
cells, the flow almost unifies to one stream (top right corner; see also
Figure 6.10), while at the center of the cell (middle) the staggered struc-
ture of the fins forces flow redistribution. The figure shows the situation
inside the third cell C of the series connection.
However, as Figure 6.13 shows, the “pressure drop” in the flow channels is
almost negligible4. Major changes are only apparent inside the porous elec-
trodes; while the coverage by the IC and the net mass-flow from the cathode
lead to an increase inside the anode, a lid flow situation and loss of mass via
the electrolyte result in a decrease inside the cathode. Altogether, from these
results a homogeneous distribution of reactants and products as well as of the
temperature in directions perpendicular to the flow direction are to be expected.
6.1.3.2. Species fractions
As discussed in the previous subsection, the average velocity and thus the mass
flow rate is much higher in the cathode domain than in the anode’s one. In
consequence, the relative changes in species concentration are expected to be
much more significant for the anode domain. Therefore, despite of a look at
the oxygen concentration, the subsequent discussion focuses on this region.
Next to the local distribution of the different species in the operational media
inside the entire gas-channel and electrode volume, the respective boundary
4very similar to an opened flow channel of the same length
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Figure 6.12.: 3D velocity vectors inside the anode’s flow channel: As in Figure 6.11
two jets which reunite at the connection of two following cells (top right
corner) can be identified. The figure shows the situation inside the third
cell C of the series connection.
Figure 6.13.: Pressure distribution inside the first cell: The figure shows the pres-
sure p inside the first cell A in a y-z-plane at x = 1 mm (values relative
to the inlet pressure). While the “pressure drop” inside the flow channels
(anode top, cathode bottom) is almost negligible, the coverage of the an-
ode by the IC and the net mass-flow from the cathode lead to an increase
in p close to the electrolyte. Inside the cathode a lid flow situation and
loss of mass via the electrolyte results in a pressure decrease.
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region close to the electrochemical AB is of interest. For the anode, the former
is given by a mixture with the results of the reformation reactions, whereas the
latter is much more ruled by electrochemistry. To simplify the comparability of
the different species, the subsequent discussion is based on “molar fractions”
y MolNmolNi. In consequence, if not otherwise noted, in the following text the term
“concentration” is used as a synonym for the molar fractions.
Figure 6.14.: Molar fractions of H2: The operating media pass the flow channel in growing
z-direction (top right to bottom left; cells A to C ). Inside the porous anode, H2
is created by reformation from CH4 with H2O and consumed by electrochemistry
(at the AB). The bottom figure shows the situation at the AB (cells A to C in
growing z-direction from right to left).
Starting with hydrogen in Figure 6.14, a steady decrease in its molar frac-
tion from y MolNmolNH 2
≈ 0.87 molH 2 /moltot at the inlet (top left) to y MolNmolNH 2 ≈
0.75 molH 2 /moltot at the outlet, regardless of the reformation reactions inside
the anode, is apparent. The 3D visualization reveals the limited mass trans-
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port velocity inside the electrodes. Here molar fraction gradients are present
between the AB and the flow channel. Also the coverage of the anode sur-
face by the IC has an influence on the hydrogen fraction profile, which is even
going down to the contact region with the electrolyte. Since transverse to the
flow both electrodes are covered in the same regions, these concentration dif-
ferences might originate in changes of the oxygen concentration at the cathode
side of the AB.
Figure 6.15.: Molar fractions of O2: The operating media pass the flow channel in
growing z-direction (top right to bottom left; cells A to C ). The bottom
image shows the situation at the cathode side of the AB. Under the cov-
ered parts of the cathode, significant decreases in oxygen concentration
are apparent.
The oxygen molar fraction profile in the cathode domain in Figure 6.15 sup-
ports this interpretation. While the absolute value decreases only by about
20 % between in- and outlet of the system, local minima at the electrochemi-
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cally AB are apparent for all covered regions (bottom image in Figure 6.15).
These regions can be subdivided into those at the edges of each cell and the
one in the middle. Almost independent from the cell number, the oxygen’s
molar fraction decreases to about 0.1 molO 2 /moltot (about 50 % of the inlet
value) at the outer edges of the cells. Here the only difference lies in the width
of the region with this minimal value. In general it is thinner in the upstream
regions, for each as well as among the cells. In contradiction to this rather
uniform overall behavior, the total values of the minima from the center bars
are dependent on the oxygen’s molar fraction at the inlet of the respective cell.
In any case, the oxygen fraction decreases to about 80 % of this value. Both
phenomena have their origin in the diffusion controlled mass transport inside
the cathode. While the edges are only connected to the gas-channel from one
side, the center region is in direct contact with the main flow. Next to the re-
duced length the oxygen molecules have to travel through the electrode, this
aspect facilitates a mass exchange. Since the dimensions of the IC transverse
to the flow (x -direction) are minimized in the “simplified geometry”, coverage
dependencies are not very pronounced in this direction. However, the bottom
image in Figure 6.15 shows some minor effects on the oxygen’s molar fraction
similar to those of the center bars.
Altogether it can be said that the limited supply of the AB with oxygen
from the cathode has a direct influence on the overall operational behavior
of the cell. The limitation in oxygen availability can either be addressed by
enhancing the transport properties of the cathode, which is difficult, since e.g.
an enlarged porosity lowers the already very small electric conductivity even
further, or by altering the geometry of the IC. For instance, the covered regions
at the beginning and end of each cell stripe could be moved towards the middle.
Maybe this would even make it possible to waive the center bar and to end up
with larger uncovered regions of the cathode. However, the complexity if the
IC’s geometry would be increased, making manufacturing and sealing more
difficult.
Going on with the other electrochemical fuel, carbon monoxide (CO), it
follows a different picture than that of hydrogen. As Figure 6.16 shows, its
molar fraction steadily increases from y MolNmolNCO ≈ 2.35·10−2 molCO/moltot at
the inlet (top left) to y MolNmolNCO ≈ 4.41·10−2 molCO/moltot at the outlet of the
third cell C . The explanation for this behavior are the counteracting influences
of electrochemistry and reformation.
165
Figure 6.16.: Molar fractions of CO: The operating media pass the flow channel in
growing z-direction (top right to bottom left; cells A to C ). Inside
the porous anode CO is created by reformation from CH4 with H2O and
consumed by electrochemistry (at the AB).
While the former consumes CO, the latter creates it from CH4 and H2O
(see section 2.5). Since an increase in CO is apparent in flow direction, the
reformation must be strong enough to outnumber the consumption by electro-
chemistry. An underpinning for this interpretation is the molar fraction profile
of CH4 (see Figure 6.17), which corresponds well to the one of CO but with
different signs. In those regions where local maxima of CO exist (e.g. at the
upstream region of the first cell A in Figure 6.16), local minima of CH4 are
apparent.
While the fuel concentration depletes, the ones of the products (see Figures
6.18 and 6.19) increase in flow direction. Qualitatively, both gases show a
similar behavior: The amount of steam homogeneously rises by about 0.5 ·
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Figure 6.17.: Molar fractions of CH4: The operating media pass the flow channel in
growing z-direction (top right to bottom left; cells A to C ). Inside the
porous anode, CH4 undergoes reformation reactions to form the fuel for
electrochemistry.
10−2 molH 2 O/moltot from cell to cell, the molar fraction of CO2 increases by a
factor of three from about 2.9 · 10−3 molCO 2 /moltot to 1.3 · 10−2 molCO 2 /moltot
along the entire system. In contradiction to the reactants, the products show
no surface dependency close to the AB (bottom images in Figures 6.18 and
6.19). For both, CO2 and H2O, the molar fraction in the gas-channel follows
the one at the AB with some delay in upstream direction. Since the gases
are efficiently transferred through the electrode to their sinks and from their
sources, any changes in the electrode or the IC design are required for the
anode domain. Table 6.3 in appendix A.5 summarizes the respective species
mass-flows at the inlet and the outlet planes of the SOFC. As the table reveals,
the total fuel consumption (referenced to the inlet mass flow of all fuels (CH4,
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Figure 6.18.: Molar fractions of H2O: The operating media pass the flow channel
in growing z-direction (top right to bottom left; cells A to C ). Inside
the porous anode H2O is consumed by the reformation reactions. The
electrochemical conversion of H2 and O
2– at the AB acts as source for
H2O.
CO, and H2) is less than ten percent. Here CH4 is consumed most (about
40 %), followed by H2 (about 6 %), while even more CO leaves the system
then enters it (about 92 %). In consequence, the three cell system is neither
expected to be thermally governed by electrochemistry nor reformation, but by
a balanced equilibrium between both factors.
6.1.4. Temperature distribution
Figure 6.20 shows the temperature distribution inside the system. In both do-
mains the temperature steadily increases in flow direction by about 15 K per
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Figure 6.19.: Molar fractions of CO2: The operating media pass the flow channel
in growing z-direction (top right to bottom left). The electrochemical
conversion of CO and O2– at the AB acts as source for CO2.
cell. In any case, the baﬄes of the IC act as heat exchangers, transferring the
heat from the electrochemical reactions at the AB to the gas-phase. In partic-
ular in the anode domain this results on the one hand in a very fast heat up of
the gases at the inlet of each cell and on the other hand in temperature differ-
ences in x -direction, transverse to the flow direction (see Figure 6.21). Inside
the anode a temperature gradient between the electrochemically AB and the
electrode surface exists. Since neither a significant temperature decrease nor a
complete conversion of CH4 are apparent, the reformation reactions are rather
slow and well balanced with electrochemistry. For the cathode domain the
higher mass flow rate results in an extended influence of the inlet conditions
on the system. Here for cells one A and two B the temperature homogenizes
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in the second half of the cell. For the third cell C this effect is no longer
apparent.
In total the system is dominated by electrochemistry and the distribution of
the released heat by the metallic components of the system. Since the “original
geometry” has larger contact planes between gas-phase and solid, a further
homogenization is to be expected. The recorded temperature differences are in
the order of some Kelvins, thus significant mechanical tensions are not likely.
Figure 6.20.: Temperature distribution: The operating media pass the flow channel in grow-
ing z-direction (top right to bottom left; cells A to C ). The electrochemical
conversion of H2, CO, and O
2– at the AB acts as heat source, while the refor-
mation of methane inside the anode consumes heat. The figures show only the
temperature inside the gas phase and the IC. To highlight the surfaces of the IC,
in the upper image its mesh is displayed. The lower image shows a side view
for a y-z-plane at x = 1 mm. Despite of a small inlet region, for both domains a
steady increase in temperature is apparent.
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PA9
Figure 6.21.: Temperature profiles inside the second cell: The temperature profiles
are evaluated at the second cell at the planes PA1 - PA9 shown in the
topmost image in Figure 6.10. Displayed are the temperature in the gas-
phase and the metallic IC. The values inside the solid structure of the
electrodes are suppressed.
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6.2. Parameter study
So far only the REC with a rather low inlet temperature and high operating
voltage is discussed. Next to the inlet composition of the operating media,
both parameters have a high influence on the state variables of the SOFC sys-
tem. Since slight variations of the inlet composition primarily result in a shift
of the REC’s results in flow direction, it is assumed to be fixed for this study.
Therefore, the subsequent investigation focuses on a variation in the operating
voltage ∆φel and an alternative inlet temperature Tin. In order to reduce the
number of repetitions with the previous subsections, only the primary differ-
ences are emphasized subsequently. The balances of the subsequent investiga-
tion are summarized in appendix A.5.
6.2.1. Variation in the electric potential
Compared to the REC, here the overall difference in electric potential is var-
ied from ∆φel = 2.4 V to ∆φel = 2.7 V5 (High Potential Case (HPC)) and to
∆φel = 2.1 V6 (Low Potential Case (LPC)). These variations lead to the aver-
age current and power densities summarized in Tables A.7 and A.19 in ap-
pendix A.5. The local distribution of the electric state variables φel, ~el, and
~jel under variation of ∆φel is qualitatively similar to the situation of the REC
in Figure 6.2. Deviations are apparent for the local distribution of the Nernst
potential at the AB (see Figure 6.3 for the REC and Figure 6.22). While the
REC shows an almost homogeneous decay from UNernst ≈ 1.06 V at the inlet
to UNernst ≈ 1.04 V at the outlet of the system, in the HPC UNernst decays from
about UNernst≈ 1.11 V to UNernst ≈ 1.06 V. In the LPC the values vary from
UNernst≈ 1.06 V to UNernst ≈ 0.85 V. Since UNernst is dependent on the local
concentration of the reactants and the products (see section 2.3.1.1), rather ho-
mogeneous profiles of the molar fractions of CO, CO2, H2, H2O, and O2 can
be expected at the AB. Since the current densities show strong location and
coverage dependent profiles (see Figure 6.23), the rather homogeneous trends
are overlaid with coverage dependent effects. The Figure also shows that the
profile of ~jelNCO changes its direction from a decrease in flow direction in the
HPC and the REC to an increase in the LPC. In consequence, in the LPC ei-
ther the concentration of CO must increase significantly or the electrochemical
5operating voltage of ∆φel ≈ 0.9 V per cell
6operating voltage of φel ≈ 0.7 V per cell
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∆φel = 2.7 V (HPC):
∆φel = 2.1 V (LPC):
Figure 6.22.: Distribution of the Nernst potential at the AB (∆φel = 2.7 V and ∆φel = 2.1 V):
The operating media pass the system in growing z-direction (cells A to C
from right to left). Including the results for the REC in Figure 6.3, UNernst is
proportional to the operating voltage.
reactions switch from H2 to CO conversion. Since ~jelNH 2 Nave is still about an
order of magnitude larger than ~jelNCONave, the latter might occur due to either
an increased CO concentration in the downstream region of the cell or a steam
enrichment in the anodic off-gas. This would limit ~jelNH 2 and promote
~jelNCO
in order to provide the needed electric current.
Figures 6.24 to 6.31 show the respective values of y MolNmolNi for the two cases.
For both cases, the methane’s molar fraction decreases in flow direction (see
Figure 6.24). The absolute values scale with the operating voltage: Higher
voltage results in reduced electrochemical activity with less heat production
and reduced reformation, thus higher fractions of CH4. A comparison of the
relative profiles for the two cases reveals a change in CH4 from the inlet to
the outlet of the system by only about 21 % for the HPC, compared to more
than 84 % in the LPC. This means that, for the given operating conditions, the
cooling effect from reformation only lasts for maybe one additional cell in the
latter case. In contradiction, under the HPC conditions it is even possible that
unreformed CH4 leaves the original eight cell system. In both cases the profiles
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~jelNCO, ∆φel = 2.7 V (HPC):
~jelNCO, ∆φel = 2.1 V (LPC):
~jelNH 2 , ∆φel = 2.7 V (HPC):
~jelNH 2 , ∆φel = 2.1 V (LPC):
Figure 6.23.: Current density distribution at the anode’s AB at Tin = 973 K and
∆φel = 1.8 V: The operating media pass the system in growing z-direction
(cells A to C from right to left). For CO (upper two images) the vari-
ation in the operating voltage leads to a reversal in the current density
profile. While ~jelNCO steadily decreases in the HPC, it increases in the
LPC. For H2 (lower two images) the reaction rate steadily decreases in
flow direction. In both cases the coverage of the electrodes by the IC has
an influence on ~jel.
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CH4, ∆φel = 2.7 V (HPC):
CH4, ∆φel = 2.1 V (LPC):
Figure 6.24.: Molar fractions of CH4 at the AB at Tin = 973 K: The operating media
pass the system in growing z-direction (cells A to C from right to left).
show local dependencies on the coverage by the IC7. In the covered regions at
the edges of the cells local minima exist, which might either be a consequence
of the limited gas transport or of local temperature maxima. Coverage depen-
dencies are also apparent in both cases in the molar fractions of CO at the AB
(see Figure 6.25). While the molar fraction of CO increases in the HPC by
about 76 % between in- and outlet of the system, it is more than doubled in
the LPC. Hereby, in cell three C of the latter case y MolNmolNCO remains almost
constant on a high level. Although the numbers of the LPC are much higher
(factor 1.6 to 3.3), the molar fraction profiles of CO2 look very similar for both
potentials (see Figure 6.26): A steady increase with an almost uniform rate
from the inlet to the outlet. In consequence, the conditions are better for CO
electrochemistry in the LPC. To deal with the theory of limiting factors for H2
electrochemistry, it is necessary to look at the molar fraction profiles of H2 and
H2O at the AB. The former is plotted in Figure 6.28. In both cases, the profile
shows a, qualitatively similar, steady decay from the inlet to the outlet.8 The
differences arise when looking at the numerical values: While y MolNmolNH 2
is
7In particular the regions at the end of the first cell and the beginning of the second one.
8Slightly more pronounced coverage dependent minima at the edges of cells two B and
three C in the LPC.
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CO, ∆φel = 2.7 V (HPC):
CO, ∆φel = 2.1 V (LPC):
Figure 6.25.: Molar fractions of CO at the AB at Tin = 973 K: The operating media
pass the system in growing z-direction (cells A to C from right to left).
CO2, ∆φel = 2.7 V (HPC):
CO2, ∆φel = 2.1 V (LPC):
Figure 6.26.: Molar fractions of CO2 at the AB at Tin = 973 K: The operating media
pass the system in growing z-direction (cells A to C from right to left).
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H2, ∆φel = 2.7 V (HPC):
H2, ∆φel = 2.1 V (LPC):
Figure 6.27.: Molar fractions of H2 at the AB at Tin = 973 K: The operating media
pass the system in growing z-direction (cells A to C from right to left).
H2O, ∆φel = 2.7 V (HPC):
H2O, ∆φel = 2.1 V (LPC):
Figure 6.28.: Molar fractions of H2O at the AB at Tin = 973 K: The operating media
pass the system in growing z-direction (cells A to C from right to left).
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decreased only by approximately 6 % (0.85 to 0.8 molH 2 /moltot) in the HPC, it
looses almost 20 % (0.82 to 0.66 molH 2 /moltot) in the LPC. A look on the re-
spective profiles for steam in Figure 6.28 completes the picture: Again similar
profiles with a steady increase9 in y MolNmolNH 2 O
and maxima under the covered
ends of the cell stripes10. While the steam fraction in the HPC increases only
by a factor of 2.5 to about 8.7 % in flow direction, it more than triples its value
to about 23.3 % in the LPC. Altogether, the species distribution hinders H2
electrochemistry in the LPC, compared to the HPC. In consequence, the gain
of the CO electrochemistry’s importance in flow direction is larger in the LPC.
Figure 6.29.: Polarization curves of the investigated system at different inlet tem-
peratures: The polarization curves show the dependence of the system’s
electric potential on the average of the current density over the three cells
of the system. The upper image shows the curves for the electrochem-
ical conversion of CO, the middle one the curves for hydrogen electro-
chemistry, and the lower one their sum. In all cases ~jel increases with
decreasing system voltage.
9due to electrochemistry
10but significant differences in the numerical values
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Figure 6.29 shows the polarization curves for the average current density
from CO electrochemistry (top), hydrogen electrochemistry (middle), and their
sum (bottom). In all cases ∆φel decreases with increasing ~jel. In any case the
current density from CO is significantly smaller compared to the H2 one. Only
for the LPC at increased temperature the ratio shifts towards CO. Possible
reasons for this will be addressed below in the discussion of the effects of an
increased inlet temperature on the system.
Figure 6.30 shows the quotients of ~jCO/~jH2 in all three investigated cases and
underlines the trend from the polarization curves. The ratio of ~jNCO to ~jNH2 in-
creases steadily in flow direction. While it is rather constant for high operating
voltages, the gradient increases with decreasing operating voltage. As Figure
6.31 shows, the extrema under the covered parts of the electrodes have again
their roots in the limited oxygen supply from the cathode. In particular at the
edges of the cell stripes even regions without any remaining oxygen are appar-
ent in the LPC. The large changes in y MolNmolNi under the covered ends of the
IC make it obvious that the concept should be improved here. In particular to
prevent a fuel starvation and thus concentration losses in this area, the bridges
in upstream direction should be made thinner.
Neither in the HPC (see Figure 6.32) nor in the LPC (see Figure 6.33) cov-
erage dependent effect are apparent in the temperature profile. Qualitatively,
both profiles show a similar behavior to the so far discussed REC: The inlet
temperature dominates the beginning of the first cell, the released heat from
the electrochemical reactions and ohmic losses, leads to a system heat up in
flow direction. While the overall gain in temperature is less than 20 K in the
HPC, T rises by more than 150 K from 973 K up to almost 1130 K in the LPC.
In particular, the first cell A of the LPC faces temperature differences of ap-
proximately 100 K between the AB and the surfaces of the electrodes. Since
the HPC is completely governed by the inlet temperature, fast changes from
the HPC to the LPC would lead to significant mechanical tensions on the com-
ponents. Thus the system should be heated up slowly at open circuit voltage
to reduce the released heat. Subsequently, the load can be carefully adjusted
to bring the system in the desired working point. As discussed, in the first cell
A strong influences of the inlet conditions as well as temperature gradients
perpendicular to the electrode surfaces exist. Thus the influence of a variation
of the inlet temperature is studied in the subsequent subsection.
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~jCO/~jH2 , ∆φel = 2.7 V (HPC):
~jCO/~jH2 , ∆φel = 2.4 V (REC):
~jCO/~jH2 , ∆φel = 2.1 V (LPC):
Figure 6.30.: Quotients of ~jCO/~jH2 at different cell voltages: The operating media
pass the system in growing z-direction (cells A to C from right to left).
While the ratio is almost constant in the HPC (top), the importance of
~jCO rises in flow direction with decreased operational voltage (note the
different ranges of the color bars).
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O2, ∆φel = 2.7 V (HPC):
O2, ∆φel = 2.1 V (LPC):
Figure 6.31.: Molar fractions of O2 at the AB at Tin = 973 K: The operating media pass the
system in growing z-direction (cells A to C from right to left). Under the
covered parts of the cathode the oxygen’s molar fraction decreases significantly,
compared to the uncovered ones.
Figure 6.32.: Temperature distribution at Tin = 973 K and ∆φel = 2.7 V (HPC): The oper-
ating media pass the flow channel in growing z-direction (cells A to C from
right to left). The electrochemical conversion of H2, CO, and O
2– at the AB
acts as heat source, while the reformation of methane inside the anode consumes
heat. The upper image shows the situation in a y-z-plane at x = 0.1 mm. Inside
the anode (upper part) cooling effects from reformation show no significant in-
fluence on the temperature. The lower image shows the temperature distribution
at the anode’s side of the AB. T grows only by about 8 K between in- and outlet.
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Figure 6.33.: Temperature distribution at Tin = 973 K and ∆φel = 2.1 V (LPC): Despite of
the inlet temperature, the situation is similar to the caption of Figure 6.32. Inside
the anode (upper part) cooling effects from reformation possess only inside the
first cell A a significant effect on the temperature. The lower image shows the
temperature at the anode’s side of the AB. While T grows by about 40 K in the
first cell A , it is almost constant in the third cell C .
∆φel = 2.7 V:
∆φel = 2.1 V:
Figure 6.34.: Temperature distribution Tin = 1073 K for different cell voltages: Both im-
ages show the temperature distribution in a y-z-plane at x = 0.1 mm. While in
the upper image an operating voltage of ∆φel = 2.7 V is apparent, in the lower
one ∆φel = 2.1 V.
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6.2.2. Variation of the inlet temperature
Compared to the REC, here the inlet temperature at either side of the PEN
is varied from Tin = 973 K to Tin = 1073 K. This variation leads to the average
current and power densities summarized in Tables A.11 to A.23 in appendix
A.5.
Relative to the REC (see Table 6.5), the respective cell voltages are almost
identical. Nevertheless, due to the enhanced electrochemical activity, the av-
erage current and power densities are increased by about 24 % (cell A ), 12 %
(cell B ), and 2 % (cell C ). This finding correlates well with findings in the
literature, whose authors intend an increase in operational temperature to coun-
terbalance negative effects from long term degradation phenomena (de Haart
2010). In consequence, with sufficient experimental and/or simulated data, the
cell voltage and power density, together with the average operating tempera-
ture, can be used for lifetime estimation.
The stepwise lowering of the gain in power density, compared to the REC,
is either a consequence of a significant loss in temperature and/or changes in
reactant concentration, both reducing the electrochemical activity of the system
in flow direction.
The increased inlet temperature leads to a significantly accelerated reforma-
tion kinetics. While about 40 % of the inlet’s methane is converted in the REC,
here almost 80 % undergoes reformation reactions. As Figure 6.35 shows, this
has an outstanding influence on the temperature distribution inside the system.
While T increases steadily in the REC (see Figure 6.20), here temperature min-
ima inside the anode support structure and the heating of the operating media
via the IC’s surfaces can be observed. Although the color scheme of Figure
6.35 suggests a more pronounced thermal profiling, compared to the REC, the
variations are just in the range of 5 K to 10 K. The overall increase11 in T is
only about 50 % of the REC’s one. In the REC, the increase in temperature
occurs primarily inside the first cell of the series connection (more than 40 K).
As the comparison of the local temperature distribution in the second cell’s
B plane PA5 shows in Figure 6.36, the relative temperature profiles are very
similar. In either case the temperature varies by about 7 K between the hottest
regions inside the IC and on the anode side of the AB, and the respective local
minima inside the anode support structure. To generate the comparison, in both
11approximately 30 K
183
Figure 6.35.: Temperature distribution at Tin = 1073 K and ∆φel = 2.4 V: The oper-
ating media pass the flow channel in growing z-direction (top right to
bottom left; cells A to C ). The electrochemical conversion of H2, CO,
and O2– at the AB in the center plane of the cells acts as heat source,
while the reformation of methane inside the anode consumes heat. The
figures show only the temperature inside the gas phase. While the tem-
perature inside the electrodes and the gas channel is highly dependent on
the influences of electrochemistry and reformation (upper images), it is
almost constant at the AB (bottom figure).
cases this minimal temperature is used as “reference temperature” Tref. Thus,
the thermomechanical tensions in cells B and C can expected to be in the
same order of magnitude. However, as in particular the temperature profiles at
the anode side of the AB show (see bottom images in Figures 6.20 and 6.35),
the temperature gets more uniform in the first cell A with increased inlet tem-
perature. In consequence, for cell A the current case seems to be beneficial for
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Tin = 973 K: Tin = 1073 K:
Figure 6.36.: Relative temperature distribution at different inlet temperatures:
The images show the local temperature distribution at the PA5 plane for
∆φel = 2.4 V and Tin = 973 K (left) and for ∆φel = 2.4 V and Tin = 1073 K
(right). Both figures show the temperature difference to the respective
local minimum (left: Tref = 1025 K, right: Tref = 1095 K). Apart from
the heat up of the cathode’s operating media by the IC, inside the anode
the temperature variations are very similar in both cases.
reducing thermal stresses. As Figure 6.34 shows, a variation of the operating
voltage results in significant changes in the temperature distribution. While an
increase in the cell voltage leads to a dominance of the cooling from reforma-
tion (about 50 K in flow direction for ∆φel = 2.7 V), T increases by almost 90 K
in flow direction for ∆φel = 2.1 V.
In contrast to almost 80 % of the inlet’s methane, which is converted after
the end of cell three C at ∆φel = 2.4 V, the conversion ratio is reduced to about
46 % with increasing ∆φel to 2.7 V. While for the first case the temperature ho-
mogenization will not go much further than an additional fourth cell, it will
be active for several additional cells in the second case. Altogether it can be
said that an inlet temperature of about 1100 K and a cell voltage between 0.8 V
and 0.9 V per cell result in a rather homogeneous temperature profile under the
given inlet composition.
6.3. Fuel conversion, power density, and efficiency
This section compares the fuel conversion, power density, and efficiency of all
investigated cases. Next to the fuel and voltage efficiency a “total efficiency”
η% ,tot for the entire system is derived. The section ends with an investigation
of the fuel conversion in longer cascades.
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6.3.1. Fuel conversion
The investigated system converts CH4, CO, and H2 as fuels for reformation
and electrochemistry, thus the fuel conversion ratio12 for each of the species
as well as a “total conversion ratio”13, as the quotient of the sum of their mass
flows at the in- and the outlet of the system14, can be calculated. The values
of the fuel efficiency15 η% ,fuelNi for CH4, CO, and H2 as well as the “total fuel
efficiency” η% ,fuelNtot:
η% ,fuelN tot =100 ·
1 − 1m˙ Mass 0NCH 4 h mass 0NCH 4 + m˙ Mass 0NCOh mass 0NCO + m˙ Mass 0NH 2 h mass 0NH 2 ·[
m˙ MassNCH 4 Nouth massNCH 4 Nout + m˙ MassNCONouth massNCONout + m˙ MassNH 2 Nouth massNH 2 Nout
])
[%]
(6.1)
are illustrated in Figure 6.37. Starting with methane in the topmost figure,
the fuel efficiency is inversely proportional to the cell voltage and rises with
the operating temperature. For ∆φel = 2.1 V its values increase to more than
80 %, thus the cooling potential from the reformation is almost completely
exhausted. The profiles for CO in the second plot in Figure 6.37 reveal a dif-
ferent behavior of this species, compared to CH4. Here in every case η% ,fuelNCO
is negative, what means that more fuel leaves the system than enters it. This
confusing behavior can be explained by the reformation acting as a source for
CO. A higher reformation rate results in a higher fuel efficiency for CH4 and a
lower one for CO. Since the values of η% ,fuelNCO are negative, this process out-
numbers the consumption by CO electrochemistry. Only for the ∆φel = 2.1 V
cases almost identical values for η% ,fuelNCO are obtained. This seems to be a
result of the almost complete conversion of CH4 and the increased influence
of CO electrochemistry in this case16. Since the anode’s operating media is
dominated by hydrogen17, the total fuel efficiency profiles in the bottom figure
are very much those of hydrogen. The latter are illustrated in the second im-
age from the bottom in Figure 6.37. η% ,fuelNH 2 is in an inversely proportional
relationship to the operating voltage too. The main difference to CH4 is in
12“fuel efficiency” η% ,fuel in percent, see subsection 2.3.2
13“total fuel efficiency”
14weighted with their respective enthalpies
15fuel conversion relative to inlet values “0”
16see previous subsection
17see e.g. Table 6.3
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Figure 6.37.: Fuel conversion ratios: The figures show the fuel efficiency η% fuel for
CH4 (top), CO (second from top), and H2 (second from bottom). The
bottom figure shows the sum of all three components, calculated using
equation 6.1. In several cases the calculated efficiency is negative, since
more fuel leaves the system than enters it. The reason for this behavior
is the creation of CO and H2 by reformation.
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the reversal of the temperature difference: Lower temperature leads to higher
fuel efficiency. Since electrochemistry is boosted by rising T , the observed be-
havior must also be a consequence of a balancing effect from the H2 creation
by reformation. Altogether, the fuel efficiency of the investigated three-cell
system is very small. For several cases it even becomes negative, since signif-
icantly more CO and/or H2 leave the system
18 than enter it. Even if η% ,fuelNtot
might grows with further reduction of the operating voltage, the negative ef-
fects on the temperature distribution, discussed in the previous sections, make
this step not very feasible. Thus a higher fuel efficiency just seem to be pos-
sible with new materials for the PEN, increasing the oxygen supply rate, the
current density, and finally the percentage of converted fuel. Alternatively, a
modification of the inlet composition at the fuel gas side and/or more cells in
the series connection could help to increase the fuel efficiency. Here, the ef-
fects on the local temperature distribution have to be considered. Before these
aspects are highlighted in subsection 6.3.4, the electrical power density p vol ,el
and the voltage efficiency η% ,Volt are investigated in the next subsections.
6.3.2. Volumetric power density
The volumetric electric power density p vol ,el in Wel/m
3 describes the electri-
cal power output of the system per cubic meter. For the calculation only the
active cell volume from the simulation is used. Auxiliary components, which
increase the volume and lower the electrical net output of the system like hous-
ing, pipes or blowers are not considered. For the investigated cases, Figure
6.38 shows the average over the three cells of the system for the volumetric
electric power density. Since p vol ,el is directly proportional to the current den-
sity ~jel, the curves look similar to the polarization curves of the system. Like
them, p vol ,el increases on the one hand with decreasing cell voltage and on the
other hand with increasing temperature. While the power density almost dou-
bles between the investigated electric potentials, the temperature variation just
leads to minor changes of about 10 % or less. Interestingly, the point for Tin =
1073 K and ∆φel = 2.1 V doesn’t follow the described trend for p vol ,elNH 2 . As
reported earlier, for this point the strongest limitations for hydrogen electro-
chemistry within the study are apparent. As discussed earlier, possible reasons
might be a mass transport limitation from the cathode or interactions with the
18at an increased temperature
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Figure 6.38.: Volumetric power densities: The figures show the volumetric power
densities for different system voltages and inlet temperatures. The top-
most figure shows the power density resulting from CO electrochemistry,
the one in the middle the contribution of hydrogen, and the lowermost
figure the total values, given by the sup of the upper two.
reformation reactions.
Altogether, for the investigated operating conditions volumetric electric power
densities of about 1 MWel per cubic meter can be derived. Compared to the gi-
ant installations in conventional power plants of several hundred MWel this
value sounds interesting. However, it has to be noted that it will decrease sig-
nificantly when the auxiliary components from the beginning would be taken
into consideration too.
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6.3.3. Voltage efficiency
The voltage efficiency η% ,Volt in percent is defined as the ratio of released elec-
trical energy to the amount of converted chemical energy. Figure 6.39 shows
the voltage efficiency in dependence of the systems operating voltage and tem-
perature. As expected from theory in subsection 2.3.2 η% ,Volt rises with the sys-
Figure 6.39.: Voltage efficiencies: The figure shows the average over the three cells of
the system for the voltage efficiency η% ,Volt in dependence of the system
voltage ∆φel and the inlet temperature Tin. An increase of each of both
factors leads to an increase in η% ,Volt.
tems operating voltage. Increasing the inlet temperature is also accompanied
by an increase in efficiency. Although the electric conductivity of the metal-
lic components decreases with rising T , the resulting additional ohmic losses
seem to be outnumbered by the influences of the facilitated gas transport in the
electrodes and the accelerated electrochemistry. In any case the values are on
a high level, what is a consequence of the observed low fuel efficiency. An
ideal cell operated at (almost) open circuit voltage has (almost) any losses, but
shows (almost) no fuel conversion.
As in the previous subsection the case with Tin = 1073 K and ∆φel = 2.1 V
shows some differences to the others. Here the drop in efficiency compared to
the next potential is almost 10 %, what is much higher than the others. The
growing influence of concentration losses ηconc seem to be the reason for this.
Altogether it follows that a high voltage efficiency is achievable by increas-
ing the operating voltage and temperature.
6.3.4. Fuel conversion in longer cascades
So far only three cells are investigated in a a series connection, resulting in a
rather low fuel conversion ratio and thus a limited “total efficiency”. In order
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to study the fuel conversion efficiency of larger cascades, a virtual twenty one
cell system is investigated. This is achieved by taking the REC and receptively
applying the obtained outlet conditions as inlet ones for a subsequent simula-
tion.
Figure 6.40.: Species mass flows in a long cascade: The virtual cascade is created by apply-
ing the outlet conditions of a three cell simulation as inlet ones for a subsequent
simulation. Along the cells, the mass flows of the reactant CH4, H2, and O2
(cathode side of the PEN) decrease, the ones of the products CO2 and H2O in-
crease. In consequence to its role as product in the reformation reactions and its
rather slow electrochemical conversion, CO increases up till cell eight, before it
depletes as well.
Figure 6.41.: Gas temperatures at the cell outlets of a long cascade: Shown are the average
values over the respective outlets of the cells in the fifteen cell cascade. After a
significant step in the first cell, the temperature rises almost linear by about 10 K
per cell.
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Figure 6.40 shows the mass flows of the different species at the outlets of the
respective cell. The curves reveal a superimposition of reformation and elec-
trochemistry. The mass flows of the “primary reacants” CH4 and O2, which
are steadily consumed, are reduced from cell to cell. In particular CH4 is al-
most completely converted after ten cells. Despite of its role as product in the
reformation reactions, H2 slowly depletes as well. In consequence, for the se-
lected BCs it has to be consumed by electrochemistry faster than it is created
by reformation. Since the H2O mass flow rate steadily increases, there must
be sufficient hydrogen to supply the electrochemical reactions. For the sec-
ond electrochemical pair, CO and CO2, the situation is much more complex.
Although, the slow, but steady, increase in CO2 reveals a constant electro-
chemical conversion, the mass flow of CO increases until the end of cell eight,
before it declines as well. In contradiction to H2, the beginning depletion of
CO coincides with the almost complete conversion of CH4. Therefore, it can
be said that the CO concentration is defined by reformation rather than by elec-
trochemistry.
Since the reformation reactions have almost come to an end at the outlet of
cell eight, the systems thermal situation is of interest. With only electrochem-
istry it might heat up drastically, what would lead to significant mechanical
tensions. Figure 6.41 shows the average temperature of the operating media at
the respective cell outlets. Apart from a temperature step in the first cell, the
temperature rises almost linear by only 10 K or less per cell. The values for
the anode and the cathode side of the PEN are identical. Both aspects reveal
a good temperature conduction inside the system and thus only small thermo-
mechanical stresses. Nevertheless, it is possible to influence the temperature
profile by e.g. increasing the air’s mass flow rate or by introducing additional
air in the downstream direction of the cascade.
To judge over the fuel efficiency of the longer cascade, the conversion ratios
of the fuel gases CH4, CO, and H2 have to be discussed. Figure 6.42 shows
the percentage of change of these gases mass flows relative to their inlet values
“0”. In addition, the total fuel efficiency at the outlet of each cell is calculated
using equation 6.1.
While the conversion ratios for the “steadily depleating” reactants CH4, H2,
and O2 increase from cell to cell, the one for CO even reaches a negative value
of almost -200 %, before it slowly turns towards zero at the end of cell nine.
The system is dominated by hydrogen. Therefore, the values of η% ,fuelNH 2 and
η% ,fuelNtot are very similar.
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Figure 6.42.: Fuel conversion ratios in a long cascade: The conversion ratios are determined
by the fraction of the respective mass flows at the outlet of cell i and the inlet
value “0”. The fuel efficiency at the outlet of cell i η% ,fuelNi is calculated using
equation 6.1. Next to the fuel gases the ratios for oxygen are illustrated too.
Figure 6.43.: Species mass flows in a long cascade, enhanced oxygen mass flow: While the
enhanced oxygen mass flow rate at the cathode side of the PEN increases the
H2O mass flow rate by almost 30%, the one of CO2 remains almost unchanged.
Since CH4 is efficiently converted by electrochemistry, η% ,fuelNtot is always
slightly larger than η% ,fuelNH 2 . At the end of cell twenty one the total fuel
efficiency has reached a value of η% ,fuelNtot ≈ 28.1 %, what leads to a “total
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efficiency” of:
η% ,totN21 = 17.28 %.
at the outlet of the system. Since Figure 6.41 reveals a moderate temperature
rising, it can be said that, if sufficient oxygen is provided in the cathode’s gas-
stream, theoretically even an almost complete fuel conversion, without serious
thermomechanical stresses, is possible. To confirm this hypothesis, the oxygen
mass flow rate at the cathode side is doubled compared to the basic settings
from Table 5.1. Figures 6.43 to 6.45 show the respective species mass flows,
conversion ratios, and cell temperatures.
Figure 6.44.: Fuel conversion ratios in a long cascade, enhanced oxygen mass flow: Due to
the enhanced oxygen mass flow, hydrogen is converted faster. Thus, compared
to Figure 6.42, the total fuel conversion ratio at the end of cell 21 is increased.
Figure 6.45.: Gas temperatures at the cell outlets of a long cascade, enhanced oxygen mass
flow: As a consequence of the enhanced cathodic mass flow rate the cell temper-
ature rises even slower than in Figure 6.41.
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Since the hydrogen electrochemistry is significantly faster than the CO one,
the mass flow rate of steam is enhanced by almost 30 % compared to the for-
mer results. On the contrary, for CO2 hardly any changes are apparent. A
comparison of Figures 6.42 and 6.44 reveals an increase of the total fuel con-
version ratio to more than 38 % at the end of cell 21, what increases the “total
efficiency” η% ,totN21 to almost 24 %.
Since Figure 6.45 reveals an even slower increase in temperature, the results
show that with sufficient oxygen and long cascades, the results of Schlitzberger
(Schlitzberger 2012) can be confirmed: Longer cascades are the key to higher
fuel conversion and thus an increased total efficiency.
6.4. Conclusions
In this chapter the results of a detailed investigation of a three cell series con-
nection of the novel cell concept with a 3D CFD model are presented. Next
to the REC, the results of a parameter study on the operating voltage and in-
let temperature are discussed. Apart from the operating conditions, the split
and recombine fin structure of the metallic IC is found to be very effective
for species homogenization. Additionally, the large interfacial area of IC and
gas-phase provides an effective heat transfer from the reaction zones to the gas
flow. However, the coverage of the PEN has an influence on the local species
distribution inside the electrodes and even on the electrochemical reaction rates
at the AB. In particular the uninterrupted bars at the beginning and the end of
each cell might be modified in order to prevent fuel starvation.
For a high cell voltage the effects of electrochemistry and reformation on
the temperature profile inside the electrodes balance each other in such a way
that, independent of the inlet temperature, profiles with temperature differences
of less than 10 K perpendicular to the flow direction can be achieved. For
a cell voltage of ∆φelNcell = 0.9 V and Tin = 1073 K even a smaller outlet than
inlet temperature is observed. Altogether, an inverse proportionality between
cell voltage and outlet temperature is identified. Due to the coupling with the
reformation, for a smaller cell voltage a decreased inlet temperature is found
to be beneficial to homogenize the temperature profiles inside the anode. The
contribution of CO to the total current density is found to be smaller than 10 %
in any case. Since the quotients of ~jCO/~jH 2 increase in flow direction, it can
be said that, due to the different reaction kinetics, the system first converts the
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hydrogen and subsequently the carbon monoxide. This trend is also visible in
the volumetric power density of the system. Again a difference of an order
of magnitude between the contributions of CO and H2 to the total value is
observed. The values show a proportional tendency to the cell voltage.
While CH4 is efficiently converted in any of the investigated cases, the fuel
conversion ratios of CO and H2 are small. Due to the reformation reactions,
in several cases even more CO and/or H2 leave the system than enter it. The
situation changes when the cascade becomes longer. For the REC’s BCs the
total conversion ratio follows a slowly increasing trend, given by hydrogen.
Since the temperature rises only slowly, even after the reformation reactions
have come to an end, the calculated total efficiency of more than 17 % for a
twenty one cell system can easily be increased with an even longer cascade.
In summary, the setup of a DIR in combination with CO and H2 electro-
chemistry and long cascades of fuel cells confirms the initial hypothesis. It is
found to be effective in terms of temperature homogenization and fuel conver-
sion efficiency.
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7. Conclusions
The chapter summarizes the results of this thesis. The findings are reviewed in
a global context and final conclusions are drawn. In the beginning of this thesis
the basic operating principles of SOFCs are derived from thermodynamics in
order to figure out key aspects for design, materials, and manufacturing. In
combination with the results of a review on the current state of the art in the
field of SOFC design concepts, a janiform configuration of an anode supported
IP-SOFC system is developed. As preparative work for an investigation of the
cell concept with a numerical model, the current state of the art in 3D-SOFC
modeling and the mathematical treatment of the phenomena of interest are re-
viewed. Here, possible influences of the anode composition and microstructure
as well as of elementary surface reactions on the overall cell performance and
the numerical results are identified. The first aspect is subsequently investi-
gated by setting up a simplified lattice based model of an anode cermet. Using
the model, it is figured out that a global optimum in the number of TPBs exists
for an equivolumetric mixture of the cermet’s constituents. Since there is a
difference of several orders of magnitude between the electronic and the ionic
conductivities, this ideal composition should only be applied to a thin active
region of the anode close to the electrolyte. For the anode support structure the
composition should be shifted towards a facilitated transport of electrons and
gaseous species. In particular, when using appropriate metals like Ni, its inter-
face with the gas species can be used for the DIR of lower hydrocarbons. The
second aspect is addressed by a cathode surface reaction model. Although the
proposed simple three-path reaction process is able to explain experimental po-
larization curves, the model is found to be too complex for macroscopic CFD
simulations. Subsequently, the CFD problem setup is addressed. To obtain an
appropriate computational mesh, the original geometry is simplified in several
stages. For the physical phenomena of the final model individual submodels
are set up and verified. In particular the electrochemical and reformation reac-
tions are emphasized. For the former an alternative approach, based on a local
description of the potential dependent equations, is proposed and applied to a
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1D-CFD model of the PEN region. It is figured out that, although theoretically
the entire anode is electrochemically active, the small oxygen ion transport ve-
locity limits the active region to a rather thin frontier close to the electrolyte.
Since the models numerical stability is fragile, two alternative approaches to
electrochemistry (both with CO and H2 conversion), one for simple and one for
complex geometries, are proposed too. Either of them is based on conventional
electrochemical mathematics and is appropriate for 3D-CFD simulations. Ref-
ormation of methane is addressed by a reaction site availability and residence
time dependent kinetic model. Here, it is figured out that the thermodynamic
equilibrium is not reached directly after entering the cell’s active volume and
thus can be one issue of a design process. In particular in combination with the
geometry of the IC, whose baﬄes act as split and recombine micro-mixers for
the gas flows, local hot-spots and cooler areas are possible. Using a simplified
geometry, a three-cell series connection is investigated in a parameter study
on the operating voltage and temperature. It is figured out that for high cell
voltages the thermal effects of electrochemistry and reformation balance each
other in such a way that temperature gradients of less than 10 K perpendicular
to the flow direction are achieved. By increasing the inlet temperature it is pos-
sible to promote the influence of the reformation reactions in such a way that
the temperature remains almost unchanged between in- and outlet. For a con-
stant inlet temperature lowering the cell voltage increases the electrochemical
conversion rate and thus the average current density as well as the amount of
released heat. Inside the anode, the additional heat leads to thermal gradients
of several dozen Kelvin transverse and perpendicular to the fuel flow direction.
In consequence to the accelerated electrochemistry, regions of fuel depletion
appear. In particular under the covered parts of the cathode almost any oxygen
remains in some cases. Even though it is possible to increase the contribution
of CO to the current density by lowering the cell voltage, in any case its values
are only about 10 % of those from hydrogen. Thus, in a cell cascade, the sys-
tem in total converts the hydrogen first and subsequently the CO. While CH4 is
efficiently converted in any of the investigated three-cell systems, significantly
longer cascades are required to push the fuel conversion ratio of CO and H2.
For a twenty one cell cascade, a total efficiency of more than 17 %, with only
a moderate increase in temperature, is achieved. Altogether, this study shows
that a parallel conversion of CO and H2 in combination with a DIR is possible
with the novel cell concept and effective in terms of temperature homogeniza-
tion and fuel conversion.
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A. Figures and tables
A.1. Summary of SOFC design concepts
Table A.1.: Summary of the benefits and disadvantages of several SOFC concepts
discussed in the literature (Chen et al. 2011; Gardner et al. 2000; Viel-
stich, Lamm, and Gasteiger 2003a; Sammes, Du, and Bove 2005; Tietz,
Buchkremer, and Sto¨ver 2002)
Concept Inventor /
Research
Advantages Disadvantages References
HEXIS-cell H.C. Star-
ck/InDEC
B.V./Sulzer
- simple system design - hot-spot formation (Andreassi et al.
2008; Vielstich,
Lamm, and
Gasteiger 2003a;
Schuler 2007)
- almost no sealant
planes necessary
- inhomogeneous gas-
distribution
- intrinsic possibility for
heat management
- thermomechanical
stresses
- integrated heat ex-
changer
- CO2 separation diffi-
cult
- low fuel utilization
IP-SOFC, Rolls-
Royce,
- improved fuel utiliza-
tion
- high manufacturing
costs
(Cassidy et al.
2009; Costamagna
et al. 2004; Cui and
Cheng 2010; Cui,
Liu, and Chen 2010;
Gardner et al. 2000;
Grosso, Repetto,
and Pezzini 2008;
Lai and Barnett
2005; Leithner
2004; Magistri et al.
2005; Magistri et al.
2007; Mounir et al.
2009; Repetto and
Costamagna 2008;
Schlitzberger, Lei-
thner, and Zindler
2009; Schlitzberger
2012)
SS-SOFC CFCL, MHI - IIR possible - brittle ceramics
- no/little sealant planes - high ohmic losses
- reduced thermome-
chanical stresses
199
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Concept Inventor /
Research
Advantages Disadvantages References
MT-SOFC - (relatively) cheap man-
ufacturing
- high (ohmic) losses (Alston et al. 1998;
Amiri et al. 2010;
Andreassi et al.
2008; Calise,
Restuccia, and
Sammes 2010;
Funahashi et al.
2007; Lawlor et al.
2009; Sammes, Du,
and Bove 2005;
Serincan,
Pasaogullari, and
Sammes 2009a)
- high thermal operation
dynamics
- reduced thermal
stresses
- manifold and electrical
contacts in colder part of
stack
- intrinsic heat manage-
ment via combustion of
unused fuel
planar CFCL,
Forschungs-
zentrum
Ju¨lich,
H.C.
Starck,
HTce-
ramix SA,
RisøDTU,
Sulzer,
others
- IR possible - thermal stresses (Hoffmann 2009;
Lin et al. 2007;
Tietz, Buchkremer,
and Sto¨ver 2006;
Wang et al. 2007)
- cheap manufacturing - large sealant planes
- high power densities
(due to anode support)
- bipolar operation (in-
terconnects needed)
- furthest developed
among all concepts
- weight due to inter-
connects
- co-, counter- and cross-
flow possible
- slow start-up/cool
down behavior
- increased pressure
drop
- in-plane currents
- low fuel utilization
PT-SOFC - IR possible - high ohmic losses (Chen et al. 2011)
- no bipolar plates - brittle ceramics
- simple construction
- reduced sealants
SC-SOFC - one reaction chamber - low power densities (Vielstich, Lamm,
and Gasteiger
2003a,
p. 343)(O’Hayre
et al. 2009, p.279)
- simple cell/stack de-
sign
- possibility of explo-
sions
- reduced temperature
- little/no sealant
HPD-
SOFC,
MOLB-
type
SOFC,
tubular
MHI,
Siemens
Westing-
house,
Toto,
others
- reduced thermal stress - high ohmic losses due
to long currents paths
(Fischer and Seume
2009b; Fischer and
Seume 2009a;
Hwang, Chen, and
Lai 2005b; Hwang,
Chen, and Lai
2005a)
- little/no sealant - expensive
- easy adjustment of
power output by series
and parallel connection
- interconnecting diffi-
cult
- fast start-up/cool down
behavior
- high fuel utilization
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A.2. Summary of fuel cell types
Table A.2.: Summary of Fuel Cell types: Overview over currently investigated fuel cells types, ordered by their operational
temperature.
Name Temperature
in ◦C
Elec-
trolyte
Fuel Oxidant Ions Products References
BFC
Biological Fuel Cell
30 Polymer +
H2O
glucose O2 H
+ H2O, CO2 (O’Hayre et al. 2009,
p. 276)
LFFC
Laminar Flow Fuel Cell
30 liquid-liquid
boundary
HCOOH O2 H3O
+,
OH–
CO2, H2O (Bazylak, Sinton, and Dji-
lali 2005) (O’Hayre et al.
2009, p. 277)
MAFC
Metal Air Fuel Cell
30 KOH Zn O2 OH
– ZnO (O’Hayre et al. 2009,
p. 278)
DMFC
Direct Methanol Fuel Cell
30 - 90 Polymer +
H2O
CH3OH O2 H
+ H2O (Larminie and Dicks 2003,
p. 15)
SPFC/PEMFC
Solid Polymer Fuel Cell /
Proton Exchange Membrane
Fuel Cell
30 - 90 Polymer +
H2O
H2 O2 H
+ H2O (Larminie and Dicks 2003,
p. 15)
AFC
Alcaline Fuel Cell
50 - 200 KOH H2 O2 OH
– H2O (Larminie and Dicks 2003,
p. 15)
Continued on next page
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Name Temperature
in ◦C
Elec-
trolyte
Fuel Oxidant Ions Products References
PAFC
Phosphoric Acid Fuel Cell
80 - 220 Polymer +
H3PO4
H2 O2 H
+ H2O (Larminie and Dicks 2003,
p. 15)
DCFC
Direct Carbon Fuel Cell
450 - 900 NaOH, YSZ C O2 CO
2–
3 , O
2– CO2 (Jain et al. 2008;
Kacprzak, Kobylecki,
and Bis 2011)
SC-SOFC
Single Chamber-SOFC
500 - 700 YSZ, GDC CO, H2 O2 O
2–, H+ H2O, CO2 (Akhtar, Decent, and
Kendall 2010) (O’Hayre
et al. 2009, p. 279)
MCFC
Molten Carbonate Fuel
Cell
650 K, Li,
Na2CO3
CO, H2 O2 CO
2–
3 CO2 (Larminie and Dicks 2003,
p. 15 et seqq.)(O’Hayre
et al. 2009, p. 12)
SOFC
Solid Oxide Fuel Cell
650 - 1000 YSZ, GDC H2, CO,
(lower)
hydrocar-
bons
O2 O
2– H2O, CO2 (O’Hayre et al. 2009;
Bove and Ubertini
2006)(Heinzel, Mahlen-
dorf, and Roes 2006,
p. 15)(Vielstich, Lamm,
and Gasteiger 2003a,
p. 335)
DF-SOFC
Direct Flame-SOFC
800 - 1000 YSZ CO, H2,
hydrocar-
bons
O2 O
2– H2O, CO2 (O’Hayre et al. 2009,
p. 280)
LTA-SOFC
Liquid Tin Anode-SOFC
900 - 1000 YSZ H2, hydro-
carbons
O2 O
2– H2O,
CO2, SO2
(Larminie and Dicks 2003,
p. 17) (O’Hayre et al.
2009, p. 281)
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A.3. Drawings of the novel cell concept
In this section technical drawings of the novel Solid Oxide Fuel Cell (SOFC)
cell concept are shown (Leithner 2004; Leithner and Schlitzberger 2007; Schlitzberger
2012; Todt 2011).
Figure A.1.: Complete SOFC stack: The final SOFC stack appears as a compact
block with external contact sheets for the electrical connections. (Todt
2011)
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Figure A.2.: Complete SOFC stack without cover plate: Without the cover plate,
the cascaded structure of the cell layers is visible. On the left and the
right side holes for the gas manifold and screws can be seen. (Todt 2011)
Figure A.3.: Sectional drawing of the SOFC stack: The stack is cut along its vertical
center plane J. The detail K is located in the top left corner of the stack.
Adapted from (Todt 2011).
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Figure A.4.: Sectional drawings of the SOFC stack: The stack is cut along its ver-
tical center planes J and M. On the sides of cut M the external contact
sheets are visible. (Todt 2011)
Figure A.5.: Top view of the manifolding frame: The details AB and AC show the
contact areas of the electrochemically active areas with the housing. All
dimensions are in mm. (Todt 2011)
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Figure A.6.: Dimensions of the SOFC stack: Top view of the SOFC stack. All di-
mensions are in mm. (Todt 2011)
Figure A.7.: Dimensions of the manifolding cover: Bottom view of the manifolding
cover. All dimensions are in mm. (Todt 2011)
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Figure A.8.: Dimensions of the top side of the manifolding frame: Top view of
the manifolding frame. All dimensions are in mm. Modified from (Todt
2011).
Figure A.9.: Dimensions of the bottom side of the manifolding frame: Bottom view
of the manifolding frame. Flow homogenizers are visible at the inlet and
outlet of the gas manifolding. All dimensions are in mm. Modified from
(Todt 2011).
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Figure A.10.: Dimensions of the manifolding bottom plate: Top view of the mani-
folding bottom plate. All dimensions are in mm. (Todt 2011)
Figure A.11.: Dimensions of the ICs with external contacts: Top and bottom view
of the ICs with external contacts. All dimensions are in mm. Modified
from (Todt 2011).
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Figure A.12.: Dimensions of the internal ICs: Top, side and detailed view of inter-
nal ICs. Very well visible is the flow channel structure created by the
sinusoidal fins. All dimensions are in mm. (Todt 2011)
Figure A.13.: Dimensions of the PEN structures: To stabilize the PEN mechanically
and to provide gas tightness of the domains against each other, the very
first and last PENs in a layer have to be slightly larger (version B), com-
pared to the rest (version A). All dimensions are in mm. Modified from
(Todt 2011).
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A.4. Three-dimensional SOFC models
Table A.3.: Summary 3D SOFC models: Tabulated are models which focus on a three dimensional description of SOFCs.
Author Type Aim Me-
thod
Phenomena Balance
equations
Valida-
tion/veri-
fication
Electrical
model
Findings Tool
Akhtar et al.
(Akhtar et al.
2009)
steady-
state
Single
Chamber-
SOFC
(SC-
SOFC)
basic knowledge on
this type of cell
Finite
Element
Method
(FEM)
hydrogen elec-
trochemistry,
σ(T )
energy, mass,
momentum
UNernst - overpo-
tentials, Faraday’s
law, j from BVE
proof of concept
of SC-SOFC
COMSOL
Multiph.
Autissier et
al. (Autissier
et al. 2004)
steady-
state planar
cell
operational param-
eter distribution for
geometry optimiza-
tion
FVM hydrogen elec-
trochemistry,
radiation
energy, mass,
momentum
exp. data for
validation and
parameter
fitting
UNernst - overpo-
tentials (ohm &
activation), Fara-
day’s law, j given
parameter distri-
bution
FLUENT
Brus and
Szmyd (Brus
and Szmyd
2008)
IIR-SOFC study radiative heat
transfer
radiation and ref-
ormation
Campanari
and Iora
(Campanari
and Iora
2005)
planar cell study the influence of
the geometrical reso-
lution in the PEN
FVM hydrogen elec-
trochemistry,
σ(T ), reforma-
tion
charge, energy,
mass, momen-
tum
data from lit-
erature
UNernst - over-
potentials, UOhm
from equivalent
circuit model,
Faraday’s law
more accurate
temperature
distribution for
finer model
FLUENT
Continued on next page
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Author Type Aim Me-
thod
Phenomena Balance
equations
Valida-
tion/veri-
fication
Electrical
model
Findings Tool
Danilov et al.
(Danilov and
Tade 2009)
planar,
steady-
state cell
plate
geometry optimiza-
tion of the flow field,
detailed reformation
FVM CO and hy-
drogen elec-
trochemistry,
σ
ion
(T ), refor-
mation
charge, energy,
mass, momen-
tum
UNernst - overpo-
tentials, Farady’s
law, j from BVE
flow field op-
timized, non
uniform sur-
face species
distribution
FLUENT,
DETCHEM
Ferguson et
al. (Ferguson,
Fiard, and
Herbin 1996)
various ge-
ometries
create multi-
objective code
for SOFC simulation
hydrogen elec-
trochemistry,
σ(T ), D(T )
current, energy,
mass
verification
by other
models
half-cell poten-
tials, Ohm’s law,
Faraday’s law
code ”SOFC
3D” capable as
design tool
SOFC 3D
Goldin et al.
(Goldin et al.
2009)
planar but-
ton cell
influence of temper-
ature distribution on
performance
FVM hydrogen elec-
trochemistry,
reformation
charge, energy,
mass, momen-
tum
data from lit-
erature
UNernst - overpo-
tentials, reaction
scheme from (Zhu
et al. 2005)
strong tempera-
ture dependency
for small flow
rates of fuel/air
Gambit,
Cantera,
C++
Haberman
and Young
(Haberman
and Young
2004)
IP-SOFC,
steady-
state
influence of porous
structures on perfor-
mance
FVM hydrogen elec-
trochemistry,
reformation
charge, energy,
mass, momen-
tum
uniform j as-
sumed
reformation
kinetics have
significant
influence on
performance
Hwang et
al. (Hwang,
Chen, and Lai
2005a)
MOLB-
type SOFC
channel
study transport in
porous electrodes
FDM hydrogen and
CO electrochem-
istry
charge, energy,
mass, momen-
tum
Ohm’s law, Fara-
day’s law, j from
BVE
spatial distribu-
tion of overpo-
tentials
Liu et al.
(Liu, Kong,
and Lin 2009)
planar
SOFC,
steady-
state
optimize channel
width in stacks to
minimize contact
resistance
hydrogen elec-
trochemistry,
σ(T )
charge, energy,
mass, momen-
tum
validation by
experiments
Ohm’s law, BVE
with fitted param-
eters, Ucell as BC
geometry opti-
mization
COMSOL
Multiph.
Lu et al. (Lu,
Schaefer, and
Li 2005)
HPD-
SOFC,
steady-
state
improve overall cell
performance
hydrogen elec-
trochemistry
charge, energy,
mass, momen-
tum
data from lit-
erature
Ucell = sum of
half-cell poten-
tials, latter from
empirical formula,
Faraday’s law
species- and
temperature-
distribution in
dependence of
inlet conditions
Continued on next page
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Author Type Aim Me-
thod
Phenomena Balance
equations
Valida-
tion/veri-
fication
Electrical
model
Findings Tool
Nam and Jeon
(Nam and
Jeon 2006)
Intermediate
Temperature-
SOFC
(IT-SOFC)
electrode
study influence of
micro-structural
parameters on per-
formance
FVM hydrogen elec-
trochemistry,
σ(T ), D(T )
charge, energy,
mass, momen-
tum
Ohm’s law, Fara-
day’s law, j from
empirical formula
strong influence
of particle size
on performance
Recknagle et
al. (Reck-
nagle et al.
2003)
planar cell study influence of
flow configuration on
fuel utilization
hydrogen elec-
trochemistry
energy, mass,
momentum
UCEM for
electrochem-
istry
similar fuel util.
poss., irrespec-
tive of flow conf.
COMSOL
Multiph.
Schlitz-
berger et al.
(Schlitzberger,
Leithner, and
Zindler 2009)
cascaded,
planar
SOFC
system
prove of concept,
investigate electrical
efficiency
FVM hydrogen elec-
trochemistry,
reformation
charge, energy,
mass, momen-
tum
UNernst - overpo-
tentials, Faraday’s
law, j from BVE
η% el > 60 % C++,
EnBiPro
Tanaka et al.
(Tanaka et al.
2007)
planar,
steady-
state,
stack
influence of radiative
heat-transfer from
outside on temper-
ature distribution,
code from earlier
models
hydrogen elec-
trochemistry,
radiation, refor-
mation, T dep.
from JANAF
(Janaf 1971)
charge, energy,
mass
UNernst - overpo-
tentials, Faraday’s
law, j from BVE
almost no influ-
ence of radiation
from outside on
cells in stack
Wang et al.
(Wang et al.
2007)
single cell,
planar,
steady-
state
study species-,
temperature-, and
current density-
distributions
FVM hydrogen elec-
trochemistry,
c En,p (T ), D(T )
charge, energy,
mass, momen-
tum
UNernst - overpo-
tentials, UOhm ne-
glected, Faraday’s
law, j from BVE
more uniform
temp. distr. for
co- than counter-
flow. Influence
of electrode
porosity existent
ANSYS/
CFX
Yakabe and
Sakurai
(Yakabe and
Sakurai 2004)
steady-
state planar
cell
study electric current
path and influence of
geometry on cell per-
formance
FVM hydrogen elec-
trochemistry,
σ(T )
charge, energy,
mass, momen-
tum
UNernst - overpo-
tentials (ohm &
activation), Fara-
day’s law, η% act
with heuristic val-
ues
geometry af-
fects in-plane
currents and
hence electrical
performance
FLUENT
Continued on next page
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Author Type Aim Me-
thod
Phenomena Balance
equations
Valida-
tion/veri-
fication
Electrical
model
Findings Tool
Yakabe et
al. (Yakabe
2001)
anode sup-
ported pla-
nar cell
polarization effects
from H and CO
electrochemistry
FVM hydrogen and
CO electro-
chemistry,
reformation
energy, mass,
momentum
influence of
WGS on con-
centration
overpotential
under high fuel
utilization
Yuan et al.
(Yuan, Ji, and
Chung 2009)
low tem-
perature
planar
channel
temperature, geom-
etry, microstructure
influence on electri-
cal performance
FVM hydrogen elec-
trochemistry,
σ(T )
charge, energy,
mass, momen-
tum
UNernst - overpo-
tentials, Ohm’s
law, Faraday’s
law, j from BVE
strong influence
of particle size
and TPB length
on el. perfor-
mance
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A.5. Balances of the CFD results
This section summarizes the balances for the results of the different investi-
gated cases.
A.5.1. High potential case (HPC)
The High Potential Case (HPC) is characterized by a difference of ∆φel = 2.7 V
between the external contacts.
Table A.4.: Overall mass balance of the HPC: The table summarizes the mass bal-
ances of the HPC at either side of the AB as well as its total value. The
values are determined in accordance to the description of Table 6.1
Location m˙MassNANO [10
−6 kg/s] m˙MassNCAT [10
−6 kg/s] total [10−6 kg/s]
Inlet 9.769 · 10−2 1.057 1.154
Outlet −12.550 · 10−2 −1.029 -1.154∑ −2.777 · 10−2 2.777 · 10−2 −0.000
Table A.5.: Overall atom balance of the HPC: The table summarizes the atom bal-
ance at either side of the AB for the HPC. The values are determined in
accordance to the annotations of Table 6.2. All quantities are given in 10−8
kg/s.
Anode
Location m˙MassNCNANO m˙MassNHNANO m˙MassNNNANO m˙MassNONANO
Inlet 2.849 4.650 4.886·10−1 1.777
Outlet -2.849 -4.650 -5.006·10−1 -4.541∑
-7.487·10−4 -1.087·10−4 -1.197·10−2 -2.764
Cathode
Location m˙MassNCNCAT m˙MassNHNCAT m˙MassNNNCAT m˙MassNONCAT
Inlet 0.000 0.000 81.380 24.313
Outlet 0.000 0.000 -81.340 -21.580∑
0.000 0.000 4.410·10−2 2.733∑
tot -7.487·10−4 -1.087·10−4 3.213·10−2 -3.134·10−2
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Table A.6.: Overall energy balance of the HPC: The energy balance consists on the
one hand of the thermal and chemical energy of the reacting media and
on the other hand of the electrical energy flowing through the electric con-
tacts. The values are determined in accordance to the annotations of Table
6.4. All quantities are given in 10−1 W.
Anode Cathode IC
∑
H˙ En Q˙ En H˙ En Q˙ En E˙ En ,Ch [10
−1 W]
Inlet 1.372 7.260 7.659 11.820 1.029·10−3 28.112
Outlet 1.952 -7.657 -7.687 -11.780 -2.730 -27.902∑
3.324 -0.397 -0.276 -0.043 -2.729 -0.21
Table A.7.: Electric properties and power densities at Tin = 973 K and ∆φel = 2.7 V
(HPC): The values are determined in the same way as described in the
annotation of Table 6.5. Because of the increased operating temperature,
the average current and power density increases compared to the REC in
Table 6.5.
Quantity Dimension First cell A Second cell B Third cell C Outlet
φel V 2.70 1.79 0.89 9.43 ·10−9
∆φel V 0.91 0.90 0.89
~el V/m 0.19 0.21 0.22 0.23
∆~el V/m -1.44 ·10−2 -1.61 ·10−2 -3.35 ·10−3
∆~elN% % -7.49 -7.78 -1.51
~jel A/m2 1.74 ·105 1.87 ·105 2.01 ·105 2.04 ·105
∆~jel A/m2 -1.30 ·104 -1.45 ·104 -2.98 ·103
∆~jelN% % -7.50 -7.77 -1.48
~jelNtotNave A/m
2 2.10 ·103 2.27 ·103 2.56 ·103
~jelNCONave A/m
2 2.39 ·102 2.48 ·102 2.71 ·102
~jelNH 2 Nave A/m
2 1.86 ·103 2.02 ·103 2.29 ·103
pelNtotNave W/m
2 1.91 ·103 2.05 ·103 2.28 ·103
pelNCONave W/m
2 2.17 ·102 2.24 ·102 2.42 ·102
pelNH 2 Nave W/m
2 1.69 ·103 1.82 ·103 2.04 ·103
p vol ,elNtotNave W/m
3 5.41 ·105 5.80 ·105 6.48 ·105
p vol ,elNCONave W/m
3 6.16 ·104 6.34 ·104 3.85 ·104
p vol ,elNH 2 Nave
W/m3 4.79 ·105 5.17 ·105 5.79 ·105
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Table A.8.: Overall mass balance of the HPC at Tin = 1073 K: The table summarizes the
mass balances of the HPC at either side of the AB as well as its total value. The
values are determined in accordance to the description of Table 6.1
Location m˙MassNANO [10
−6 kg/s] m˙MassNCAT [10
−6 kg/s] total [10−6 kg/s]
Inlet 8.858 · 10−2 9.584 · 10−1 1.047
Outlet −11.893 · 10−2 −9.281 · 10−1 -1.047∑ −3.035 · 10−2 3.035 · 10−2 −0.000
Table A.9.: Overall energy balance of the HPC at Tin = 1073 K: The energy balance consists
on the one hand of the thermal and chemical energy of the reacting media and on
the other hand of the electrical energy flowing through the electric contacts. The
values are determined in accordance to the annotations of Table 6.4. All quantities
are given in 10−1 W.
Anode Cathode IC
∑
H˙ En Q˙ En H˙ En Q˙ En E˙ En ,Ch [10
−1 W]
Inlet 1.889 7.371 8.006 11.940 1.010·10−3 29.207
Outlet 0.950 -7.691 -7.511 -11.490 -3.228 -28.970∑
2.839 -0.321 0.495 0.451 -3.227 0.237
Table A.10.: Overall atom balance of the HPC at Tin = 1073 K: The table summarizes the
atom balance at either side of the AB for the HPC. The values are determined in
accordance to the annotations of Table 6.2. All quantities are given in 10−8 kg/s.
Anode
Location m˙MassNCNANO m˙MassNHNANO m˙MassNNNANO m˙MassNONANO
Inlet 2.583 4.216 4.436·10−1 1.612
Outlet -2.583 -4.216 -4.565·10−1 -4.634∑
-5.016·10−4 6.629·10−4 -1.292·10−2 -3.022
Cathode
Location m˙MassNCNCAT m˙MassNHNCAT m˙MassNNNCAT m˙MassNONCAT
Inlet 0.000 0.000 73.800 22.046
Outlet 0.000 0.000 -73.751 -19.060∑
0.000 0.000 4.894·10−2 2.986∑
tot -5.016·10−4 -6.629·10−4 -3.603·10−2 -3.630·10−2
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Table A.11.: Electric properties and power densities of the HPC at Tin = 1073 K and
∆φel = 2.7 V: The values are determined in the same way as described in the anno-
tation of Table 6.5. Because of the increased operating temperature, the average
current and power density increases compared to the REC in Table 6.5.
Quantity Dimension First cell A Second cell B Third cell C Outlet
φel V 2.70 1.79 0.89 1.06 ·10−8
∆φel V 0.91 0.90 0.89
~el V/m 0.20 0.22 0.24 0.25
∆~el V/m -1.50 ·10−2 -2.40 ·10−2 -1.09 ·10−3
∆~elN% % -7.35 -10.95 -4.46
~jel A/m2 1.85 ·105 1.99 ·105 2.20 ·105 2.30 ·105
∆~jel A/m2 -1.36 ·104 -2.18 ·104 -9.83 ·103
∆~jelN% % -7.35 -10.96 -4.46
~jelNtotNave A/m
2 2.24 ·103 2.49 ·103 2.89 ·103
~jelNCONave A/m
2 2.63 ·102 2.75 ·102 2.97 ·102
~jelNH 2 Nave A/m
2 1.97 ·103 2.11 ·103 2.59 ·103
pelNtotNave W/m
2 2.03 ·103 2.24 ·103 2.57 ·103
pelNCONave W/m
2 2.39 ·102 2.47 ·102 2.64 ·102
pelNH 2 Nave W/m
2 1.79 ·103 1.99 ·103 2.31 ·103
p vol ,elNtotNave W/m
3 5.77 ·105 6.36 ·105 7.29 ·105
p vol ,elNCONave W/m
3 6.78 ·104 7.01 ·104 7.49 ·104
p vol ,elNH 2 Nave
W/m3 5.09 ·105 5.66 ·105 6.54 ·105
A.5.2. Reference case (REC)
The REference Case (REC) is characterized by a difference of ∆φel = 2.4 V
between the external contacts.
Table A.12.: Overall mass balance of the REC at Tin = 1073 K: The table summarizes the
mass balances of the REC at either side of the AB as well as its total value. The
values are determined in accordance to the description of Table 6.1
Location m˙MassNANO [10
−6 kg/s] m˙MassNCAT [10
−6 kg/s] total [10−6 kg/s]
Inlet 8.859 · 10−2 9.584 · 10−1 1.154
Outlet −15.069 · 10−2 −8.964 · 10−1 -1.154∑ −6.200 · 10−2 6.200 · 10−2 −0.000
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Table A.13.: Overall atom balance of the REC at Tin = 1073 K: The table summa-
rizes the atom balance at either side of the AB for the REC. The values
are determined in accordance to the annotations of Table 6.2. All quanti-
ties are given in 10−8 kg/s.
Anode
Location m˙MassNCNANO m˙MassNHNANO m˙MassNNNANO m˙MassNONANO
Inlet 2.582 4.214 4.443·10−1 1.614
Outlet -2.583 -4.204 -5.619·10−1 -7.706∑
-1.557·10−3 -1.007·10−2 -1.175·10−1 -6.092
Cathode
Location m˙MassNCNCAT m˙MassNHNCAT m˙MassNNNCAT m˙MassNONCAT
Inlet 0.000 0.000 73.800 22.040
Outlet 0.000 0.000 -73.700 -15.940∑
0.000 0.000 1.000·10−1 6.107∑
tot -1.557·10−3 -1.007·10−2 -1.750·10−2 1.586·10−2
Table A.14.: Overall energy balance of the REC at Tin = 1073 K: The energy bal-
ance consists on the one hand of the thermal and chemical energy of the
reacting media and on the other hand of the electrical energy flowing
through the electric contacts. The values are determined in accordance to
the annotations of Table 6.4. All quantities are given in 10−1 W.
Anode Cathode IC
∑
H˙ En Q˙ En H˙ En Q˙ En E˙ En ,Ch [10
−1 W]
Inlet 1.921 7.413 8.050 11.990 1.301·10−3 29.375
Outlet 3.956 -8.294 -7.866 -11.610 -5.519 -29.333∑
5.877 -0.881 0.184 0.380 -5.518 -0.042
A.5.3. Low potential case (LPC)
The Low Potential Case (LPC) is characterized by a difference of ∆φel = 2.1 V
between the external contacts.
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Table A.15.: Electric properties and power densities at Tin = 1073 K and
∆φel = 2.4 V: The values are determined in the same way as described
in the annotation of Table 6.5. Because of the increased operating tem-
perature, the average current and power density increases compared to
the REC in Table 6.5.
Quantity Dimension First cell A Second cell B Third cell C Outlet
φel V 2.40 1.59 0.78 2.36 ·10−8
∆φel V 0.81 0.80 0.78
~el V/m 0.38 0.40 0.49 0.57
∆~el V/m -2.60 ·10−2 -8.48 ·10−2 -8.09 ·10−2
∆~elN% % -6.91 -21.04 -16.59
~jel A/m2 3.41 ·105 3.65 ·105 4.41 ·105 5.15 ·105
∆~jel A/m2 -2.36 ·104 -7.68 ·104 -7.32 ·104
∆~jelN% % -6.90 -21.05 -16.59
~jelNtotNave A/m
2 4.12 ·103 4.99 ·103 6.45 ·103
~jelNCONave A/m
2 5.14 ·102 5.05 ·102 5.09 ·102
~jelNH 2 Nave A/m
2 3.60 ·103 4.49 ·103 5.94 ·103
pelNtotNave W/m
2 3.36 ·103 4.00 ·103 5.05 ·103
pelNCONave W/m
2 4.18 ·102 4.05 ·102 3.99 ·102
pelNH 2 Nave W/m
2 2.94 ·103 3.60 ·103 4.65 ·103
p vol ,elNtotNave W/m
3 9.51 ·105 1.14 ·106 1.43 ·106
p vol ,elNCONave W/m
3 1.19 ·105 1.15 ·105 1.13 ·105
p vol ,elNH 2 Nave
W/m3 8.33 ·105 1.02 ·106 1.32 ·106
Table A.16.: Overall mass balance of the LPC: The table summarizes the mass bal-
ances of the LPC at either side of the AB as well as its total value. The
values are determined in accordance to the description of Table 6.1
Location m˙MassNANO [10
−6 kg/s] m˙MassNCAT [10
−6 kg/s] total [10−6 kg/s]
Inlet 0.098 1.057 1.155
Outlet −0.215 −0.940 -1.155∑ −0.117 0.117 0.000
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Table A.17.: Overall atom balance of the LPC: The table summarizes the atom bal-
ance at either side of the AB for the LPC. The values are determined in
accordance to the annotations of Table 6.2. All quantities are given in
10−8 kg/s.
Anode
Location m˙MassNCNANO m˙MassNHNANO m˙MassNNNANO m˙MassNONANO
Inlet 2.847 4.647 4.896·10−1 1.781
Outlet -2.848 -4.591 -1.005 -13.000∑
-9.486·10−5 -5.543·10−2 -5.158·10−1 -11.220
Cathode
Location m˙MassNCNCAT m˙MassNHNCAT m˙MassNNNCAT m˙MassNONCAT
Inlet 0.000 0.000 81.380 24.310
Outlet 0.000 0.000 -81.230 -12.780∑
0.000 0.000 1.508·10−1 11.530∑
tot -9.486·10−5 -5.543·10−2 -3.650·10−1 3.091·10−1
Table A.18.: Overall energy balance of the LPC: The energy balance consists on the
one hand of the thermal and chemical energy of the reacting media and
on the other hand of the electrical energy flowing through the electric
contacts. The values are determined in accordance to the annotations of
Table 6.4. All quantities are given in 10−1 W.
Anode Cathode IC
∑
H˙ En Q˙ En H˙ En Q˙ En E˙ En ,Ch [10
−1 W]
Inlet 1.461 7.373 7.787 11.970 2.542·10−2 28.664
Outlet 10.880 -9.761 -8.534 -12.510 -8.806 -28.731∑
12.341 -2.388 -0.747 -0.538 -8.781 -0.113
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Table A.19.: Electric properties and power densities at Tin = 973 K and
∆φel = 2.1 V (LPC): The values are determined in the same way as de-
scribed in the annotation of Table 6.5. Because of the reduced operating
voltage, the average current and power density increases compared to the
REC in Table 6.5.
Quantity Dimension Third cell C Second cell B First cell A Inlet
φel V 2.10 1.38 0.67 4.61 ·10−8
∆φel V 0.72 0.71 0.67
~el V/m 0.66 0.71 0.93 1.11
∆~el V/m -4.44 ·10−2 -2.25 ·10−1 -1.77 ·10−1
∆~elN% % -6.71 -31.87 -19.02
~jel A/m2 5.99 ·105 6.39 ·105 8.42 ·105 10.03 ·105
∆~jel A/m2 -4.02 ·104 -2.04 ·105 -1.60 ·105
∆~jelN% % -6.72 -31.85 -19.02
~jelN totNave A/m
2 7.22 ·103 9.53 ·103 1.26 ·104
~jelNCONave A/m
2 7.89 ·102 7.24 ·102 6.31 ·102
~jelNH 2 Nave A/m
2 6.43 ·103 8.80 ·103 1.19 ·104
pelNtotNave W/m
2 5.22 ·103 6.74 ·103 8.40 ·103
pelNCONave W/m
2 5.70 ·102 5.12 ·102 4.23 ·102
pelNH 2 Nave W/m
2 4.65 ·103 6.23 ·103 7.98 ·103
p vol ,elNtotNave W/m
3 1.48 ·106 1.91 ·106 2.38 ·106
p vol ,elNCONave W/m
3 1.62 ·105 1.45 ·105 1.20 ·105
p vol ,elNH 2 Nave
W/m3 1.32 ·106 1.77 ·106 2.26 ·106
Table A.20.: Overall mass balance of the LPC at Tin = 1073 K: The table summa-
rizes the mass balances of the LPC at either side of the AB as well as its
total value. The values are determined in accordance to the description
of Table 6.1
Location m˙MassNANO [10
−6 kg/s] m˙MassNCAT [10
−6 kg/s] total [10−6 kg/s]
Inlet 0.088 0.959 1.047
Outlet −0.176 −0.871 -1.047∑ −0.087 0.087 0.000
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Table A.21.: Overall atom balance of the LPC at Tin = 1073 K: The table summa-
rizes the atom balance at either side of the AB for the LPC. The values are
determined in accordance to the annotations of Table 6.2. All quantities
are given in 10−8 kg/s.
Anode
Location m˙MassNCNANO m˙MassNHNANO m˙MassNNNANO m˙MassNONANO
Inlet 2.580 4.211 4.464·10−1 1.618
Outlet -2.556 -4.154 -5.892·10−1 -10.293∑
-2.426·10−2 -5.691·10−2 -1.429·10−1 -8.675
Cathode
Location m˙MassNCNCAT m˙MassNHNCAT m˙MassNNNCAT m˙MassNONCAT
Inlet 0.000 0.000 73.800 22.050
Outlet 0.000 0.000 -73.980 -13.125∑
0.000 0.000 -1.800·10−1 8.925∑
tot -2.426·10−2 -5.691·10−2 -3.229·10−1 2.500·10−1
Table A.22.: Overall energy balance of the LPC at Tin = 1073 K: The energy bal-
ance consists on the one hand of the thermal and chemical energy of the
reacting media and on the other hand of the electrical energy flowing
through the electric contacts. The values are determined in accordance to
the annotations of Table 6.4. All quantities are given in 10−1 W.
Anode Cathode IC
∑
H˙ En Q˙ En H˙ En Q˙ En E˙ En ,Ch [10
−1 W]
Inlet 1.991 7.501 8.141 12.090 3.201·10−2 29.755
Outlet 6.682 -9.416 -8.450 -12.460 -6.397 -30.081∑
8.673 -1.915 -0.309 -0.370 -6.365 -0.286
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Table A.23.: Electric properties and power densities of the LPC at Tin = 1073 K
and ∆φel = 2.1 V: The values are determined in the same way as described
in the annotation of Table 6.5. Because of the increased operating tem-
perature, the average current and power density increases compared to
the LPC in Table A.19.
Quantity Dimension First cell A Second cell B Third cell C Outlet
φel V 2.10 1.40 0.69 4.84 ·10−8
∆φel V 0.70 0.70 0.69
~el V/m 0.31 0.33 0.63 11.02
∆~el V/m -2.40 ·10−1 -2.99 ·10−1 -4.70 ·10−1
∆~elN% % -7.80 -90.08 -74.43
~jel A/m2 2.54 ·105 3.21 ·105 5.88 ·105 9.81 ·105
∆~jel A/m2 -6.72 ·104 -26.62 ·104 -39.32 ·104
∆~jelN% % -26.47 -82.85 -66.92
~jelNtotNave A/m
2 3.75 ·103 3.80 ·103 1.28 ·104
~jelNCONave A/m
2 1.16 ·103 1.29 ·103 1.02 ·103
~jelNH 2 Nave A/m
2 2.59 ·103 2.52 ·103 1.18 ·104
pelNtotNave W/m
2 2.63 ·103 2.68 ·103 8.89 ·103
pelNCONave W/m
2 8.14 ·102 9.06 ·102 7.08 ·102
pelNH 2 Nave W/m
2 1.82 ·103 1.77 ·103 8.18 ·103
p vol ,elNtotNave W/m
3 7.47 ·105 7.59 ·105 2.52 ·106
p vol ,elNCONave W/m
3 2.31 ·105 2.57 ·105 2.01 ·105
p vol ,elNH 2 Nave
W/m3 5.16 ·105 5.02 ·105 2.32 ·106
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B. Mathematical derivations
B.1. Legendre transformation
In this appendix, a brief summary of the Legendre transformation is given.
With the definition:
Б(З) = Д −Ж · dД(Ж)
dЖ
it is possible to transform a function Д(Ж) into a function Б(З) without any
loss of information. Since this mathematical operation is unique, the Legendre
transformation of a thermodynamic potential is a thermodynamic potential too.
(Motschmann 2005, p. 47 et seqq.)
Example (Leithner et al. 2010):
Find a thermodynamic potential in dependence of the temperature T instead of
the entropy S EnNmol :
З = T ;Д = E En,intNmol (S EnNmol ,N MolNmol,V VolNmol);Ж = S EnNmol
Б(T,N MolNmol,V VolNmol) =E En,intNmol (S EnNmol ,N MolNmol,V VolNmol)
− S EnNmol
dE En,intNmol (S EnNmol ,N MolNmol,V VolNmol)
dS EnNmol
=E En,intNmol − S EnNmol T
=F En,HelmNmol (T,N MolNmol,V VolNmol) .
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B.2. Derivation of the Gibbs-Duhem relation
It is to show that the Gibbs free energy per charged particle equals the electro-
chemical potential (derived after (Motschmann 2005, p. 51 et seqq.)):
 dG EnNmoldN MolNmol

T,p
=
dE En,intNmoldN MolNmol

T,p
dN MolNmol +
 dV VolNmoldN MolNmol

T,p
dN MolNmol (B.1)
−T
 dS EnNmoldN MolNmol

T,p
dN MolNmol︸                                  ︷︷                                  ︸
:=µ mol dN MolNmol
=

dE En,intNmol
dV VolNmol︸        ︷︷        ︸
=−p
dV VolNmol
dN MolNmol

T,p
dN MolNmol + p
 dV VolNmoldN MolNmol

T,p
dN MolNmol (B.2)
+ µ mol dN MolNmol
= − p
 dV VolNmoldN MolNmol

T,p
dN MolNmol + p
 dV VolNmoldN MolNmol

T,p
+ µ mol dN MolNmol
=µ mol dN MolNmol
⇒ G EnNmol = µ mol N MolNmol.
In case of a homogeneously charged system using the definition of the elec-
trochemical potential µ elchemNmol (see equation 2.2) the last term in equation B.2
might be rewritten as:
⇒ T
 dS EnNmoldN MolNmol

T,p
dN MolNmol = (µ elchemNmol − zF ChNmolφ)dN MolNmol dG EnNmoldN MolNmol

T,p
= µ elchemNmol dN MolNmol − zF ChNmolφdN MolNmol dG EnNmoldN MolNmol

T,p
+ zF ChNmolφdN MolNmol︸                                               ︷︷                                               ︸
:=
dG En,elchemNmol
dN MolNmol
= µ elchemNmol dN MolNmol
dG En,elchemNmol
dN MolNmol
= µ elchemNmol dN MolNmol
⇒ G En,elchemNmol = µ elchemNmol N MolNmol = G EnNmol + zF ChNmolφN MolNmol .
226
B.3. Derivation of the half cell potentials
Applying the law of mass action (see 2.15) to both half cell reactions in equa-
tion 2.12 gives:∑
products i
νANONi µ elchemNmolNmolNANON i
−
∑
reactants j
νANON j µ elchemNmolNmolNANON j
= µ elchemNmolNmolNANO/ELE
,
∑
products k
νCATNk µ elchemNmolNmolNCATNk
−
∑
reactants l
νCATN l µ elchemNmolNmolNCATNl
= µ elchemNmolNmolNELE/CAT
.
With the definition of the electrochemical potential in equation 2.2 it follows:
∑
products i
νANON i µ mol NANON i −
∑
reactants j
νANON j µ mol NANON j
+
∑
products i
νANON i ziF ChNmolφANO −
∑
reactants j
νANON j zjF ChNmolφANO = µ mol NANO/ELE + ztotF ChNmolφANO/ELE ,
∑
products k
νCATNk µ mol NCATNk −
∑
reactants l
νCATN l µ mol NCATN l
+
∑
products k
νCATNk zkF ChNmolφCAT −
∑
reactants l
νCATN l zlF ChNmolφCAT = µ mol NELE/CAT + ztotF ChNmolφELE/CAT ,
φANO
 ∑
products i
νANON i zi −
∑
reactants j
νANON j zj
−ztot φANO/ELE
=
1
F ChNmol
µ mol NANO/ELE −
 ∑
products i
νANON i µ mol NANON i−
∑
reactants j
νANON j µ mol NANON j

 ,
ztotφELE/CAT−
φCAT
 ∑
products k
νCATNk zk −
∑
reactants l
νCATN l zl
 = 1F ChNmol
 ∑
products k
νCATNk µ mol NCATNk−
∑
reactants l
νCATN l µ mol NCATN l − µ mol NELE/CAT
 .
Due to the conservation of charge, in the equilibrium case the differences of
the sums over the products and reactants on the left side of the equations both
have to be the total number of charges transferred per particle ztot. This leads
to (Leithner et al. 2010):
φANO − φANO/ELE = 1ztotF ChNmol
µ mol NANO/ELE − ∑
products i
νANON i µ mol NANON i −
∑
reactants j
νANON j µ mol NANON j
 ,
φELE/CAT − φCAT = 1ztotF ChNmol
 ∑
products k
νCATNk µ mol NCATNk −
∑
reactants l
νCATN l µ mol NCATN l − µ mol NELE/CAT
 .
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If the electrolyte potential is defined to be zero1, it follows:
φANO = − 1ztotF ChNmol
 ∑
products i
νANONi µ molNANONi −
∑
reactants j
νANON j µ molNANON j
 , (B.3)
φCAT = − 1ztotF ChNmol
 ∑
products k
νCATNk µ molNCATNk −
∑
reactants l
νCATNl µ molNCATNl
 . (B.4)
B.4. Derivation of the Nernst-Planck equation
Starting from the diffusive transport of charged particles, according to Fick’s
law (Meschede 2006, p. 238):
~Jdiff = −D elchemNmol grad
(
µ elchemNmol
)
, D elchemNmol in
mol2
J m s
⇒ ~jdiff = zF ChNmol ~Jdiff ,
= −zF ChNmol D elchemNmol grad
(
µ elchemNmol
)
,
= −zF ChNmol D elchemNmol
(
grad
(
µ mol
)
+ zF ChNmol grad (φ)
)
using
grad
(
µ mol
)
=
R EnNmol T
c MolNvol
grad
(
c MolNvol
)
,
it follows
~jdiff = −zF ChNmol D elchemNmol
(
R EnNmol T
c MolNvol
grad
(
c MolNvol
)
+ zF ChNmol grad (φ)
)
.
With the definition
D
diffNion
:=
D elchemNmolR EnNmol T
c MolNvol
in m2/s
and the NEE
σ
ion
= z2F ChNmol
2D elchemNmol =
c MolNvol z
2F ChNmol
2
R EnNmol T
D
diffN ion
in S/m
it follows the Nernst-Planck Equation (NPE)
~jdiff = −zF ChNmol DdiffNiongrad
(
c MolNvol
)
− σ
ion
grad (φ) ,
= −zF ChNmol DdiffNiongrad
(
c MolNvol
)
+ σ
ion
~ . (B.5)
1e.g. if a standard hydrogen electrode is used
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C. Material properties
In this appendix, the constants as well as the equations and their coefficients
used to calculate temperature dependent1 values for the material parameters
of the models of this thesis are summarized. Table C.1 lists the physical di-
mensions of the output values and the fitting parameters in dependence of the
calculated quantities Ю.
The following equation is taken from the Physical and Thermodynamic Pro-
perties of Pure Chemicals data compilation (PTPPC) (Daubert and Danner
1989, p. V-1):
• Thermal conductivity of the gas-phase λ EnN(g) in W/m K, dynamic vis-
cosity of the gas-phase Γ viscN(g) in kg/m s:
Ю =
a1T a2
1 + a3T +
a4
T 2
. (C.1)
The following equation is used for polynomial fitting of literature data:
Ю = a1 + a2T + a3T 2 + a4T 3 . (C.2)
The following equations are taken from the National Aeronautics and Space
Administration (space agency of the United States of America (USA)) (NASA)
Glenn materials database (Zehe, Gordon, and Mcbride 2002):
• Molar heat capacity of the gas-/solid-phase c En,pNmolN(g)/(s) in J/mol K:
Ю = R EnNmol ·
(
a1T−2 + a2T−1 + a3 + a4T + a5T 2 + a6T 3 + a7T 4
)
, (C.3)
• Molar enthalpy of formation dH EnNmolNmolN(g) in J/mol:
Ю = R EnNmol ·T ·
(
−a1T−2 + a2 ln(T )T + a3 +
a4T
2
+
a5T 2
3
+
a6T 3
4
+
a7T 4
5
+
b1
T
)
, (C.4)
1T in K
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• Molar entropy of formation dS EnNmolNmolN(g) in J/mol K:
Ю = R EnNmol ·
(
−a1T
−2
2
− a2T−1 + a3 ln(T ) + a4T + a5T
2
2
+
a6T 3
3
+
a7T 4
4
+ b2
)
.
(C.5)
The electric conductivity σ
el
of Crofer22APU in S/m is fitted using the follow-
ing expression:
Ю = a1T a2 . (C.6)
For the ionic conductivity σ
ion
of the ceramic components in S/m, different
Arrhenius approaches are used:
Ю = a1exp
(
−a2
T
)
, (C.7)
Ю =
a1
T
exp
(
−a2
T
)
, (C.8)
Ю = a1exp
(
− a2
R EnNmol
·
(
1
T
− 1
1123 K
))
. (C.9)
Ю = a1exp
(
− a2
R EnNmol T
)
, (C.10)
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Table
C
.2.:
M
aterialparam
etersand
fitting
coeffi
cientsfor
C
H
4 :
U
nless
otherw
ise
noted,allm
aterialproperties
are
listed
forthe
gas
phase.
Property
E
q.
C
oeffi
cients
R
eference/N
ote
value
a1
a2
a3
a4
a5
a6
a7
b1
b2
criticalpressure
pcrit [bar]
45.99
(Poling,Prausnitz,and
O
’C
onnell2001,p.A
.5)
criticaltem
perature
T
crit [K
]
190.56
(Poling,Prausnitz,and
O
’C
onnell2001,p.A
.5)
density
ρ
vol
[kg
/m
3]
0.7168
(N
ationalInstitute
ofStandards
and
Technology
2012,N
o.74-82-8)
dipole
m
om
ent
δ
[D
ebye]
0.0
(Poling,Prausnitz,and
O
’C
onnell2001,p.A
.20)
dynam
ic
viscosity
Γ
visc
N
(g)
[Pa
s]
C
.1
1
.323·10 −
5
1
.798·10 −
1
7
.18·10 2
-8.9·10 3
(D
aubertand
D
anner1989)
T
=
90
.67−
850
K
exchange
energy
єi/j /k
E
n
,B
[K
]
148.6
(Poling,Prausnitz,and
O
’C
onnell2001,p.B
.1)
m
olarheatcapacity
C
.3
-1.766850998·10 5
2.786181020·10 3
-1.202577850·10 1
3.917619290·10 −
2
T
=
200−
1000
K
c
E
n
,p
N
m
olN
(g)
[J/m
olK
]
-3.619054430·10 −
5
2.026853043·10 −
8
-4.976705490·10 −
12
-2.331314360·10 4
8.904322750·10 1
(Z
ehe,G
ordon,and
M
cbride
2002)
3
.730042760·10 6
−
1
.383501485·10 4
2.049107091·10 1
−
1
.961974759·10 −
3
T
=
1000−
6000
K
4
.727313040·10 −
7
−
3
.72881469·10 −
11
1
.623737207·10 −
15
7.532066910·10 4
-1.219124889·10 2
m
olarm
ass
M
M
assN
m
ol
[kg
/km
ol]
16.043
(D
aubertand
D
anner1989)
scattering
diam
eterЬ
scatN
i/j [Å
]
3.758
(Poling,Prausnitz,and
O
’C
onnell2001,p.B
.1)
therm
alconductivity
λ
E
n
N
(g)
[W
/m
K
]
C
.1
1
.226·10 −
3
8
.031·10 −
1
9.6·10 2
-6.12·10 4
(D
aubertand
D
anner1989)
T
=
97−
1400
K
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Table
C
.4.:
M
aterialparam
etersand
fitting
coeffi
cientsfor
C
O
2 :
U
nless
otherw
ise
noted,allm
aterialproperties
are
listed
forthe
gas
phase.
Property
E
q.
C
oeffi
cients
R
eference/N
ote
value
a1
a2
a3
a4
a5
a6
a7
b1
b2
criticalpressure
pcrit [bar]
73.74
(Poling,Prausnitz,and
O
’C
onnell2001,p.A
.6)
criticaltem
perature
T
crit [K
]
304.12
(Poling,Prausnitz,and
O
’C
onnell2001,p.A
.6)
density
ρ
vol
[kg
/m
3]
1.9769
(N
ationalInstitute
ofStandards
and
Technology
2012,N
o.124-38-9);T
=
273.13
K
;
p
=
1013.25
hPa
dipole
m
om
ent
δ
[D
ebye]
0.0
(Todd
and
Y
oung
2002)
dynam
ic
viscosity
Γ
visc
N
(g)
[Pa
s]
C
.1
2
.148·10 −
6
4
.6·10 −
1
2
.0·10 2
(D
aubertand
D
anner1989)
T
=
194
.67−
1500
K
exchange
energy
єi/j /k
E
n
,B
[K
]
195.2
(Poling,Prausnitz,and
O
’C
onnell2001,p.B
.1)
m
olarheatcapacity
C
.3
4.94365054·10 4
-6.26411601·10 2
5.30172524
2.503813816·10 −
3
T
=
200−
1000
K
c
E
n
,p
N
m
olN
(g)
[J/m
olK
]
-2.127308728·10 −
7
-7.68998878·10 −
10
2.849677801·10 −
13
-4.528198460·10 4
-7.048279440
(Z
ehe,G
ordon,and
M
cbride
2002)
1
.176962419·10 5
−
1
.788791477·10 3
8.29152319
−
9
.22315678·10 −
5
T
=
1000−
6000
K
4
.86367688·10 −
9
−
1
.89105331·10 −
12
6
.33003659·10 −
16
-3.908350590·10 4
-2.652669281·10 1
m
olarm
ass
M
M
assN
m
ol
[kg
/km
ol]
44.01
(D
aubertand
D
anner1989)
scattering
diam
eterЬ
scatN
i/j [Å
]
3.941
(Poling,Prausnitz,and
O
’C
onnell2001,p.B
.1)
therm
alconductivity
λ
E
n
N
(g)
[W
/m
K
]
C
.1
3
.69
−
3
.838·10 −
1
9.64·10 2
1.86·10 6
(D
aubertand
D
anner1989)
T
=
194
.67−
1500
K
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Ta
bl
e
C
.5
.:
M
at
er
ia
lp
ar
am
et
er
sa
nd
fit
tin
g
co
effi
ci
en
ts
fo
r
C
ro
fe
r2
2A
PU
:U
nl
es
s
ot
he
rw
is
e
no
te
d,
al
lm
at
er
ia
lp
ro
pe
rt
ie
s
ar
e
lis
te
d
fo
rt
he
so
lid
ph
as
e.
Pr
op
er
ty
E
q.
C
oe
ffi
ci
en
ts
R
ef
er
en
ce
/N
ot
e
va
lu
e
a 1
a 2
a 3
a 4
a 5
a 6
a 7
b 1
b 2
de
ns
ity
ρ
M
as
s N
vo
l
[k
g/
m
3 ]
76
70
(V
D
M
20
05
;V
D
M
20
10
)
el
ec
tr
ic
co
nd
uc
tiv
ity
σ
el
[S
/m
]
C
.6
76
.8
88
·10
6
-0
.6
45
71
(V
D
M
20
05
;V
D
M
20
10
)s
el
fm
ad
e
fit
he
at
ca
pa
ci
ty
c E
n,
p
N
m
as
s,
(s
)
[J
/k
g
K
]
C
.2
29
3.
61
6.
52
2·1
0−
1
-2
.9
12
·10
−4
(V
D
M
20
05
;V
D
M
20
10
)
se
lf
m
ad
e
fit
m
ol
ar
m
as
s
M
M
as
s N
m
ol
[k
g/
km
ol
]
55
.1
2
(V
D
M
20
05
;V
D
M
20
10
)
th
er
m
al
co
nd
uc
tiv
ity
λ
E
n
,(s
)
[W
/m
K
]
C
.2
8.
07
4
5.
67
4·1
0−
2
-7
.2
05
·10
−5
3.
07
6·1
0−
8
(V
D
M
20
05
;V
D
M
20
10
)s
el
fm
ad
e
fit
,
λ
E
n
(4
73
.1
3K
)
ne
gl
ec
te
d
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Table
C
.6.:
M
aterialparam
etersand
fitting
coeffi
cientsfor
H
2 :
U
nless
otherw
ise
noted,allm
aterialproperties
are
listed
forthe
gas
phase.
Property
E
q.
C
oeffi
cients
R
eference/N
ote
value
a1
a2
a3
a4
a5
a6
a7
b1
b2
criticalpressure
pcrit [bar]
12.97
(Poling,Prausnitz,and
O
’C
onnell2001,p.A
.19)
criticaltem
perature
T
crit [K
33.25
(Poling,Prausnitz,and
O
’C
onnell2001,p.A
.19)
density
0.08988
(N
ationalInstitute
ofStandards
and
Technology
2012,N
o.1333-74-0)
ρ
vol
[kg
/m
3]
T
=
273.13
K
;
p
=
1013.25
hPa
dipole
m
om
ent
δ
[D
ebye]
0.0
(Poling,Prausnitz,and
O
’C
onnell2001,p.A
.34)
dynam
ic
viscosity
Γ
visc
N
(g)
[Pa
s]
C
.1
1
.56·10 −
7
7
.06·10 −
1
−
5
.67
2
.1·10 2
(D
aubertand
D
anner1989)
T
=
15−
1500
K
exchange
energy
єi/j /k
E
n
,B
[K
]
59.7
(Poling,Prausnitz,and
O
’C
onnell2001,p.B
.2)
m
olarheatcapacity
C
.3
4.078323210·10 4
-8.009186040·10 2
8.21470201
-
1.269714457·10 −
2
(Z
ehe,G
ordon,and
M
cbride
2002)
T
=
200−
1000
K
c
E
n
,p
N
m
olN
(g)
[J/m
olK
]
1.753605076·10 −
5
-1.20286027·10 −
8
3.36809349·10 −
12
2.682484665·10 3
-3.043788844·10 1
m
olarheatcapacity
C
.3
5
.608·10 5
−
8
.372·10 2
2.975
−
1
.252·10 −
3
(Z
ehe,G
ordon,and
M
cbride
2002)
T
=
1000−
6000
K
c
E
n
,p
N
m
olN
(g)
[J/m
olK
]
−
3
.471·10 −
7
5
.937·10 −
11
−
3
.607·10 −
15
5.339824410·10 3
-2.202774769
m
olarm
ass
M
M
assN
m
ol
[kg
/km
ol]
2
.016
(D
aubertand
D
anner1989)
scattering
diam
eterЬ
scatN
i/j [Å
]
2.827
(Poling,Prausnitz,and
O
’C
onnell2001,p.B
.2)
therm
alconductivity
λ
E
n
N
(g)
[W
/m
K
]
C
.1
2
.547·10 −
3
7
.444·10 −
1
9.0
(D
aubertand
D
anner1989)
T
=
14−
1500
K
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Ta
bl
e
C
.7
.:
M
at
er
ia
lp
ar
am
et
er
sa
nd
fit
tin
g
co
effi
ci
en
ts
fo
r
H
2O
:U
nl
es
s
ot
he
rw
is
e
no
te
d,
al
lm
at
er
ia
lp
ro
pe
rt
ie
s
ar
e
lis
te
d
fo
rt
he
ga
s
ph
as
e.
Pr
op
er
ty
E
q.
C
oe
ffi
ci
en
ts
R
ef
er
en
ce
/N
ot
e
va
lu
e
a 1
a 2
a 3
a 4
a 5
a 6
a 7
b 1
b 2
cr
iti
ca
lp
re
ss
ur
e
p c
ri
t
[b
ar
]
22
0.
64
(P
ol
in
g,
Pr
au
sn
itz
,a
nd
O
’C
on
ne
ll
20
01
,p
.A
.1
9)
cr
iti
ca
lt
em
pe
ra
tu
re
T c
ri
t
[K
]
64
7.
14
(P
ol
in
g,
Pr
au
sn
itz
,a
nd
O
’C
on
ne
ll
20
01
,p
.A
.1
9)
de
ns
ity
ρ
vo
l
[k
g/
m
3 ]
0.
59
8
T
=
37
3.
13
K
;
p
=
10
13
.2
5
hP
a
di
po
le
m
om
en
tδ
[D
eb
ye
]
1.
8
(P
ol
in
g,
Pr
au
sn
itz
,a
nd
O
’C
on
ne
ll
20
01
,p
.A
.3
4)
dy
na
m
ic
vi
sc
os
ity
C
.1
2.
69
86
·1
0−
6
4.
98
·1
0−
1
1.
25
77
·1
03
-1
.9
57
·10
4
(D
au
be
rt
an
d
D
an
ne
r1
98
9)
T
=
37
3.
15
−
10
73
.1
K
Γ
vi
sc
N
(g
)
[P
a
s]
ex
ch
an
ge
en
er
gy
є i
/
j/
k
E
n,
B
[K
]
80
9.
1
(P
ol
in
g,
Pr
au
sn
itz
,a
nd
O
’C
on
ne
ll
20
01
,p
.B
.2
)
m
ol
ar
he
at
ca
pa
ci
ty
C
.3
-3
.9
47
96
08
3·1
04
5.
75
57
31
02
·10
2
9.
31
78
26
53
·10
−1
7.
22
27
12
86
·10
−3
(Z
eh
e,
G
or
do
n,
an
d
M
cb
ri
de
20
02
)
T
=
20
0
−
10
00
K
c
E
n,
p
N
m
ol
N
(g
)
[J
/m
ol
K
]
-7
.3
42
55
73
7·1
0−
6
4.
95
50
43
49
·10
−9
-1
.3
36
93
32
46
·10
−1
2
-3
.3
03
97
43
10
·10
4
1.
72
42
05
77
5·1
01
m
ol
ar
he
at
ca
pa
ci
ty
C
.3
1.
03
49
72
09
6
·1
06
−2
.4
12
69
85
62
·1
03
4.
64
61
10
78
2.
29
19
98
30
7
·1
0−
3
(Z
eh
e,
G
or
do
n,
an
d
M
cb
ri
de
20
02
)
T
=
10
00
−
60
00
K
c
E
n,
p
N
m
ol
N
(g
)
[J
/m
ol
K
]
−6
.8
36
83
04
8
·1
0−
7
9.
42
64
68
93
·1
0−
11
−4
.8
22
38
05
3
·10
−1
5
-1
.3
84
28
65
09
·10
4
-7
.9
78
14
85
10
m
ol
ar
m
as
s
M
M
as
s N
m
ol
[k
g/
km
ol
]
18
.0
15
(D
au
be
rt
an
d
D
an
ne
r1
98
9)
sc
at
te
ri
ng
di
am
et
er
Ь
sc
at
N
i/
j
[Å
]
2.
64
1
(P
ol
in
g,
Pr
au
sn
itz
,a
nd
O
’C
on
ne
ll
20
01
,p
.B
.2
)
th
er
m
al
co
nd
uc
tiv
ity
λ
E
n
N
(g
)
[W
/m
K
]
C
.1
6.
97
7
·1
0−
5
1.
12
43
8.
44
9·1
02
-1
.4
88
5·1
05
(D
au
be
rt
an
d
D
an
ne
r1
98
9)
T
=
37
3.
15
−
10
73
.1
K
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Table
C
.8.:
M
aterialparam
etersand
fitting
coeffi
cientsfor
L
anthanum
Strontium
C
obaltFerrite (L
a0
.2 Sr0
.8 C
o
0
.2 Fe0
.8 O
3−
ҩ )(L
SC
F):U
nless
other-
w
ise
noted,allm
aterialproperties
are
listed
for
the
solid
phase.
T
he
oxygen
non-stoechiom
etry
coeffi
cientҩ
varies
in
the
literature.
B
ecause
ofa
lack
ofliterature
data,during
sim
ulations
forc
E
n
,p
N
m
ass,(s) and
λ
E
n
,(s) the
values
forL
SM
are
used.
Property
E
q.
C
oeffi
cients
R
eference/N
ote
value
a1
a2
a3
a4
a5
a6
a7
b
1
b
2
density
ρ
M
assN
vol [kg
/m
3]
5480
(L
ietal.1999)
ҩ
=
0
electric
conductivity
σ
el [S
/m
]
C
.8
1
.509·10
7
1068.11
(Fan,Y
an,and
Y
an
2011)
T
=
1173
K
ionic
conductivity
σ
ion
[S
/m
]
C
.10
42
.646·10
3
85
.881
(Fan,Y
an,and
Y
an
2011)
ion
diffusion
coeffi
cient
D
ion
[m
2/s]
C
.10
1.58·10 −
6
73.6
(X
u
and
T
hom
son
1999)
m
olarm
ass
M
M
assN
m
ol [kg
/km
ol]
202.3
(L
ietal.1999)
ҩ
=
0
m
olaroxygen
vacancy
concentration
V
••
O
N
M
olN
vol [m
ol/m
3]
1.354·10
3
(A
rm
strong
etal.
2011)
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Ta
bl
e
C
.9
.:
M
at
er
ia
lp
ar
am
et
er
sa
nd
fit
tin
g
co
effi
ci
en
ts
fo
r
L
an
th
an
um
St
ro
nt
iu
m
M
an
ga
ni
te
( La 0.
84
Sr
0.
16
M
nO
3) (L
SM
):
U
nl
es
s
ot
he
rw
is
e
no
te
d,
al
lm
at
er
ia
lp
ro
pe
rt
ie
s
ar
e
lis
te
d
fo
rt
he
so
lid
ph
as
e.
Pr
op
er
ty
E
q.
C
oe
ffi
ci
en
ts
R
ef
er
en
ce
/N
ot
e
va
lu
e
a 1
a 2
a 3
a 4
a 5
a 6
a 7
b 1
b 2
de
ns
ity
ρ
M
as
s N
vo
l
[k
g/
m
3 ]
65
80
(B
os
se
l1
99
2)
el
ec
tr
ic
co
nd
uc
tiv
ity
σ
el
[S
/m
]
C
.8
42
·1
06
1.
17
·1
03
(B
os
se
l1
99
2;
L
i,
Sh
i,
an
d
C
ai
20
10
)
he
at
ca
pa
ci
ty
c E
n,
p
N
m
as
s,
(s
)
[J
/k
g
K
]
30
0
(B
os
se
l1
99
2)
io
ni
c
co
nd
uc
tiv
ity
σ
io
n
[S
/m
]
10
0
(D
es
eu
re
et
al
.
20
05
)
io
n
di
ff
us
io
n
co
effi
ci
en
t
D
io
n
[m
2 /
s]
4·1
0−
8
(D
es
eu
re
et
al
.
20
05
)
m
ol
ar
m
as
s
M
M
as
s N
m
ol
[k
g/
km
ol
]
10
8.
49
(R
ie
de
l1
99
9)
ca
lc
ul
at
ed
fr
om
co
m
po
si
tio
n
th
er
m
al
co
nd
uc
tiv
ity
λ
E
n
,(s
)
[W
/m
K
]
3
(B
os
se
l1
99
2)
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Table
C
.10.:
M
aterialparam
etersand
fitting
coeffi
cientsfor
N
2 :
U
nless
otherw
ise
noted,allm
aterialproperties
are
listed
forthe
gas
phase.
Property
E
q.
C
oeffi
cients
R
eference/N
ote
value
a1
a2
a3
a4
a5
a6
a7
b1
b2
criticalpressure
pcrit [bar]
33.98
(Poling,Prausnitz,and
O
’C
onnell2001,p.A
.19)
criticaltem
perature
T
crit [K
]
126.2
(Poling,Prausnitz,and
O
’C
onnell2001,p.A
.19)
density
1.2503
(N
ationalInstitute
ofStandards
and
Technology
2012,N
o.7727-37-9)
ρ
vol
[kg
/m
3]
T
=
273.13
K
;
p
=
1013.25
hPa
dipole
m
om
ent
δ
[D
ebye]
0.0
(Poling,Prausnitz,and
O
’C
onnell2001,p.A
.34)
dynam
ic
viscosity
C
.1
7
.632·10 −
7
5
.8823·10 −
1
6
.775·10 1
(D
aubertand
D
anner1989)
T
=
80−
1500
K
Γ
visc
N
(g)
[Pa
s]
exchange
energy
єi/j /k
E
n
,B
[K
]
71.4
(Poling,Prausnitz,and
O
’C
onnell2001,p.B
.2)
m
olarheatcapacity
C
.3
2.210371497·10 4
-3.81846182·10 2
6.08273836
-8.53091441·10 −
3
(Z
ehe,G
ordon,and
M
cbride
2002)
T
=
200−
1000
K
c
E
n
,p
N
m
olN
(g)
[J/m
olK
]
1.384646189·10 −
5
-9.62579362·10 −
9
2.519705809·10 −
12
7.108460860·10 2
-1.076003744·10 1
m
olarheatcapacity
C
.3
5
.87712406·10 5
−
2
.239249073·10 3
6.06694922
−
6
.1396855·10 −
4
(Z
ehe,G
ordon,and
M
cbride
2002)
T
=
1000−
6000
K
c
E
n
,p
N
m
olN
(g)
[J/m
olK
]
1
.491806679·10 −
7
−
1
.923105485·
10 −
11
1
.061954386·10 −
15
1.283210415·10 4
-1.586640027·10 1
m
olarm
ass
M
M
assN
m
ol
[kg
/km
ol]
28.014
(D
aubertand
D
anner1989)
scattering
diam
eterЬ
scatN
i/j [Å
]
3.798
(Poling,Prausnitz,and
O
’C
onnell2001,p.B
.2)
therm
alconductivity
λ
E
n
N
(g)
[W
/m
K
]
C
.1
3
.51·10 −
4
7
.652·10 −
1
2.5767·10 1
(D
aubertand
D
anner1989)
T
=
78−
1500
K
240
Ta
bl
e
C
.1
1.
:M
at
er
ia
lp
ar
am
et
er
sa
nd
fit
tin
g
co
effi
ci
en
ts
fo
r
N
i:
U
nl
es
s
ot
he
rw
is
e
no
te
d,
al
lm
at
er
ia
lp
ro
pe
rt
ie
s
ar
e
lis
te
d
fo
rt
he
so
lid
ph
as
e.
Pr
op
er
ty
E
q.
C
oe
ffi
ci
en
ts
R
ef
er
en
ce
/N
ot
e
va
lu
e
a 1
a 2
a 3
a 4
a 5
a 6
a 7
b 1
b 2
de
ns
ity
ρ
M
as
s N
vo
l
[k
g/
m
3 ]
89
10
(V
er
ei
n
D
eu
ts
ch
er
In
ge
ni
eu
re
20
06
,p
.D
ea
4)
T r
ef
=
27
3,
13
K
el
ec
tr
ic
co
nd
uc
tiv
ity
σ
el
[S
/m
]
C
.2
3.
27
·1
06
-1
06
5.
3
(L
i,
Sh
i,
an
d
C
ai
20
10
)
he
at
ca
pa
ci
ty
C
.3
-7
.6
89
13
10
9·1
05
1.
43
39
56
21
8·1
04
-1
.0
42
75
13
31
·10
2
3.
92
62
61
32
·10
−1
(Z
eh
e,
G
or
do
n,
an
d
M
cb
ri
de
20
02
)
T
=
20
0
−
40
0
K
c
E
n,
p
N
m
as
s,
(s
)
[J
/k
g
K
]
-6
.9
86
90
68
9·1
0−
4
4.
90
60
78
91
·10
−7
he
at
ca
pa
ci
ty
C
.3
-3
.3
45
88
73
4·1
08
3.
42
45
27
97
·10
6
-1
.3
94
42
55
64
·10
4
2.
82
56
54
84
3·1
01
(Z
eh
e,
G
or
do
n,
an
d
M
cb
ri
de
20
02
)
T
=
40
0
−
63
1
K
c
E
n,
p
N
m
as
s,
(s
)
[J
/k
g
K
]
-
2.
84
77
89
13
1·1
0−
2
1.
14
27
89
82
8·1
0−
5
he
at
ca
pa
ci
ty
C
.3
1.
03
63
54
73
7·1
09
-6
.8
13
27
85
5·1
06
1.
85
43
67
61
5·1
04
-2
.6
73
00
65
35
·10
1
(Z
eh
e,
G
or
do
n,
an
d
M
cb
ri
de
20
02
)
T
=
63
1
−
12
00
K
c
E
n,
p
N
m
as
s,
(s
)
[J
/k
g
K
]
2.
15
35
31
60
9·1
0−
2
-9
.1
92
46
41
4·1
0−
6
1.
62
43
32
98
·10
−9
he
at
ca
pa
ci
ty
C
.3
2.
51
84
40
66
2·1
09
-9
.8
95
46
52
3·1
06
1.
60
97
37
53
·10
4
-1
.3
86
47
85
66
·10
1
(Z
eh
e,
G
or
do
n,
an
d
M
cb
ri
de
20
02
)
T
=
12
00
−
17
28
K
c
E
n,
p
N
m
as
s,
(s
)
[J
/k
g
K
]
6.
67
13
20
91
·10
−3
-1
.6
98
98
81
6·1
0−
6
1.
78
85
37
98
6·1
0−
10
m
ol
ar
m
as
s
M
M
as
s N
m
ol
[k
g/
km
ol
]
58
.6
9
(R
ie
de
l1
99
9)
ca
lc
ul
at
ed
fr
om
co
m
po
si
tio
n
th
er
m
al
co
nd
uc
tiv
ity
λ
E
n
,(s
)
[W
/m
K
]
94
(V
er
ei
n
D
eu
ts
ch
er
In
ge
ni
eu
re
20
06
,p
.D
ea
4)
T r
ef
=
27
3.
13
K
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Table
C
.12.:
M
aterialparam
etersand
fitting
coeffi
cientsfor
O
2 :
U
nless
otherw
ise
noted,allm
aterialproperties
are
listed
forthe
gas
phase.
Property
E
q.
C
oeffi
cients
R
eference/N
ote
value
a1
a2
a3
a4
a5
a6
a7
b1
b2
criticalpressure
pcrit [bar]
50.43
(Poling,Prausnitz,and
O
’C
onnell2001,p.A
.19)
criticaltem
perature
T
crit [K
]
154.58
(Poling,Prausnitz,and
O
’C
onnell2001,p.A
.19)
density
1.429
(N
ationalInstitute
ofStandards
and
Technology
2012,N
o.7782-44-7)
ρ
vol
[kg
/m
3]
T
=
273.13
K
;
p
=
1013.25
hPa
dipole
m
om
ent
δ
[D
ebye]
0.0
(Poling,Prausnitz,and
O
’C
onnell2001,p.A
.34)
dynam
ic
viscosity
C
.1
8
.038·10 −
7
6
.0478·10 −
1
7
.03·10 1
(D
aubertand
D
anner1989)
T
=
80−
1500
K
Γ
visc
N
(g)
[Pa
s]
exchange
energy
єi/j /k
E
n
,B
[K
]
106.7
(Poling,Prausnitz,and
O
’C
onnell2001,p.B
.2)
m
olarheatcapacity
C
.3
-3.42556342·10 4
4.84700097·10 2
1.119010961
4.29388924·10 −
3
(Z
ehe,G
ordon,and
M
cbride
2002)
T
=
200−
1000
K
c
E
n
,p
N
m
olN
(g)
[J/m
olK
]
-6.83630052·10 −
7
-2.0233727·10 −
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D. Student works in the context of
this thesis
In this appendix, the almost 60 student projects I was involved in as supervi-
sor from 2009 to 2012 are listed. Some of the projects are directly associated,
whereas others are virtually independent from this thesis. Nevertheless, with-
out the help of all those students listed below, definitely a lot of my ideas would
never have become reality. Once again thank you for all the faith you had in
me. I am proud that I was able to work with you on these projects, and to all
of you just the best wishes for your journey through life.
1. Klages, Merle (diploma thesis, August 2009, in German)
Erstellung von Leistungskennfeldern einer Hochtemperatur-Polymerelektrolyt-Brenn-
stoffzelle
2. Schorsch, Timm Jerry (project work, October 2009, in German)
U¨bersicht Marktteilnehmer und Forschungseinrichtungen fu¨r
Hochtemperatur-Brennstoffzellensysteme
3. Blome, Klaus (diploma thesis, November 2009, in German)
Wertscho¨pfung Strom- und Wa¨rmeerzeugung - Nutzen, Chancen und Risiken fu¨r kom-
munale Stadtwerke
4. Staeck, Rune (diploma thesis, November 2009, in German)
Entwicklung eines piezogesteuerten Coanda-Druckreglers fu¨r einen Brennstoffzellenan-
trieb
5. Diedrich, Johannes (project work, November 2009, in German)
Simulation eines innovativen Langzeitwa¨rmespeichers
6. Dahms, Manis (project work, January 2010, in German)
Konstruktion, Bau und Regelung eines Reflow-Ofens zur Bestu¨ckung von Platinen mit
SMD Bauteilen
7. Garcia, David (diploma thesis, January 2010, in German)
Simulation eines innovativen Langzeitwa¨rmespeichers
8. Zeidler, Conrad (student research project, February 2010, in German)
Simulation eines innovativen Langzeitwa¨rmespeichers
9. Fradin, Etienne (student research project, February 2010)
CFD Modeling of a Methane Steam Reformer
10. Olsen Berenguer, Fernando Adrian (bachelor thesis, February 2010)
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Study of power system operation using SOFC as disperse generation
11. Kammel, Jannes (diploma thesis, June 2010, in German)
Verfahren zur Befeuchtung des Elektrolyten einer Proton Exchange Membrane Fuel Cell
(PEMFC)-Brennstoffzelle
12. Brinkmeier, Jan-Philipp (student research project, September 2010, in German)
Konstruktion & Bau eines elektrisch nachgefu¨hrten Kollektors zur solarthermischen
Heisswasserbereitung
13. Blot, Carine (student research project, August 2010, in German)
Simulation und Optimirung der Kanalstruktur einer Hochtemperatur Brennstoffzelle
14. Enge, Tobias (project work, June 2010, in German)
Stand der Technik im Bereich von Mikro- und Mini-Blockheizkraftwerk mit Brennstoff-
zellen
15. Zeidler, Conrad (project work, September 2010, in German)
Stand der Technik im Bereich keramischer Materialien fu¨r Hochtemperatur-Brennstoff-
zellen
16. Ilchuk, Michael (project work, November 2010, in German)
Anpassung eines Modells einer PEMFC-Brennstoffzelle zur Massdatenvalidierung und
Simulation verschiedener Betriebsfa¨lle
17. Hu¨bner, Stefan (student research project, December 2010)
Analysis of the technical and economical viability of a hydrogen production system
based on renewable energy sources
18. Scheufen, Sven (diploma thesis, January 2011, in German)
Weiterentwicklung eines PEMFC-Brennstoffzellenmodells zur Erstellung von Leistungs-
kennfeldern
19. Schlegel, Jan-Rickmer (diploma thesis, January 2011, in German)
Leistungscharakterisierung des Brennstoffzellensystems im Antriebsstrang einer B-Klasse
20. Stellfeld, Patrick; Radkowitsch, Florian; Baak, Christian; Suermann, Michel (project
work, February 2011, in German)
Konzeption eines SOFC-Pru¨fstands
21. Baudis, Meike (project work, February 2011, in German)
Bewertung von solaren Ku¨hlsystemen fu¨r Nichtwohngeba¨ude unter verschiedenen Kli-
mabedingungen
22. Lefebvre, Jonathan (student research project, March 2011, in German)
Simulation der elektrochemischen Vorga¨nge in einer Hochtemperatur-Brennstoffzelle
23. Bo¨ker, Anabel; Falk, Sabine (project work, April 2011, in German)
Konzept zur regennerativen Energieversorgung einer Modellregion
24. Jocher, Yvonne (student research project, April 2011, in German)
Modellierung der elektrochemischen Reaktion im Anodenbereich einer SOFC
25. Hanke, Victoria (project work, May 2011, in German)
Modelle der Reformierung von Kohlenwasserstoffen fu¨r den Einsatz als Brenngas in
einer Solid Oxide Fuel Cell
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26. Todt, Helge (project work, May 2011, in German)
Konstruktion einer Hochtemperatur Brennstoffzelle
27. Lippky, Gesa (student research project, May 2011, in German)
Stand der Technik im Bereich der Modellierung und Simulation von Brennstoffzellen
und Brennstoffzellensystemen
28. Arteagar, Zubiri Itziar (diploma thesis, June 2011)
Optimization of a solar thermal concentrator for hot water production
29. Baumbach, Sabine (bachelor thesis, July 2011, in German)
Entwicklungsbegleitende Untersuchungen und Optimierungen der Wa¨rmeverteilung in
der Umhausung eines Blockheizkraftwerks mit 3D-Stro¨mungssimulation
30. Enge, Tobias (diploma thesis, August 2011, in German)
Energieeffizienz im Presswerk - Analyse von Energiewertstro¨men und U¨berpru¨fung von
Energieeffizienzmaßnahmen an einer Warmumformungspresse
31. Femppel, Yannick (bachelor thesis, August 2011, in German)
Verifizierung eines CFD-Modells einer solid oxide fuel cell
32. Zirkel, Felix (project work, August 2011, in German)
Analyse von solarthermischen Ku¨hlsystemen fu¨r Wohn- und Nichtwohngeba¨ude in Deut-
schland
33. Langenhorst, Lukas (bachelor thesis, August 2011, in German)
Analyse der Mo¨glichkeit zur Direktvermarktung von Stromerzeugungseinheiten mit Ener-
giespeichern
34. Stellfeld, Patrick (bachelor thesis, August 2011, in German)
Geometrieerstellung fu¨r die CFD Simulation einer Solid Oxide Fuel Cell
35. Kuppe, Sebastian (bachelor thesis, September 2011, in German)
Analyse des Vermarktungsansatzes der Regelleistung fu¨r dezentrale Stromerzeugungs-
einheiten mit gekoppelten elektrischen Energiespeichern
36. Heinke, Steffen (student project, September 2011, in German)
CFD Modellierung und Simulation der poro¨sen Struktur und der elektrochemischen Re-
aktion im Anodenbereich einer SOFC
37. Wagner, Eduard (bachelor thesis, September 2011, in German)
Modellierung und Simulation einer kaskadierten Solid Oxide Fuel Cell (SOFC) mit Mat-
lab/Simulink
38. Smit, Felix (student research project, September 2011, in German)
Temperaturregelung eines Brennstoffzellenpru¨fstands
39. Schneider, Elisabeth (bachelor thesis, September 2011, in German)
Projektierung einer regennerativen Wa¨rmeversorgung unter Beru¨cksichtigung der ener-
getischen Sanierung der Geba¨udehu¨lle eines denkmalgeschu¨tzten Geba¨udes
40. Ghodhbani, Walid (student research project, September 2011, in German)
Umbau eines Reflow-Ofens als Demonstrationsversuch
41. Kubannek, Fabian (project work, September 2011, in German)
Fuel Cells in Germany and Japan - A comparative study on the current market situation
and its possible development in the future
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42. Woschny, Immo; Meyer, Doreen; Kellner, Robert; Jantschik, Kyra; Schwindt, Cle-
mens; Rischbieter (project work, October 2011, in German)
Praxisprojekt: Energie-/O¨kobilanz des O¨PNV
43. Ackermann, Tilmar (project work, November 2011, in German)
Modellierung und Simulation eines Holz-Heizkraftwerks unter o¨konomischen und o¨ko-
logischen Aspekten
44. Barrio, Daniel Antello (project work, December 2011, in German)
Geschichte der Brennstoffzellen
45. Hanke, Victoria (student project, December 2011, in German)
Modellierung und Simulation der heterogenen katalytischen Reformierung von niederen
Kohlenwasserstoffen mittels eines finiten Volumen-Verfahrens
46. Schild, Christian (student project, February 2012, in German)
CFD-Simulation eines Hochtemperatur-Plattenwa¨rmeu¨bertragers fu¨r die Luftvorwa¨rm-
ung in einem SOFC-Brennstoffzellensystem
47. Baak, Christian (bachelor thesis, February 2012, in German)
Modellierung eines Fernwa¨rmenetzes als Kurzzeitwa¨rmespeicher
48. Kellner, Robert (bachelor thesis, March 2012, in German)
Inbetriebnahme eines Brennstoffzellenpru¨fstands
49. Horn, Birte (student project, April 2012, in German)
Modellierung der elektrochemischen Katalyse in Solid Oxide Fuel Cells
50. Jonscher, Michael; Kusta Konstantin (project work, April 2012, in German)
Modellierung und Simulation einer kaskadierten Hochtemperatur-Brennstoffzelle
51. Ghodhbani, Walid (diploma thesis, April 2012, in German)
Basisinbetriebnahme einer Prototypensteuergera¨teplatine fu¨r die Ansteuerung von Elek-
troantrieben und Pru¨fung der Grundfunktionalita¨t einer Schnittstelle zum Infineon Hy-
brid-Kit II
52. Schmidt, Stefanie; Nu¨rnberg, Eva; Suermann, Michel; Krautstrunk, Isabell (re-
search project, April 2012, in German)
Modellierung des Sorptionsvorgangs in Membranen von PEMFC-Brennstoffzellenan-
trieben
53. Clark, Wiebke; Loellhoeffel, Thomas; Kleinschmidt, Kristina; Krull, Susan (re-
search project, April 2012, in German)
Anpassung eines PEMFC-Brennstoffzellenmodells
54. Franz, Marco (project work, May 2012, in German)
Modellierung des Protonentransports durch die Membran einer Polymer-Elektrolyt-Mem-
bran-Brennstoffzelle (PEMFC) in Matlab/Simulink
55. Melzer, Marcel (bachelor thesis, April 2012, in German)
Untersuchung zur Kombination von Anlagen zur Erzeugung von Strom aus erneuerbar-
en Energien zur Optimierung von Energiespeichern in MATLAB
56. Arth, M.; Becker, F.; Effner, S.; Fasig, T.; Heiduk, M.; Hinrichsmeyer, N.; Koch,
S.; Schu¨tz, J.; Thomitzek, T. (project work, April 2012, in German)
Energie-/O¨kobilanz des O¨PNV II
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