INTRODUCTION ADAPTIVE LINEAR threshold logic elements have jl~b een studied closely over the past decade or so.
Examples of such work are contained in [1] [2] [3] [4] [5] [6] [7] [8] [9] . Analyses of the dynamic and steady-state behavior of such units can be found in [10] [11] [12] [13] [14] . Applications of such elements in both supervised and unsupervised training situations abound in the literature. Training algorithms for "learning with a teacher" [l] - [16] and also for "unsupervised learning"
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[17]- [26] exist and have been analyzed. A mixture of the two has also been proposed [27] . (input signal vector) . This kind of process is called "learning with a teacher." More recent work in the field has developed adaptation algorithms which permit "unsupervised learning," sometimes called "learning without a teacher," or "decision-directed learning" [28] , [29] . The adaptive process reported here cannot be considered a learning-with-a-teacher process; neither can it be described as an unsupervised-learnirtg process. We are concerned here with an adaptive process wherein the desired response cannot be supplied for each input pattern, but the outcome of a series of decisions can be judged.
Applications for such adaptive procedures arise in certain sequential-decision processes, in the automatic synthesis of optimal strategies for gaming and control, and in convergent adaptation schemes for multilayered and more generally connected networks of adaptive threshold elements. 
CONVENTIONAL ADAPTATION PROCESSES FOR THRESHOLD ELEMENTS
In order to understand the process of learning with a critic, we begin by briefly describing the process of learning with a teacher. Fig. I shows a functional diagram and schematic symbol for an adaptive linear threshold logic element (sometimes called "Adaline") [1] . The [30] [31] [32] . Learning or updating of the weights can be done by a gradient-descent technique. The least-mean-square (LMS) algorithm developed by Widrow and Hoff [1] , [4] , [10] , [32] [31] , [32] (n + 1) adaptations. formula for a time constant (there are as many time constants as there are distinct eigenvalues) is derived in [32] .
Even when the eigenvalues differ substantially and the learning curve is not simply a single exponential plus noise but is a sum of exponentials plus noise, experience has shown that in most cases the learning curve can be well approximated by a single exponential having the time constant given by (3).
SELECTIVE BOOTSTRAP ADAPTATION: LEARNING BY "REWARD AND PUNISHMENT"
Learning with a teacher is a straightforward matter, as described in the preceding section. The question is, what should be done when an adaptive element is connected to an environment that provides a stream of input patterns, but in which the desired response for each input pattern is not known?
One possibility is to connect the quantized output qj of the threshold element to the desired-response input as shown in Fig. 2 An alternative means of supplying the desired response from the output signal is shown in Fig. 2(b) . Here the output signal goes through an inverter which forms its complement. The inverted output is then taken as the desired output. Let In order to make the idea of selective bootstrap adaptation clearer and to stimulate ideas for its application, an example will be presented relating to the playing of the game blackjack or twenty-one [34] , [35] . It has been found that using selective bootstrap adaptation, a single threshold element is able to learn to play this game very well without knowing the rules or the objectives of the game. All that is needed is the knowledge, at the end of each game, of whether the game was won or lost.
Blackjack is a card game in which the player, after seeing one of the dealer's cards, draws a series of cards. At any stage, the player has the choice of drawing or not drawing ("hit" or "stick"). If the sum of values of cards in his hand crosses 21, he "busts" (loses). Otherwise, after the player sticks, the dealer draws a series of cards, playing a fixed "house" strategy. He has no choice. If the dealer crosses 21, he busts. Otherwise, whoever comes out nearer to 21 wins. For an experimental study, the mechanical dealer was simulated on a computer which "dealt" using a randomnumber generator. The computer did all score keeping and periodically typed out the performance of the "player," an adaptive threshold element, which it also simulated. As a matter of incidental interest, we should point out that the game of blackjack was simplified by removing all special features such as "splitting pairs," "doubling down," and "insurance." "Blackjacks" were counted. The "card deck" was reshuffled after each draw.
Fig. 4 shows how the simulated adaptive threshold element was able to perform the function of player in the blackjack game. The decisions made by the player are based on the dealer's card showing and on the sum of the face values of the cards in the player's hand. These data, together with an indication of how the ace is counted, constituted the inputs to the threshold element. These inputs were encoded as shown in Fig. 5 . Notice that the different input states were encoded with binary words which are algebraically linearly independent.
The adaptive player begins making decisions with a given set of initial weights. During a given game, several hit or stick decisions are made with the weights fixed. For each state of the game, i.e., for each input vector, the decision made by the player is recorded by the computer. At the end of the game, the computer notes whether the player has won or lost. Then adaptation is effected by replaying the game. If the player has won, either by luck or by good strategy, all of the decisions that were made in the game are rewarded during the replay by adapting keeping the "bj switch" up.
If the player has lost, then these decisions are punished by adapting with the "ba switch" down (see Fig. 4 ). The resulting weights are then used in the next game, after which the cycle of bootstrap adaptation is repeated. The experience accumulated over many games is stored in the weights. The weights in turn completely govern the strategy of play. With suitable state-variable encoding, a single fixedweight threshold element can realize the optimal "basic blackjack strategy" of Thorp. This fact was first noted by Smith2 in 1963. When the value of the dealer's face card is encoded in a linearly independent binary code [36] , and when the sum of the cards dealt to the player is also encoded in this way, the binary patterns representing the states of the game, together with the associated binary decisions (hit or stick) corresponding to the Thorp optimal strategy, constitute a linearly separable set [4] , [37] , yet they represent a nonlinear discriminant function. Thus, through the encoding procedure, a nonlinear function is made perfectly realizable by a single linear threshold logic element. The strategy needed to play the game of blackjack is related to that required for the "bang-bang" (contactor) control of a variety of dynamic systems [38] . In both cases, binary decisions must be made based on the values of several analog or multilevel state variables.
The optimal strategy (minimum probability of loss) for the simplified game of Thorp is presented in Fig. 6 . It should be noted that when playing this game with the optimal strategy, the player will lose at a certain small average rate. The adaptive player must learn to minimize its losses.
The learning process just described has several unique features. Learning was not directed by a teacher along each step of the way. proper direction. Consequently. bootstrap learning takes place at a slower rate than conventional learning with a teacher.
ANALYTICAL MODEL OF BOOTSTRAP ADAPTATION The purpose of the following analysis is to predict the rate of learning of the bootstrap process using a model based on a set of hypotheses. The hypotheses hold in a general way for a wide variety of bootstrap learning applications, including the game of blackjack, but do not exactly correspond to the latter application in all details. The purpose of the model is to represent bootstrapping per se, with the particular objective of studying the theoretically achievable learning rate and the method by which the best rate can be realized.
In order to arrive at a definition of terms, we begin by considering a coin-toss situation in which the coin is unsymmetrically weighted or biased. After 1000 or so tosses, we notice that 60 percent of the tosses come out "heads" and 40 percent come out "tails." Now imagine building a system to predict the outcomes of tosses withl this coin.
The optimal system (one having the minimum statistical expectation of error) would always make a fixed prediction: heads. Although all the decisions made by the optimal coin-toss predictor are by definition optimal (i.e., best over the long range), some of these decisions will turn out to be "'right," and some will be "wrong."
Consider next another coin-toss predictor whose performance is less than optimal. Some of its decisions will agree with those of the optimal predictor, and the rest will disagree. Thus some of its decisions will be optimal, while the rest will be antioptimal; some will be right, the rest will be wrong. A given decision could be optimal or antioptimal, and right or wrong. The notions of right/wrong, optimal/ antioptimal are useful in the mathematical study of bootstrap adaptation.
We next develop an idealized mathematical model for bootstrap learning. It is based on a set of hypotheses which were motivated by practical experience. A block diagram of the model is shown in Fig. 7 . It contains an adaptive system that learns by bootstrap, a "perfect-knowledge" system whose decisions are always right, an optimal system whose decisions are always optimal, and a critic that evaluates the decisions of the adaptive system relative to the perfect-knowledge system. In the model of Fig. 7 , input-signal vectors are assumed to be applied to the adaptive system, to the perfect-knowledge system, and to the optimal system. The perfect-knowledge system gets additional "super-knowledge" inputs, unavailable to the other two systems, in order that it may always be able to make right decisions. Super-knowledge is, for example, perfect knowledge of which cards will be drawn from a deck, of which way coin tosses will go, etc.
In physical situations, the adaptive system will exist, will make decisions, and will learn from them. The perfectknowledge system will not exist directly; otherwise there would be no need for the learning system. The outputs of the perfect-knowledge system are generally available in an Fig. 7 , it is likely that some will be optimal and right (O,R), some will be optimal and wrong (O,W), some will be antioptimal and right (A,R), and some will be antioptimal and wrong (A,W). These four are the only possibilities. Arrayed in a group of length D, these decisions might occur as follows:
Let the probability of (O,R) be pl, the probability of (O,W) be P2, the probability of (A,R) be p3, and the probability of (A,W) be p4.
A sketch of the joint probability density for a single decision as a function of the number of right and the number of optimal decisions is shown in Fig. 8(a) . This function is where h is the axis of right/wrong decisions and g is the axis of optimal/antioptimal decisions. Note that 6 is a two-dimensional Dirac function defined to have a unit volume.
The joint probability density PD(g,h) ( Fig. 8(b) ) is a function of the number of right and the number of optimal decisions in a chain of D decisions. The value of the g parameter is the sum of the number of optimal decisions minus the number of antioptimal decisions; the value of the h parameter is the sum of the number of right decisions minus the number of wrong decisions. Assume that the decisions in the sequence are statistically independent. It then follows that the joint probability-density function for a chain of D decisions is a D-fold convolution of the density function for a single decision:
PD(g,h) = P(g,h) * P(g,h) * ... * P(g,h).
In order to derive an expression for the learning rate of the bootstrap process, it is necessary to obtain the probability p+ of an individual adaptation being in the optimal direction. The probability of adapting in the antioptimal direction is p = (1 -p+). If the bootstrap adaptation process is to be useful it is important that a critical parameter (p+ -p) be greater than zero. To calculate (p+ -p_), a certain type of moment will have to be evaluated for the discrete joint probability density PD(g,h). In order to simplify this moment calculation, it will be assumed that D is sufficiently large so that PD(g,h) could be replaced for purposes of moment calculation by a two-dimensional Gaussian density function. The justification for this is the central limit theorem. The parameters of a Gaussian approximation function PD(g,h) will have the same mean values, the same variances, and the same correlation coefficient as PD(g,h).
The first step is to find the means, the variances, and the covariance of the density function P(g,h) of the single decision ( Fig. 8(a) ). Tht means are g PI + P2 -P3 -P4 h Pt + P3 P2 ?P4.
(6) (7) The variance along the g axis is 2A -()2 -P + P2 + P3 +P4 (P ) = 4(P1 + P2)(P3 + P4)- The variance along the h axis is ,2 A 4(Pi + P3)(P2 +-P4).
The covariance is agii2 A gh-(g)(h) Duq2 and Dgh12. (13) The correlation coefficient is the same as in (I I).
The Gaussian approximation function PD(g,h) will have parameters as determined by (11)- (13) (14) A contour map of PD(g,h) is shown in Fig. 9 .
According to the previously stated rules of adaptation. positive bootstrapping will be effected when measured performance is better than average, i.e., when the number of right decisions in the chain of D decisions exceeds the longterm average number of right decisions. It is assumed that, on the average, each decision in a chain of D decisions has equal expected effect upon measured performance.
Events where positive bootstrap adaptation takes place (h > Dh) are therefore indicated by the shaded area in Fig. 9 . The unshaded area represents all other events, where negative bootstrap adaptation takes place (Ih < Dh).
Consider all chains of events where performance is better than average. Let the probability of such chains be .141h > DA). Then the probability of chains with belowaverage performance is }8(h < D) -I -= I(h > DDE).
Since the joint Gaussian density P-(g,h) is symmetrical.
A(1 > Dli) _DJ (Dh g ) tdg dl -T , -?P(h < Dhi)= 1 (15) Consider only chains with above-average right/wrong performance. Among these chains, all of which will (by the rules) experience positive bootstrap adaptation, the ex-(9) pected number of optimal decisions minus the expected number of antioptimal decisions is given by
For chains with below-average right/wrong performance, all of which will (by the rules) experience negative bootstrapping when adapted, the expected number of antioptimal decisions minus the expected number of optimal decisions is E qIh< Dhl] ' .'A(h << D=i)
. -) g f P()(gJh) t(li. (17) With positive bootstrapping (h > Dli), adaptation in the optimal direction takes place when the threshold-element decisions are optimal; the expected number of optimal adaptations minus the expected numiiber of antioptimal adaptations is given by (16), With negative bootstrapping (hi < Dh), adaptation in the optimal direction takes place when the threshold-element decisions are antioptimnal; the expected number of optimal adaptations minlus the expected nunmber of antioptimal adaptations is accordingly given by (17 (20) NDag2 Dffgah Da h2J
Equation (19) can be written The expressions for ag and p, (8) and (11), may be substituted in (23) to give Let the probability of error of the optimal system (Fig. 7) be designated Pmin. This limiting performance can only be reached by the adaptive system when the optimal system is a linear threshold function.
The decisions of the adaptive threshold system will in general not always agree with the optimal decisions, i.e., those that would be made by the optimal system. It will be assumed, however, that when there is agreement, the probability that these optimal decisions are wrong is the same as that of any optimal decision. Accordingly, the probability of an optimal decision made by the adaptive threshold element being wrong is (29) The probability of an optimal decision made by the adaptive element being right is therefore P(R I 0) = (1 -Pmin). (30) When the adaptive system disagrees with the optimal system, its decisions are antioptimal. Assume that the probability that these antioptimal decisions are right is the same as that of any antioptimal decision being right. Completely antioptimal decisions would result from the inversion or complementation of the output signals of the optimal system. Accordingly, the probability of an adaptive-system decision being right, given that the decision is antioptimal, is P(R A) = P(W 0) = Pmin-(31) Also, P(W I A) = P(R O) = (I -Pmin). (32) All that remains to be found before Pi'P2,P3,P4 can be determined is P(O) and P(A). At any stage of adaptation, let the error probability of the adaptive threshold system be defined as Padapt, A normalized measure of the excess error probability, similar in concept to "misadjustment" [32] for adaptive linear systems, is the ratio of the excess error probability to the minimum error probability obtainable by the optimal system: excess error 
-V2rD(p1 + P3)(P2 + P4)
The next step is to find the probabilities P1,P2,P3,P4
for the individual adaptive-system decision. These probabilities can be related to the "physics" of the process by using the following expressions:
This can also be written
The error probability Padapt, i.e., the probability that the adaptive system is wrong, can also be written
-(1 -2Pmin)P(A) + Pmin.
(26) Using (33) and (35) , (27) 
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APPLICATIONS OF BOOTSTRAP LEARNING MODEL In the previous sections of this paper, a mathematical model of the bootstrap punish-reward learning process has been proposed and analyzed. The key result, the derivation of (p+ -p ), is given by (37) and (38) . It is expected that this derivation will be very useful in understanding the behavior of bootstrap learning, although the set of hypotheses on which the atnalytical imiodel is based muay not always precisely agree with the physical situation in a given application.
With reference to the adaptive model illustrated in Fig. 7 , we conjecture that the adaptive threshold system will selfadapt toward forming a best least-squares fit to the optimal system as long as (p -p ) > 0. Reasoning heuristically, consider a situation whetein (pp ) -p 0.2. On the average, in tmiaking 10 adaptations, 6 will be in the optinmal direction and 4 will be in the antioptimal direction. The net result is a preponderance of 2 adaptations out of 10 in the optimal direction. 71he rate of learrning in this case would be 0.2 as fast as when learning directly with a teacher. The factor l/(p -p.) is the ratio otf the time constant of bootstrap learning to the tirrie constant of learning with a teacher. It hias been found by experiment that use of this factor allows one to make reasonably close estimates of learning-curve time constants for bootstrap learniing.
To obtain a theoretical learning curve for bootstrap adaptation, we apply the l/(p+ p ) factor to (3 where the parameter T is the time constant. Since z is a function of (p, --p ) and thereby is a fiunction of i/i. this differential equationi becomes, using (38) and (39) where to is a constant of integration, depending upon starting conditions, and t is the numnber of adaptations.
The learning curve for bootstrap adaptation is thus seen to be a rectangular hyperbola, as against an exponential for learning with a teacher. The asymptotic behavior of a hyperbola near optimal performance leads to poorer convergence than that of an exponienitial.
IMPROVING CONVERGENCE BY STRONG REWARD/WEAK PUNISI-IMEN r
The bootstrap learning process is quite efficient in the early stages, but deteriorates radically near optimal performance. At this stage most of the decisions of the adaptive system are optimal and deserve mor-e rewarding than punishing, Different adaptation coefficients, c + (reward) and x (punish.), are indicated, When x , ----x, the average movement in adapting in the optimal direction is proportional to a(p -p ).
The effect upon the Icarning time constant is given by (39) . When i+ o, the average movement in the optimal direction is, using (23), proportional to (14() The idealized bootstrap adaptation model applies to the blackjack example in the following way. The optimal system implements the Thorp optimal strategy. This is the system that the learning system attempts to emulate. It learns with the critic, which indicates at the end of each game the particular success or failure of the chain of decisions. The adaptive system has won (performance better than average, reward it) or lost (performance poorer than average, punish it). At the end of each decision chain (at the end of each game), perfect knowledge (the game was won or lost) is imparted ex post facto by the critic. The number of decisions D per game is close to four on the average.
The minimum error probability Pmin of the optimal system may be estimated in the following manner. The Thorp optimal strategy for the simplified game wins 49.5 percent of the games. In the majority of games played, three right decisions are macle first. The fourth and last decision is the critical one, and this decision is right roughly half the time (corresponding to the winning games). Therefore, Pmin is estimated to be 1/8.
The quantity i/ appearing in (38) can be determined for blackjack by subtracting the minimum rate of loss of the optimal system (50.5 percent) from the rate of loss of the learning system arnd dividing this difference by the minimum rate of loss. In both equations, t is expressed in number of games and to is an undetermined constant of integration that must be found for each experiment. Its value depends upon initial conditions. Equations (46a) and (46b) should be regarded as only approximate because the model does not perfectly fit the blackjack game for the following reasons.
1) The decisions (in chains of length D) are not independent: once a stick decision is made, subsequent decisions are automatically decided.
2) Input vectors are not uncorrelated. The sum of the player's cards is cumulative and therefore is first-order Markov.
3) The average number of cards drawn per game being approximately four, D is a small number. The Gaussian approximation (application of central limit theorem) used in deriving (37) is therefore quite crude.
4) A small percentage of blackjack games cannot be won by the player, even with perfect knowledge of the dealer's deck. It is thus possible to lose making right (perfectknowledge) decisions. In such cases, the concept of right/ wrong is not applicable.
Despite these discrepancies, it has been shown by extensive experimentation that observed blackjack learning curves agree remarkably well with theoretical learning curves based on the idealized model.
EXPERIMENTAL AND THEORETICAL RESULTS
A series of computer-simulated experiments was carried out to check the applicability of the theoretical model and the assumptions made in deriving (46a) and (46b). Typical experimental and theoretical learning curves are shown in Figs. 10-12. Percent games won versus number of games played are plotted. In each case, the undetermined constant to in the equations was chosen to achieve best fit between experimental and theoretical curves.
When + = a-, (41) gives the theoretical learning curve in terms of . Expressed in terms of winning rate, the derived hyperbola is superposed on the experimental curve in Fig. 10 . The fit is quite good. For this experiment, a+ = oc_ = a = 0.4.
The dotted experimental curve of Fig. 10 was derived in the following manner. An ensemble of 1000 learning experiments was performed, each run starting with the same initial weight vector. During each run, 10 games were played, with bootstrap adaptation after each game, and the average percentage of games won was computed. A new average was computed over the next 10 games, and so on, until 1000 games were played. The weight vector was then reset to the initial condition and a new experiment was begun. Each point of the dotted curve is an average percentage of games won, derived from 1000 ensemble members, 10 games per ensemble member per point.
Each experimental point of Fig. 10 represents a time and ensemble average derived over 10 000 games of play. The averaging provides a performance evaluation with a standard deviation of error in mean of approximately i percent.
It should be noted that the adaptive system was able to do a substantial amount of learning within several hundred games, having no knowledge of the rules and objectives of play. The nonexponential nature of the learning process is evident from this experiment. Asymptotic convergence is a very slow process. The asymptotic level of performance is somewhat lower than that of the Thorp optimal system. Finite speed of adaptation causes misadjustment [32] due to adaptation noise in the weight vector, precluding optimal performance.
By adapting more slowly, performance closer to the Thorp optimal is attainable. When a is reduced by a factor of 10, the results, which are shown in Fig. 11 , are very similar to those of Fig. 10 , except that the time scale is compressed tenfold and the asymptotic performance approaches much 8 9 10 more closely that of the Thorp optimal system (it should be [ckjack (= about 10 times closer, but this is difficult to determine experimentally). The dotted curve of Fig. 11 was obtained by averaging over blocks of 100 games per ensemble member and then averaging over the ensemble of 100 experiments. Each STRATEGY point represents a time and ensemble average over 10 000 games.
Experiments were performed with unequal c+ and a_ to obtain exponential rather than hyperbolic asymptotic behavior. A typical experiment is shown in Fig. 12 . The theoretical curve was obtained using (46b). Each experimental point was obtained from averaging over 1000 games, rather than over 10 000 games, as was done in the previous experiments. There was no ensemble averaging. In this case, x+ = 0.08 and a-= 0.04. The general speed of adaptation 160 lies between those in the previous experiments. The asympAjack (a totic approach is much surer and more nearly exponential. kJack (C+ -Sometimes the performance exceeds Thorp optimal 
