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Abstract—Graph Neural Networks (GNNs) have exploded onto
the machine learning scene in recent years owing to their
capability to model and learn from graph-structured data. Such
an ability has strong implications in a wide variety of fields
whose data is inherently relational, for which conventional neural
networks do not perform well. Indeed, as recent reviews can
attest, research in the area of GNNs has grown rapidly and has
lead to the development of a variety of GNN algorithm variants
as well as to the exploration of groundbreaking applications in
chemistry, neurology, electronics, or communication networks,
among others. At the current stage of research, however, the
efficient processing of GNNs is still an open challenge for several
reasons. Besides of their novelty, GNNs are hard to compute due
to their dependence on the input graph, their combination of
dense and very sparse operations, or the need to scale to huge
graphs in some applications. In this context, this paper aims to
make two main contributions. On the one hand, a review of the
field of GNNs is presented from the perspective of computing.
This includes a brief tutorial on the GNN fundamentals, an
overview of the evolution of the field in the last decade, and
a summary of operations carried out in the multiple phases of
different GNN algorithm variants. On the other hand, an in-depth
analysis of current software and hardware acceleration schemes
is provided, from which a hardware-software, graph-aware, and
communication-centric vision for GNN accelerators is distilled.
I. INTRODUCTION
Machine Learning (ML) has taken the world by storm
and has become a fundamental pillar of engineering due to
its capacity to solve extremely complex problems, to detect
intricate features in oceans of data, or to automatically gener-
ate alternatives that outperform well-engineered, well-known,
carefully optimized solutions. As a result, the last decade has
witnessed an explosive growth in the use of Deep Neural
Networks (DNNs) in pursuit of exploiting the advantages
of ML in virtually every aspect of our lives [1]: computer
vision [2], natural language processing [3], medicine [4] or
economics [5] are just a few examples.
However, and in spite of its all-pervasive applicability and
potential, it is well-known that not all neural network archi-
tectures fit to all problems [6]. DNNs take the input data and
attempt to extract knowledge taking into account the inductive
bias that the connection architecture of the DNN generates.
This, in essence, means that the number of DNN layers and
their pre-assumed connections determines its suitability to
certain tasks. For instance, by not making any assumption on
the structure of the data, conventional fully-connected neural
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networks are able to master a wide range of tasks at the cost
of being less efficient in general than other DNNs [7]. In
contrast, techniques such as Convolutional Neural Networks
(CNNs) or Recursive Neural Networks (RNNs) are biased
towards extracting knowledge from the locality and temporal
sequentiality of data. This makes them a better fit for specific
tasks such as image recognition or treatment of temporal
signals, yet incapable of efficiently handling data with arbitrary
structures [8].
In light of the above, there has been a recent interest in deep
learning techniques able to model graph-structured data [6],
[9], [10]. This structure is inherent to a plethora of problems
in the field of complex systems in general, and applicable to
particular fields such as communication networks where the
topology and routing decisions determine its performance [11],
synthetic chemistry where molecular structures determine the
compound properties [12], social networks where emergent
behavior can arise through personal relations [13], or neuro-
science where specific connections between neuron types and
brain areas determine brain function [14], among many others.
Graph Neural Networks (GNNs) are a set of connectivity-
driven models that, since the late 2000s, have been addressing
the need for geometric deep learning [15], [16]. In essence,
GNNs adapt their structure to that of an input graph and,
through an iterative process of aggregation of information
across vertices, capture the complex dependences of the un-
derlying system. This allows to predict properties for specific
nodes, connections, or the graph as a whole, and generalize
to unseen graphs. Due to these powerful features, many
relevant applications such as molecule property prediction
[17], recommender systems [18], natural language processing
[19], traffic speed prediction [20], critical data classification
[21], computer vision [22], resource allocation in computer
networks [23], already utilize GNNs to accomplish their tasks.
For all these reasons, recent years have seen a rapid increase
in research activity in the field of GNNs (see Fig. 7). Specif-
ically, intense efforts are being directed towards improving
the efficiency of algorithms, especially for large graphs, and
towards demonstrating their efficacy for the aforementioned
application areas. The interested reader will find multiple
reviews of the state of the art in GNN algorithms and applica-
tions in the literature [6], [9], [10], [24]–[27], most of which
we highlight and briefly analyze in Table I. Other key aspects
relevant or adjacent to GNNs such as network embedding [28],
graph attention models [29], or network structure inference
[30] have also received a comprehensive review.
As we will see along this paper, however, less attention has
been placed on the efficient processing of such new type of
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2TABLE I: Background literature: surveys about GNNs (first block) and including GNNs (second block)
Study [Reference] (Year) Contributions
Relational inductive biases, deep learn-
ing, and graph networks [6] (2018)
• Presents the idea of a graph network as a generalization of GNNs with building blocks
• Encompasses well-known models, such as fully connected, convolutional and recurrent networks.
Graph Neural Networks: A Review of
Methods and Applications [24] (2018)
• Presents a survey of the various GNN models
• Provides a discussion of the applications where GNNs can be utilized, and also provisions a taxonomy
• Proposes open research problems, such as dynamicity and scalability in GNNs
A Comprehensive Survey on Graph
Neural Networks [25] (2020)
• Overviews of GNNs in data mining and machine learning areas
• Provisions a taxonomy for GNN models
• Details the application areas of GNNs
• Presents potential research directions, such as in scalability, dynamicity of GNNs, etc.
Deep Learning on Graphs: A Survey
[10] (2020)
• Provides a discussion on graph versions of recurrent and convolutional networks, autoencoders,
reinforcement-learning and adversarial methods
• Presents the various application areas and future research directions for deep learning methods
Graph Neural Networks Meet Neural-
Symbolic Computing: A Survey and
Perspective [26] (2020) • Elaborates the relationship between GNNs and Neural-Symbolic Computing• Develops multiple GNN models with the perspective of being applied to Neural-Symbolic computing
Geometric Deep Learning: Going be-
yond Euclidean data [9] (2017)
• Proposes Geometric Deep Learning as an umbrella term for models that operate on non-euclidean dataset
representations, including GNNs.
• Within GNNs, provides a thorough review of convolutional models
Representation Learning on Graphs:
Methods and Applications [27] (2017)
• Reviews the advancements in the area of representation learning on graphs
• Primary focus is on the network embedding methods
Graph Neural 
Networks
Traffic route 
determination/monitoring 
in Road maps
Resource Allocation in 
wired/wireless networks
Recommender systems in 
Social networks
Trends prediction in 
Academic citations
Chemical synthesis and 
chemical compound 
structure determination
Logistics hub and transport 
placement and planning
Determining neurological 
structures 
Fig. 1: Graph Neural Networks (GNNs) as enablers of a
plethora of applications in fields that hinge on graph-structured
data.
neural networks. While the issue has already been investigated
in significant depth for CNNs or RNNs [31]–[36], GNN
processing remains largely unexplored. This is because GNNs
are relatively novel and pose unique computing challenges,
including the need to (i) support both dense and extremely
sparse operations, (ii) adapt the computation to the specific
GNN algorithm variant and the structure of the graph at hand,
and (iii) scale to very large graphs to realize its potential in
certain applications.
In response to the challenges of GNN computing, several
works have surfaced that attempt to improve the performance
and efficiency of GNNs either from a software perspective,
i.e. adapting the operations to better match the capabilities of
CPUs or GPUs [37]–[39]; or from a hardware perspective, i.e.
designing custom processors tailored to the demands of GNNs
[40]–[43]. Also, research in acceleration of sparse/irregular
tensors may prove useful in GNNs [44]. However, from the
lack of a comprehensive analysis in recent surveys and reviews
[6], [9], [10], [24]–[27], we infer that the field of GNN
processing is still in its infancy.
This paper aims to bridge this gap by presenting, for the first
time, a review of the field of GNNs from the perspective of
computing. To that end, we make the following contributions
as summarized Fig. 2: we start by providing a comprehensive
and tutorial-like description of the fundamentals of GNNs,
trying to unify notation. Then, using a Knowledge Graph (KG)
approach, we chart the evolution of the field from its inception
to the time of this writing, delving into the duality between
GNN algorithms (seeing them as learning systems) and their
associated computation (seeing them as sets of matrix multi-
plications and non-linear operations). From that analysis, we
identify GNN computing as a nascent field. We finally focus
on the computation aspect and provide an in-depth analysis
of current software and hardware acceleration schemes, from
which we also outline new potential research lines in GNN
computing. To the best of the authors’ knowledge, this is the
first work providing a thorough review of GNN research from
the perspective of computation, charting the evolution of the
research area and analyzing existing libraries and accelerators.
The rest of this paper is organized as follows: In Section II,
we discuss the basics of the GNNs. Section III presents the
evolution of the research area from multiple perspectives. In
Section IV, we expose the emergent area of GNN accelerators,
summarizing recent works and elaborating upon the existing
3challenges and opportunities. Next, in Section V, we present
our vision for the architectural design of GNN accelerators
with a focus on internal communication requirements. We
conclude this paper in Section VI.
II. FUNDAMENTALS OF GNNS
In this section, we discuss the basics of GNNs, wherein
we not only discuss their building blocks, but also detail
the operational aspects and notations based on the ongoing
research in the scientific community.
A. Notation
We first describe the main notation for GNNs as sum-
marized in Table II. Let a graph G = (V, E) be defined
by a set of vertices V , and a set of edges E that connect
some of the vertices in V together. In particular, each vertex
v ∈ V has a neighbourhood set N(v) determined by the edges
connecting it to other vertices. Further, each vertex v contains
a vertex feature representation hv , and each edge e ∈ E
contains an edge feature representation ge. The vertex or edge
feature representations are generally one-dimensional vectors
containing the scalar attributes that define them. Similarly, the
graph may be associated to an global feature representation
y containing graph-wide attributes. For example, in a social
networking graph, vertices might be users with attributes such
as encoded name or location, whereas the edges might be the
interaction between two users such as comments/likes on a
picture. Graph-wide features may be the number of users living
a certain area or voting a certain political party.
A GNN is essentially an algorithm that calculates a set of
output feature representations for the vertices hv , edges ge, and
complete graph y, respectively. Following with the example
above, for targeting ads in a social network, output features of
a vertex could be the probability of being interested in cars. It
can thus be observed that, as in any other neural network, the
dimensionality of the output feature vectors will be generally
different than that of the input.
As we will see in Section II-B, a GNN is divided in
multiple layers. In each layer l ∈ [1, L], there is an edge
TABLE II: Graph Representation Notations
V Set of vertices of the graph
E Set of edges of the graph
N (v) Set of neighbours of vertex v
L Number of GNN layers
hv, h
(l)
v , h
L
v Input, hidden, output feature vector of vertex v
ge, g
(l)
e , g
L
e Input, hidden, output feature vector of edge e
y Output global vector
ρ
(l)
V , ρ
(l)
E Node and edge aggregation functions of layer l
φ
(l)
V , φ
(l)
E Node and edge combination functions of layer l
W
(l)
V , W
(l)
E Node and edge weight matrices of layer l
aggregation function ρ(l)E and a node aggregation function
ρ
(l)
V , as well as an edge combination function φ
(l)
E and a
node combination function φ(l)V . The combination functions
may be neural networks involving matrices of weights W (l)E
and W (l)V that are generally common to all edges and nodes,
respectively. The outputs of an arbitrary intermediate layer l,
given by its combination function, are hidden feature vectors
h(l)v and g
(l)
e . At the end of the GNN, besides obtaining the
output node and edge feature vectors, hLv and g
L
e , there are
global aggregation and combination functions ρG and φG ,
respectively, that provide final global output vector yˆ. We
describe the order of these operations in the following sections.
We finally note that, due to the emergence of GNNs,
aggregation and combination functions have taken different
names in the literature. In an attempt to unify the notation,
some equivalences are listed in Table III.
B. General Structure
Fundamentally, a GNN is an algorithm that leverages the
graph connectivity to learn and model the relationships be-
tween nodes. Through an iterative process that depends on
the graph structure, the GNN takes the input edge, vertex, and
graph feature vectors (representing their known attributes) and
transforms them into output feature vectors (representing the
target predictions).
In general, the GNN operation is as shown in Fig. 3 and
contains the following steps:
GNN Basics
GNN Evolution:
State of the Art
GNN Revolution: 
Accelerators 
GNN Accelerators: Vision
• Notation
• General structure
• Computing inference
• Computing training
• Knowledge graph
• Temporal evolution
• GNN algorithm taxonomy
• Software frameworks 
and acceleration
• Hardware acceleration 
• Software-Hardware co-design
• Graph awareness
• Communication-centric design
L3 
Memory
Partitioner Scheduler Mapper
PE 
Cluster
PE 
Cluster P
E
 A
R
R
A
Y
CONTROL PLANE
DATA PLANE 
GCN, GRN, 
MPNN, etc.
PE 
Cluster
PE 
Cluster
Fig. 2: Graphical abstract of this survey from the GNN fundamentals (Section II) to the proposed architectural vision (Section
V).
4TABLE III: Aggregate – Combine functions: Homogenized
Nomenclature
Aggregation Combination Ref.
Local transition Local output [16]
Aggregators [45]
Aggregation Update [6]
Message + Aggregate Update [46]
Message Update [12]
Message Update [47]
Message, reduce Update [48]
Scatter + ApplyEdge + Gather ApplyVertex [38]
Aggregation Feature extraction + update [40]
Gather + Reduce Transform + Activate [49]
Aggregation DNN computation [43]
Aggregation Embedding [42]
Aggregate Combine [41]
Aggregation Combination [50]
1) Pre-processing: this is an initial and optional step gen-
erally done offline that can transform the input feature
vectors and graph structure representation through a pre-
coding process. This may be used to sample the graph,
reduce the algorithm complexity, or encode the feature
vectors, among others [10], [45], [51].
2) Iterative updates: After the pre-processing, the feature
vectors of each edge and vertex are updated via the
aggregate–combine functions iteratively. To update the
edges, attributes from the edge itself, the connected ver-
tices, and the graph are aggregated into a single set and
combined to yield a new edge feature vector. Similarly,
updating the vertices implies aggregating the feature
vectors from neighboring vertices N(v) and combining
them to obtain a new feature vector. Note that each step
or layer updates each edge and vertex with information
coming from neighbours located at a single hop. Thus, the
iterative process allows to gradually account for relations
of increasingly distant nodes and edges.
3) Decoding or readout: if the graph has a global feature
vector, it is updated once after the edge and node updates
are completed. The final output is either an edge/node
embedding, which is a low dimensional feature vector
that represents edge- or node-specific information, or a
graph embedding summarizing the information about the
entire output graph instead.
As in any other neural network, the GNN processing
depends of its architecture. GNNs are basically divided into
layers, where each layer corresponds to one of the iterations
in the update process described above. The larger the number
of the layers, the further information from a given node can
propagate to another node in the graph. The precise number
of required layers thus depends on the application and on how
relevant are the relations among distant nodes. In general, an
excessive amount of layers can lead to over-fitting of models
[52] and thus, this number is usually kept low.
In each of the layers, information flows between vertices
using an aggregation function and feature vectors are updated
via the combination function after aggregation. The aggre-
gation and combination functions for edges and vertices are
determined by the particular GNN algorithm depending on the
specific relation to be learnt. As we will see in Section III-D,
Table VI, there is a wide variety of such functions ranging
from simple averaging or sum for aggregations to different
types of neural networks, with their own weighted sums and
non-linear activation functions, for combinations [12]. The
operations may vary across layers and differ between edges,
vertices, or global updates. However, the structure is often
simplified by (i) sharing the same operation across layers and
(ii) removing or considering trivial combination functions for
the updates of edges or nodes. These simplified types are
intuitively represented in Fig. 4 of [6].
In summary, we can understand GNNs as a collection of
neural networks working over a graph’s connectivity. In the
scope of each layer, we have up to two neural networks with
learnable weights that determine the combination of edges and
vertices, respectively. In the scope of the whole GNN, we
have a neural network with learnable weights that determines
the global update. The way these operations take place for
inference and training is depicted next.
C. Computing GNN Inference
Algorithm 1 shows a pseudo-code describing GNN infer-
ence. The algorithm may take as inputs the feature vectors of
the edges, vertices, and graph; or initialize them. We can see
how the execution is divided into layers (line 9) and, within
each layer, each and every edge is updated in parallel by
aggregating its own feature vector with those of the connected
vertices (line 11). Each and every vertex is also updated in
parallel by aggregating the feature vectors of its neighbours
with itself (line 15). The aggregated edges and vertices are
transformed via combination functions (lines 13 and 17),
which can be neural networks as we see in Section III-D.
Following the completion of the iterative process, a readout is
performed using the corresponding function, which may again
possibly be a neural network (line 18).
In particular, the algorithm considers that for an arbitrary
layer l ∈ [1, L], edge transformation occurs as
AGGR: b(l)e = ρ
(l)
E ({g(l−1)e , h(l−1)u : u ∈ N(e)}), (1)
COMB: g(l)e = φ
(l)
E ({b(l)e }), (2)
so that the aggregation of edges ρE takes the feature vectors
of the edge itself e, ge and the vertices at its endpoints, hu
with u ∈ N(e), for the previous layer l − 1. The combination
φE uses this aggregation as input [53].
A similar reasoning applies to the aggregation and combi-
nation of vertices
AGGR: a(l)v = ρ
(l)
V ({h(l−1)v , h(l−1)u : u ∈ N(v)}), (3)
COMB: h(l)v = φ
(l)
V ({a(l)v }). (4)
The equations indeed describe how a(l)v is calculated as the
aggregation of the feature vectors from the nodes that are
neighbours to v, from the previous layer l − 1, and how the
feature vector of layer l is calculated using the aggregation
a(l)v as input.
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Fig. 3: GNN execution stages during inference: pre-coding, iterative process, and readout.
Algorithm 1 GNN Operations in Inference
1: procedure GNNOPERATOR
2: L ← Number of layers in the GNN
3: V ← Set of nodes in graph G
4: E ← Set of edges in graph G
Initialize Nodes and Edges:
5: for v ∈ V do
6: h0v ← [xv ,0,. . .,0]
7: for e ∈ E do
8: g0e ← [zv ,0,. . .,0]
GNN Layered processing:
9: for l = 1 to L do
Edge processing:
10: for e ∈ E do
11: b(l)e = ρ
(l)
E ({g(l−1)e , h(l−1)u : u ∈ N(e)})
12: for e ∈ E do
13: g
(l)
e = φ
(l)
E ({b(l)e })
Node processing:
14: for v ∈ V do
15: a(l)v = ρ
(l)
V ({h(l−1)v , h(l−1)u : u ∈ N(v)})
16: for v ∈ V do
17: h(l)v = φ
(l)
V ({a(l)v })
Readout:
18: yˆ = φG(ρG({hLv , gLe : v, e ∈ G}))
Lastly, following the convergence of the inference process,
a final readout function is applied to obtain the output feature
vector as
yˆ = φG(ρG({hLv , gLe : v, e ∈ G})), (5)
which may involve aggregation and combination of feature
vectors from edges and vertices of the whole graph, and from
the last iteration L.
Algorithm 1 hinges on the general assumption that aggrega-
tion and combination functions are (i) invariant to permutation,
since there does not exist any implicit order in a graph
structure, unless some node feature indicates such an order;
and (ii) invariant to the number of input nodes, since the degree
of nodes may vary widely across the graph [6]. This implies, as
shown in the algorithm, that the functions within a layer can be
applied simultaneously first to all edges and then to all vertices.
Further, the order between aggregation and combination can
be switched if the aggregation function is linear [40]. However,
the order of layers needs to be preserved.
To exemplify the computation occurring in inference, top
charts of Figure 4 represent the layers of a simple GNN with
vertex aggregation and combination only. We show the opera-
tions from the perspective of node 1, although all nodes would
be realizing the same computations concurrently. We illustrate
how the graph connectivity drives the aggregation from nodes
2, 3, and 6 into node 1, and that combination reduces the length
of the feature vector through the weight matrices W (1). The
second layer repeats the exact same sequence, again reducing
the length of the feature vector, this time through a different
weight matrix W (2).
Message Passing Equivalence: We note that, similarly to
the aggregate–combine terminology, notation relative to GNN
algorithms is diverse in the literature. A notable example is
that of Message Passing Neural Network (MPNN) [6], which
describes the aggregations as message passing functions M(·),
the combinations as update functions U(·), or the layers as time
steps. Table IV illustrates the equivalence between the MPNN
formulations and the corresponding generic formulations from
Eqs. (1)-(5).
D. Computing GNN Training
Aggregation, combination, and readout functions can be
neural networks, and hence, need to be trained before applying
6Figures GCN inference/training
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Fig. 4: Example of computation in a sample GNN with node-level aggregation in inference (top left to top right) and training
(bottom right to bottom left). The GNN has two layers, mean as the aggregration operator, and weighted ReLu for the
combination. We show operations for node 1 only.
TABLE IV: Equivalence between general and Message Pass-
ing Neural Network (MPNN) formulations
General MPNN Comments
l t Layer, time step, or epoch
v v Node or vertex of interest
u ∈ N (v) w ∈ N (v) Node within the neighboringset N (v) of node v
h
(l)
u h
t
w
Feature vector of vertex u at
layer l or epoch t
ρ(l)({h(l−1)u :
u ∈ N v)})
∑
w∈N (v)
Mt (ht−1v , ht−1w , evw )
Aggregation at a layer or epoch
with Mt (·) and ρ(l)(·) as aggre-
gation functions
a
(l)
v m
t
v Aggregated feature vector
φ(l)({a(l)v }) ht+1v =Ut (htv,mt+1v )
Combination with functions
Ut (·) and φ(l)(·) in a given
layer or epoch
inference. Training is performed via modifications of tradi-
tional backpropagation algorithms, which take into account
the unique architecture of a GNN. Since a GNN unfolds
into L layers similarly to a RNN, most GNNs employ Back-
Propagation-Through-Time (BPTT) schemes or variants of
it. A popular variant of the BPTT algorithm is the Pineda-
Almeida algorithm [54], [55], which relaxes the memory
requirements as already mentioned in the seminal work by
Scarselli et al. [16].
Specifically, in BPTT, firstly a forward pass is performed
for the unfolded version of the GNN with its L layers. The
loss function ε is then computed and the necessary gradient is
backpropagated across the layers. Since the weights are shared
across all L layers, they are updated accordingly. This process
is carried out recurrently with multiple samples, often grouped
in batches, until some user defined target accuracy is reached.
To exemplify the computation occurring during training,
bottom charts of Figure 4 represent backpropagation in a
two-layer GNN. Again, we show the operations from the
perspective of node 1, although all nodes would be realizing
similar computations at the same time. The loss function is
backpropagated by calculating the gradient of the error with
respect to the weights first, via partial derivative over W (2),
and then with respect to each vertex’s feature vector. The
operation is then repeated for the first layer, via its own weight
matrix W (1) and each vertex’s feature vector. The derivatives
of the loss function are, eventually, used to update the weight
matrices.
The computation of the loss function depends on the type
of learning, which in turn depends on the application at hand.
While graph-centric approaches tend to be trained using su-
pervised learning, node-centric approaches are usually trained
by means of semi-supervised learning, wherein information
of the node features from a portion of the graph, and not the
whole graph, is utilized. An example of the former method
can be learning if whether a specific new molecule (graph)
has a certain property, using a GNN trained with molecules
(graphs) whose properties are known beforehand and used as
ground truth [12]. For the latter method, an example can be a
recommender system. In such a system, a graph represents a
store with nodes being shopping items and their features, and
edges being relations among items. The output feature vector
could describe how likely a given user will be satisfied with a
particular item. In this case, a priori complete information is
not available and semi-supervised learning from past purchases
by this and other users (corresponding to a part of the graph
only) is used instead [56].
III. THE EVOLUTION OF THE GNN FIELD
In this section, we present the evolution of the body of
knowledge in the area of GNNs from three different points of
7view using a Knowledge Graph (KG) representation. We first
describe our methodology in Sec. III-A, to then classify an
exhaustive set of GNN works by topic in Sec. III-B, by date
of publication in Sec. III-C, and by type of algorithm in Sec.
III-D. We demonstrate that, as compared to the rest of GNN
disciplines, GNN computing is in a very early stage.
A. Methodology
A research field can be understood as a confluence of
multiple interrelated works and, hence, a KG is a natural
way to illustrate it. In the case of GNNs, taking inspiration
on its graph-based structure, using a KG seems especially
appropriate. This will allow us to identify densely connected
or sparse sub-fields, cross-fertilization, and emerging areas,
and also evaluate the evolution of the field over time.
To generate the KG, we created a repository of annotated
papers classified by their year of publication. The papers
are hand-tagged among a set of possible categories using
the title and keywords as main reference. Each paper is
assigned a single tag. Further, the references of each paper
are extracted by means of the CERMINE library [57]. The
generated database is introduced into the Neo4j graph tool
[58], which is later used to obtain the different graph-based
perspectives of the GNN state of the art.
The generated KG follows a similar structure than other
related datasets, where nodes represent papers and edges
among nodes represent citation relations among papers. Addi-
tionally, the size of each vertex is derived using the page-rank
algorithm, which in our case is equivalent to the number of
citations that each paper receives. This consequently highlights
the significance of each paper within the state of the art. Fi-
nally, nodes are color-coded depending on the paper category
among the disciplines listed next.
B. A Classification Perspective
Our first treatment of the GNN literature consists in clas-
sifying the papers by discipline. Concretely, we define the
following taxonomy with topics ranging from formal mathe-
matical aspects, to the algorithms, applications, and computing
aspects: GNN modeling, GNN applications, GNN complexity,
GNN algorithms, GNN accelerators, GNN HW/SW require-
ments, and GNN dataflow. The description of each topic,
together with a discussion of its first works and the list of its
references is given in Table V. We also show the percentage
of papers that pertain to a given category.
An important finding from our analysis is that the percent-
age of papers being categorized for GNN accelerators, GNN
HW/SW requirements, and GNN dataflow are 10.11%, 7.86%
and 3.37%, respectively. These categories mostly relate to the
computing side of GNNs as they concern the analysis of com-
putational requirements of GNNs, optimization of GNNs via
software, and development of hardware accelerators. We thus
observe that a very small percentage of the existing research
has approached GNNs from the perspective of computing. We
further note that the first works to deal with these topics date
back from 2017, when the very first specific paper on GNN
acceleration was published. It can be therefore concluded that
GNN processing is in its nascent stages of development. This
is the main reason for computing aspects not being analyzed
in depth in recent GNN surveys [6], [9], [10], [24]–[27],
which we aim to address in this work, and also represents
an opportunity to make an early impact in the GNN research
field.
A second order analysis stems from the careful observation
of the KG, which we show in Fig. 5. We have two sub-figures
there, the first one representing the aggregation of papers
by category and the second one illustrating individual papers
independently, yet still clustered by category. In the former
case, the size of the node represents the number of papers in
a category, whereas the thickness of the edge between two
nodes illustrates the relative amount of citations between the
papers of a given pair of categories. In the latter case, we can
also analyze the connections between the papers within the
same category. Several observations can be made from this
figure:
(i) The categories related to computing are small yet well-
connected to the theoretical side of GNNs, corroborating
our earlier observation from Table V.
(ii) The algorithms sub-field is large as many papers have
appeared implementing multiple variants in the hetero-
geneous group of methods that GNN is. We review the
evolution of GNN algoritms later in Sec. III-D.
(iii) The applications sub-field is large but sparsely connected
internally, which means that application papers are gener-
ally not aware of other applications, unless reusing some
specific common mechanism. This may be due to the
wide variety of application fields for GNNs, ranging from
social networks to chemistry, computer networks, or even
material science as analyzed in previous sections.
(iv) Algorithms and applications have a strong inter-
connectivity with each other, as each application paper
shall at least mention the algorithms used to implement
the proposed system.
(v) The connection from application papers to computing
papers is weak. This disconnection may be due to the
relative immaturity of the GNN computing field and this
may change in upcoming years, especially if applica-
tions clearly benefiting from specialized accelerators arise
(akin to the appearance of CNN accelerators for computer
vision).
C. A Time Perspective
To further understand the state of things in GNNs, we
delve deeper into the analysis and visualize the evolution of
the field over time. Specifically, we plot the growth of the
KG over the years in Fig. 6 and of the amount of published
papers in Fig. 7. First works started to appear as soon as 2005
[15] and, at that point, most research efforts were centered
around new algorithms and possible applications. Evolution
was rather slow for a decade, which we attribute to the lack
of a killer application and the modest popularity of deep
learning methods at that time. The field exploded around
2016, when CNNs and RNNs were already well established.
Such a dramatic growth coincides with the introduction of
8TABLE V: The different categories for the classification of the state of the art in GNNs.
Tag Name Meaning Origins References Percentage
GNN
modeling
This category includes the papers that encom-
pass the topics of design and mathematical
formulation of GNNs. Other salient design
formalisms related to GNNs have been also
categorized in this tag.
2005. While the most important paper in GNN modeling
is from Scarselli et al. in 2009, it extends a seminal
work from 2005. It defines the mathematical foundation
of these GNNs, and thus becomes a fundamental paper
in this category.
[15],
[16], [45],
[59]–[67]
13.48%
GNN
applications
Papers with this tag elaborate upon the various
applications of GNNs, regardless of the field.
2005. Given the ubiquity of graphs in real-world data,
this is one of the first sub-fields to have emerged. In
their seminal work, Scarselli et al. presented the first
possible applications together with the first GNN model
[68]. Since then, many other applications have appeared.
[11],
[17], [18],
[68]–[86]
24.72%
GNN
complexity
This tag encompasses the papers that explore
the complexity within the GNN structure and
its operations.
2009. The exploration of the complexity of GNN ex-
ecution may have started with [87] in 2009, which
analyzed the complexity for the most common GNNs
at that moment. After this, we have to wait until 2017
to find more works that take into account complexity, as
datasets become more resource demanding and large-
scale applications become apparent.
[87]–[99] 14.60%
GNN
algorithms
This tag refers to papers that introduce new
algorithm variants to the GNN family, includ-
ing aspects such as attention, isomorphism,
sampling, or new operations at the aggregate–
combine phases.
2009. We consider [16] as the first unification of multiple
similar prior approaches. Others have attempted to do
similar generalizations, such as the MPNN from Gilmer
et al. [12] or the GN from Battaglia et al. [6].
[6], [12],
[22]–[24],
[27], [53],
[100]–
[115]
25.86%
GNN
accelerators
Under this tag, we gather papers that target
the acceleration of GNNs either via software
or hardware.
2017. The earliest paper to tackle the problem of GNN
acceleration is [45], in 2017, through a simplification
of the algorithm via sampling. More recent works on
software in CPUs and GPUs, and hardware acceleration
in custom architectures, have also been considered.
[39]–
[43],
[116]–
[120]
10.11%
GNN
HW/SW
requirements
This tag gathers works that, with the increasing
popularity of GNNs as well as the complexity
of the data-sets, analyzed the actual compu-
tational needs required to address these chal-
lenges.
2018. This specific sub-field started to gain traction in
2018, with the very first work being [121] where the
hardware and software efficiencies in executing GNNs
were studied.
[37],
[38],
[50], [51],
[122]–
[124]
7.86%
GNN
dataflow
Dataflow refers to the movement of data within
the processing engine, which becomes crucial
for the design of custom accelerators. Hence,
under this tag we categorize the papers that
formally describe possible dataflow solutions.
2018. Two primary works, i.e., [121], which covers scal-
ability in the training, and [46] which covers efficiency
for partitioning of the graph data, emerged.
[46],
[49],
[121]
3.37%
the Graph Convolutional Networks (GCN) [104], one of the
first and most popular models for GNNs, later followed by
the introduction of the message passing notation and quantum
chemistry application in [12].
We further observe that research on GNN computing started
in 2017 and, since then, attained a similar growth than the
whole field. This trend may be an indicator a strong increase
of related works in the near future. Hence, it can be concluded
that the area of GNN accelerator design and development
is emerging to be a hot topic and, thus, necessitates deeper
insights that we provide in upcoming sections.
D. An Algorithm Perspective
GNNs are a family of models with a wide set of possible
configurations and design decisions that allow to modulate the
inductive bias of the algorithm. Due to their flexibility and
potential applicability, we have shown in prior sections how
recent years have seen a rapid progress in the development of
a myriad of different GNN algorithms. Given their importance,
and to guide later analysis of GNN computing aspects, here
we briefly summarize the progress in this sub-field. Note that
a deep review of existing GNN algorithms is not the main
focus of this work. For such an analysis, we refer the reader
to more specific surveys [6], [10], [24], [25].
Fig. 8 attempts to provide a classification of the different
GNN algorithms that can be found in the literature. The
taxonomy does not aim to be exhaustive, but rather provide
a broad overview and guide the reader through the history of
GNN algorithms.
Pre-GNN techniques. The main appeal of GNNs is to ex-
tract the relevant relational information from a graph using
ML methods. Prior to the advent of GNNs, however, the
problem of relational information extraction from graphs was
performed via other techniques [9], [28]. The main approach
was to pre-process the graph to condense the information in a
low-dimensional space, i.e. a graph embedding, and thus make
it amenable to traditional ML algorithms. A first example of
such a historical approach are the circular fingerprints [125],
which summarize molecular structure graphs through atom
neighborhoods.
Amongst the modern day approaches, Graph Kernels (GK)
are a family of kernel methods capable of extracting graph-
level embeddings to perform classification tasks. In order to
operate, they compute the similarity between pairs of graphs,
using the so-called kernel functions. These functions, which
must satisfy positive definiteness, transform the input graph to
a higher dimensional feature space where it is easier to perform
the aforesaid comparisons. Multiple GK approaches have been
proposed, many of them yielding promising results [126],
[127]. Notably, one of the most relevant approaches is the
random walk kernel, wherein random walks are performed on
the graphs while simultaneously counting the matching walks
9Fig. 5: Full knowledge graph representation as of September 2020.
[128]. Since it is computationally hard to compute all the
possible walks, recursive algorithms are utilized in practice.
For further literature on GKs, we refer the reader to [129],
[130].
As compared to GNNs, GKs are easier to train because they
have less hyperparameters, which on the other hand limits their
performance. The main reason stems in the loss of potential
information incurred by the process of graph embedding. Thus,
to achieve acceptable performance, GKs require handcrafted
(not learned) feature maps, whilst GNNs do not. GNNs use
the inherent graph structure as a powerful and expressive form
of defining the neural network, instead of distilling the essence
of the graph to feed a conventional neural network.
General GNN classifications. Since the seminal work by
Scarselli et al. [16], multiple approaches have been published
with the aim of elaborating and complementing the GNN
concept [62], [66], [131], [132] and many classifications can
be carried out. For instance, there is a distinction between
transductive learning and inductive learning applied to GNNs.
Transductive learning applied in algorithms such as DeepWalk
[133], Node2vec [134] or Graph2vec [135] is tightly coupled
with semi-supervised learning, means that inference occurs
over nodes of a given graph after training over that same
graph only. Thus, new graphs require additional training.
On the other hand, inductive learning means that sets of
graphs are provided to derive general rules, which they can be
subsequently applied to generalize about unseen graphs. For
instance, Chen et al. [96] and GraphSAGE [45] are examples
of inductive GNNs.
Another common distinction relates to the fundamental
model upon which the GNN is built, and mostly differentiates
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Fig. 6: Evolution of the GNN knowledge graph over the years 2009, 2012, 2015, 2018, and 2020. The color code is consistent
with that of Figure 5.
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Fig. 7: Cumulative number of papers published over the years
in GNNs in general and in GNN computing in particular.
between recurrent-based GNNs, convolutional-based GNNs,
and spatiotemporal GNNs [25]. On the one hand, recurrent-
based GNNs refer to the initial GNN models including that of
Scarselli [16], which follow a the general iterative scheme de-
scribed in previous sections with recurrent units in the update.
Other examples of recurrent-based GNNs are CommNet [136],
which operates over simple aggregations without edge trans-
formations, or Gated Graph Neural Networks (GG-NN, [103]),
which use gated recurrent units [137] as the update function to
improve convergence. On the other hand, convolutional-based
GNNs essentially expand the idea of convolution in the graph
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Kernels
Graph
Neural 
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Transductive Inductive
Models
Convolutional Recurrent
GG-NNSpectral Spatial
GINGAT GCN
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Fig. 8: A classification tree for GNN algorithms.
space by applying weights and non-linear activations to the
aggregation of multiple neighbours data, with many variants
[63], [101], [138]–[146] as we explain later in this section.
Finally, spatiotemporal GNNs use both the spatial approach of
the convolutions with the temporal approach of the recurrent
units. An example is the network in gated graph convolutional
network (G-GCN) from [147].
Another branch of GNNs are the so-called Graph Autoen-
coders (GAE) [104]. These GNNs are generative, which means
that they convert a graph into a latent representation that
can be later expanded to generate to a new graph close in
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structure to the original one. The first step, which is named
encoding, creates graph and node embeddings with essential
structural information and may employ GCNs to that end, or
not [148] presents a simpler approach. The second step, which
is decoding, generates graph representations from the low-
dimension vector containing the encoded structural features.
Kullback-Liebler divergence can then be utilized as the loss
function to determine the differences in the distributions for
a pool of graphs. Earlier types of graph generative algo-
rithms, targeting a modeling of a particular graph family
[149], included certain assumptions on the distributions [150],
used generative adversarial networks [151], or autoregressive
models [152].
Finally, within the body of knowledge on convolutional
GNNs, one can be further divide them into spectral-based
GNNs [66] and spatial-based GNNs [79]. The former refers to
models based on spectral graph theory, in which by following
graph signal processing techniques and by means of eigenvalue
decomposition, filters can be introduced. However, they are
computationally expensive methods, since the entire graph
must be considered at once. On the other hand, spatial-based
GNNs are much more computationally affordable, since they
only need to perform convolutions using neighbor features and
local processing [79]. Notably, spectral and spatial domains
are generalized in [153], but ultimately the latter outweighs
the former and as a consequence, most of the convolutional
GNNs today are spatial-based. In addition to the computational
complexity, another reason for the dominance of spatial-based
GNNs is their flexibility and scalability, this is, spatial-based
GNNs are known to perform better in unseen graph shapes
and to work better with huge graphs, which is crucial for
application areas such as social networks.
Spatial-based convolutional GNNs: a representative family.
Within spatial-based convolutional GNN, the work in [59]
stands out by being one of the pioneers of GCN. They take
into account the degree of neighboring nodes when weighing
the aggregation stage (c.f. Section II). It is worth noting
that GCN is one of the most fast-evolving areas under the
GNNs umbrella [63], [101], [138]–[146]. For instance, after
the initial GCN, GraphSAGE incorporated information of self-
node features from previous layers in the update function, and
presented new aggregation methods, such as LSTM, which
further improved upon the performance of their baselines
[45]. GraphSAGE also introduces a sampling operation, by
which mini-batches are considered instead of the full graph,
to help controlling the required memory and runtime. FastGCN
[101] further uses the sampling idea and integrates other
strategies to speed up computations, such as evaluating integral
formulations using Monte Carlo sampling. SGC [139] removes
some complexity in GCNs by removing nonlinearities between
layers and obtaining a single linear transformation. R-GCN
[63] uses modified GCNs to model highly multi-relational
data in knowledge graphs. Another simplifying operation is
the differential pooling of DiffPool [154], which puts nodes
together into clusters hierarchically so that later layers operate
on coarser graphs.
Graph Attention Networks (GAT) opens a new cluster of
GCN works. They update the graph node features through a
pairwise function between the nodes, and considering it as a
weight. That is, the importance of a node to other nodes will
also depend on the features of the connection between the
nodes, and hence, it can be learnt as well. This is formally
referred to as an anisotropic update [67]. Neighbouring nodes
can subsequently share their information by means of a
learnt function. This allows to operate with a learnt attention
mechanism. Specifically, the utility of the edges is learnt as
well. In order to further emphasize on the potential of the
GATs, the Natural Language Processing (NLP) paradigm can
be understood as a multi-head GAT [155].
Finally, Graph Isomorphism Network (GIN) [53] are also
a popular algorithm developed upon the idea of leveraging
Weisfeiler & Lehman (WL) isomorphism test [156] to im-
prove expressive power of GNNs, this is, to making GNNs
more sensitive to the different input graphs. This is done by
introducing a learnable parameter that modulates the weights
of central nodes, which allows GIN to better distinguish among
graphs simply by the embedding they generate.
Comprehensive frameworks. One final aspect worth men-
tioning is that, within this multitude of algorithms, several
groups have attempted to unify methods. One of the most
popular ones is the message passing scheme [12], [157],
whose operation and description are amenable to convolutional
networks for learning molecular fingerprints [70], the clas-
sification methodology with GCN from [59], the interactive
networks utilized for learning relationships and features [81],
or also different flavours of Gated GNNs, to name a few. A
further approach is that of the Non-Local Neural Networks
(NLNN) [22] aimed at unifying various attention approaches
including GATs. These generally do not include edges features
or aggregations and, instead, just involve pairwise scalar
attention weights between nodes. Finally, both MPNN and
NLNN are included into a further approach to unification
referred to as graph networks and proposed in [6]. There,
update functions applied to nodes, edges, or the complete
graph are treated as differentiated blocks. The combination or
repetition of several of these blocks gives rise to the different
types of GNN found in the literature.
From the perspective of computation, several program-
ming abstractions are considered to support all possible op-
erations within any GNN, generally compatible with the
aggregate-update model. Among them, we highlight the
Scatter-ApplyEdge-Gather-ApplyVertex with Neural Networks
(SAGA-NN) from [38] or the Gather-Reduce-Transform-
Activate (GReTA) from [49]. These are described in more
detail in the next section.
IV. THE REVOLUTION OF GNN ACCELERATION
The optimization of ML algorithms and the building of
custom hardware for high performance and energy efficiency
has experienced an unprecedented growth in the recent years
[2], [36]. This has come shortly after academia and industry
have unveiled the outstanding potential of DNN algorithms
and their all-pervasive applicability.
As evidenced in previous sections, the field of GNNs is
arriving at a similar turning point. At the time of this writing,
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TABLE VI: Operations in popular GNN algorithms.
Algorithm Aggregation (a) Combination (hl+1)
GCN [59] mean(N (hl )) ReLU(Wl · a)
GIN [53] mean(N (hl )) MLP(W · ((1+ l ) ·hl +a)
GS-mean [45] mean(N (hl )) σ(Wl ·Concat(a, hl ))
GS-max [45] max j∈N (hl )σ(W 1l · hlj ) σ(W 2l ·Concat(a, hl ))
GS-LSTM [45] LSTM(rand(N (hl ))) σ(Wl ·Concat(a, hl ))
GAT [115]
∑
j∈N (hl ) αjWh
l
j σ(a)
HighwayGCN [158] σ(W l · hl + bl ) hl+1  a + hl  (1 − a)
GRN [40] mean(N (hl )) GRU(hl,W l · a)
Notation: σ is a nonlinear function, αj is the attention coefficient, b is the
bias,  is a dot-product, Concat is matrix concatenation, MLP is a
multi-layer perceptron, GRU a gated recurrent unit, and LSTM is Long
short-term memory.
research in GNN methods is already extensive and keeps
refining the algorithms and investigating new applications with
high potential impact. Therefore, a key research aspect in the
years ahead will be how to compute GNNs efficiently to realize
their full potential.
GNN computing presents a set of unique challenges [50],
[159] that have rendered existing libraries and hardware plat-
forms inefficient, including:
(i) The existence of multiple GNN variants, inductive and
transductive, with a variety of aggregation and combina-
tion functions as illustrated in Table VI.
(ii) The dependence of computation on the characteristics
of the input graph in terms size, sparsity, clustering,
or the length of the associated feature vectors. Graph
connectivity may follow a power-law distribution, be
evenly distributed, or be bipartite.
(iii) A unique combination of computing characteristics from
deep learning and graph processing, leading to alternate
execution patterns. The former is computation-bound and
involves dense matrix multiplications [160], whereas the
latter is memory-bound and involves sparse algebra [161].
(iv) The need to scale to very large graphs of upto billions of
edges in certain applications.
In light of these challenges, GNNs call for new solutions
both in software and hardware. On the software side, several
libraries have been proposed to improve the support for GNNs
and handle its multiple variants, being the extensions of pop-
ular libraries such as PyTorch or Tensorflow (TF) [47], [162],
[163] clear examples. On the hardware side, new accelerator
architectures have been surfacing recently [40], [42], [117],
[164] that attempt to deal with the flexibility and scalability
challenges of GNNs. In the next subsections, we provide an
exhaustive overview of existing techniques.
A. Software Frameworks and Accelerators
The challenges of GNN processing rendered traditional
DNN libraries inefficient. To bridge this gap, very recent works
have started investigating how to adapt the libraries to (i) pro-
vide easy to program interfaces to implement multiple GNN
variants, (ii) handle the sparsity of GNN operations efficiently
in widespread GPU hardware, (iii) scale computations to large-
scale graphs and multiple GPUs.
In the following, we review a comprehensive selection of
software frameworks and accelerators, listed in Table VII. The
analysis does not include GunRock [165] or GE-SpMM [166]
for different reasons. GunRock, despite implementing Graph-
SAGE in its latest versions, it is originally a graph processing
library. GE-SpMM, although claiming to be tailored to GNNs,
is an acceleration method for general-purpose sparse matrix
multiplication in GPUs.
A first observation from Table VII is that software frame-
works have been tested for a wide variety of GNN algorithms
and relevant datasets. Around 20 different GNN variants have
been evaluated, being GCN, GS, and GIN the most common.
Even though Amazon, Reddit, Protein, Cora, or CiteSeer
datasets are popular in the community, a lack of a widely
adopted benchmark suite [167] makes the datasets to vary
widely. It is worth noting, however, that graphs can range
from hundreds of edges in chemistry applications to billions
of edges in large-scale recommendation systems. As we see
next, performance comparisons are scarce, but generally take
PyG, TF, and DGL as baselines.
PyTorch Geometric (PyG). PyG [47] is a widespread library
that is built upon PyTorch and that provides support for
relational learning, illustrated in a myriad of algorithms1.
The key aspect is the definition of a message passing inter-
face with definition of message and update functions for
neighbourhood aggregation and combination, respectively, and
multiple pooling operations. To accelerate GNN processing,
PyG handles sparsity via dedicated GPU scatter and gather
kernels that operate in all edges and nodes in parallel, instead
of using sparse matrix multiplication kernels. Relevantly, Face-
book released Pytorch-BigGraph [171], a library that allows
to process arbitrarily large graphs by introducing partitioning
and distributed processing and that could complement PyG.
Deep Graph Library (DGL). DGL [48] is a recent library
that works on top of TF, PyTorch, or MXNet, and provides
plenty of examples and code for multiple GNNs2. The library
defines three functions: message for edge aggregation and
update and reduce and update for aggregation and combi-
nation at the nodes. To boost performance, DGL takes a matrix
multiplication approach and leverages specialized kernels for
GPUs or TPUs. In particular, both sampled dense-dense and
sparse matrix multiplications are considered together with
node, edge or feature parallelization. As discussed in their
work [48], DGL uses heuristics to choose among the different
options as the optimal parallelization scheme depends on
multiple factors including the input graph. Thanks to this
approach, DGL claims to achieve an order of magnitude faster
training than PyG.
NeuGraph. Microsoft Research led one of the first special-
ized frameworks for parallel processing of GNNs in GPUs,
NeuGraph [38]. Although it is built on top of TF, NeuGraph
is not open source at the time of this writing. The frame-
work implements a programming model, SAGA-NN, based on
the functions Scatter for edge aggregation, ApplyEdge
for edge combination, Gather for node aggregation, and
ApplyVertex for node combination. Scatter-gather kernels
are used in the functions of the same name, whereas matrix
1Examples at https://github.com/rusty1s/pytorch_geometric
2Code at https://www.dgl.ai/
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TABLE VII: State of the art in software frameworks and accelerators for GNNs (GS = GraphSAGE)
Name Main Features EvaluationAlgorithms Datasets Baselines
PyG [47]
• Leverages widespread adoption of PyTorch.
• Wide variety of example codes available.
• Use of scatter-gather kernels + node/edge parallelism. Evaluated in GPU.
GCN, GAT,
SGC, GS,
GIN, etc...
Cora, CiteSeer, PubMed,
MUTAG, Proteins,
Collab, IMDB, Reddit
DGL
DGL [48]
• Library compatible with TF, PyTorch and MXNet.
• Deep documentation and support, tutorials.
• Based on matrix-mul kernels. Evaluation in CPU and GPU.
GCN, GAT,
SGC, GS,
GIN, R-GCN,
GCMC
Reddit, OGB (Arxiv,
Protein, Product, Citation,
PPA), Movielens
PyG
NeuGraph
[38]
• Implementation and evaluation targeting scaling to multiple GPUs.
• Four-function model allowing for updates at both edges and nodes.
• Deeply optimized partitioning, scheduling, pipelining, GPU transfers.
• Built on TF, not open sourced.
GCN,
CommNet,
GG-NN
pubmed, blog, reddit,
enwiki, amazon DGL, TF
AliGraph
(Euler?)
[118]
• Implementation targeting large-scale graphs and distributed systems.
• Emphasis on distributed storage and partitoning (four algorithms)
• Only work evaluating GNNs for heterogeneous and dynamic graphs, and
huge datsets (up to 483M edges, 6.5B edges). Built on top of TF.
GS, six
in-house
algorithms
Amazon, Taobao N/A
AGL
[168]
• Aiming for scalability, fault tolerance, and integrality.
• The system distributes the workload with well-known MapReduce. GCN, GS,
GAT Cora, PPI, UUG, PyG, DGL
ROC
[124]
• Implemented on top of FlexFlow [169].
• Key optimizations: dynamic partitioning and memory management.
• Evaluation with single and multiple GPUs.
GCN,
CommNet,
GIN, GS,
FastGCN
Pubmed, PPI, Reddit,
Amazon
TF, DGL,
PyG,
NeuGraph
GNN
Advisor
[39]
• Unique runtime profiling of graph information (degree, feature size,
communities) to guide GPU processing
• Extensive comparison with similar frameworks in single GPU. GCN, GIN
CiteSeer, Cora, Pubmed,
PPI; Proteins, Yeast, DD,
Twitter, SW-620H;
amazon, artist, blog
DGL, PyG,
NeuGraph,
GunRock
Tripathy
et al. [37]
• Not a framework, but a comparison between parallelization algorithms
for large-scale graphs (up to 14M and 1.3B edges in the evaluation).
• Tested in a supercomputer, with multi-GPU nodes GCN Reddit, Amazon, Protein N/A
PCGCN
[123]
• Motivated by power-law distribution of node degrees.
• Optimized partitioning to generate dense matrices.
• Dual execution mode depending on sparsity of each partition.
• Built on top of TF, evaluated in single GPU.
GCN
pubmed, blog, youtube,
C1000-9, MANN-a81,
reddit, synthetic graphs
(RMAT)
TF, DGL,
PyG
HAG [51]
• Removes redundant sums in aggregation by fusing similar nodes.
• Runtime algorithm to fuse nodes only if predicted beneficial.
• The impact on operation reduction is independent of hardware, but the
impact on execution speed is not.
GCN, GIN,
SGC
BZR, PPI, reddit, IMDB,
COLLAB N/A
FeatGraph
[170]
• Optimization of matrix mult. kernels for aggregation and combination.
• Allows user to define combination functions and their optimization. GCN, GS,
GAT
OGB (Proteins), Reedit,
sythetic graphs GunRock
GReTA
[49]
• Programming abstraction with user-defined functions similar to SAGA
(NeuGraph), targeting accelerators and applicability to any GNN variant.
• Evaluation based on GRIP (see Table VIII).
GCN, GS,
G-GCN, GIN
youtube, livejournal,
pokec, reddit N/A
multiplication primitives are used in the combination func-
tions. NeuGraph also features a number of optimizations to ac-
celerate GNN computing. First, the partitioning of large graphs
performed via the Kernighan-Lin algorithm to make partitions
denser and minimize the transfers between partitions, which
harm performance. Second, scheduling of partitions to the
GPU is optimized by batching together small sparse partitions
that can be computed together [172], and also profiling transfer
and computation times in first GNN layer to later pipeline
different chunks perfectly. Third, NeuGraph also eliminates
redundant computation by fusing multiple edges together.
Finally, it allow to scale GNN to multiple GPUs by distributing
the computation, and optimizes the transfer of information by
using a ring-based dataflow that minimizes contention at the
interconnect.
AliGraph/Euler. Developed by the AliBaba group and open-
sourced with the name of Euler, AliGraph is a GNN framework
built on top of TF [118]. The framework is thought for the
processing of very large and dynamic graphs in large-scale
computing systems, and is currently used in recommenda-
tion services at AliBaba. It implements three layers, namely:
storage, that implements partitioning with four different algo-
rithms, but in this case to store the graph in a distributed way;
sampling, which unlike other frameworks, allows to define
custom sampling of a nodes’ neighbourhood relevant to algo-
rithms such as GraphSAGE; and operator, which implements
the aggregation and combination functions. In overall, the
AliGraph is unique due to its distributed approach and the
many optimizations made at the storage layer to minimize
data movement, such as the use of four different partitioning
algorithms depending on the characteristics of the graph, or
caching important vertices in multiple machines to reduce long
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misses.
AGL. AGL [168] is a framework created specifically for
industral deployments of massive GNNs. To that end, the
authors emphasize their scalability, fault tolerance, and use of
existing widespread methods for distributing the computation.
In particular, AGL uses MapReduce [173] to that end and tests
the proposed system in CPU clusters. The framework has three
modules, one for creating independent neighbourhoods that
can be processed in parallel for training, one for the optimized
training, as well as one for the slicing of the graph and
calculation of inference. Numerous optimizations are proposed
in the sampling and indexing of the graph, partitioning and
pruning, and at the pipelining of the training computation.
ROC. ROC [124] is another GNN framework targeting multi-
GPU systems, in this case built on top of FlexFlow [169].
Similarly to AliGraph or AGL, ROC is able to distribute
large graphs to multiple machines. However, this framework
differs from others in that the partitioning method and memory
management is performed with dynamic methods providing
extra acceleration. First, ROC uses an online linear regression
model to approach partitioning optimally. This model uses the
training iterations to learn the best strategy of a specific graph,
outperforming static methods significantly. Second, memory
management is treated as a cost minimization problem and
solved via an online algorithm that finds where to best store
each partition. The authors demonstrate that such acceleration
methods provide better scalability than DGL and PyG in single
GPUs, and better scaling to multiple GPUs than NeuGraph.
GNNAdvisor. The work by Wang et al. [39] presents a
runtime system that aims to systematically accelerate GNNs
on GPUs. Instead of treating this problem via abstract models
as done in ROC, GNNAdvisor does an online profiling of
the input graph and GNN operations to guide the memory
and workload management agents at the GPU. In particular,
it leverages (i) the node degree to fine-tune the group-based
workload management of the GPU, (ii) the size of the node
embedding to optimize workload sharing, and (iii) the existing
of communities within the graph to guide partitioning and
scheduling. While the two first features are trivial to obtain,
community detection is generally harder. In this case, the
authors use a combination of node renumbering and Reverse
CuthillâA˘S¸McKee algorithm to reorder the adjacency matrix
in a way that dense partitions are available. Thanks to all these
techniques, the authors claim 3×-4× speedup over DGL, PyG,
and NeuGraph in a high-end GPU.
Tripathy et al. In this work, the authors compare multiple par-
allelization algorithms that partition and distribute the GNN in
multiple GPU clusters, i.e., 1D, 1.5D, 2D and 3D algorithms,
and model the tradeoff between inter-GPU communication
and memory requirements of these setups analytically and
for training. The model takes a large adjacency matrix and
breaks it down to a fixed amount of processes depending on
the algorithm. Then, an analysis is made on the amount of
effectual operations and results to be communicated across
the GPUs. Their implementation over PyG shows promising
scalability and nominates the 1.5-D algorithm as a promising
and balanced alternative, although the best algorithm depends
on the characteristics of the input graph.
PCGCN. The paper by Tian and co-authors [123] present a
partition-centric approach to acceleration of GNNs in GPUs,
which they implement on top of TF. The contribution is
motivated by the power-law distribution of the node degrees in
a graph, which largely affects partitioning. PCGCN applies a
locality-aware partitioning, METIS [174], that helps obtaining
dense sub-matrices. That, however, does not prevent sparse
partitions to appear. To combat this, PCGCN profiles the
partitions at runtime and applies a dual-mode of operation:
dense matrix representation and multiplication kernels when
dense, and column-sparse representation and sparse kernels
otherwise. In the paper, the authors compare their implemen-
tation with vanilla TF, and also DGL and PyG, and report the
lowest speedup across libraries. Even in this case, PCGCN
always speeds up execution and achieves upto 8.8× in highly
clustered graphs.
HAG. This work presents the concept of Hierarchically Ag-
gregated computation Graph (HAG) [51]. The authors make
the observation that many of the operations made during the
aggregation stage are repeated multiple times when nodes
share similar neighbourhoods. In response to this, HAGs
are presented as an alternative representation that proactively
“fuses" nodes with common neighbourhoods, removing redun-
dant aggregations during the execution of any GNN. Since
the search of similarly-connected nodes can be expensive,
HAG employs a cost function to estimate the cost of certain
node fusions, to then adopt a search algortihm affordable for
runtime. With only 0.1% of memory overhead, HAG reduces
the amount of aggregations by 6.3×.
FeatGraph. Developed in collaboration with Amazon, Feat-
Graph [170] proposes to optimize kernels of aggregation
(graph traversal) and combination (feature computation) sep-
arately. Different from other frameworks, here the user can
define the combination function and ways to parallelize it, so
that the scheduler can take it into account. As optimizations,
FeatGraph also proposes to combine graph partitioning with
feature dimension tiling and to adopt a hybrid partitioning
scheme for GPUs.
GReTA GReTA [49] is a processing abstraction for GNNs
aiming at simplifying their representation for hardware imple-
mentations. Rather than boosting performance, GReTA aims
to be an interface to hardware accelerators. It consists of
four user-defined functions, namely Gather and Reduce to
describe the aggregation, and Transform and Activate
to describe the combination. These user-defined functions
enable certain flexibility to accommodate different GNN types.
GReTA also discusses partitioning briefly, which is exempli-
fied in a hardware acceleration prototype called GRIP [117],
which we describe in the next section.
B. Hardware Accelerators
We have seen that software approaches presented above
streamline the execution of GNNs in generic computing plat-
forms present in most computing systems, achieving signif-
icant speedups. Fewer works analyzed the performance of
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GNN training in a TPU, which is typically used in dense deep
learning, but with similar results [122].
However, a pertinent question is whether custom hardware
accelerators can tackle the unique challenges of GNN comput-
ing and live up to the promise of order-of-magnitude improve-
ments that, to cite an example, have been already achieved in
CNNs [36]. Pursuing this goal, several hardware accelerators
have emerged which attempt to handle the extreme density
and alternating computing requirements of GNNs. We next
discuss all the designs published to date, using as reference
the schematic diagrams of their architecture shown in Fig. 9.
The figure also tries to classify the architectures depending on
how tightly coupled they are, from unified to tiled, and how
easy is to adapt them to multiple GNN variants.
A summary of the main features of the accelerators and
evaluated algorithms and datasets is given in Table VIII. We
observe that most works revolve around the GCN algorithm,
which is popular and easy to illustrate. Those that evaluate
multiple algorithms generally try to demonstrate their general-
ity. Datasets are generally smaller than in software acceleration
works, mainly because of the memory limitations of hardware
accelerators in inference and the cost of simulating hardware
architectures. Cora, CiteSeer, and Redit are the most common
ones. While performance comparisons are difficult due to the
many variables involved, most works use CPUs and GPUs as
baselines and, in some cases, even one hardware accelerator.
There is no consensus on which software framework shall be
used in the baselines.
EnGN. Among the first accelerators to appear, EnGN [40]
presents a unified architecture heavily inspired by CNN ac-
celerators. The GNN is fundamentally treated as concatenated
matrix multiplication of feature vectors, adjacency matrices,
and weights –all scheduled in a single dataflow. An array of
clustered Processing Elements (PEs) is fed by independent
banks for the features, edges, and weights to compute the
combination function. To perform the aggregation, each col-
umn of PEs is interconnected through a ring and results are
passed along and added according to the adjacency matrix in
a process the authors call Ring-Edge Reduce (RER).
In EnGN, sparsity is handled with several optimizations.
First, the RER aggregation may lead to multiple ineffectual
computations for sparsely connected nodes. To avoid this,
EnGN reorders edges on the fly in each step of the RER.
Second, PE clusters are attached to a degree-aware vertex
cache that holds data regarding high-degree vertices. The
reasoning is that well-connected vertices will appear multiple
times during the computation and caching them will provide
high benefit at modest cost. Other optimized design decisions
relate to the order of the matrix multiplications when the
aggregation function is sum, which affects the total number
of operations, or the tiling strategy, which affects data reuse
and I/O cost.
HyGCN. The authors HyGCN [41] build upon the observation
that GNNs present two main alternating phases of opposed
computation needs, to introduce a hybrid architecture for
GCNs. HyGCN is composed of separate dedicated engines
for the aggregation and the combination stages, plus a control
mechanism that coordinates the pipelined execution of both
functions. Being dense, the combination stage is computed
via a conventional systolic array approach. The aggregation
stage has a more elaborated architecture featuring a sampler,
an edge scheduler, and a sparsity eliminator that feeds a set
of SIMD cores.
In HyGCN, sparsity is handled at the aggregation engine
thanks to efficient scheduling and the sparsity eliminator. The
latter takes a window-based sliding and shrinking approach to
dynamically adapt to varying degrees of sparse multiplications.
To further adapt to the workloads, HyGCN allows to group
the SIMD cores in aggregation and the PEs in combination
in different ways depending on the size of feature vectors.
Finally, special attention is placed to the design of the inter-
engine coordinator to optimize memory accesses and allow
fine-grained pipelining of the execution towards maximizing
parallelism dynamically.
AWB-GCN. The Autotuning-Workload-Balancing GCN accel-
erator [42] mainly advocates for an aggressive adaptation to
the structural sparsity of the GNN. The authors motivate their
design by analyzing the power-law distribution of most graphs,
arguing that some parts of the computation will be dense and
others extraordinarily sparse, creating unbalances. To address
the imbalance, the architecture develops a custom matrix
multiplication engine with efficient support of skipping zeros.
To that end, data from memory is fed via a task distributor
and queue (TDQ) to a set of PEs and accumulators. The TDQ
takes two designs adapted to when sparsity is moderate or
high.
The key of AWB-GCN is that it implements three workload
balancing functions. The first is local and tries to balance
the load among neighboring PEs. The second is remote and
attempts to pour overflowing computation from a busy PE to
a single remote underutilized PE. The third one takes the load
of extremely busy PEs processing very dense node clusters
and divides across multiple idle PEs. To support that, AWB-
GCN provisions hardware at the TDQ and the connections
to the PEs to allow the remapping of nodes to remote PEs
and to take them back for coherent aggregation. Moreover,
all decisions about balanced are taken based on information
extracted from simple counting at the queues.
GRIP. A key aspect of most existing accelerators is that they
focus on GCNs as a relevant GNN algorithm. In contrast, the
GRIP accelerator [117] leverages the abstraction of GReTA
[49] to develop a general accelerator for any GNN variant,
allowing to perform edge and node updates with user-defined
functions. The GRIP architecture reflects this by having sep-
arated and custom units and accumulators for both edges
(gather, reduce) and vertices (transform, activate). A control
unit orchestrates data movement between the different units
and respective buffers. In the sample implementation, GRIP
divides the edge update unit into lanes to execute vertices
simultaneously and takes an input-stationary dataflow for the
vertex update unit. Among the optimizations made, we found
pipelining and tiling adapted to the particularities of the
implemented dataflows, similar to that of other accelerators.
Auten et al. Unlike most other accelerators, this work [43]
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Fig. 9: Classification and schematic representation of hardware accelerators for GNN inference. Green, blue, and red squares
represent processors, memory, and control units, respectively.
TABLE VIII: State of the art in hardware accelerators for GNNs.
Name Main Features EvaluationAlgorithms Datasets Baselines
EnGN
[40]
• Unified architecture with dense hardware, single dataflow, generalizable
to many GNN variants.
• Aggregation via Ring-Edge Reduction (RER).
• Optimizations: edge reordering, degree-aware vertex cache, scheduling.
GCN, GS,
GG-NN,
GRN,
R-GCN
Cora, PubMed, Nell,
Reddit, Enwiki, Amazon,
Synthetic (RMAT), AIFB,
MUTAG, BGS, AM
CPU-DGL,
GPU-DGL,
CPU-PyG,
GPU-PyG,
HyGCN
HyGCN
[41]
• Hybrid architecture with specialized aggregate and combine blocks.
• Fine-grained pipelining across blocks via inter-phase coordinator.
• Sparsity eliminator based on window sliding and shrinking approach.
• Focused on GCNs, unclear how to generalize (missing edge updates).
GCN, GSC,
GIN,
DiffPool
IMDB, Cora, CiteSeer,
COLLAB, PubMed,
Reddit
CPU-PyG,
GPU-PyG
AWB-
GCN
[42]
• Aggressive adaptation (balancing) to varying GNN workloads via three
different load sharing techniques (local + remote) at runtime.
• Controller with distinct operation depending of sparsity of each partition.
• Focused on GCNs, unclear how to generalize.
GCN Cora, CiteSeer, PubMed,Reddit, Nell
CPU-PyG,
GPU-PyG,
FPGA,
HyGCN
GRIP
[117]
• Uses the GReTA abstraction [49], allegedly generalizable to any GNN.
• Actual implementation with techniques similar to HyGCN.
GCN,
G-GCN, GS,
GIN
Youtube, Livejournal,
Pokec, Reddit
CPU-TF,
GPU-TF
Auten et
al. [43]
• Tiled architecture, ready for scale-out via Network-on-Chip.
• Techniques similar to HyGCN, less specialized but easier to generalize.
GCN, GAT,
MPNN,
PGNN
Cora, CiteSeer, PubMed,
QM9_1000, DBLP_1 CPU, GPU
Zhang et
al. [116]
• Combination of offline software acceleration (redundancy elimination +
node reordering) and hardware acceleration in FPGA.
• Optimizations: double buffering technique to hide latency of additions,
node+feature parallelism, dual pipelining mode depending of order of
matrix multiplications
GCN Flickr, Reddit, Yelp
CPU-TF,
GPU-TF,
CPU-C++,
GPU-C++
GraphACT
[119]
• Only accelerator evaluating training and modeling memory footprint.
• CPU+FPGA platform. Optimizations rely on judicious load balancing,
scheduling, batching, removal of redundant aggregation operations. GCN PPI, Reddit, Yelp CPU, GPU
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proposes a modular architecture for convolutional GNNs.
The basic unit of the accelerator is a tile composed by an
aggregator module (AGG), a DNN accelerator module (DNA),
a DNN queue (DNQ) and a graph PE (GPE), all of them
connected to an on-chip router. Thus, the architecture can be
scaled out by interconnecting multiple tiles among them and
with memory. Within each tile, the architecture has a similar
structure than HyGCN, with the DNA being an array for dense
multiplication, the AGG an edge-controlled adder, the DNQ
taking the role of inter-engine buffer, and the GPE controlling
execution. In this case, however, the GPE is a lightweight CPU
managing multiple threads rather than an optimized controller.
Zhang et al. The work by Zhang and co-authors [116]
presents a combination of software and hardware acceleration
for GCNs. On the one hand, the graph is pre-processed via
a redundancy elimination mechanism similar to that of [51]
and a node reordering similar to that of [39]. Pre-processing is
done offline and is justified for the repeated benefits that it can
provide to multiple inferences to static graphs. The processed
graph is then fed to a hardware accelerator implemented in
a FPGA consisting of differentiated pipelined modules for
aggregation (sparse) and combination (dense systolic array +
non-linear activation module).
As differentiating elements with respect to other designs,
we find that the aggregator module uses a double-buffering
technique to hide latency of additions, and exploits both node-
level and feature-level parallelism. We also observe that the
accelerator implements two modes of operation depending on
the order of the matrix multiplications, which leads to different
strategies for pipelining. To accommodate them, the modules
are interconnected both from the aggregate module to the
combination modules, and vice versa.
GraphACT. While all other accelerators focused on inference,
GraphACT [119] explores how to efficiently perform GNN
training in an heterogeneous CPU+FPGA platform. The main
design decision relates to deciding which parts are computed
where and which data to store in memory. To these questions,
the authors argue that CPU performs graph sampling and
the calculation of the loss gradients, while and the FPGA
does forward and backward propagation passes. The FPGA,
thus implements aggregation and combination. The authors
present optimizations based on the scheduling of the different
operations taking into consideration that backpropagation can
be performed after batching of multiple layers or batching
different parts of the graph. Moreover, similarly to in [116],
redundant operations at aggregation are eliminated via search-
ing of edges common to multiple vertices.
V. GNN ACCELERATION: THE VISION
Previous sections have discussed how GNNs can be un-
derstood as a set of classical NNs working symbiotically
over graph-structured data. We have seen that, to extract
specific knowledge from the graphs, different NN layers may
be employed leading to a wide variety of GNN flavours.
This, plus the fundamental dependence of GNNs on the input
graph (which may be extremely large) complicate the task of
streamlining their execution enormously. As a result, works
that have emerged trying to accelerate GNNs have implicitly
made a choice upon either providing an extremely efficient
acceleration scheme for a specific GNN variant, or being
general or flexible enough to serve multiple types of GNNs
less efficiently.
The key challenge in GNN acceleration is thus to deliver
an operational and architectural framework that is able to
both maximize performance and efficiency while maintaining
a degree of flexibility that caters to the different graph sizes,
characteristics, and GNN algorithms. Albeit a daunting task,
in this section we aim to leverage the analysis of existing
acceleration works to hypothesize which would be the main
characteristics that future GNN accelerators should feature. In
particular, our envisaged architectural approach shall be driven
by (i) software-hardware co-design, (ii) graph awareness,
and (iii) an much-needed emphasis on communications. We
next discuss these aspects qualitatively, using Figure 10 as
reference.
A. Software-Hardware Co-Design
The analysis of prior work has shown that both software
and hardware approaches can provide significant speedups. In
some occasions, one might argue that both strategies attack
the problem similarly, e.g. node reordering in software [123]
and workload balancing in hardware [42]. However, a few
works have also started to realize that both approaches are not
mutually exclusive and that their benefits can add up, or one
can simplify the other. For instance, the design from Zhang
et al. [116] eliminates redundant operations via software
pre-processing and then optimizes execution with specialized
modules for aggregation and combination. The software side
allows to avoid having specialized hardware structures to
eliminate redundant operations.
Building upon this observation, our first proposed pillar
is software-hardware co-design as a strategy for handling
different GNNs and graphs efficiently while retaining some
hardware simplicity. We advocate for a control-data plane
model where, in general, the control plane will be implemented
entirely in software providing the flexibility and the data
plane will be implemented in custom hardware providing the
efficiency. While conceptually separated (see Fig. 10), the
operation of both planes will be tightly coupled.
On the one hand, the control plane manages the actions
of the accelerator by having a global view of the complete
GNN structure and input graph. The control plane is respon-
sible for dictating the dataflow running in the data plane,
by (i) partitioning the GNN computation into manageable
computational segments, (ii) mapping the different vertices
and edges to the hardware resources of the data plane, and
(iii) scheduling the different executions towards balancing the
workload, maximize the benefits of pipelining, and so on.
Finally, we also consider part of the control plane to (iv)
drive pre-processing (and possibly offline) steps such as the
removal of redundant operations [51] or the calculation of
certain graph aspects such as community detection [39]. By
being implemented in software, these functions can deliver the
required flexibility to accelerate any GNN workload.
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Fig. 10: Architectural vision for GNN accelerators with hardware-software co-design (i.e. control and data planes), graph
awareness (i.e. guided mapping and scheduling), and communication-centric design (i.e. reconfigurable interconnect).
On the other hand, the data plane consists of the processing
and memory elements that work as per the control plane
instructions to execute a GNN. As we have seen in Section
IV-B, we could adopt many strategies for architecting the
data plane, e.g., unified, phased, modular, homogenenous,
heterogeneous, to name a few. However, we find particularly
interesting the use of architectures similar to that of MAERI
[33], where an homogeneous array of Processing Elements
(PEs) and a specialized memory hierarchy are put together via
a lightweight reconfigurable interconnect fabric. This fabric
adapts the dataflow according to the control plane commands,
thus allowing to give service to the multiple execution stages
of an algorithm or different algorithms.
B. Graph Awareness
Most accelerators have attempted to provide methods that
adapt to runtime conditions while being largely unaware of the
input graph characteristics [40], [124]. However, it has been
also realized that aspects such as the size of the graph, the
relative size of the feature vectors, the clustering factor of the
graph, or the average degree of the same can be extremely
relevant in accelerating the GNN [41], [47], [123]. In fact,
GNNAdvisor [39] seeks to exploit this information explicitly
to improve the performance in GPUs, while others have based
the order of operations or the mapping of PEs on characterstics
of the graph [40]–[42].
This leads to the second pillar of our envisaged architecture:
graph awareness. If the GNN depends on the input graph,
then maximizing performance needs to be aware of the main
features of that graph. Offline or online methods shall be used
to extract useful information from the graph that, in our case,
will be leveraged by the control plane. This will thus affect
aspects such as the graph partitioning [123], which may be
more or less aggressive depending on the degree distribution;
the ordering and pipelining of the different aggregate–combine
phases, which may vary across layers and across graphs; or the
scheduling process to minimize inter-partition communication.
A good example of this is found in community detection,
whose efficient implementation [175], [176] or prediction [96]
may allow for the partition of the graph in densely connected
graphlets at runtime. This is relevant to efficient pooling [154],
redundancy elimination [51], and optimal scheduling [39].
C. Communication-Centric Design
Data movement is the enemy of efficient architectures.
Hardware accelerators aim to minimize it by adapting its
resources to the execution dataflow but, surprisingly, tradi-
tional DNN accelerators [34], [160] have generally given a
relatively low importance to the sub-system handling data
movement: the interconnect fabric. This is also true for GNN
accelerators, which are generally computing-centric with few
exceptions [37], [119]. However, GNNs pose the additional
challenge of not having a single optimal dataflow given the
input graph dependence and the many algorithm variants.
Thus, data movement continues to be a crucial aspect.
For this reason, the third pillar of our envisaged architecture
is taking a communication-centric design approach. This is a
philosophy that has been applied to endow DNN accelerators
with certain flexibility [33], [177], [178] or to optimize dis-
tributed learning [179]. In our case, we propose the use of
a reconfigurable interconnect fabric among the PEs to adapt
the hardware to the underlying graph connectivity or, in other
words, to the optimal dataflow that may vary across layers,
partitions, or graphs. In an extreme case, one could adopt the
approach of recent DNN accelerators that orchestrate all data
movement at compilation time [180], [181]. GNNs and their
extreme size might discourage the use of this strategy and,
instead, advocate for a compilation that provides hints for the
interconnect to adapt to the varying needs of the graph and its
most optimal dataflow. The compilation and reconfiguration
could be complemented by the analysis of the input graph,
19
which would allow us to predict the prevalent communication
patterns and, thus, the most appropriate interconnect topology.
VI. CONCLUSION
The recent interest in geometric deep learning, or methods
able to model and predict graph-structured data, have led to
an explosion of research around GNNs. As we have seen in
our analysis of the current state of the art, most of the works
focus on the algorithms and their applications, rendering the
topic of GNN computing a less beaten path. However, we
anticipate that the area of software and hardware support for
GNNs will grow at a fast pace, continuing an upwards trend
that we observed from 2018 to today.
The reasons for the probable increase in research delving
into more efficient computing means for GNNs are several.
First, the field is maturing and the more theoretical algorithm-
driven research gives way to the most application-oriented
development. A clear example of this trend is the apparition of
efforts to unify aspects such as benchmarking [167]. Second,
GNNs are the key to many disruptive applications in multiple
fields, thus creating a clear application pull driving the need
for better processing. Third, GNNs present multiple unique
challenges such as the wide variety of algorithm variants, their
dependence on the graph characteristics, or their massive scale
in some applications. This makes the field of GNN processing
unlikely to saturate in the foreseeable future.
Finally, we highlight the rising popularity of software
frameworks and the recent apparition of hardware accelerators
for GNNs. On the software side, libraries such as DGL or
NeuGraph aim to speed up and add features to widespread
frameworks such as TF or PyTorch. Interesting contributions
are acceleration of GNNs via graph analysis or pre-coding,
as well as the distribution of computation in large-scale
systems, much needed for huge recommendation systems. On
the hardware side, we did not observe a clear architectural
trend and existing proposals are debating between being
specific or applicable to multiple GNN variants, and between
unified architectures or more hierarchical, tiled organizations.
Building on this observation, we envision that future acceler-
ators shall adopt a hardware-software co-design approach to
maximize performance, keep graph awareness as a profitable
optimization opportunity, and tackle workload variability via
a reconfigurable interconnect.
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