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Die Herausforderungen im Kontext des globalen Klimawandels und der planetaren Grenzen
des Systems Erde lassen die grundlegende Bedeutung von Systemkompetenz zur Analyse und
Bewältigung komplexer dynamischer Probleme deutlich werden. Die notwendigen Schritte
zur Erreichung der globalen Nachhaltigkeitsziele setzen eine raumbezogene Handlungskom-
petenz aller beteiligten Akteure voraus, die maßgeblich auf einer vernetzten Einsicht in die
Zusammenhänge von natürlichen und gesellschaftlichen Systemen beruht. Aus didaktischer
Sicht steht in der vorliegenden Studie daher die Forschungsfrage im Vordergrund, auf welche
Weise die Systemkompetenz von Jugendlichen im Kontext raumwirksamer Mensch-Umwelt-
Beziehungen bestmöglich gefördert werden kann.
Den thematischen Rahmen der Arbeit bildet das Phänomen der Bodenerosion im Kontext
des Klimawandels. Neben den bereits heute gegebenen Risiken und Gefährdungen ist hierbei
durch die im Klimawandel zu erwartende Häufung von Starkniederschlagsereignissen und
die jahreszeitliche Veränderung der Bodenfeuchteverhältnisse eine Verschärfung des Gefähr-
dungspotenzials für landwirtschaftlich genutzte Böden wahrscheinlich. Das in Bezug auf das
lebensweltliche Umfeld der Jugendlichen erarbeitete Phänomen steht daher stellvertretend
für komplexe und dynamische Mensch-Umwelt-Systeme.
Ausgehend von einem naturwissenschaftlich geprägten Systemverständnis und dem Be-
streben der Systemwissenschaft, komplexe Systeme modellhaft zu erfassen, rückt die Modell-
bildung auch in der Frage nach gewinnbringenden methodisch-didaktischen Ansätzen zur
Förderung des systemischen Denkens in denMittelpunkt des Interesses. Aus demNebeneinan-
der von konkret-gegenständlichen Modellen und Computersimulationen als rechnergestützten
Verfahren der Modellierung leitet sich die für die vorliegende Studie zentrale Forschungs-
frage ab, welches Potenzial diese Methoden einzeln oder in Kombination in Bezug auf die
Förderung von Systemkompetenz von SuS besitzen. Zur Lernwirksamkeit unterschiedlicher
methodisch-medialer Settings liegen dabei verschiedene, in ihren Ergebnissen heterogene
und zum Teil widersprüchliche Forschungsarbeiten vor. Bei vielen Studien wurden analoge
und digitale Medien und Methoden gegenübergestellt, jedoch nicht kombiniert (z. B. Edsall &
Wentz 2007), bei anderen wies die kombinierte Intervention eine längere Zeitdauer auf als die
vergleichend eingesetzte Computersimulation (z. B. Rieß & Mischo 2008). Vor dem Hinter-
grund dieses Forschungsstandes untersucht die hier vorgestellte empirische Vergleichsstudie
im experimentellen Prä-Post-Test-Design die Veränderung der kontextuellen Systemkom-
petenz von SuS durch Einsatz (1) eines analogen Bodenerosionsmodells (= Modell), (2)
eines digitalen Bodenerosionsmodells (= Simulation) bzw. (3) einer Kombination beider
Zugänge, bei jeweils gleicher Zeitdauer der Interventionen. Zur Frage der Dimensionalität und
Messung des Konstruktes „Systemkompetenz“ liegen im Kontext raumwirksamer Mensch-
Umwelt-Beziehung eine Reihe theorie- bzw. evidenzbasierter Erkenntnisse vor (vgl. z. B.
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Mehren u. a. 2018; Rieß u. a. 2015; Viehrig u. a. 2017), die sich jedoch in Teilen kontrovers
gegenüberstehen.
Den konzeptionellen Bezugsrahmen der Forschungsarbeit bildet hierbei das im Rah-
men des BMBF-geförderten Projekts SysThema von Rieß u. a. (2015) entwickelte heuris-
tische „Freiburger Kompetenzstrukturmodell zum systemischen Denken“ mit besonderer
Schwerpunktsetzung auf der Systemmodellierung. Für die vier in diesem Kompetenzmodell
ausgewiesenen Dimensionen A: „Systemtheoretisches Grundwissen (Deklaratives/konzep-
tuelles systemisches Wissen)“, B: „Systemelemente und Wechselwirkungen identifizieren,
abbilden und interpretieren (Systemmodellierungsfähigkeit)“, C: „Mittels Systemmodellen
Erklärungen geben, Prognosen treffen und Strategien entwerfen (Fähigkeit zur Nutzung von
Systemmodellen beim Lösen von komplexen dynamischen Problemen)“ sowie D: „Gültigkeit
und Vorhersageunsicherheit von Systemmodellen bestimmen (Bewertung von Systemmodel-
len und Ergebnissen der Modellanwendung)“ werden Testitems mit Bezug zum Themenfeld
Bodenerosion entwickelt. Aufbauend auf den Erkenntnissen der Pilotierungsstudie (n = 78
SuS, vgl. Brockmüller u. a. 2016a,b) kann in der Hauptstudie (n = 203 SuS der gymnasialen
Klassenstufen 10 bis 12) die Validität des überarbeiteten Systemkompetenztests durch eine
substanzielle Übereinstimmung der inhaltlichen Expertenratings (Fleiss’κ 0,79) sowie eine
akzeptable interne Konsistenz der vier Skalen (Cronbachsα A: 0,54, B: 0,78, C: 0,70, D:
0,78) belegt werden.
Strukturentdeckende statistische Verfahren (exploratorische Faktorenanalyse) lassen auf
vier zugrunde liegende Faktoren schließen. Auch bei Anwendung der strukturbestätigenden
konfirmatorischen Faktorenanalyse kann die Modellpassung des vierdimensionalen Modells
anhand von statistischen Modellgütekriterien bestätigt werden. Auf Grundlage eines Struktur-
gleichungsmodells (konfirmatorische Faktorenanalyse zweiter Ordnung) können schließlich
die Korrelationen zwischen den Kompetenzdimensionen auf ein übergeordnetes Gesamtkon-
strukt im Sinne von Systemkompetenz zurückgeführt werden. Die heuristischen Annahmen
einer vierdimensionalen Kompetenzstruktur zum systemischen Denken nach Rieß u. a. (2015)
können somit auf Grundlage des Datensatzes der vorliegenden Studie empirisch fundiert
werden.
Ein im Rahmen des von der Deutschen Forschungsgemeinschaft (DFG) geförderten Pro-
jekts GeoSysKo theoretisch hergeleitetes und empirisch überprüftes Kompetenzstruktur- und
-stufenmodell (vgl. auch Mehren u. a. 2018) umfasst zwei Dimensionen, die als „Systemorga-
nisation und Systemverhalten“ sowie „Systemadäquate Handlungsintention“ ausgewiesen
sind. Im Abgleich der beiden Modelle wird zunächst deutlich, dass sich diese mit den o. g.
Dimensionen B und C weitgehend decken. Die Ergebnisse der vorliegenden Studie machen
unter Beachtung der erreichten Modellgütemaße darüberhinausgehend die zusätzliche inhalt-
liche Bedeutung der Theorie- sowie der Reflexionsebene (Dimensionen A und D) für das
Konstrukt Systemkompetenz deutlich.
Zur Untersuchung des Potenzials eines Einsatzes von analogen und digitalen Modellen
und einer Kombination beider Methoden zur Förderung der auf diese Weise ausdifferenzier-
ten Systemkompetenz wird die Stichprobe der Hauptstudie varianzanalytisch analysiert, um
so u. a. der Forschungsfrage nachzugehen, ob statistisch bedeutsame Gruppenunterschiede
zwischen den beiden Messzeitpunkten vor bzw. nach der Intervention bestehen. Dabei zeigt
sich, dass der Mittelwert der über alle vier Dimensionen hinweg mit einem Gesamtscore
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erfassten Systemkompetenz in der Gruppe, die eine kombinierte analoge und digitale In-
tervention durchlaufen hat, statistisch signifikant höher liegt als in der Gruppe mit reiner
Computersimulation (p = 0,024, bei kleiner Effektgröße Cohens f von 0,1). Bezüglich der
vier einzelnen Systemkompetenz-Dimensionen zeigt sich, dass dieser Effekt in der Dimensi-
on B am deutlichsten ausgeprägt ist. Die Gruppe mit reiner Computersimulation erzielt in
allen vier Dimensionen die niedrigsten Mittelwerte, während die Gruppe mit rein analogem
Modelleinsatz in den Dimensionen B und C ähnlich niedrige Mittelwerte erzielt, in den Di-
mensionen A und D dagegen jedoch sogar die höchsten Mittelwerte erreicht. Mit Motivation
und Lernstil werden weitere mögliche Einflussfaktoren auf den Kompetenzerwerb in der
Studie berücksichtigt, deren Interaktionseffekte mit den drei Interventionsgruppen jedoch
nicht statistisch signifikant ausfallen.
In der Gesamtschau liefern die Ergebnisse der vorliegenden Arbeit neben einem theore-
tischen Beitrag zur Entschlüsselung der Struktur von Systemkompetenz im Kontext raum-
wirksamer Mensch-Umwelt-Beziehungen insbesondere auch unterrichtspraktische Hinweise
zur Systemkompetenzentwicklung. Die am Beispiel Bodenerosion exemplarisch untersuchte
Kombination analoger und digitaler Modelle erreicht bei gleichem unterrichtlichem Zeitauf-
wand einen bedeutsam höheren Beitrag zur Förderung von Systemkompetenz, sodass sie





The challenges within the context of global climate change and the planetary boundaries of
the earth system reveal the relevance of systems thinking for analysing and solving complex
and dynamic issues. Reaching the global sustainability goals requires a spatial capability to
act of all participants that is based on interconnected insights into the coherences of natural
and social systems. Therefore, it is crucial to identify methods to foster system competence,
or systems thinking of young people within the context of human-environmental relations.
Thematic framework is the phenomenon of soil erosion in the context of climate change.
Alongside the risks and hazards already given today there is an increasing hazard potential for
agricultural soil due to the anticipated rising frequency of intense precipitation events as well
as seasonal changes in ground humidity due to climate change. The outlined phenomenon is
elaborated in relation to the living environment of the young and represents a complex and
dynamic human-environmental system.
Based on a scientific understanding of systems and the effort of systems science to grasp
complex systems exemplarily, modelling is brought into focus – as well as the question of
advantageous methodological-didactic approaches to promote systems thinking. Resulting
from the juxtaposition of analogue models and digital computer simulations, the research
question of this study is the potential these methods reveal individually or in combination
to promote systems thinking of high school students. There exist various heterogeneous
and partly contradictory research works regarding the learning effectiveness of different
methodical and medial settings. In several studies, analogue and digital media have been
contrasted but not combined, in others the combined intervention took not the same time
as the comparative computer simulation (e. g. Rieß & Mischo 2008). By means of pre-post
design the here presented empirical comparison study examines the changes of the contextual
systems thinking of students using (#1) an analogue soil erosion model, (#2) a digital soil
erosion model (simulation), respectively (#3) a combination of both approaches with equal
duration of each intervention. Concerning the questions of dimensionality and measurement
of the construct of system competence there are several theory-based or evidence-based
insights, albeit with to some extent opposing findings (see e. g. Mehren et al. 2018; Rieß et al.
2015; Viehrig et al. 2017).
The presented study is based on the “Freiburg heuristic competence model of systems
thinking” by Rieß et al. (2015) due to its prioritisation of system modelling. For each of
the four dimensions presented within this competence model (A) “declarative/conceptual
systems knowledge”, (B) “modelling systems”, (C) “solving problems using system models”
as well as (D) “evaluation of system models”, test items are developed referring to the subject
soil erosion. Based on the pilot study’s results (n = 78, see Brockmüller et al. 2016a,b),
the validity of the revised systems thinking test is confirmed by a substantial accordance
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of the content-related ratings by experts (Fleiss’κ 0.79) as well as an acceptable internal
consistency of the four scales (Cronbachsα A: 0.54, B: 0.78, C: 0.70, D: 0.78).
Statistical methods used to uncover data structures (exploratory factor analysis, EFA)
imply four underlying factors. In addition, application of the confirmatory factor analysis
(CFA) confirms a good model fit of the four-dimensional model by dint of several absolute and
relative fit indices. Based on structural equation modelling (second-order confirmatory factor
analysis), the correlations between the four dimensions of systems thinking can be traced to
the “superordinate construct” system competence. Thus, the data set of the here presented
study empirically supports the heuristic assumptions of a four-dimensional competence
structure for systems thinking following Rieß et al. (2015).
Another theoretically anchored and empirically validated competence model (see e. g.
Mehren et al. 2018) includes two dimensions “system organisation and behaviour” and
“system-adequate intention to act”. Those are comparable with dimensions B and C of the
presented Freiburg model. The here presented study emphasizes the additional significance of
the theory and reflection level (dimensions A and D) for the construct of system competence.
To investigate the potential of the use of analogue and digital models and a combination
of both methods in order to promote the systems thinking, analyses of variance (ANOVA)
were carried out. The sample of the main study (n = 203) was analysed regarding statistically
significant group differences before and after the three interventions. The mean value of
system competence (recorded across all four dimensions with a total score) in the group that
has experienced a combined analogue and digital intervention (#3), is significantly higher
compared to the group with mere computer simulation (p = 0.024, with small effect size
Cohens f of 0.1). This effect is most pronounced in dimension B. The group with mere
computer simulation (#2) achieves the lowest mean values in all four dimensions, while
the group with mere analogue model (#1) – comparable weak in dimensions B and C –
achieves even highest mean values in dimensions A and D. Motivation and learning style,
further observed influencing factors on systems thinking, show statistically non-substantial
interaction effects with the three intervention groups.
In summary, the results provide a theoretical contribution concerning the structure of
system competence in context of spatial human-environmental relations. Besides, they provide
support for classroom teaching regarding the development of students’ systems thinking.
In the context of soil erosion, the combination of analogue and digital models contributes
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Das Systemkonzept stellt eines der zentralen Basiskonzepte der Geographie dar: Es umfasst
die Betrachtung der Erde als Mensch-Umwelt-System unter räumlicher Perspektive und die
Analyse der Wechselbeziehungen zwischen den natur- und humangeographischen Subsyste-
men (DGfG 2014). Daher zählt es auch zu den zentralen Zielen des Geographieunterrichts,
bei SuS dieses systemische Denken zu fördern, indem Entwicklungen und Problemstellun-
gen in Räumen untersucht werden, bei denen natur- und humangeographische Faktoren in
ihrem Zusammenwirken betrachtet und analysiert werden können. Durch die funktionalen
Verflechtungen der geosphärischen Welt auf jeder Größenstufe und in jedem Sachbereich mit
der daraus resultierenden Ausbildung von Wechselwirkungssystemen fordert Köck (2018,
S. 121) eine von Beginn an lernergerechte Herausarbeitung der systemischen Dimension im
Geographieunterricht. Rieß (2013) unterstreicht den Gedanken, dass Personen sich nur dann
an einer umweltgerechten bzw. nachhaltigen Entwicklung von Räumen beteiligen können,
wenn sie komplexe Zusammenhänge erkennen und verstehen, da sie erst dadurch in die Lage
versetzt werden, beeinflussend einzugreifen (vgl. Raumverhaltenskompetenz; Köck 1993,
2005). Die Fähigkeit zu systemischem Denken ist somit als Kernkompetenz geographischer
Bildung zu betrachten, da in ihr der Schlüssel zu einem systemisch adäquaten und somit
zukunftsorientierten Raumverhalten liegt (Rempfler & Mehren 2018, S. 205). Auch für
das Leitbild einer „Bildung für nachhaltige Entwicklung (BNE)“ bildet Systemverständnis
die Grundlage für die Analyse von Wertmaßstäben auf ökonomischer, ökologischer, gesell-
schaftlicher und politischer Ebene (vgl. Rost u. a. 2003; Schockemöhle & Schrüfer 2012; Ohl
2018, S. 121).
Der Förderung von (geographischer) Systemkompetenz kommt daher v. a. bei Jugendli-
chen als „Akteuren vonMorgen“ eine maßgebliche Bedeutung zu. Dabei steht aus didaktischer
Sicht die Forschungsfrage im Vordergrund, wie – d. h. in welchen Kontexten oder mit welchen
Methoden – ein größtmöglicher Kompetenzzuwachs erreicht werden kann. Zentrales Ziel der
geplanten Studie ist es deshalb, unterschiedliche methodische Zugänge zur Förderung des
systemischen Denkens bzw. des geographischen Systemverständnisses empirisch miteinander
zu vergleichen. Verbesserungen in der Unterrichtsqualität müssen u. a. auf Ergebnissen einer
empirischen Qualitätsforschung basieren, die in der Geographiedidaktik bisher kaum etabliert
ist (Rempfler 2018, S. 24).
Als Themenbeispiel für diese Studie dient die Bodenerosion, die mit ihren vielfältigen
natürlichen und anthropogenen Einflussfaktoren ein idealtypisches Beispiel eines komplexen
und dynamischen Mensch-Umwelt-Systems darstellt. Die Abschätzung von Erosionsfolgen
sowie die Entwicklung geeigneter Anpassungsstrategien und Maßnahmen zum Schutz der
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Ressource Boden gelten gerade auch vor dem Hintergrund der regionalen Folgen des globalen
Klimawandels als gesellschaftliche Herausforderung (Flaig 2013). Als Treatment dient der
Einsatz analoger und/oder digitaler Bodenerosionsmodelle, mit denen SuS die systemischen
Zusammenhänge im Rahmen eigens entwickelter Lernmodule selbständig hypothesenprü-
fend erarbeiten. Um Veränderungen der Systemkompetenz erfassen zu können, wird ein
kontextspezifisches Messinstrument für einen Prä-Post-Einsatz entwickelt und validiert. Mit
Hilfe dieses Instruments wird einerseits untersucht, ob verschiedene methodische Zugänge –
namentlich der Einsatz analoger, digitaler oder kombinierter Modelle – das kontextuelle
systemische Denken von SuS generell bzw. in den einzelnen Teildimensionen unterschiedlich
fördern, und andererseits, ob hierbei ggf. ein Zusammenhang zur aktuellen Motivation bzw.
dem situativen Lernstil der SuS besteht.
Wie kam es zu der skizzierten Forschungsfrage? In zahlreichen Arbeiten wird die Eig-
nung des didaktischen Einsatzes von Modellen zur Systemkompetenzförderung theoretisch
hergeleitet, jedoch nicht empirisch untersucht (z. B. Wiktorin 2013). Bestehende empirischen
Untersuchungen zum unterrichtlichen Einsatz von Modellen/Simulationen beziehen sich
häufig zum einen nicht explizit auf Systemkompetenzförderung, zum anderen wird häufig
der Einsatz analoger oder digitaler Modelle gegen eine Kontrollgruppe ohne Modelleinsatz
verglichen (z. B. Edsall & Wentz 2007; Stull & Hegarty 2016). Bei den wenige Studien, die
den kombinierten Einsatz analoger und digitaler Modelle untersuchen und sich zugleich auf
Systemkompetenzförderung beziehen, liegen Schwierigkeiten im Untersuchungsdesign vor,
so weisen z. B. die verglichenen Interventionen eine unterschiedliche Zeitdauer auf (z. B.
Rieß & Mischo 2008). Die Forschungsfrage, ob analoge, digitale oder kombiniert eingesetz-
te Modelle – bei gleicher Zeitdauer und Fragestellung der jeweiligen Interventionen – die
Systemkompetenz von SuS, hier im geographischen Kontext Bodenerosion, am effektivsten
fördern, stellt folglich ein Forschungsdesiderat in den Naturwissenschaftsdidaktiken dar,
dessen Klärung bildungstheoretische sowie unterrichtspraktische Relevanz aufweist.
Von einer Arbeitsgruppe um Rieß wurde das Freiburger heuristisches Kompetenz-
strukturmodell zum systemischen Denken (vgl. Bräutigam 2014; Rieß u. a. 2015) entwi-
ckelt, welches der hier dargestellten Studie theoretisch zugrunde gelegt wurde, da sein Fokus
des Kompetenzstrukturmodells in besonderer Weise auf der qualitativen und quantitativen
Modellierung von Systemen liegt. Hierbei sind folgende vier Dimensionen ausgewiesen:
A: Deklaratives/konzeptuelles systemisches Wissen
B: Systemmodellierungsfähigkeit
C: Fähigkeit zur Nutzung von Systemmodellen beim Lösen von komplexen dynamischen
Problemen
D: Bewertung von Systemmodellen und Ergebnissen der Modellanwendung
Speziell auf dieses vierdimensionale Systemkompetenzstrukturmodell bezogen, ist von
zusätzlicher didaktischer Relevanz, ob sich beim Einsatz analoger, digitaler oder kombinierter
Modelle innerhalb dieser vier Dimensionen Unterschiede in Bezug auf die Kompetenzent-
wicklung zeigen.
Die Faktorenstruktur des heuristischen Freiburger Systemkompetenzstrukturmodells
wurde dabei bis dato nicht anhand empirischer Daten überprüft. Ob die anhand des Fall-
beispiels Bodenerosion erhobenen Daten tatsächlich die theoretisch postulierten vier Di-
mensionen abbilden, wird deshalb faktorenanalytisch untersucht. Hierbei ergibt sich aus
geographiedidaktischer Sicht insbesondere auch die Frage, ob die beiden – im Vergleich
mit dem zweidimensionalen geographiedidaktischen Systemkompetenzstrukturmodell (Meh-
ren u. a. 2015c, 2016, 2018) – „zusätzlich“ bestehenden Dimensionen A und D tatsächlich
eigene Dimensionen des Konstrukts abbilden oder – so die Alternative – Facetten oder
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Schwierigkeitsstufen der beiden „Kerndimensionen“ B und C darstellen und somit implizit
in diesen enthalten sind (vgl. z. B. Mehren u. a. 2016, S. 154). Die Klärung der Frage, ob
das in der Biologiedidaktik entwickelte Freiburger Systemkompetenzstrukturmodell anhand
eines geographischen Fallbeispiels empirisch vierdimensional fundiert werden kann, stellt
somit einen wichtigen Impuls zur weiteren Diskussion und Erforschung des Konstrukts
Systemkompetenz in den Naturwissenschaftsdidaktiken und darüber hinaus dar.
1.2 Forschungsfragen
Diese Studie setzt sich aus zwei Teilstudien mit aufeinander aufbauenden Aufgaben und
Forschungsfragen zusammen. In der ersten Teilstudie wird zunächst ein Systemkompetenztest
im Kontext raumwirksamer Mensch-Umwelt-Beziehungen (Bodenerosion) entwickelt. Zu
prüfen ist hier, ob der entwickelte Test Systemkompetenz valide, reliabel und objektiv misst.
Teil dieser Analysen ist außerdem die Frage, ob das theoretisch als vierdimensional ange-
nommene Konstrukt Systemkompetenz mit Hilfe der beobachteten Daten faktorenanalytisch
belegt werden kann.
Im zweiten Teil der Studie wird der entwickelte Test schließlich als Prä-Post-Messinstru-
ment im Rahmen einer empirischen Interventionsstudie eingesetzt: Hier erfassen, analysieren
und bewerten insgesamt 370 SuS (Vorstudie I: 89, Pilotierungsstudie: 78, Hauptstudie: 203)
der gymnasialen Klassenstufen 10 bis 12 die komplexen Einflussfaktoren der Bodenerosion.
Aus der Forschungsfrage ergibt sich dabei eine Einteilung der SuS in drei Gruppen mit
unterschiedlichen methodischen Zugängen:
Treatment-Gruppe 1: Einsatz gegenständlicher Bodenerosionsmodelle,
im Folgenden auch kurz (analoges)Modell genannt,
Treatment-Gruppe 2: Einsatz digitaler Modelle/Computersimulationen,
im Folgenden auch kurz Simulation genannt,
Treatment-Gruppe 3: kombinierter Einsatz von Modell und Simulation,
im Folgenden auch kurz Kombination genannt.
Im Prä-Post-Test-Design wird untersucht, welcher methodische Zugang (= Treatmentfak-
tor „Gruppe“: Modell, Simulation, Kombination) die kontextuelle (geographische) System-
kompetenz von SuS bzw. deren Teilaspekte/Dimensionen am wirksamsten fördert. Zusätzlich
werden dabei ein möglicher Einfluss von Motivation und Lernstil identifiziert. Die System-
kompetenz der SuS wird damit im Vorher-Nachher-Vergleich metrisch als abhängige Variable
erfasst, als unabhängige Variablen zur Erklärung möglicher Unterschiede der abhängigen Va-
riablen werden neben dem Treatmentfaktor Gruppe die personenbezogenen Faktoren Lernstil
und Motivation mittels Fragebögen kategorial erfasst.
Der entwickelte Systemkompetenztest dient also als Messinstrument, um folgende For-
schungsfragen (F)/Hypothesen (H) empirisch zu untersuchen:
Forschungsfrage 1 (F1):Welcher methodische Zugang ist zur Förderung von geographi-
scher Systemkompetenz am effektivsten?
Hypothese 1a (H1a): Die aktive Herangehensweise (hypothesenprüfendes Experimentie-
ren) fördert bei allen drei methodischen Zugängen die geographische Systemkompetenz.
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Hypothese 1b (H1b): Die Kombination aus analogem Modell und Computersimulation
erzielt, bei gleicher Interventionsdauer, den größten Zuwachs an geographischer System-
kompetenz.
Forschungsfrage 2 (F2):Wirken sich die unterschiedlichen methodischen Zugänge un-
terschiedlich stark auf verschiedene Dimensionen der geographischen Systemkompetenz
aus?
Hypothese 2a (H2a): Die Kombination aus analogem Modell und Computersimulation
erzielt den größten Zuwachs an geographischer Systemkompetenz in Bezug auf alle vier
Dimensionen.
Hypothese 2b (H2b): Durch die Computersimulation wird ein größerer Systemkompe-
tenzzuwachs in Bezug auf die Dimension C „Fähigkeit zur Nutzung von Systemmodellen
beim Lösen von komplexen dynamischen Problemen“ erreicht als durch das analoge
Modell.
Hypothese 2c (H2c): Durch das analoge Modell wird ein größerer Systemkompetenzzu-
wachs in Bezug auf die Dimension D „Bewertung von Systemmodellen und Ergebnissen
der Modellanwendung“ erreicht als durch die Computersimulation.
Forschungsfrage 3 (F3):Wie wirken sich die unterschiedlichen methodischen Zugänge
bei verschiedenen Lernstilen aus?
Hypothese 3a (H3a): Bei SuS, die konkrete Erfahrung zur Informationsaufnahme situativ
bevorzugen (= Divergierer und Akkomodierer nach Kolb 1993 und Hunt 1987), wird durch
das analoge Modell ein größerer Zuwachs an geographischer Systemkompetenz erreicht.
Hypothese 3b (H3b): Bei SuS, die abstraktes Konzeptualisieren zur Informationsaufnah-
me situativ bevorzugen (= Konvergierer und Assimilierer nach Kolb 1993 und Hunt 1987),
wird durch die Computersimulation ein größerer Zuwachs an geographischer Systemkom-
petenz erreicht.
Hypothese 3c (H3c): Der kombinierte Einsatz von analogem Modell und Computersi-
mulation bietet für jeden Lernstil Anknüpfungspunkte.
Forschungsfrage 4 (F4):Wie wirken sich die unterschiedlichen methodischen Zugänge
bei unterschiedlicher Motivation (Interesse/Vergnügen) aus?
Hypothese 4a (H4a): Bei SuS, die bei der Arbeit in ihrer jeweiligen Gruppe (Modell, Si-
mulation, Kombination) mehr Interesse/Vergnügen empfinden, wird ein größerer Zuwachs
an geographischer Systemkompetenz erreicht.
6
1.4 Aufbau der Arbeit
Eine theoretische Herleitung der Hypothesen erfolgt in Abschnitt 2.2, in welchem der
Forschungsstand und die daraus resultierenden Desiderate, die die Grundlagen der im Rahmen
der Studie untersuchten Forschungsfragen bilden, ausführlich dargelegt sind.
1.3 Forschungsdesign
In der Planungsphase der hier dargestellten Studie (vgl. Abb. 1.1) werden u. a. folgende
Designentscheidungen getroffen: Die SuS jeder an der Studie teilnehmenden Schulklasse
werden zufällig in drei etwa gleich große Gruppen aufgeteilt (klasseninterne Randomisie-
rung). Damit liegt ein experimentelles Design vor (Rost 2007; Bortz & Schuster 2010). In
allen drei Treatments untersuchen die SuS anhand der gleichen Forschungsfragen und im
gleichen Zeitfenster das Erosionsausmaß bzw. die Wirksamkeit einzelner Schutzmaßnah-
men bei unterschiedlichen Ausgangsbedingungen (Niederschlagsmengen oder -intensitäten,
Hangneigungen oder -längen, Bewirtschaftungsformen etc.) mithilfe hypothesenprüfender
Experimente.
Die drei Treatments werden im Rahmen der Entwicklungsphase (vgl. Abb. 1.1) in Vorbe-
reitung der Interventionsstudie zunächst in sechs Design- und Evaluationszyklen konzipiert,
erprobt und optimiert (Vorstudie I mit 89 SuS aus 6 Klassen). Darauf aufbauend wird
ein Fragebogen und Systemkompetenztest konzipiert (Vorstudien II und III mit 15 bzw.
30 Erstsemesterstudierenden) und pilotiert (Pilotierungsstudiemit 78 SuS aus 4 Klassen der
Stufe 10). Der optimierte Fragebogen und Kompetenztest wird validiert und in derHauptstu-
diemit 203 SuS aus 13 Klassen (Stufe 10, 11 und 12) zur Beantwortung der Forschungsfragen
eingesetzt.
Die statistische Auswertung der Studie (vgl. Abb. 1.1) erfolgt zunächst mit Augenmerk
auf die Überprüfung der Faktorenstruktur des zugrunde liegenden vierdimensionalen
Systemkompetenzstrukturmodells, indem die Modellpassung anhand des Datensatzes der
Hauptstudie mittels exploratorischer sowie konfirmatorischer Faktorenanalyse untersucht
wird. Anschließend liegt der Fokus auf der Beantwortung der eingangs skizzierten For-
schungsfragen, indem auf Grundlage der erhobenen Daten Systemkompetenz-Unterschiede
zwischen den Treatment-Gruppen varianzanalytisch aufgespürt und auf ihre Signifikanz
überprüft werden.
Ergebnisinterpretation, Diskussion und Forschungsausblick schließen die Untersuchung
ab (Abschlussphase, vgl. Abb. 1.1).
1.4 Aufbau der Arbeit
Angelehnt an Konzeption und Ablauf der Studie erfolgt auch der Aufbau der vorliegenden
Arbeit. Nach der vorangestellten Kurzdarstellung von Zielsetzung und Forschungsdesign
der Studie (Kapitel 1) werden der relevante Forschungsstand zum Konstrukt der Systemkom-
petenz dargelegt sowie der Erkenntnisstand zu einer Förderung systemischen Denkens durch
Modelle/Simulationen in Bezug auf das Fallbeispiel Bodenerosion aufgearbeitet (Kapitel 2).
Anschließend werden Entwicklung und Evaluation der Treatments zum Phänomen der
Bodenerosion auf landwirtschaftlich genutzten Hängen sowie des zur Erfassung kontextueller
(geographischer) Systemkompetenz konzipierten Testinstruments dokumentiert (Kapitel 3,
Anhänge A.1 bis A.6 und Anhänge B.1 bis B.5).
Im Anschluss wird das der Studie zugrunde liegende vierdimensionale Strukturmodell
zur Systemkompetenz nach einer Einführung in die entsprechenden statistischen Analy-




Abbildung 1.1: Forschungsdesign und Ablauf der Interventionsstudie
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Darauf folgen die Ergebnisse der Interventionsstudie unter Anwendung von Varianz-
analysen. Nach einer vorangestellten Erläuterung dieser statistischen Analysemethoden folgt
die Darstellung der so ermittelten Ergebnisse in Bezug auf die Förderbarkeit von System-
kompetenz durch den Einsatz analoger und/oder digitaler Modelle (Kapitel 5).
Nach einer Ergebnisdiskussion und Interpretation vor dem Hintergrund der eingangs






2.1 Systemtheorie und Systemkompetenz
„Man muss die Dinge so einfach wie möglich machen. Aber nicht einfacher.“
Albert Einstein
Nicht zuletzt angestoßen durch die PISA und TIMSS Studien zwischen 1995 und 2003
kam es zu einem neuen Verständnis von Bildung. Besondere Bedeutung wurde dabei der
Outputorientierung durch Kompetenzentwicklung beigemessen, verbunden mit der Konzepti-
on darauf ausgerichteter Bildungsstandards in den einzelnen Schulfächern. In den durch den
Hochschulverband für Geographie und ihre Didaktik (HGD) konzipierten und durch die Deut-
sche Gesellschaft für Geographie (DGfG) entsprechend verabschiedeten Bildungsstandards
im Fach Geographie ist, in Übereinstimmung mit weiteren nationalen und internationalen
Geographieverbänden, als unterrichtliches Leitziel „die Einsicht in die Zusammenhänge
zwischen natürlichen Gegebenheiten und gesellschaftlichen Aktivitäten in verschiedenen
Räumen der Erde und eine darauf aufbauende raumbezogene Handlungskompetenz“ (DGfG
2014, S. 5 f.) festgeschrieben. Ausgeführt wird, dass die SuS diesen Zielen folgend „im
Geographieunterricht die Möglichkeit [erhalten], Wechselwirkungen zwischen Natur und
Gesellschaft (Wirtschaft, Politik, Soziales) an Raumbeispielen zu erkennen, die daraus resul-
tierenden Strukturen, Prozesse und Probleme zu verstehen und Problemlösungen anzudenken“
(ebd., S. 6). Weiter wird angeführt, dass dazu zum einen ein Verständnis des Systems Erde,
also der verschiedenen natürlichen Systeme und Teilsysteme der Geosphäre erforderlich sei,
zum anderen vermittele es ein Verständnis gesellschaftlicher Systeme in ihren wesentlichen
raumbezogenen Strukturen (ebd., S. 6). Im Kompetenzbereich Fachwissen ist es darauf bezug-
nehmend als zentrale Kompetenz benannt, „Räume auf den verschiedenen Maßstabsebenen
als natur- und humangeographische Systeme zu erfassen und Wechselbeziehungen zwischen
Mensch und Umwelt analysieren zu können“ (ebd., S. 9). In diesem Kontext ist insbesonde-
re die „Fähigkeit, Mensch-Umwelt-Beziehungen in Räumen unterschiedlicher Art und
Größe zu analysieren“ (Fähigkeit F4 mit Standards S17–S21) ausdifferenziert, z. B. S20
„SuS können mögliche ökologisch, sozial und/oder ökonomisch sinnvolle Maßnahmen zur
Entwicklung und zum Schutz von Räumen […] erläutern“ (ebd., S. 15).
Breite und Komplexität der Inhalte für das Schulfach erfordern eine Reduktion bzw. ein
exemplarisches Vorgehen zumBeispiel auf der Grundlage von Basiskonzepten, wobei das Sys-
temkonzept als Hauptbasiskonzept der Systemwissenschaft Geographie gilt, mit seinen
zugehörigen Systemkomponenten Struktur, Funktion und Prozess als Basisteilkonzepten
(vgl. Abb. 2.1; ebd., S. 11 f.).
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Bereits im Vorfeld der geschilderten Entwicklungen hatte Köck (1985, 1993) wesentliche
Elemente des geographischen Systemkonzepts formuliert, indem er „Denken und Handeln
in räumlichen Strukturen, Prozessen, Geoökosystemen und weltweiten Zusammenhängen“
als zentrale geographiedidaktische Zielsetzung benannt hatte. In einer aktuellen Schrift führt
er weiter aus, dass abstraktes Denken und komplexes Analysieren der unterrichtlich fast voll-
ständigen Nichtwahrnehmbarkeit sowie Komplexität geosphärischer Sachverhalte Rechnung
trage, zu den Schlüsselqualifikationen zähle hierbei das Denken und ggf. Handeln in Systemen,
Prozessen, Strukturen, Gesetzen, Modellen, ökologischen sowie globalen Zusammenhängen
sowie Exemplarik und Transfer (Köck 2018, S. 113 f.).
Abbildung 2.1: Komponenten und Maßstabsebenen im Mensch-Umwelt-System – Quelle:
DGfG (2014)
Dass das Systemkonzept mit seinen zugeordneten Systemkomponenten Struktur, Funktion
und Prozess hinsichtlich seiner Ausformulierung in den Bildungsstandards für ein festge-
schriebenes „Hauptbasiskonzept“ weder ausreichend definiert noch theoriebasiert werde,
stellen u. a. Kersting (2015, S. 43) oder Schlottmann u. a. (2015, S. 12) in ihren kritischen Bei-
trägen dar. Schlottmann benennt das Systemkonzept folglich als Desiderat und führt, bezogen
auf die Rahmenvorgabe für die Lehrerausbildung an deutschen Universitäten und Hochschu-
len, weiter aus, dass ein Konsens über die „integrative und systemische Vermittlungspraxis“
im Schulfach Geographie bestehe, es aber weiterhin ein Desiderat bleibe, was „integrativ
und systemisch“ bedeute und wie Lehrende die entsprechenden Kompetenzen erwerben
können (Schlottmann 2015, S. 102). Dieser nachvollziehbaren Kritik ist jedoch entgegenzu-
halten, dass mit der Festschreibung des Hauptbasiskonzeptes und der Veröffentlichung der
darauf ausgerichteten Bildungsstandards für das Fach Geographie der Einzug des System-
konzepts und des notwendigen Verständnisses komplexer Mensch-Umwelt-Zusammenhänge
in curriculare Dokumente stattgefunden hat. Über den gesamten Schulzeitraum hinweg sol-
len SuS ein mehrperspektivisches Verständnis und erfolgreiche Lösungsstrategien für
komplexe räumliche Probleme entwickeln, um mit den wachsenden Herausforderungen
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der globalisierten Welt mithalten zu können. Auch Hempowicz (2016, S. 41) betont, dass
mit der Integration des Systemkonzepts in die Bildungsstandards und die Entwicklung und
Validierung geographischer Systemkompetenzmodelle zukunftsweisende Strukturen geschaf-
fen wurden, die einen kompetenten Umgang mit Mensch-Umwelt-Systemen ermöglichen
können. Rempfler (2018, S. 202) schließt aus einer Synthese von 18 Experteninterviews mit
Geographiedidaktiker/innen, dass sich das Systemkonzept als Hauptbasiskonzept des Faches
angesichts der systemischen Beschaffenheit der geosphärischen Welt und der Zielsetzung
systemadäquater Handlungskompetenz legitimiert.
Die theoriegeleitete konsistente Verbindung human- und naturgeographischer (Sub-
)Systeme mit ihren Systemkomponenten Struktur, Funktion und Prozess sowie der verschie-
denen räumlichen Maßstabsebenen ist eine besondere Herausforderung, aber zugleich eine
besondere Stärke des Faches Geographie und einer geographischen Bildung, der ein kompeten-
ter Umgang mit Komplexität und Vielperspektivität sowie integratives und transdisziplinäres
Denken innewohnen (vgl. auch Schlottmann 2015, S. 103 f.). Vernetztes Denken und eine
problemorientierte Haltung erscheinen hilfreich im Umgang mit komplexen Mensch-Umwelt-
Systemen, um nach der (vorläufigen) Erfassung eines Problems geeignete Konzepte und
Instrumente zu seiner Behandlung zu erarbeiten.
Besondere Bedeutung erfährt der Systembegriff auch in der Risikoforschung, wo er u. a.
beim Umgang mit Unsicherheiten und Vernetzungen zum Einsatz kommt. So stellen u. a.
Keller u. a. (2015, S. 162) heraus, dass es in allen Mensch-Umwelt-Systemen letztlich darum
gehe, wie die Verbindung zwischen einem beeinflussenden Prozess und einem exponierten
System funktioniere, bzw. wie sensitiv dieses gegenüber der Einwirkung sei. Hierbei sei die
Betrachtung der Kopplungen von zentraler Bedeutung, welche – bedingt durch Vulnerabilität,
Resilienz und Kapazität – die Anpassungsfähigkeit des Mensch-Umwelt-Systems steuern.
2.1.1 Systemkonzept und nachhaltige Entwicklung
Auch für das Leitbild einer Bildung für nachhaltige Entwicklung (BNE) bildet Systemver-
ständnis die Grundlage für die Abschätzung und Beurteilung ökonomischer, ökologischer,
gesellschaftlicher und politischer Folgen von räumlichen Eingriffen. Senge und Klostermann
(2006) erläutern, dass die Befähigung zu nachhaltigem Handeln aus der Fähigkeit zum sys-
temischen Denken folge, welches es erst ermögliche, Systeme effektiv zu verändern. Rieß
(2013) unterstreicht diesen Gedanken mit der Aussage, dass Personen sich nur dann an einer
umweltgerechten bzw. nachhaltigen Entwicklung von Räumen beteiligen können, wenn sie
komplexe Zusammenhänge erkennen und verstehen, da sie überhaupt erst dadurch in die
Lage versetzt werden beeinflussend einzugreifen.
Kritisiert wird hierbei von einigen Autoren das zugrunde liegende anthropozentrische
Verständnis mit Betrachtung der Natur v. a. als Ressource (Schlottmann 2015, S. 101). Mehren
(2018, S. 135) stellt hingegen den Brückenfachcharakter der Geographie heraus, die als
einzigartige fachimmanente Verbindung von Natur- und Gesellschaftswissenschaften die
Problemdimensionen von Nachhaltigkeit abbilde und deren Beurteilung unter Beachtung
unterschiedlicher räumlicher Perspektiven ermögliche.
Die Bereitschaft von SuS für einen verantwortlichen Umgang mit der Umwelt zu för-
dern, um ein – über die Schulzeit hinausreichendes – umweltbewusstes Handeln zu erreichen,
ist insbesondere seit den Umweltkatastrophen der 1970er und 1980er-Jahre als Bildungsziel
benannt (vgl. Bolscho & Seybold 1996). Die Notwendigkeit einer „Naturschutz-Bildung“
wurde insbesondere im Brundtland Report (World Commission on Environment and Develo-
pment 1987) und auf der Rio-UN-Konferenz (United Nations 1993) gefordert und mündete
schließlich in die UN-Dekade BNE 2005–2014, gefolgt vom derzeit laufenden fünfjährigen
UNESCO-Weltaktionsprogramm Bildung für eine nachhaltige Entwicklung zur Umsetzung
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der 2015 verabschiedeten Agenda 2030 (Vereinte Nationen Generalversammlung 2015) und
der 17 Nachhaltigkeitsziele (Sustainable Development Goals, SDGs). Im geschilderten Ent-
wicklungsprozess kam zu der zunächst (eher einseitig) ökologisch geprägten Sichtweise
bald die Ergänzung ökonomischer und soziokultureller Aspekte im Sinne einer multiper-
spektivischen Bildung für eine nachhaltige Entwicklung hinzu (z. B. Drei-Säulen-Modell,
Nachhaltigkeitsviereck). Die konzeptionelle Diskussion wurde zuletzt auch durch integrative
Betrachtungsweisen (z. B. integrierendes Nachhaltigkeitsdreieck, „Unswelt“-Modell) ergänzt
(Leinfelder 2018).
Der Nachhaltigkeitsbegriff wurde dabei zuerst in der Forstwirtschaft verwendet, im
Kontext des nachhaltigen Wirtschaftens, bei welchem die Entnahme den Zuwachs von Holz
nicht überschreiten dürfe („nachhaltende Nutzung“, Carlowitz (1713) im Werk „Sylvicul-
tura oeconomica oder Hauswirthliche Nachricht und Naturgemäße Anweisung zur Wilden
Baumzucht“). De Haan (2006, S. 4) spezifiziert in diesem Sinne als Ziel für die aktuelle Nach-
haltigkeitsbildung so zu leben, zu wirtschaften und die Politik so zu gestalten, dass für heutige
und für zukünftige Generationen lebenswerte Verhältnisse ermöglicht werden. Hierfür sei
das Zusammendenken von Umwelt, Wirtschaft und Gesellschaft vor dem Hintergrund einer
„gerechten“ Ressourcenverteilung und -nutzung erforderlich. Scheunpflug (2001) stellt fest,
dass hierbei die Komplexitätsanforderungen der globalisierten Welt die bisherige Erfahrung
sowie die intuitive Vernunft der Akteure häufig übersteige. Auf die evolutionsgeschichtliche
Erklärung zu dieser Aussage sei auf die Ausführungen in Scheunpflug und Schröck (2000)
sowie Scheunpflug (2001) verwiesen, wonach die Herausforderungen zunehmender Globali-
sierung erst jüngst zu den bis dato ausreichenden spontanen Problemlösungen und intuitiven
Überlebensstrategien im Nahbereich hinzugekommen seien und der Mensch daher darauf
noch nicht ausreichend „eingestellt“ sei. Der Förderung entsprechender Kompetenzen zur
verbesserten Bewältigung dieser Herausforderungen ist daher im Bildungssektor unbedingte
Priorität beizumessen.
Rost u. a. (2003) stellen ein entsprechendes Rahmenmodell für Kompetenzen einer Bil-
dung für nachhaltige Entwicklung mit den drei Bereichen „Wissen“, „Werte“ und „Handeln“
auf, denen die Autoren die Kompetenzen „Systemkompetenz“, „Bewertungskompetenz“ und
„Gestaltungskompetenz“ zuweisen. Wie auch Bolscho und Seybold (1996) erachten Rost u. a.
(2003) eine systemorientierte Betrachtungsweise als zweckmäßig und konstatieren, dass SuS
sich wirksam an einer nachhaltigen Entwicklung beteiligen können, wenn sie die Fähigkeit
zum systemischen Denken besitzen. Erst wenn die SuS die komplexen Zusammenhänge
erkennen und verstehen können, seien sie befähigt, aktiv und verantwortungsvoll zu einer
nachhaltigen Entwicklung beizutragen, schlussfolgern auch Sommer (2006) sowie Rieß und
Mischo (2008).
Dabei gehe es nicht darum, analytisches Denken abzulehnen, sondern es mit dem System-
denken zu kombinieren, um Situationen besser zu verstehen und Probleme in einer zunehmend
vernetzten Welt adäquater und effektiver anzugehen (Frischknecht-Tobler u. a. 2008, S. 12).
Hierunter fällt auch das „Denken in komplexen Zusammenhängen“, wie Systemkompetenz
beispielsweise von Mehren u. a. (2014, S. 4) als ganzheitliche Betrachtung von Problemen
dargestellt wird, bei welcher SuS bei der Entwicklung von Lösungsstrategien nicht in verkürz-
ten Tat-Folge-Zusammenhängen verharren. Mehren u. a. (2015a, S. 4 f.) stellen dabei auch
die sog. „doppelte Komplexität“ geographischer Themen als besondere Herausforderung in
den Fokus, da hier häufig nicht nur die Datenlage komplex sei, sondern auch hinsichtlich der
Bewertungsperspektiven ebenfalls sehr zahlreiche Faktoren einzubeziehen seien. Mehren
(2018, S. 134) führt weiter aus, dass es häufig zu einer unterkomplexen Behandlung von The-
men im Geographieunterricht komme und monokausale Lösungsansätze suggeriert werden,
er betont daher die Forderung die Eigenkomplexität der SuS zu erhöhen, indem vor einer
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Entscheidung die Zahl der im Kopf durchgespielten Ursachen und Folgen erhöht und somit
eine abstrakte Anschlussfähigkeit für nicht vorhersehbare Lebens- und Handlungssituationen
ermöglicht werde. Als Ziel im Umgang mit doppelter Komplexität benennt Ohl (2018, S. 121)
damit übereinstimmend u. a. die Befähigung der SuS zum systemischen Denken sowie zur
Bildung fachlich fundierter Werturteile.
Rempfler (2015, S. 3) betont, dass Geographie wie kein anderes Fach das Potenzial
habe, den Lernenden diese Komplexität bewusst zu machen und sie in ihrer Kompetenz des
adäquaten Umgangs damit zu fördern. Auch in seiner bereits zuvor erwähnten Synthese von
18 geographiedidaktischen Experteninterviews wird unterstrichen, dass die Verbindung von
physischer Ausstattung und sozialer Konstruiertheit von Räumen im Brückenfach Geographie
– einem der zentralen Fächer des 21. Jahrhunderts – die Bedeutung des Faches zur Bearbeitung
von gegenwärtigen und zukünftigen Schlüsselproblemen ausmache, welche ausnahmslos eine
räumliche Dimension aufwiesen und äußerst komplex seien. Tiefgründiges Verständnis dieser
Probleme durch den ganzheitlich integrativ-vernetzenden Ansatz der Geographie könne für
Implikationen individuellen und gemeinschaftlichen Handelns sensibilisieren (Rempfler
2018, S. 214).
Die Entwicklung von der Theorie von Systemen und ihrer Dynamik hin zu verschiede-
nen Definitionen des systemischen Denkens bzw. der Systemkompetenz ist im Folgenden
dargestellt.
2.1.2 Systemtheorie – Grundlage systemischen Denkens
Historische Entwicklung des Systembegriffs
Systeme (griech. sys = zusammen, histanai = stellen, setzen, legen) stellen dem Wortsinne
nach zunächst grundsätzlich „zusammengesetzte Einheiten“ dar. Der Biologe und System-
theoretiker Ludwig von Bertalanffy beschreibt Systeme daher als „sets of elements standing
in interaction“ (Bertalanffy 2003, S. 45). Dörner (2011, S. 109) spezifiziert, dass ein System
eine Menge von Variablen sei, die durch ein Netzwerk von kausalen Abhängigkeiten mit-
einander verbunden seien. Dass es genau auf diese Beziehungen zwischen den Elementen
ganz besonders ankomme, betont zum Beispiel Vester (1991, S. 19), und Ulrich und Probst
(1991, S. 30) ergänzen, dass das Verhalten des Ganzen vom Zusammenwirken aller Teile
beeinflusst werde. Im Folgenden wird der Versuch unternommen, entscheidende Fortschritte
der Systemtheorie und die Logik ihrer Entwicklung kurz zusammenzufassen.
Eine bedeutende Pionier-Disziplin ist diesem Themenfeld ist die Ökologie als Wissen-
schaft der Beziehungen zwischen Organismus und Außenwelt (Haeckel 1866). Zunächst steht
die Steuerung oder Simulierbarkeit dieser Systeme im Vordergrund, Impulse hierfür gehen
zum Beispiel von der Kybernetik (griech. kybernetes = Steuermann) aus (Wiener 1950), aber
auch von der „neuen“ Möglichkeit der Systembeschreibungen über Computersimulationen.
Geradlinig-kausale Modelle werden hierbei zunehmend von nonlinearen, netzwerkartigen
mit rückgekoppelten Wechselwirkungen abgelöst. Dabei gewinnen beispielsweise zirkuläre
Ursache-Wirkungs-Erklärungen an Bedeutung (Bateson 2014, S. 228). Das Denken in „Rück-
kopplungskreisen“ spielt in verschiedensten Wissenschaftszweigen bereits seit geraumer
Zeit eine Rolle, so z. B. in der frühen Nationalökonomie (Smith 1776). Auch das dynamische
Zusammenspiel von Wirtschaft, Ökologie und Bevölkerungswachstum (Meadows u. a. 1972)
oder die Erstellung der ersten dynamischen Wettermodelle (z. B. Lorenz 1963, in seinem
vielbeachteten Paper „Deterministic Nonperiodic Flow“), wie auch die Erstellung der ersten
stadtgeographischen Computermodelle (z. B. Forrester 1969, mit „Urban dynamics“), können
als geographische Beispiele dieser Entwicklung hierfür herangezogen werden. Zahlreiche
weitere Beispiele hat Richardson (1991) zusammengestellt. Diesen ist gemein, dass das
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traditionelle Kausalitätsprinzip bei der Betrachtung von Ursache und Wirkung zunehmend
überwunden wird.
Mit der „Chaos- bzw. Komplexitätstheorie“ kommt auch der Begriff der Selbstorganisa-
tion als das dynamische Prinzip auf, das der Entstehung der reichen Formenwelt biologischer,
ökologischer, gesellschaftlicher und kultureller Strukturen zugrunde liegt (Jantsch 1979,
S. 49). Mit dem Begriff Autopoiese (griech. autos = selbst, poiein = machen) wird in diesem
Zusammenhang der Prozess der Selbsterschaffung und -erhaltung von Systemen bezeichnet.
Die scheinbar statische Struktur lebender Systeme, die sich folglich aufgrund dynamischer
Prozesse erhält, wird von Maturana (1985, S. 280) folgendermaßen beschrieben: „Das ge-
genwärtige biochemische Wissen erlaubt es uns, lebende Systeme als sich selbst erzeugende
Systeme zu bezeichnen, die ihre eigenen Grenzen bestimmen und aufbauen“. Haken (1995,
S. 67 f.) bezeichnet die spontane Entstehung geordneter Strukturen in offenen Systemen als
Synergetik.
Die daraus resultierende Erkenntnis, dass die Welt nicht vollständig berechenbar ist,
wird mit dem Begriff der Emergenz zum Ausdruck gebracht. Emergenz (lat. emergere =
auftachen) ist die Herausbildung von neuen Eigenschaften oder Strukturen in Systemen
durch funktionelle Kopplungsmuster. Die emergenten Eigenschaften oder Strukturen sind
hierbei nicht allein auf die Summe der Eigenschaften der Elemente zurückführbar, die diese
isoliert aufweisen würden, sondern gehen auch qualitativ darüber hinaus (z. B. Capra 1999;
Frischknecht-Tobler u. a. 2008; Simon 2015, S. 16). „Das was aus Bestandteilen so zusam-
mengesetzt ist, daß es ein einheitliches Ganzes bildet, nicht nach Art eines Haufens, sondern
wie eine Silbe, das ist offenbar mehr als bloß die Summe seiner Bestandteile.“, wie bereits
Aristoteles (Teil VII Buch Z 2013) feststellt, impliziert bereits zentrale Charakteristika von
Emergenz: Eine Silbe oder ein Wort sind inhaltlich mehr, und häufig auch in der Aussprache
anders (z. B. Diphthong, Frikative der Lautgruppen), als die Summe ihrer Einzelbuchstaben.
Als systemtheoretische Grundlage der hier dargestellten Studie, in der der Prozess der
Bodenerosion durch SuS systemisch modelliert und beurteilt wird, eignet sich insbesondere
die Bezugnahme auf Bossel (2004), der in seinen Ausführungen auf Systemmodellierung
fokussiert. Wichtige allgemeine Merkmale von Systemen nach (ebd., S. 35 ff.) sind daher
im Folgenden zusammenfassend dargestellt. Zentral ist zunächst der Systemzweck, d. h. das
Objekt erfüllt eine Funktion, einen erkennbaren Zweck, und seine Funktionen werden durch
seine bestimmte Konstellation aus Systemelementen und Wirkungsverknüpfungen (Re-
lationen) bestimmt. Wenn Elemente oder Relationen aus diesem Objekt herausgelöst werden,
verliert es seine Systemidentität und kann seine Systemfunktion nicht mehr erfüllen. Bei
dynamischen Systemen spielen die Verhaltensgrößen (Ausgangsgrößen), Zustandsgrößen (zu
verschiedenen Zeitpunkten) sowie der Betrachtungszeitraum eine entscheidende Rolle für die
Beobachtung oder Vorhersage des Systemverhaltens. Wenn Zustandsgrößen auf Zustands-
veränderungen Einfluss nehmen können, spricht man von Rückkopplungen, die bestimmte
Eigendynamiken erzeugen können. Notwendig für die Systemuntersuchung ist zudem die
Abgrenzung des Systems von seiner Umwelt, d. h. die Definition einer Systemgrenze. In
komplexen Systemen kann die Betrachtung von Teilsystemen oder Hierarchien hilfreich
sein. Systemverhalten bzw.-reaktion – häufig gleichzusetzen mit dem Versuch Systeminte-
grität (Unversehrtheit) zu wahren – kann sich bei komplexen Systemen aus verschiedensten
Prozessen ergeben. Bossel (ebd., S. 46 ff.) nennt hier insbesondere Ursache-Wirkung, Rück-
kopplungsregelung, Anpassung, Selbstorganisation, Evolution und Leitwertabstimmung und
erläutert diese jeweils ausführlich.
Naturwissenschaftliche und sozialwissenschaftlicheVerwendungdes Systembegriffs
Der Systembegriff ist geprägt durch eine Vielzahl unterschiedlicher Verwendungen und
Bedeutungen, die im Folgenden kurz zusammenfassend dargestellt werden sollen. Dabei
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existiert zunächst ein Nebeneinander von Auffassungen, die Systeme eher als modellierbare
Summen von Bio- oder Geofaktoren und deren funktionalen Beziehungen betrachten
und in der Geographie v. a. der Geoökologie oder physischen Geographie zugeschrieben
werden, sowie von Auffassungen, die sich primär auf die soziale Welt und insbesondere
die Kommunikation darin beziehen und v. a. der Humangeographie zugeschrieben werden
(vgl. auch Schlottmann u. a. 2015, S. 11). Systemtheoretisch gehen erstgenannte u. a. auf
Bertalanffy (2003) und letztgenannte u. a. auf Luhmann (1984) zurück. Luhmann (1984, 1997,
2002) definiert in sozialen Systemen „Kommunikation(en)“ als kleinste Systemeinheiten.
An der Schnittstelle zwischen den beiden Denkrichtungen gibt es zudem Auffassungen, bei
denen die Beziehung zwischen menschlichen Gesellschaften und ihrer physischen Umwelt
im Fokus stehen (integrative geographische Betrachtungen von Mensch-Umwelt-Systemen).
Schlottmann (2015, S. 105) konstatiert die Inkompatibilität des in den Naturwissenschaf-
ten vorherrschenden (Öko-)Systembegriffs (System als Summe seiner Elemente und ihrer Be-
ziehungen/Relationen untereinander) und des gesellschaftswissenschaftlichen Systembegriffs
(System als aufeinander Bezug nehmende Kommunikationsprozesse). In seinem „Ordnungs-
versuch ausgewählter Theorie- und Diskussionsstränge in der Mensch-Umwelt-Forschung“
fasst Steiner (2015, S. 24) erstgenannte unter dem Begriff „(Quantitative) Modellierung“
zusammen, letztgenannte als „Konstruktivistische Ansätze i. e. S.“. Nach Kersting (2015,
S. 47) fußen erstere v. a. auf ontologischen, letztere v. a. auf epistemologischen Annahmen.
Dass die verschiedenen theoretischen Ansätze – z. B. die klassische Systemtheorie Bertal-
anffys mit Systemen als Ergebnis der Beobachtung eines Beobachters und die moderne
soziologische Systemtheorie Luhmanns mit Systemen als Entitäten, die die Grenzen zu ihrer
Umwelt selbständig ziehen – keineswegs einfach füreinander anschlussfähig zu machen sind,
stellen auch Egner und Ratter (2008, S. 12) fest. Der Versuch der Überwindung dieses
Natur-Kultur-Dualismus prägt das Fach Geographie nunmehr seit Jahrzehnten.
Die „Kluft“ zwischen naturwissenschaftlich bzw. sozialwissenschaftlichen Denkweisen
zu überwinden, ist eine explizite Herausforderung bei der Betrachtung komplexer Mensch-
Umwelt-Systeme aus geographischer Perspektive, denn die globalen Herausforderungen
des 21. Jahrhunderts können nicht gelöst werden, wenn hier keine Integration erfolgt (vgl.
ebd., S. 9). Die geographische Realität ist zugleich natur- und sozialwissenschaftlich geprägt
und erfordert daher eine integrative Analyse von Raumsachlagen (Leser 1991; Köck 2008).
Deutlich formuliert dies auch Salbaum (2008, S. 157): Lebenswichtigen Problemstellungen,
wie z. B. dem Klimawandel, könne nur durch integrativ angelegte Konzepte nachhaltig
begegnet werden und dies setze die Vernetzung disziplinärer Wissenschaften voraus.
In dieser Frage kommt der Disziplin Geographie als „Brückenfach“ eine besondere Ver-
antwortung zu, die ihrer im Forschungsgegenstand „Erde“ seit jeher angelegten Vorreiterrolle
bei der gemeinsamen Betrachtung von Gesellschafts- und Umweltaspekten entspricht.
Systemtheoretisches Denken wird hierbei als vielversprechender Anknüpfungspunkt über die
innerdisziplinären Grenzen der Geographie hinweg erachtet (z. B. Wardenga & Weichhart
2006; Egner & Ratter 2008).
Bisherige Versuche zu einer solchen Integration unternahmen z. B. die Landschaftsöko-
logie (vgl. Leser 1991), wobei die Betrachtung von natürlichen bzw. sozialen Einflüssen als
„Störungen“ des Systems hinterfragt werden sollte, und die Soziale Ökologie (vgl. Becker
& Jahn 2006), bei welcher vor dem Hintergrund des Nachhaltigkeitskonzepts Probleme
kontextorientiert aus sozial- und naturwissenschaftlicher Sicht untersucht werden – und zwar
nicht additiv betrachtet, sondern systematisch aufeinander bezogen. Beim sozialökologischen
Systemverständnis wird ein Beziehungsgeflecht dargestellt, bei welchem im Gegensatz zur
Landschaftsökologie die äußeren Beziehungen „interiorisiert“ werden (vgl. Liehr u. a. 2006,
S. 269), d. h. die äußeren Faktoren zwischen Natur und Gesellschaft werden mit resultierender
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eigener Struktur und Dynamik des Gesamtsystems zu inneren Beziehungen des Mensch-
Umwelt-Systems festgeschrieben (Liehr u. a. 2006, S. 269). Hierbei ist weiterhin der Wiener
und der Frankfurter Ansatz zu unterscheiden, ersterer mit eher dualistischer, zweiterer mit eher
komplementärer Betrachtung des Natur-Kultur-Verhältnisses (vgl. dazu auch Kersting 2015,
S. 55 ff.). Der komplementären Sichtweise folgend versucht z. B. Salbaum (2008, S. 157 f.)
eine Vermittlung zwischen den Dualismen von Subjekt und Objekt bzw. zwischen sozialer
Konstruktion und Materialität. Görg (2003) betont die Selbstreflexion als wichtiges Element
eines tieferen Mensch-Umwelt-Verständnisses (die Reaktionen sozialer Entwicklungen auf
Natursysteme bzw. die hinter sozialökologischen Regulationen stehenden Machtverhältnisse
betrachtend). Beim Ordnungsversuch von Steiner (2015) fallen die Gesellschaft-Umwelt-
Beziehungen v. a. den „Akteurs-orientierten“ oder „Politisch-ökonomischen Ansätzen“ zu.
Köck (2018, S. 110 ff.) möchte die Geosphäre als ein „System von Systemen von Syste-
men“ verstanden wissen, dieWechselwirkungsgefüge ihrer jeweiligen Elementargesamtheiten
bilden – also Systeme mit prozessual dynamischem Verhalten, deren Elemente in Wech-
selwirkungsbeziehung zueinander und zu ihrer jeweiligen Systemaußenwelt stehen. Das so
geschaffene prozessuale systemische Geschehen schafft räumliche Anordnungen und setzt die-
se zugleich voraus, sodass die erkannten räumlichen, raumrelationalen bzw. chronologischen
Strukturen transsystemar miteinander verknüpft werden können.
Ein System ist nach Hügli und Lübcke (1991) allgemein als ein Komplex von Elemen-
ten definiert, die miteinander verbunden und voneinander abhängig sind und insofern eine
strukturierte Ganzheit bilden, deren Teile nach bestimmten Regeln, Gesetzen oder Prinzi-
pien ineinandergreifen. Gemäß dem Systemverständnis aus sozialökologischer Sicht sind
relevante Systemmerkmale u. a. Offenheit und Autopoiesis, Modellhaftigkeit, Komplexität,
Nicht-Linearität und Dynamik, Emergenz, Abgrenzung, selbstorganisierte Kritikalität sowie
eingeschränkte Vorhersehbarkeit und Regulation (Rempfler & Uphues 2010). Von Rempfler
und Uphues (2010, 2011, 2012, 2013) sowie in deren Folgearbeiten (z. B. Mehren u. a. 2014,
2015c,b, 2016, 2018; Rempfler & Mehren 2018) sind die oben erläuterten Systemeigen-
schaften differenziert aufgegriffen und in Bezug auf die Definition und Modellierung von
geographischer Systemkompetenz erörtert worden. Hierbei wird sowohl das Systemverständ-
nis in der geographischen Fachwissenschaft (Rempfler & Uphues 2010, S. 205 f.) als auch
insbesondere aus sozialökologischer Sicht (ebd., S. 206 f.) dargelegt, um daran das von den
Autoren entscheidend mitentwickelte Kompetenzstruktur- und -stufenmodell festzumachen
(vgl. Abschnitt 2.2.2). Dennoch wird der Forschergruppe eine mangelnde Auseinanderset-
zung mit den Ansätzen der sozialen Ökologie sowie mit sozialtheoretischen Begriffen und
Ansätzen unterstellt und konstatiert, dass u. a. der Konstruktivismus als in der Humangeo-
graphie wesentliche Erkenntnistheorie nicht erkannt worden sei (Kersting 2015, S. 53). Vor
dem Hintergrund dieser in Teilen widersprüchlichen Denkschulen wird nun im Folgenden
dargestellt, wie Charakteristika des systemischen Denkens und der Systemkompetenz in
verschiedenen ausgewählten Studien aus dem Systembegriff abgeleitet und beforscht wurden.
Systemdenken/Systemkompetenz als Ableitung aus dem Systembegriff
„Probleme kann man niemals mit der gleichen Denkweise lösen, durch die sie entstanden
sind.“
Albert Einstein
Mit Blick auf die vorangestellten Ausführungen stellt sich die zusammenfassende Frage:
Wie grenzt sich systemisches Denken von anderen Arten des Denkens ab? Systemdenken
bedeutet für Sommer (2006), dass sich die grundlegenden Eigenschaften von Systemen im
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Denken einer Person widerspiegeln. Systemisches Denken ist nach Definition der deutsch-
schweizerischen Arbeitsgruppe „Systemisches Denken für eine nachhaltige Entwicklung
(SYSDENE)“ „die Fähigkeit, komplexe Wirklichkeitsbereiche als Systeme zu beschrei-
ben, zu rekonstruieren und zu modellieren und auf Basis der Modellierung Erklärun-
gen zu geben, Prognosen – unter Beachtung der Eintrittswahrscheinlichkeiten der Mo-
dellgrenzen – zu treffen und Handlungsmöglichkeiten zu entwerfen und zu beurteilen“
(vgl. Frischknecht-Tobler u. a. 2008, S. 20).
Simon (2015, S. 12 f.) benennt es folgendermaßen: „Systemisches Denken verwendet
Erklärungen, die sich aus der Systemtheorie ableiten lassen. An die Stelle gradlinig-kausaler
treten zirkuläre Erklärungen, und statt isolierter Objekte werden die Relationen zwischen
ihnen betrachtet“. Mehren u. a. (2014, S. 4) fassen zusammen, dass das menschliche Gehirn
evolutiv auf Tat-Folge-Zusammenhänge ausgerichtet sei und daher auf direkte Konsequenzen
des Handelns im Nahraum, und weniger für ferne Räume oder Zeiten. Für eine nachhaltige
Entwicklung sei aber genau dies erforderlich. Ohl (2013) benennt es als das daraus folgende
Ziel geographischer Bildung, lineares monokausales Denken durch komplexes multikausa-
les Denken mitsamt seinen Rückkopplungen, Kontroversen und Widersprüchlichkeiten zu
ersetzen, also systemisches Denken zu entwickeln.
Aus systemischem Denken kann systemisches Handeln resultieren – damit wird laut
Simon (2015, S. 12 ff.) häufig bezeichnet, wenn aus durch systemisches Denken hervorge-
gangenen, anders strukturierten Erklärungen alternative, ggf. überraschende Handlungs-
konsequenzen gezogen werden. Simon (ebd., S. 13) weist jedoch darauf hin, dass nicht
das Handeln selbst „systemisch“ sein kann, sondern lediglich beispielsweise die zugrunde
liegenden Erklärungen oder Begründungen der Handlungen.
Eine ausführliche Herleitung bisheriger Begriffsdefinitionen sowie Zusammenstellun-
gen der qualitativen und quantitativen Ansätze zur Untersuchung des Systemverständ-
nisses sind zunächst von Ossimitz (2000, S. 9 ff., 37 ff.) und später von der SYSDENE-
Arbeitsgruppe (Frischknecht-Tobler u. a. 2008) sowie von Rempfler (2009) (vgl. auch Rem-
pfler & Uphues 2010) umfänglich erarbeitet worden. Hierbei ist zunächst Frederic Vester
von Bedeutung, der in seinen Publikationen (vgl. z. B. Vester 1983, 1988) vernetztes Denken
und die Beachtung systemischer Wechselbeziehungen an verschiedenen Beispielen erläutert.
Probst und Gomez (1989) und Gomez und Probst (1997) arbeiten aufbauend auf systemischem
Denken im Anschluss insbesondere Aspekte systemgerechten Verhaltens bzw. Handelns
heraus. Forrester (1994) bringt schließlich die Relevanz der Entwicklung systemdynamischer
Simulationsmodelle in die Diskussion ein, während Richmond (1993) u. a. sieben Elemente
systemischen Denkens herausarbeitet, die für ebendiese Entwicklung systemdynamischer
Simulationsmodelle von Bedeutung sind. Senge (1990) bezieht sich auf das Kennen und Erken-
nen „systemischer Grundmuster“ als wesentlichen Kern des Systemdenkens. Ossimitz (2000),
der aus dem Bereich der Mathematikdidaktik kommt, definiert systemisches Denken über
folgende vier zentralen Dimensionen: (1) Vernetztes Denken – Denken in Rückkopplungs-
kreisen, (2) Dynamisches Denken – Denken in Zeitabläufen, (3) Denken in Modellen sowie
(4) Systemgerechtes Handeln, die er (ebd., S. 52 ff.) ausführlich erläutert und die besonderen
Eingang in die weitere geographiedidaktische Forschung gefunden haben. Ossimitz (ebd.)
betont hierbei insbesondere die Abhängigkeit dieser vier Dimensionen und den Mehrwert, der
dadurch über den einzelnen Anwendungszusammenhang (z. B. Systemsimulationsmodelle
oder Systemarchetypen, s.o.) hinaus erwächst.
Ob systemisches Denken sich in eine übergeordnete Systemkompetenz integrieren lässt
oder synonym zu dieser zu verwenden ist, wird in der gesichteten Literatur kontrovers disku-
tiert. Grundsätzlich wird die Vermittlung von Kompetenzen als zentrales Ziel schulischer
und beruflicher Bildung angesehen (vgl. Klieme u. a. 2010, S. 9). Als Kompetenzen werden
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dabei die bei Individuen verfügbaren oder durch sie erlernbaren kognitiven Fähigkeiten und
Fertigkeiten verstanden, um bestimmte Probleme zu lösen, wie auch die damit verbundenen
motivationalen, volitionalen und sozialen Bereitschaften und Fähigkeiten, um die Problem-
lösungen in variablen Situationen erfolgreich und verantwortungsvoll nutzen zu können
(Weinert 2002, S. 27 f.). Seybold u. a. (2008, S. 21 ff.) stellen dar, dass aus der Anwendung
von Systemkonzepten (systemischen Denkmustern) und Haltungen (Gewohnheiten eines Sys-
temdenkenden) unter Zuhilfenahme entsprechende Systemwerkzeuge (z. B. vereinfachende
Darstellungsformen) die für das Systemdenken erforderlichen Kompetenzen resultieren.
Die folgenden zwei Definitionen von Systemkompetenz haben sich hierauf basierend
in der deutschsprachigen Geographiedidaktik besonders etabliert:
Nach Viehrig u. a. (2011a) werden, ausgehend vom internationalen Forschungsstand,
unter geographischer Systemkompetenz zunächst diejenigen kognitiven Leistungsdispo-
sitionen verstanden, die notwendig sind, um in spezifischen Kontexten geographische
Systeme zu analysieren, zu erfassen und ihnen gegenüber angemessen handeln zu kön-
nen.
Laut Rempfler und Uphues (2013), vgl. auch Mehren u. a. (2015b, S. 63), ist Systemkom-
petenz als die Fähigkeit (und Fertigkeit) definiert, einen komplexen Wirklichkeitsbereich in
seiner Struktur und seinem Verhalten als System zu erkennen, zu beschreiben, zu modellieren,
und auf Grundlage dieser Modellierung Prognosen und Maßnahmen zur Systemnutzung
sowie -regulation zu treffen. Durch ihre weiterführende Forschung leicht modifiziert formulie-
ren Rempfler und Mehren (2018, S. 205) ihre aktuellste Definition: „Systemisches Denken
ist die Fähigkeit, einen komplexen Wirklichkeitsbereich sozialer und/oder natürlicher
Prägung unterschiedlicher Maßstabsgröße in seiner Struktur und seinem Verhalten
als System zu erkennen, zu beschreiben, zu modellieren sowie auf Basis dieser Model-
lierung Prognosen und Maßnahmen zur Systemnutzung und -regulation zu treffen“.
Auf dieser Definition basiert auch die hier dargestellte Studie.
Wie kann die Fähigkeit zum adäquaten Umgang mit Systemen nun operationalisiert, als
Kompetenz gemessen und letztlich gefördert werden?
2.1.3 Systemkompetenz operationalisieren und messen – Systemkompetenzstruk-
tur- und -stufenmodelle im Vergleich
Wie sich Systemdenken bzw. Systemkompetenz operationalisieren und messen lässt, haben
Kunz und Bollmann-Zuberbühler (2008, S. 53 ff.) basierend auf den (z. T. bereits erwähnten)
Studien von Klieme und Maichle (1994), Schecker u. a. (1999), Ossimitz (2000), Sommer
(2006) und Sweeney und Sterman (2000) sowie Assaraf und Orion (2005) analysiert, indem
sie jeweils dieOperationalisierung und das entsprechendeMessverfahren aufgelistet (ebd.,
S. 54) und daraus eine Zusammenstellung von Operationalisierungen und möglichen Mess-
verfahren der von der SYSDENE-Gruppe ausgewiesenen vier Systeme abgeleitet haben (ebd.,
S. 66). Schlussfolgernd stellen die Autoren (ebd., S. 68) fest, dass es einige Erfahrung bei der
Erfassung einzelner Kompetenzbereiche gebe, dass jedoch die Frage weiter offenbleibe, ob
man Systemdenken als „Bündel“ von Kompetenzbereichen überhaupt einzeln erfassen dürfe
oder ob es dazu globalere Messmethoden brauche, die geeignet sind, dieses ganze Bündel
gemeinsam zu erfassen.
Seybold u. a. (2008) resümieren zum Thema Systemdenken-Aufgaben für Forschung und
Schulpraxis, dass insbesondere die Ausarbeitung vonMessverfahren, die Entwicklung von Un-
terrichtsmaterial und die Aus- und Weiterbildung von Lehrkräften noch Forschungsdesiderate
seien. Diese Desiderate hat die Forschungs-Community in der Zwischenzeit verschiedentlich
aufgegriffen und Beiträge dazu geleistet.
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Im Folgenden werden diesbezüglich bedeutende Ansätze aus dem deutschsprachigen
Raum zur Erfassung und Messung von Systemkompetenz vergleichend dargestellt:
Sommer (2006) und Sommer und Lücken (2010) erarbeiten zunächst im Bereich der
Biologiedidaktik ein Systemkompetenz-Komponentenmodell, in welchem sie die System-
merkmale „Elemente“, „Beziehungen“, „Verknüpfungen“ und „Identität“ unter dem Kompe-
tenzbereich „Systemorganisation – Modellbildung“ und die Systemmerkmale „Integrität“,
„Dynamik“ und „Wirkungen“ unter dem Kompetenzbereich „(Umgang mit) Systemeigen-
schaften“ zusammenfasst. Unter dem Begriff „Komponenten der Systemkompetenz“ führt
Sommer ihre jeweiligen Operationalisierungen auf.
ImKomponentenmodell der interdisziplinären SYSDENE-Forschergruppe sind die
Kompetenzbereiche „1 Modelle beschreiben“, „2 Dynamik erfassen“, „3 Prognosen tref-
fen“ und „4 Handlungsentwürfe beurteilen“ ausgewiesen (Frischknecht-Tobler u. a. 2008,
S. 30). Die Kompetenzbereiche 1 und 2 bilden dabei gemeinsam den Kompetenzkomplex
„Systemkonstruktion“ und 3 und 4 den Kompetenzkomplex „Systemmodellnutzung“. Die
theoretische Basierung dieses Modells auf Arbeiten u. a. von Richmond (1993), Ossimitz
(2000), Assaraf und Orion (2005) und Sommer (2006) ist ausführlich dargelegt (Seybold u. a.
2008, S. 27 ff.). Die hier von der SYSDENE-Gruppe benannten Fähigkeitsbereiche bilden
eine wichtige Grundlage für das „Freiburger Systemkompetenzstrukturmodell“ und folglich
auch für den im Rahmen der vorliegenden Studie entwickelten Systemkompetenztest.
Ausgehend von der Veröffentlichung der Bildungsstandards im Fach Geographie und der
darin vorgenommenen Festschreibung des Systemkonzepts als Hauptbasiskonzept des Faches
rückte die Frage nach einer Konzeptualisierung Geographischer Systemkompetenz im Rah-
men eines Kompetenzmodells ins Zentrum einer Reihe geographiedidaktischer Forschungsar-
beiten. Die detaillierte Erfassung verschiedener Dimensionen und ggf. auch Niveaustufen des
Konstrukts geographischer Systemkompetenz ist auf Grundlage von Kompetenzstruktur- und
-stufenmodellen möglich. Mehren u. a. (2016, S. 161) weisen insbesondere auf das Fehlen
empirisch überprüfter Kompetenzmodelle in der Geographiedidaktik hin. In der deutsch-
sprachigen Geographiedidaktik (bzw. unter Beteiligung der Geographiedidaktik) wurden der
damit verbundenen Aufforderung folgend in jüngerer Zeit drei solcher Modelle aufgestellt
und untersucht, die im Folgenden knapp zusammenfassend charakterisiert werden sollen:
(1) messtheoretisch fundiertes und geographiedidaktisch begründetes Kompetenzmodell
zur Beschreibung von Teilfähigkeiten und Niveaustufen (Viehrig u. a. 2011a, 2012,
2017; Siegmund u. a. 2012)
(2) empirisch validiertes Kompetenzstruktur- und -stufenmodell zur Erfassung geo-
graphischer Systemkompetenz (Rempfler & Uphues 2011, 2012; Mehren u. a. 2014)
(3) Freiburger heuristisches Kompetenzstrukturmodell zum systemischen Denken
(Rieß u. a. 2015)
Zu (1):Die vonViehrig u. a. (2011a, 2012, 2017) und Siegmund u. a. (2012) vorgenomme-
ne theoriegeleitete Entwicklung eines messtheoretisch fundierten und geographiedidaktisch
begründeten Kompetenzmodells zur Beschreibung von Teilfähigkeiten und Niveaustufen führ-
te zunächst zur Ausweisung der drei Dimensionen „(1) Systeme erfassen und analysieren“
(basierend v. a. auf Assaraf & Orion 2005), „(2) gegenüber Systemen handeln“ (auf Grundlage
von Zwischenergebnissen im Laufe der Studie verändert zu „(2) Handlungsmöglichkeiten
gegenüber Systemen beurteilen“; basierend v. a. auf Greiff & Funke 2009) und „(3) räumli-
ches Denken“ (basierend v. a. auf Gersmehl & Gersmehl 2006), jeweils auf drei Niveaustufen
ausdifferenziert. Bei der psychometrischen Absicherung im Rahmen der HEIGIS-Studie mit
zwei quantitativen Teilstudien (Viehrig u. a. 2017) bildete sich Dimension 2 im Rahmen
beider quantitativer Teilstudien nicht ab, während sich Dimensionen 1 und 3 im Rahmen der
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ersten quantitativen Teilstudie (n = 110) separat zeigten, in der zweiten Teilstudie (n = 324)
jedoch eindimensional. Viehrig u. a. (2017, S. 49) schließen daraus, dass systemisches und
räumliches Denken in geographischen Kontexten hoch korrelieren oder sogar „untrennbar“
sind. Daraus folgt, dass in Studien, in welchen (nur) einer der beiden Aspekte explizit erfasst
wird, dennoch der andere implizit enthalten ist und mitgedacht werden sollte.
Zu (2):Von Rempfler und Uphues (2011, 2012) undMehren u. a. (2014) wurden zunächst
die drei Dimensionen „Systemorganisation“, „Systemverhalten“ (basierend v. a. auf Sommer
2006; aber auch auf Ossimitz 1994; Assaraf & Orion 2005; Hmelo-Silver u. a. 2007, und
weitere Autoren) und „systemadäquate Handlungsintention“ (basierend u. a. auf Köck 1985;
Ossimitz 2000; Rost u. a. 2003; Rieß & Mischo 2008) angenommen und ebenfalls auf jeweils
drei Niveaustufen ausdifferenziert. Nach Überprüfung im Rahmen einer empirischen Stu-
die konnten die beiden ersten Dimensionen zusammengefasst werden (Mehren u. a. 2018,
2015b,c, 2016), sodass die beiden Dimensionen „Systemorganisation und -verhalten“ sowie
„systemadäquate Handlungsintention“ resultieren – folglich eine Dimension, die mehr auf
den Wissenserwerb bzw. ein retrospektives/gegenwärtiges Systemverständnis fokussiert, und
eine Dimension, die überwiegend auf die Wissensanwendung bzw. prospektivem System-
verständnis abzielt (Mehren u. a. 2016, S. 160). Als Erklärung für die „Verschmelzung“ der
systemtheoretisch zunächst getrennt angenommenen erstgenannten Dimensionen Systemor-
ganisation und Systemverhalten vermuten Mehren u. a. (ebd., S. 161), dass die kognitiven
Fähigkeiten der beiden Dimensionen sich gegenseitig bedingen, da beide auf den Wissenser-
werb (in Abgrenzung zur Wissensanwendung) abzielen.
Mehren u. a. (ebd., S. 154) erörtern, dass die beiden Dimensionen „deklaratives/konzeptu-
elles systemisches Wissen“ sowie „Bewertung von Systemmodellen“ (des Freiburger Modells,
welches im folgenden Absatz ausführlich erläutert wird), welche eher metareflexiven Charak-
ter aufweisen, im eigenen Modell im Sinne des sozial-ökologischen Systemverständnisses
in die Stufung integriert und im Sinne schwierigkeitsgenerierender Merkmale operationali-
siert (also implizit enthalten) seien. Bewusst verzichte ihr Modell jedoch auf den Einbezug
der Dimension „räumliches Denken“ (HEIGIS), da die Arbeitsgruppe die Hypothese der
trennscharfen Unterscheidung dieser Dimension in Frage stellt und das räumliche Denken
daher als immanenten Teil erdräumlicher Systeme in die postulierten Dimensionen implizit
einbezieht (ebd., S. 154).
Zu (3): Von einer Arbeitsgruppe um Rieß (vgl. Bräutigam 2014; Rieß u. a. 2015) wurde
das Freiburger heuristisches Kompetenzstrukturmodell in der Biologiedidaktik in Zu-
sammenarbeit mit der Geographiedidaktik (Schuler) entwickelt, dessen Fokus in besonderer
Weise auf der qualitativen und quantitativenModellierung von Systemen liegt. Hierbei wurden
die vier Dimensionen „Deklaratives/konzeptuelles systemisches Wissen“, „Systemmodellie-
rungsfähigkeit“, „Fähigkeit zur Nutzung von Systemmodellen beim Lösen von komplexen
dynamischen Problemen“ sowie „Bewertung von Systemmodellen und Ergebnissen der
Modellanwendung“ ausgewiesen.
Dieses „Freiburger heuristische Kompetenzstrukturmodell zum systemischen Denken“
soll im Folgenden genauer vorgestellt werden, da es dieser Dissertationsstudie maßgeblich
als theoretische Rahmung zugrunde liegt. In Bräutigam u. a. (2009) sowie Bräutigam (2014,
S. 84) wird zunächst das heuristische Vorgänger-Modell dieses Freiburger Modells, das sog.
„Kompetenzniveaumodell zu systemischem Denken in der Sekundarstufe I“ eingeführt und
untersucht. Dieses Modell ist zunächst mit Niveau I – „Systemwissen“, Niveau II – „Systemi-
sches Modellieren“ und Niveau III – „Auf Grundlage von Modellen Probleme lösen können“
ausgewiesen. Das Konstrukt Systemkompetenz erweist sich in der ersten empirischen Über-
prüfung (ebd., S. 129, 143) der Annahme der Autorin entsprechend als eindimensional. In
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Folgeveröffentlichungen des Projekts „Förderung systemischen Denkens in nachhaltigkeitsre-
levanten Kontexten als Ziel der BNE (System Thinking in Ecological and Multidimensional
Areas, SysThema)“ legt die Arbeitsgruppe als Weiterentwicklung des ursprünglichen Kom-
petenzniveaumodells das „Freiburger heuristische Kompetenzstrukturmodell“ vor (Rieß u. a.
2015; Rosenkränzer u. a. 2017; Fanta u. a. 2017; Schuler u. a. 2018), das die drei bei Bräutigam
(2014) genannten Kompetenzniveaus des hier als eindimensional bewerteten Konstrukts nun
als drei Dimensionen ausweist und eine weitere, vierte Dimension „Bewertung von System-
modellen und Ergebnissen der Modellanwendung“ zusätzlich mit aufnimmt. Dabei werden
je vier Teilfähigkeiten ausgewiesen, wobei die Autoren betonen, dass es sich hierbei nicht
um Niveaustufen, sondern um additive Bestandteile der jeweiligen Kompetenzdimension
handele (Rieß u. a. 2015, S. 19). Schuler u. a. (2018, S. 4) erläutern, dass sich aus Bräutigams
Ergebnissen Hinweise auf das Vorhandensein dieser vierten Dimension ergeben haben.
Durch Bräutigams Studie (2014) mit der hier zunächst noch angenommenen Eindimen-
sionalität des Konstrukts Systemkompetenz ist jedenfalls ein verbessertes Verständnis des
späteren Freiburger vierdimensionalen Kompetenzmodells gegeben: die Items der Kom-
petenzstufe 1 (später: Dimension 1 = allg. Systemwissen) erweisen sich als eher leicht und
die Items der Stufe 3 (später: Dimension 3 = Modellanwendung, Prognosen treffen etc.) als
eher schwierig. Die Items der Stufe 2 (später: Dimension 2 = Systemmodellierung) lassen
sich nicht eindeutig abgrenzen und verteilen sich entlang der gesamten Schwierigkeits-Skala
(Bräutigam 2014, S. 126, 139 ff.). Eine empirische Überprüfung der nun angenommenen
vierdimensionalen Faktorenstruktur ist folglich erforderlich. Auch Fanta u. a. (2017) wei-
sen selbst darauf hin, dass für weiterführende Untersuchungen zum Konstrukt systemisches
Denken Untersuchungen zur faktoriellen Validität der Subskalen des Freiburger Kompetenz-
strukturmodells erforderlich sind. Diese geforderte Untersuchung ist deshalb ein wesentlicher
Bestandteil der hier vorgestellten Dissertationsstudie.
Tabelle 2.1 stellt dar, in welchem Zusammenhang die Dimensionen der drei vorgestellten
Systemkompetenzmodelle nach Einschätzung der Autorin zueinander stehen bzw. welche
Dimensionen sich faktisch entsprechen. Die dieser Studie zugrunde liegenden Dimensio-
nen A bis D stellen dabei direkte Entsprechungen der Dimensionen 1 bis 4 des Freiburger
Kompetenzstrukturmodells dar (Tabellenspalte 1 und 2). In Tabellenspalte 3 (HEIGIS) fällt
auf, dass es für die Dimension 3 „spatial thinking“ (räumliches Denken) von Viehrig u. a.
(2011a,b, 2012, 2017) keine direkte Entsprechung in den anderen Modellen gibt. Vor dem
Hintergrund der Studienergebnisse und Schlussfolgerungen von Viehrig u. a. (2017, S. 49)
wird die Möglichkeit des trennscharfen Vorliegens von räumlichem Denken als eigene Dimen-
sion als unwahrscheinlich erachtet. Eine deutliche Entsprechung liegt jedoch zwischen den
Dimensionen „Systeme erfassen und analysieren“(Dimension 1 von Viehrig u. a. 2017), „Sys-
temorganisation und -verhalten“ (zusammengefasste Dimension 1 von Mehren u. a. 2015c)
sowie „Systemmodellierungsfähigkeit“ (Dimension 2 von Rieß u. a. 2015) vor. Gleiches
gilt für die Dimensionen „Handlungsmöglichkeiten gegenüber Systemen bewerten“ (Di-
mension 2 von Viehrig u. a. 2017), „Systemadäquate Handlungsintention“ (Mehren u. a.
2015b,c) sowie „Fähigkeit zur Nutzung von Systemmodellen beim Lösen von komplexen
dynamischen Problemen“ (Dimension 3 von Rieß u. a. 2015). Die Freiburger Dimensionen 1
„Deklaratives/konzeptuelles systemisches Wissen“ sowie 4 „Bewertung von Systemmodellen
und Ergebnissen der Modellanwendung“ finden keine direkte Entsprechung in den beiden
anderen Modellen, wenngleich Mehren u. a. (2016, S. 154) ihr implizites Enthaltensein im
eigenen Modell beanspruchen. Hieraus resultiert die zentrale Frage, ob sich auch das explizite
und faktorenanalytisch trennscharfe Vorhandensein dieser beiden Dimensionen empirisch
nachweisen lässt (vgl. Kapitel 4).
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Tabelle 2.1: Systemkompetenzmodelle im Vergleich – Quelle: Brockmüller u. a. (2016b)
Da das Freiburger heuristische Kompetenzstrukturmodell als maßgebliche Theorie-
basierung der hier gezeigten Studie dient, werden im Folgenden wichtige Charakteristika
der vier ausgewiesenen Dimensionen zusammenfassend vorgestellt (nach Rieß u. a. 2015;
Rosenkränzer u. a. 2017; Fanta u. a. 2017):
Dimension 1 bzw. A „Deklaratives/konzeptuelles systemisches Wissen“
Teilfähigkeiten:
1. Systemtheoretisches Grundwissen (Systembegriff, Systemstruktur, Systemverhalten,
Teilsysteme, …)
2. Kenntnis von Wirklichkeitsbereichen, die als Systeme betrachtet werden können; Kennt-
nis von exemplarischen einfachen und komplexen Systemen
3. Kenntnis von Systemhierarchien
4. Kenntnis von Eigenschaften komplexer Systeme
In der ersten Kompetenzdimension werden einerseits grundlegende kognitive Kompo-
nenten des systemischen Denkens in den Blick genommen (systemisches Grundwissen,
Grundsätze einer systemwissenschaftlichen Betrachtungsweise von Ausschnitten der Wirk-
lichkeit, Kenntnis von Systemhierarchien) und andererseits Eigenschaften komplexer Systeme
wie beispielsweise strukturelle und dynamische Komplexität, Nicht-Linearität und Emergenz
(Rieß u. a. 2015, S. 19; Rosenkränzer u. a. 2017; Fanta u. a. 2017).
Dimension 2 bzw. B „Systemmodellierungsfähigkeit“
Teilfähigkeiten:
1. Systemelemente und Wechselwirkungen identifizieren können; Typen von Systemelemen-
ten und Wechselwirkungen sowie Subsysteme und Systemgrenzen bestimmen können
2. Systemisch modellierbare Wirklichkeitsbereiche mit Hilfe von Texten und Wortmodellen
verstehen bzw. abbilden können
3. Qualitative Systemmodelle (u. a. Wirkungsgraph, Wirkungsmatrix) lesen, interpretieren
und konstruieren können
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4. Quantitative (kontinuierliche) Systemmodelle verwenden, interpretieren und konstruie-
ren können
Die zweite Dimension beinhaltet Fähigkeiten, die sich auf die in den Systemwissenschaf-
ten verwendeten Methoden zur Erkenntnisgewinnung beziehen, insbesondere Verständnis
und Konstruktion unterschiedlichster Systemmodelle wie z. B. Vernetzungskreise, Wirkungs-
diagramme oder kontinuierliche Systemmodelle, wie zum Beispiel Black-Box-Modelle (Rieß
u. a. 2015, S. 19; Rosenkränzer u. a. 2017; Fanta u. a. 2017).
Dimension 3 bzw. C „Fähigkeit zur Nutzung von Systemmodellen beim Lösen von
komplexen dynamischen Problemen“ (systemische Problemlösefähigkeit)
Teilfähigkeiten:
1. Einschätzen können, ob für die Bearbeitung vorliegender Probleme auf ein Systemmo-
dell rekurriert werde kann bzw. muss
2. Einschätzen könne, welcher Systemmodelltyp (u. a. qualitativ vs. quantitativ) für die
Bearbeitung eines Problems adäquat ist
3. Mit Hilfe qualitativer Systemmodelle Erklärungen geben, Prognosen treffen und Tech-
nologien entwerfen können
4. Mit Hilfe quantitativer Systemmodelle Erklärungen geben, Prognosen treffen und
Technologien entwerfen können
Die dritte Dimension umfasst schließlich Fähigkeiten zur Nutzung von Systemmodellen
beim Lösen komplexer dynamischer Probleme. Hierzu gehört auch die Entscheidung, ob
bzw. welche Systemmodelle verwendet werden können, um Prognosen (z. B. bezüglich Hand-
lungsfolgen) zu treffen, Technologien zu entwickeln oder Erklärungen zu geben (Rieß u. a.
2015, S. 19; Rosenkränzer u. a. 2017; Fanta u. a. 2017). Auch eine Beurteilung von Reich-
weite bzw. Grenze der Systemmodelle sowie der auf der Basis der Modellierung gewonnen
Erkenntnisse fließt hier bereits ein, wobei eine Überschneidung mit der folgenden Dimension
D anzumerken ist.
Dimension 4 bzw. D „Bewertung von Systemmodellen und Ergebnissen der Modell-
anwendung“
Teilfähigkeiten:
1. Die Strukturgültigkeit von Systemmodellen bestimmen können
2. Die Verhaltensgültigkeit von Systemmodellen bestimmen können
3. Die Anwendungsgültigkeit bestimmen können
4. Die Vorhersageunsicherheit bestimmen können
Hierauf aufbauend werden in der vierten Dimension Fähigkeiten wie die Bestimmung
der Struktur-, Verhaltens- und Anwendungsgültigkeit sowie der Vorhersageunsicherheit von
Systemmodellen bzw. Ergebnissen der Modellanwendung benannt, die auf eine Beurteilung
der Reichweite und Grenzen der auf Basis von Modellen gewonnen Erkenntnissen abzielen.
Zur Bewertung gehört auch die Überprüfung der Sensibilität/Eintrittswahrscheinlichkeit eines
bestimmten Szenarios in einer Simulation unter verschiedenen Konditionen (Rieß u. a. 2015,
S. 19; Rosenkränzer u. a. 2017; Fanta u. a. 2017).
Konstruktvalidierung des Freiburger heuristischen Kompetenzstrukturmodells
Fanta u. a. (2017) entwickeln basierend auf den vier Dimensionen des Freiburger Kompetenz-
strukturmodells ein Messinstrument zur validen, reliablen, objektiven und ökonomischen
Erhebung systemischen Denkens in ökologischen Kontexten für Lehramtsstudierende. Dabei
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lassen die niedrigen bis mittleren Korrelationen der Ergebnisse der einzelnen Dimensionen
miteinander (r = 0,12 bis r = 0,52) darauf schließen, dass in den Dimensionen unterschiedliche
Fähigkeiten gemessen werden, während die hohen Korrelationen der Dimensionen 1, 2 und 3
(r = 0,66 bis r = 0,84) mit dem Gesamttest vermuten lassen, dass die getesteten Dimensio-
nen Teile des Konstrukts systemisch Denken sein könnten. Dimension 4 korreliert mit r =
0,43 geringer mit dem Gesamttest (Fanta u. a. 2017, Tab. 3 und 4). Fanta u. a. (ebd.) weisen
darauf hin, dass für weiterführende Untersuchungen zum Konstrukt systemisches Denken
Untersuchungen zur faktoriellen Validität der Subskalen erforderlich sind. Zum genannten
Desiderat will die vorliegende Studie einen Beitrag leisten, indem ein weiteres am Freiburger
Kompetenzmodell orientiertes Messinstrument (hier im Kontext Bodenerosion) entwickelt
und hinsichtlich der faktoriellen Validität der vier Subskalen geprüft wird.
Exkurs: Betrachtung des Freiburger heuristischen Kompetenzstrukturmodells im kon-
struktivistischen Kontext
Die Konstruktion („Erfindung“), Rekonstruktion („Entdeckung“) und Dekonstruktion („Kri-
tik“) von Weltbildern ist an das Zusammenspiel von Lernenden und Lernumgebung sowie an
die Handlungen der Lernenden geknüpft (vgl. interaktionistischer Konstruktivismus, Reich
2006). Weltbilder und Realitäten sind also von einem Beobachter konstruiert, der ihre Qualität
u.U. eher an seiner Bewertung ihrer Nützlichkeit bemisst als am eigentlichen „Wahrheitsge-
halt“. Simon (2015, S. 72) weist in diesem Kontext auf die Gefahr hin, die bestehe, wenn
nicht zwischen der Beschreibung und/oder Wahrnehmung von Daten und der Erklärung
ihres Zustandekommens unterschieden werde, da sprachliche Darstellungen (Erklärungen,
Bewertungen) oft handlungsleitend seien. Er schlägt daher die Unterscheidung von drei
Ebenen der Wirklichkeitskonstruktion vor, (1) die Beschreibung von Phänomenen, (2) die
Erklärung von Phänomenen und (3) die Bewertung des jeweiligen Phänomens.
Unter „Beschreibung von Phänomenen“ fällt die Frage, welche Phänomene überhaupt von
anderen unterschieden, d. h. „erkannt“ und somit als Daten in die Wahrnehmung einbezogen
werden (vgl. die Freiburger Systemkompetenzdimension B). Unter „Erklärung der Phänome-
ne“ fällt die Frage, welche Hypothesen gebildet und welche Ursache-Wirkungs-Beziehungen
konstruiert werden, um die (Nicht-)Veränderung eines Phänomens zu erklären (vgl. die Frei-
burger Systemkompetenzdimension C). Unter „Bewertung des jeweiligen Phänomens“ fällt
u. a. die positive oder negative Einschätzung und der resultierende Handlungsantrieb zum
Erhalt oder der Beseitigung des Phänomens (vgl. teilweise die Freiburger Systemkompetenz-
dimension D, in welcher jedoch in erster Linie Gültigkeitsbereiche etc. bewertet werden und
die weniger auf das ethische Urteilen abzielt).
Der Zusammenhang und zugleich die Unterscheidung der drei Aspekte Beschreiben,
Erklären und Bewerten ist offensichtlich, da sich bei bestimmten (unterschiedlichen) Erklä-
rungen für etwas Beobachtetes ggf. auch die jeweilige Bewertung des Wahrgenommenen
sowie die möglicherweise resultierende eigene Handlung ändern. Diese Überlegungen bilden
sich, zumindest in Teilen auch im Freiburger Systemkompetenzstrukturmodell (Rieß u. a.
2015) ab und werden, da es den theoretischen Rahmen dieser Studie bildet, auch in den in
diesem Zusammenhang entwickelten Testitems (Systemkompetenz im Kontext Bodenerosion)
aufgegriffen (vgl. Kapitel 3).
2.2 Systemkompetenzförderung
Die Frage, ob systemisches Denken lehr- und lernbar ist, wird u. a. von Bollmann-Zuberbühler
(2008, S. 33 ff.) umfassend diskutiert. Nach einer Analyse zahlreicher nationaler und in-
ternationaler Projekte und Studien kommen die Autoren zu dem Schluss, dass die Imple-
mentierung von systemischem Denken in Schulen Zeitspannen von mehreren Jahren
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erfordere, wobei Lernfortschritte insbesondere durch die Einübung formaler Schritte und
Instrumente zu erreichen seien und Computersimulationen die Modellbildung erleichtern.
Gezieltes Training führe dabei in vielen Fällen zu besseren Leistungen der SuS im Wissen
über Systeme oder bei der Modellbildung, jedoch häufig abhängig vom domänenspezifischen
Wissen und der thematischen Situierung der Inhalte im Unterricht und sei daher nicht einfach
in andere Anwendungsbereiche übertragbar (ebd., S. 52).
Sweeney und Sterman (2007, S. 305) haben durch ihre Studie u. a. gezeigt, dass Indi-
viduen ohne ein systemspezifisches inhaltliches Fachwissen nicht in den erforderlichen
Feedback-Zyklen denken, sondern trotz komplexer Zusammenhänge eher an monokausalen
Erklärungsmustern festhalten (vgl. auch die diesen Befund unterstützenden Forschungsergeb-
nisse von Grotzer 2003). Das Fehlen von Fachinhalt führt also eher zu einer beschreibenden,
oberflächlichen Betrachtung von Systemmerkmalen oder -funktionen. Die explizite Verknüp-
fung der Frage einer Systemkompetenzförderung mit einem inhaltlichen Fachbeispiel im
Rahmen dieser Studie ist aus dieser Erkenntnis heraus zu begründen und darüber hinausge-
hend sogar zu fordern.
Die Empfehlung systemisches Denken zu fördern wurde in der Umweltbildung bereits
in den 70er-Jahren ausgegeben (z. B. Kyburz-Graber 1976). In der Geographiedidaktik
widmete man sich dem systemischen Denken etwa ab den 1980er-Jahren (z. B. Köck 1985;
Leutner & Schrettenbrunner 1989). Zum System Erde haben in der Folge u. a. Hlawatsch u. a.
(2003), Lücken u. a. (2005) und Assaraf und Orion (2005) gearbeitet. Weitere Erkenntnisse
zum systemischen Denken wurden in der pädagogischen Psychologie (z. B. Klieme&Maichle
1991, 1994) sowie der Physikdidaktik (z. B. Schecker 1993) und der Mathematikdidaktik
(z. B. Ossimitz 2000) gewonnen. Aus der Biologiedidaktik liegen Studien vor, die sich mit den
Einflüssen auf den Erwerb von systemischem Denken/Systemkompetenz oder der Wirkung
systemischer Darstellungsformen auf das Systemverständnis (z. B. Maierhofer 2001; Sommer
2006; Hildebrand 2007; Bollmann-Zuberbühler 2008; Stollenwerk 2008; Rieß & Mischo
2008, 2010; Bräutigam 2014; Claussen & Christian 2012) auseinandersetzen.
Bei den Studien von Rieß u. a. (2015), Rosenkränzer u. a. (2017), Fanta u. a. (2017) und
Schuler u. a. (2018) handelt es sich um Kooperationsprojekte zwischen der Biologiedidaktik
Freiburg und Geographiedidaktik Ludwigsburg. Darüber hinaus ist die deutschsprachige
Geographiedidaktik etwa seit 2010 mit den Studien von Rempfler und Uphues (2010, 2011,
2012, 2013), Mehren u. a. (2018, 2014, 2015b, 2016), Viehrig u. a. (2011a, 2012, 2017) v. a.
an den Standorten Luzern, Gießen und Heidelberg sowie in Form von laufenden Disserta-
tionen u. a. von Jannick Hempowicz (Halle), Saskia Weitekamp (Münster), Jennifer Meister
(Gießen) sowie der hier vorliegenden Arbeit wieder verstärkt in diesen Forschungsdiskurs
eingestiegen. Zwischen den entwickelten Kompetenzmodellen und den auf diesen basieren-
den Dissertationsprojekten unterschiedlicher Fokussetzungen bestehen standortübergreifende
Anknüpfungspunkte und Synergien für einen konstruktiven Dialog.
Im Folgenden werden exemplarische empirische Studien zur Fördermöglichkeit von
Systemkompetenz vorgestellt:
Nagel u. a. (2008) führen Fallstudien mit Aktionsforschungsansatz und qualitativen In-
terviews als Begleitstudie zum Systemlernen in der Primar- und Sekundarstufe durch und
leiten hieraus Hinweise zu Hemmfaktoren und Fördermöglichkeiten ab. Stollenwerk (2008)
untersucht die Wirkung einer multimedialen Lernumgebung zum nachhaltigen Umgang mit
dem Ökosystem Wald auf das systemische Denken und Handeln von SuS der Sek. I anhand
von 15 Schulklassen mit bzw. ohne Simulations-Einsatz anhand von mittels qualitativer
Inhaltsanalyse ausgewerteten Fragebögen. Clausen (2015) untersucht in einer Feldstudie im
Kontext Wattenmeer Systemdenken in der außerschulischen Umweltbildung mit Sek-I-SuS
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mit dem systemischen Darstellungsmittel Concept Maps als Erhebungsinstrument und
Messverfahren (vgl. auch Claussen & Christian 2012).
Rieß und Mischo (2008) überprüfen die Wirkung variierten Unterrichts auf syste-
misches Denken, indem SuS der Klassenstufe 6 mit (1) einem nur computersimulierten
Waldspiel – Länge vier Unterrichtsstunden, (2) mit einer Unterrichtseinheit zum System-
denken – Länge 11 Unterrichtsstunden, (3) mit einer Kombination (2 Unterrichtsstunden
Simulation, 9 Unterrichtsstunden Lerneinheit und (4) als Kontrollgruppe klassisch unterrichtet
wurden. Die kombinierte Gruppe hatte hierbei den höchsten Lernzuwachs, jedoch waren die
Gruppenunterschiede zwischen allen vier Gruppen (Varianzanalyse mit Messwiederholung,
vergleiche diese Studie) nicht signifikant.
Bräutigam (2014, S. 132, 136 f., 148) zeigt in ihrer Studie, dass die konzipierte (nicht-
digitale) Unterrichtseinheit zum Thema Ökosystem Wald im Kontext einer nachhaltigen
Entwicklung, die eine Dauer von 13 Unterrichtsstunden aufweist, geeignet ist, um bei SuS
der Sekundarstufe I deutliche Lernerfolge im systemischen Denken zu erzielen, da die so
geförderten SuS im Posttest signifikant bessere Ergebnisse als die drei ebenfalls getesteten
Kontrollgruppen erzielen. In der Studie von Viehrig (2015, S. 18) verbessern sich SuS der
Klassenstufe sieben durchGIS-Einsatz hinsichtlich ihres Systemdenkens (Interventionsstudie
mit Prä-Post-Test-Design) nicht. In einigen Teilbereichen schnitt die GIS-Gruppe sogar
deutlich schlechter ab als die Vergleichsgruppe, die mit Karten/Atlanten arbeitete.
Rosenkränzer u. a. (2017) und Fanta u. a. (2017) entwickeln und validieren ein Test-
instrument zur Erfassung fachdidaktischen Wissens von Lehramtsstudierenden über
die Förderung systemischen Denkens von SuS, sowie ein Testinstrument zur Erfassung
des systemischen Denkens bei den angehenden Lehrkräften selbst. Die Forschergrup-
pe findet in einer empirischen Studie mit drei Interventionen (1. fachwissenschaftlicher
Kurs zur Vermittlung systemwissenschaftlichen Fachwissens, 2. didaktischer Kurs zur Ver-
mittlung fachdidaktischen Wissens über die Förderung von Systemdenken und 3. gemischt
fachwissenschaftlich-fachdidaktischer Kurs, 4. Kontrollgruppe) heraus, dass alle drei Lernset-
tings/Kurse gegenüber der Kontrollgruppe signifikant profitieren, und zwar sowohl, was das
eigene Systemdenken als auch das Wissen über die Vermittlung von Systemdenken betrifft.
Zwischen den drei Interventionsgruppen/Kursen treten in der Entwicklung des Systemdenkens
der untersuchten Lehramtsstudierenden jedoch keine signifikanten Unterschiede auf (Schuler
u. a. 2018, S. 10). Das fachdidaktische Wissen von Lehramtsstudierenden zur Förderung von
systemischem Denken wird im rein fachwissenschaftlichen Kurs hingegen signifikant schlech-
ter gefördert als im didaktischen Kurs, wobei zwischen didaktischem und gemischtem Kurs
keine signifikanten Unterschiede auftreten (Rosenkränzer u. a. 2017, S. 16 f.). Als mögliche
Erklärung für die tw. geringen Unterschiede zwischen den drei Kursen/Interventionsgruppen
vermuten die Autoren, dass in einem fachdidaktischen Kurs über die Auseinandersetzung mit
der Vermittlung eines bestimmten Themas das Fachwissen hierzu auch implizit mitgelernt
wird, und andersherum, dass die Lehramtsstudierenden im rein fachwissenschaftlichen Kurs
ihr fachdidaktisches Vorwissen einbeziehen und auf das Fachthema anwenden und somit
weiterentwickeln. Zur Klärung dieser vorläufigen Annahmen seien jedoch Folgestudien unter
kontrollierten Bedingungen erforderlich (Schuler u. a. 2018, S. 10).
Mehren u. a. (2014) benennen als erfolgversprechende Ansätze der Förderung von
Systemkompetenz neben der Förderung systemischem Denkens am geographischen Inhalt
und der Berücksichtigung aller Kompetenzdimensionen u. a. auch das Einbeziehen der
graphischen Repräsentation eines Systems durch die SuS (beispielsweise anhand von
Concept Maps) sowie den Einsatz vonComputersimulationen zur Vermittlung dynamischer
Systemeigenschaften, v. a. bei (lang-)zeitlichen Entwicklungen. Mehren u. a. (2018, 2015b,c,
2016), vgl. auch Rempfler und Uphues (2010, 2012), entwickeln, optimieren und validieren
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ein umfängliches Testinstrument für SuS, das mit 17 Testproblemen und insgesamt 141
Testitems (unterschiedlich kombinierbar) die beiden von der Arbeitsgruppe ausgewiesenen
Systemkompetenzdimensionen auf drei Schwierigkeitsstufen erfasst (vgl. insb. Mehren u. a.
2018, S. 16, 21, sowie Zusatzmaterial 1–9). Hempowicz (2016) nutzt dieses Instrument
zur Untersuchung der Wirksamkeit der Mystery-Methode in einer Fallstudie zur Analyse
geographischer Systemorganisationskompetenz in kollaborativen Lernsituationen.
Die dargestellten Ergebnisse bilden wesentliche Bezugspunkte für die im Rahmen der
vorliegenden Studie entwickelten Interventionen (vgl. Kapitel 3). Im folgenden Abschnitt
werden ergänzend theoretische Grundlagen eingeführt, welche die zu beforschenden metho-
dischen Gruppenunterschiede (Einsatz von analogen Modellen vs. Computersimulation vs.
Kombination) betreffen.
2.2.1 Systemkompetenzförderungdurch hypothesenprüfendes Experimentieren und
Einsatz graphischer Repräsentationen
Die hervorgehobene Bedeutung systemischen Denkens im Kontext einer Bildung für nach-
haltige Entwicklung hat – neben den zuvor dargestellten Ansätzen zur Ableitung eines Kom-
petenzstrukturmodells – auch zu einer verstärkten Auseinandersetzung mit der Frage nach
gewinnbringenden methodisch-didaktischen Ansätzen zur Förderung des geographischen
Systemverständnisses geführt.
Hypothesenprüfendes Experimentieren
Ausgehend von einem naturwissenschaftlich geprägten Systemverständnis rückt im Kontext
der vorliegenden Studie der Verbund experimenteller Arbeitsweisen in den Mittelpunkt
des Interesses, zu dem neben dem Experiment i. e. S. auch das Beobachten, Untersuchen und
dasModellieren zu zählen sind (vgl. Otto 2009). Besondere Bedeutung kommt hierbei der
offen-experimentellen Arbeitsweise (vgl. Otto u. a. 2010; Peter 2013) zu, sowie dem Ansatz
des problemlösenden, forschenden Lernens, z. B. durch Prüfung selbst generierter Hypothe-
sen. Dieser basiert auf dem Ansatz des entdeckenden Lernens, verstanden als selbstständiger
Wissenserwerbs durch Einsatz des eigenen Verstandes (Bruner 1981). Dabei sind die selbst-
ständige Entwicklung von Fragen und Hypothesen sowie deren systematische Überprüfung
in einer vorbereiteten Lernumwelt, darüber hinaus die wiederholte Reflexion des Lernweges
und Methodeneinsatzes, wichtige Bestandteile des Lernprozesses (Zocher u. a. 2000; Liebig
2012; Eckhardt 2010).
Die Ausführung hypothesenprüfender Experimente in Kleingruppen stellt eine Form
des kooperativen Lernens dar. Laut der Metastudie von Hattie (2013) bestehen folgende
Einflussfaktoren auf den schulischen Lernerfolg, die u. a. in Bezug auf die Entwicklung der
hier beforschten Intervention relevant sind:
⊳ Problemlösen (Effektgröße 0,61)
⊳ Kooperatives Lernen (Effektgröße 0,41)
⊳ Forschendes Lernen (Effektgröße 0,31)
Köck (2018, S. 115) weist auf das Experiment als bedeutsame Lehr-/Lernform insbe-
sondere zur Analyse der ursprünglich durch physikalisch-chemisch-biologische Gesetze
bestimmten Physiosphäre hin. Experimente werden u. a. nach der Versuchsanordnung klas-
sifiziert. Hier unterscheidet Rinschede (2007) Naturexperimente (Realexperimente) von
Modellexperimenten, welche die Natur nachbilden. Bei Letzteren werden geographische
Einzelvorgänge möglichst naturgetreu dargestellt. Somit können diese wesentlichen Eigen-
schaften der Natur repräsentieren, sind dabei jedoch anschaulicher, da einzelne Elemente
hervorgehoben oder eliminiert werden können (Mönter & Hof 2012). Arning und Lethmate
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(2003) fassen zusammen, dass Modelle und Experimente sich gegenseitig nicht ausschließen,
sondern vielmehr auf unterschiedlichen Betrachtungsebenen liegen – zum einen auf der
Ebene der betrachteten Objekte (Modell oder Original/Natur), zum anderen auf der Ebene
der Arbeitsweise (Experiment, experimentelle Lehrform oder Untersuchung/Beobachtung).
Kognitive Lernziele von Experimenten stellen u. a. die Einsicht in geographische Prozesse
und deren Dynamik sowie die Förderung des kausalen, funktionalen, abstrahierenden und
kreativen Denkens dar (Rinschede 2007).
Der von Otto (2015, S. 145) dargelegte experimentelle Algorithmus besteht aus den
Arbeitsschritten Problem identifizieren, Fragestellung formulieren, Hypothesen generieren,
Forschungsdesign konzipieren, Experiment umsetzen, Hypothesen überprüfen und verifizie-
ren oder falsifizieren sowie Schlussfolgerung. Bei Anwendung dieses Algorithmus können die
alsNachteile von Experimenten beschriebenen Eigenschaften, dass sie häufig Vereinfachun-
gen oder Nachbildungen vergangener Erkenntnisprozesse seien und aktuelle Fragestellungen
nur unzureichend abbilden (z. B. Pfeifer u. a. 2002; Braund & Reiss 2006), umgangen werden.
Das entdeckende/hypothesenüberprüfende Forschungsexperiment erfüllt u. a. die folgen-
den von Otto (2015, S. 146) genannten Funktionen:
⊳ Einen Prozess verkleinert/zeitgerafft nachahmen und dabei die Wirkung einzelner
Faktoren gezielt verändern
⊳ Vorstellungen über und Einsichten in Prozessverläufe gewinnen
⊳ Kreatives Denken bei der Planung und Variation von Versuchsabläufen fördern
⊳ Präzises systematisches Beobachten, Protokollieren, Auswerten und Interpretieren von
Untersuchungsergebnissen
⊳ Methodische Handlungskompetenz durch entdeckendes, forschendes, problemlösendes
und vernetzendes Lernen fördern
⊳ Theoretisches Durchdringen und praktisches Handeln erkenntnisreich und erlebnisin-
tensiv verknüpfen
Das Experiment ist eine klassische fachwissenschaftliche Methode der Naturwissen-
schaften zur Identifikation von Elementen und Beziehungen in einem System sowie der
Folgen einer Beeinflussung des Systems. Dies schlägt sich auch in der von Otto (2009) für
die Geographiedidaktik etablierten Definition eines Experiments nieder, wonach Experimen-
te planmäßige, grundsätzlich wiederholbare Beobachtungen unter künstlich hergestellten,
möglichst veränderbaren Bedingungen sind, die den Zweck verfolgen, durch Isolation, Kom-
bination und Variation von Bedingungen reproduzierbare und kontrollierbare Beobachtungen
zu gewinnen, aus denen sich allgemeine Gesetzmäßigkeiten ableiten lassen. Als Zweckbe-
stimmung wird dabei also ausdrücklich das Aufdecken kausaler Zusammenhänge benannt,
um daraus Regelmäßigkeiten bzw. Gesetzmäßigkeiten abzuleiten.
Bezogen auf die Förderung systemischen Denkens leitet sich daraus die Annahme ab,
dass Experimente einen positiven Beitrag zur Entwicklung der Fähigkeit leisten, einen
komplexen Wirklichkeitsbereich als System erkennen, Systemelemente identifizieren und
ihre Wechselwirkungen im Rahmen des forschenden Lernens beschreiben zu können (vgl.
Brockmüller u. a. 2016b).
Rinschede (2007) stellt fest, dass sich die Geographiedidaktik bislang eher wenig mit
theoretisch-didaktischen Fragen des Experimenteinsatzes wie z. B. der Lerneffizienz be-
schäftigt. Obwohl den experimentellen Arbeitsweisen in der zuvor dargestellten Weise häufig
Lernerfolge in Bezug auf verschiedene Zieldimensionen zugeschrieben werden, existieren
domänenübergreifend mehrheitlich methodenbezogene Forschungsarbeiten zum Beitrag des
Experimentierens im Kontext von Scientific Literacy (vgl. Otto u. a. 2010; Hahn u. a. 2013;
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Peter 2013). Einige Untersuchungen liefern Hinweise darauf, dass das Experimentieren den
Wissenszuwachs und die Behaltensleistung bei SuS gegenüber einem Unterricht ohne Ex-
perimente fördern kann (vgl. hierzu Steigert & Schrenk 2012). Mehren (2018, S. 132) betont
die Bedeutung der selbständigen Entwicklung von Experimenten durch SuS, indem eine
vorstrukturierte Offenheit, z. B. durch Vorgabe eines Materialpools, für Lernfortschritte sorgt
(minds on), im Gegensatz zum mechanischen Abarbeiten einer exakt dargelegten Experimen-
tieranleitung mit geringer kognitiver Aktivierung (hands on). Eine Studie zum Conceptual
Change durch Vermittlungsexperimente wird derzeit durch Julia Mrazek (Heidelberg)
ausgewertet (Dissertation, lfd.).
Vor dem dargelegten theoretischen Hintergrund werden die drei Interventionen zur Sys-
temkompetenzförderung (vgl. Kapitel 3) für die vorliegende Studie in Form einer offen-
experimentellen hypothesenprüfenden Arbeit an den Modellen bzw. Computersimulationen
konzipiert. Erkenntnisse aus den Experimenten werden in Form von Wirkdiagrammen festge-
halten.
Einsatz von Wirkdiagrammen
Als bedeutsamer Ansatz der Förderung des systemischen Denkens hat sich in der empirischen
Forschung u. a. die graphische Repräsentation eines Systems (beispielsweise anhand von
Wirkdiagrammen oder Concept Maps) erwiesen (vgl. zusammenfassend Mehren u. a. 2014).
Wirkdiagramme (auch: Wirkungsdiagramme, Kausaldiagramme bzw. Wirkungsgraphen)
stellen die Systemgrößen und ihre wechselseitigen Wirkungsbeziehungen dar (vgl. Abb. 2.2).
Dabei markieren die Namen der Systemgrößen die Knoten des Graphen, und die Wirkungen
zwischen ihnen werden durch Pfeile in Wirkungsrichtung (Kanten) dargestellt, bei welchen
durch Vorzeichen (plus, minus) die Wirkungsrichtung angezeigt werde kann (vgl. Bossel
2004, S. 70). Bossel (ebd., S. 70 ff.) fasst folgende wichtige Regeln zusammen, die bei der
Erstellung von Wirkungsgraphen, damit diese die Struktur des Systems abbilden können,
eingehalten werden sollen:
⊳ Systemgrößen bilden die Knoten des Wirkungsgraphen (Anm. d. Autorin: häufig auch
Elemente genannt)
⊳ Wirkungen bilden die Kanten des Wirkungsgraphen (Anm. d. Autorin: häufig auch
Relationen genannt)
⊳ Ein Pluszeichen an einem Wirkungspfeil deutet gleichsinnige (= je mehr … desto
mehr … oder je weniger … desto weniger …), einMinuszeichen gegensinnige (= je
mehr … desto weniger … oder je weniger … desto mehr …) Wirkung an
⊳ Im Wirkungsgraph dürfen nur direkte Wirkungen aufgenommen werden
⊳ Bei der Betrachtung einer Wirkung müssen alle anderen Wirkungsbeziehungen als
momentan eingefroren gedacht werden
⊳ Der Wirkungsgraph gilt nur für einen bestimmten Ausgangszustand – dieser muss
eindeutig definiert sein
⊳ Eine ungerade Zahl von Minuszeichen in einer Wirkungskette ergibt eine gegensinnige
Gesamtwirkung, eine gerade Zahl eine gleichsinnige Gesamtwirkung
⊳ Eine negative Rückkopplung bedeutet tendenziell eine Stabilisierung, eine positive
Rückkopplung eine Destabilisierung
Von Concept Maps, die in der geographischen Systemkompetenzforschung bislang ganz
überwiegend Anwendung finden, unterscheiden sich Wirkdiagramme insofern eindeutig,
dass Ihre Wirkungen/Relationen (= Pfeile in Wirkrichtung) mit Plus- bzw. Minuszeichen
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für gleich- bzw. gegensinnige Wirkung gekennzeichnet werden, während diese Pfeile bei
Concept Maps mit sogenannten Propositionen versehen werden.
Wirkdiagramme werden explizit als Konzepte und Werkzeuge zum Systemdenken ge-
nannt bzw. genutzt (z. B. Ossimitz 2000; Hlawatsch u. a. 2003; Frischknecht-Tobler u. a. 2008,
S. 23; Bollmann-Zuberbühler 2010, S. 13; Bräutigam 2014, S. 63 f.; Arndt 2017, S. 25 ff.).
Arndt (2017, S. 25) führt dies unter anderem darauf zurück, dass vernetzte komplexe Systeme
verbal kaum adäquat und verständlich darstellbar seien, da Sprache sequenziell und somit
nur bedingt für die Abbildung von Ursache-Wirkungsnetzen und Rückkopplungsschleifen
geeignet sei. Bildhafte Darstellungen können in solchen Situationen überlegen sein, da sie
Informationen simultan und auf einen Blick erfassbar vermitteln – bei Wirkdiagrammen
funktioniere dies jedoch nur, wenn der Betrachtermit der Notation vertraut sei (ebd., S. 27).
Hinweise zum sachgemäßen unterrichtlichen Einsatz sind unter anderen das Einüben, Lesen,
Erstellen und wiederholte Einsetzen von Wirkungsdiagrammen (ebd., S. 30 ff.).
Abbildung 2.2: Beispiel eines Wirkdiagramms zum Thema Bodenerosion, erstellt von einer
Studienteilnehmerin – Quelle: Eigene Nachzeichnung mittels Cmap Tools
Vor diesem Hintergrund werden Wirkdiagramme in der vorliegenden Studie zur Ergeb-
nissicherung durch die Studienteilnehmer/innen angewendet, nachdem sie in einer vorge-
schalteten Lerneinheit eingeübt worden sind (vgl. Kapitel 3). Im folgenden Abschnitt werden
theoretische Grundlagen zu Modellen und Computersimulationen zusammengefasst, da die
Hauptforschungsfrage der vorliegenden Studie, welcher methodische Zugang Systemkompe-
tenz am besten fördert, hierauf basiert.
2.2.2 Systemkompetenzförderung durch Einsatz von Modellen und Simulationen
Die Frage, wozu Modellbildung und Simulation überhaupt hilfreich sind, beantwortet
Bossel (2004, S. 15) mit lebensweltlichen Beispielen, die von Bauwerken, Flugzeugen,
sozialen Prozessen, Stadtentwicklung, Bevölkerungsexplosion, Kriegen, Umweltbelastungen
bis hin zur globalen Klimaänderung reichen. Oft genug, so Bossel (ebd.), hänge das Leben
von Individuen, die zukünftige Entwicklung einer Region oder gar die globale Zukunft ab
von der Entwicklung dynamischer Systeme, deren Verhalten wir nicht genug verstehen.
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Einsatz von (analogen) Modellen
Modelle allgemein
Bossel (ebd., S. 51) definiert einModell als eine vereinfachte Abbildung eines interessie-
renden Realitätsausschnitts, wobei es ausschließlich für diesen Ausschnitt und für einen
bestimmten Zweck eine gültige Aussage vermitteln soll. Für Modelle gilt, basierend auf
Stachowiak (1973), als charakteristisch, dass sie
⊳ Repräsentationen natürlicher oder künstlicher Originale sind (= Abbildung),
⊳ nur jene Attribute eines Originals erfassen, die denModellschaffern relevant erscheinen
(= Verkürzung),
⊳ ihren Originalen nicht per se eindeutig zugeordnet sind, sondern ihre ersetzende Funk-
tion für bestimmte modellbenutzende Subjekte innerhalb bestimmter Zeitintervalle
und beschränkt auf bestimmte Operationen erfüllen (= Pragmatismus).
Dieser Modellbegriff findet auch in der sozialen Ökologie bei der Betrachtung von
Mensch-Umwelt-Systemen Anwendung (z. B. Liehr u. a. 2006). Modelle lassen also, zumin-
dest im Hinblick auf den Darstellungszweck, Aussagen über das Original zu (Raschke 2018,
S. 49). Bossel (2004, S. 13) zeigt die Bandbreite an Modellen auf, die von der verkleinerten
realistischen Darstellung des Originals über Schnittzeichnungen bis zum Funktionsdiagramm
reichen können, aus Analogien bestehen oder in mathematischen Formeln und Computer-
programmen ausgedrückt sein können und dann ggf. auch die Simulation dynamischen
Verhaltens erlauben. Die letztgenannten Beispiele zeigen, dass unter dem Modellbegriff
analoge Modelle und Computersimulationen zusammengefasst werden. Dabei kann es
sich also beispielsweise um ein gegenständliches Modell (wie beim im Rahmen der Studie
eingesetzten Bodenerosionsmodell), aber auch z. B. um eine mathematische Formel handeln,
aus der sich bei entsprechender Eingabe über die „Wirkungsstruktur“ ein Systemverhalten
ableiten lässt (wie bei der im Rahmen dieser Studie eingesetzten ABAG-Computersimulation).
Ein Modell sollte, zusammenfassend und in Anlehnung an das bekannte Zitat Einsteins
festgestellt, so einfach wie möglich sein, aber nicht einfacher. Die für den Modellzweck not-
wendige Komplexität muss es mindestens abbilden. Das beste Modell ist hierbei dasjenige,
das seinen Zweck bei geringstmöglicher Komplexität voll erfüllt (ebd., S. 13).
Hierbei kann ein Modell einerseits Verhalten nachahmen („black box“, vgl. ebd., S. 13)
oder andererseits Systemstruktur nachbilden („white box“, vgl. ebd., S. 53). Wenn zukünf-
tiges Verhalten als Reaktion auf neue Herausforderungen abgeschätzt werden soll, dann kann
Nachahmen historischen Systemverhaltens durchMethoden der beschreibendenModellierung
keine verlässliche Hilfe bieten, denn die Untersuchung zukünftiger Entwicklungsmöglichkei-
ten erfordert die korrekte Einbeziehung auch des zu erwartenden Entscheidungsverhaltens
der wesentlichen Akteure („white box“, ebd., S. 60).
Im Rahmen dieser Studie ist von besonderem Interesse, inwiefern Systeme durchModel-
le repräsentiert werden können. Laut Bossel (ebd., S. 51) muss ein Modell zur Simulation
von Verhalten selbst dynamisches Verhalten erzeugen können, muss also prinzipiell über
die gleichen Elemente verfügen wie jedes dynamische System selbst, eine Wirkungsstruktur
mit entsprechenden Systemparametern ausweisen und auf Einwirkungen aus der simulierten
Systemumgebung reagieren können. Vorteile von Modellen für Verhaltensaussagen über
Systeme sind hierbei insbesondere (ebd., S. 50):
⊳ Es müssen keine Experimente am Original durchgeführt werden, dieses wird nicht
gefährdet.
⊳ Es lassen sich rasch Ergebnisse erzielen.
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⊳ Die Untersuchungen können einen breiteren Verhaltensbereich abdecken, als dies im
Realsystem möglich wäre.
⊳ Alternative Entwicklungen lassen sich überprüfen.
⊳ Die Kosten der Untersuchung sind verhältnismäßig gering (besonders beim Computer-
modell).
Da das Modell nicht identisch mit dem Original ist, bleibt prinzipiell jedoch immer die
Unsicherheit bestehen, ob das Modell das Systemverhalten tatsächlich in allen Aspekten
richtig wiedergeben kann. Eine sorgfältige Validierung kann diese Unsicherheit minimieren,
indem die Frage, wann das Modell das Original vertreten kann, durch eingehende Prüfung
der Modellgültigkeit erörtert wird. Hierbei wird nicht von der „Richtigkeit“ des Modells,
sondern von seiner Gültigkeit für den Modellzweck gesprochen (Bossel 2004, S. 61 f.) und
man unterscheidet:
⊳ Verhaltensgültigkeit: Es muss gezeigt werden, dass für die im Rahmen des Modell-
zwecks liegenden Anfangsbedingungen und Umwelteinwirkungen des Originalsystems
das Modellsystem das (qualitativ) gleiche Verhalten erzeugt.
⊳ Strukturgültigkeit: Es muss gezeigt werden, dass die Wirkungsstruktur des Modells
der (für den Modellzweck) essentiellen Wirkungsstruktur des Originals entspricht.
⊳ Empirische Gültigkeit: Es muss gezeigt werden, dass im Bereich des Modellzwecks die
numerischen oder logischen Ergebnisse des Modellsystems den empirischen Ergebnis-
sen des Originals bei gleichen Bedingungen entsprechen, bzw. dass sie (bei fehlenden
Beobachtungen) konsistent und plausibel sind.
⊳ Anwendungsgültigkeit: Es muss gezeigt werden, dass Modell und Simulationsmög-
lichkeiten dem Modellzweck und den Anforderungen des Anwenders entsprechen.
Modelle in der Naturwissenschafts- und Geographiedidaktik
Modelle werden in verschiedenen Fachdidaktiken gemäß den vielfältigen Kontexten entspre-
chend ganz unterschiedlich eingesetzt, z. B. symbolische Repräsentationen in der Mathematik
und der Physik bis hin zu Repräsentationen von Molekülstrukturen oder organischen Struk-
turen in der Chemie und der Biologie. In den Geowissenschaften repräsentieren Modelle
hingegen häufig Objekte oder Prozesse, die in nicht direkt greifbaren Zeiträumen (z. B.
Vergangenheit, Zukunft) oder Bereichen (z. B. Erdmantel, Sonnensystem) ablaufen. Köck
(2018, S. 121) weist darauf hin, dass die Gesetzlichkeit der geosphärischen Welt das Po-
tenzial zur Modellbildung biete. Diese (nicht direkt beobachtbare) Gesetzlichkeit könne
durch formalisierte graphische, technische oder mathematische Abbildung in Modellen quasi
sichtbar gemacht und so zum Ergebnis von Erkenntnisprozessen wie auch zum Ausgangs-
punkt weitergehender Erkenntnisprozesse werden. In diesem Kontext betont Peter (2018,
S. 151) die Unterscheidung zwischen der „Modellentwicklung/-herstellung von etwas“ und
der „Modellanwendung für etwas“.
In der Geographiedidaktik wird der gewinnbringende Einsatz von Modellen im Unterricht
schon seit geraumer Zeit z. B. zurückgehend auf Arbeiten von Wirth (1979) und Köck (1985)
theoretisch diskutiert. Ihre Stärke ist die Vereinfachung komplexer Systeme oder Prozesse
(Wiktorin 2014, S. 6), die Förderung einer reflektierten Grundhaltung durch kritischen
Modell-Umgang (Weber 2013, S. 12) oder auch die Fragestellungs- und Zweckgebun-
denheit von Modellen als Repräsentationsformen der Wirklichkeit (Wiktorin 2014, S. 6)
sowie die Möglichkeit des verallgemeinernden Transfers raumbezogener Sachverhalte
(Birkenhauer 1997, S. 7). Wiktorin (2014, S. 7 ff.) erläutert den didaktischen Mehrwert
der Arbeit mit Modellen z. B. zur Visualisierung, Komplexitätsreduktion, akzentuierten
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Strukturierung, Ausbildung kritischen Reflexionsvermögens, Entwicklung eines kritischen
Modellverständnisses sowie Eignung als Transferwissen vermittelndes Medium. Modelle
können SuS das Verständnis komplexer Dynamiken erleichtern (Hoffmann u. a. 2012) und
genutzt werden um Erklärungen zu formulieren oder Vorhersagen zu treffen (Schubert
2013), welche abschließend beurteilt werden, indem der Prozess der Erkenntnisgewinnung
reflektiert wird (Upmeier zu Belzen & Krüger 2010). Birkenhauer (1997) empfiehlt den
Einsatz von Modellen zum Verständnis und zur Reflexion räumlicher Fragestellungen sowie
zur Evaluation verschiedener Lösungsmöglichkeiten im Sinne einer verantwortungsvollen
Raumplanung.
Bei den im Geographieunterricht eingesetzten Modellen handelt es sich laut Schubert
(2013) fast immer um vereinfachte Rekonstruktionen von geographischer Wirklichkeit
bzw. um Abbilder von Theorien über Wirklichkeit, die zentrale Aspekte verständlich machen.
Wo aufgrund der Größe oder der mangelnden Sichtbarkeit eines Phänomens die unmittelbare
Untersuchung von Strukturen und Prozessen nicht möglich ist, wird versucht, einen Prozess
oder einen Zusammenhang mit Hilfe plastischer oder digitaler dreidimensionaler Modelle
begreifbar zu machen, indem für ein spezifisches Problem relevante Aspekte als vereinfachte
Systeme abgebildet und Zusammenhänge oder Prozesse illustriert werden (Wirth 1979;
Sommer u. a. 2012; Raschke 2018, S. 49). DieModelle dienen hierbei als Bindeglied zwischen
der realen Begegnung vor Ort und der erklärenden und vertiefenden Abstraktion imUnterricht,
wobei das Parallelisieren von Modell und Realität bzw. die Betrachtung der Grenzen
und Schwächen von Modellen im Vergleich mit der Realität (Modellkritik) von besonderer
unterrichtlicher Bedeutung ist (Schubert 2013; Krautter 2015, S. 268).
Julian Bette (Münster) untersucht in seiner laufenden Dissertation den kompetenzorien-
tierten Einsatz geographischerModelle durch Geographielehrende, während Rieke Ammoneit
(Marburg) zur Natur der Modelle arbeitet und in ihrem Promotionsvorhaben ein Modell-
Kompetenzmodell evaluiert.
Modelle zur (System-)Kompetenzförderung
Wiktorin (2013) betont die Stärke geographischer Modelle im Kontext von Unterricht, indem
diese den SuS einen Zugang zum systemischen Denken ermöglichen. Ihr Beitrag liege zu-
nächst in der Visualisierung räumlicher Sachverhalte und neben der Vereinfachung böten sie
für das Systemverständnis darüber hinaus den Vorteil einer akzentuierten Strukturierung
von Wissensbeständen sowie der Ausbildung eines kritischen Reflexionsvermögens (ebd.,
S. 8). Durch die hypothesenprüfende Anwendung von Modellen unter Berücksichtigung einer
experimentellen Fragestellung verbinden sich beide methodischen Ansätze zum „Modellex-
periment“ (vgl. Sommer u. a. 2012) oder auch „Versuchsmodell“ zur Erkenntnisgewinnung
(Krautter 2015, S. 268). Beim Einsatz von Modellen sind neben der Anschauungsfunktion
auch die denkökonomische Funktion (Zugang zu Problemlösungen) und die heuristische
Funktion (Verständnis für die wissenschaftliche Erkenntnisgewinnung) von Bedeutung (Bru-
cker 2016; Raschke 2018, S. 49). Otto und Mönter (2015) betonen die zusätzliche Bedeutung
von Modellen für Kommunikation und Konsensbildung.
Im „Fundamente – Geographie Schülerbuch für die Oberstufe“ (Korby u. a. 2014, S. 472 f.)
ist im „Methodenkompendium Arbeitsformen und Arbeitstechniken“ das Arbeiten mit Model-
len explizit berücksichtigt, hierbei wird der Weg von der Realität zum Modell gezeigt und
ein vierschrittiges Verfahren zum Umgang mit Modellen empfohlen, welches (1) Problem-
wahrnehmung, (2) Auswahl eines Modells, (3) Variation einer Größe sowie (4) Überprüfung
des Modells an der Wirklichkeit (Hypothesenprüfung) umfasst. NaturwissenschaftlicheMo-
dellkompetenz zeigt sich nach Upmeier zu Belzen und Krüger (2010) in der Fähigkeit, (1)
mit Modellen zweckbezogen Erkenntnisse gewinnen, (2) über Modelle zweckbezogen ur-
teilen und (3) den Prozess der Erkenntnisgewinnung zweckbezogen reflektieren zu können.
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Modellbildung erfolgt somit unter Verwendung von begründeten Auswahlen, Vereinfachun-
gen, Zusammenfassungen, Abstraktionen und erfordert daher (möglicherweise subjektive)
Entscheidungen und Bewertungen. Umfassende Gültigkeitsprüfungen sind daher indiziert,
um die Wissenschaftlichkeit – häufig in interdisziplinären Bereichen mit verschiedensten
Wissenschaftstraditionen – dennoch bestmöglich zu belegen (vgl. Bossel 2004, S. 62 f.).
Nachdem in anderen naturwissenschaftlichen Fachdidaktiken verschiedene Studien, wie
z. B. Yelland und Masters (2007) oder Kalyuga (2007), die unterstützende Wirkung von
Modellen auf die Lernleistung bestätigt haben, äußern z. B. Padalkar und Hegarty (2015)
die Befürchtung, dass, wenn die verbesserten Lernleistungen in Posttests durch Modelleinsatz
zustande kommen (z. B. durch Externalisierung des kognitiven Prozesses, vgl. Kirsh 1995),
das Fehlen von Modellen in Testsituationen möglicherweise die dortigen Leistungen gar
negativ beeinflussen könne, dass in diesem Fall Modelle also gar nicht den gewünschten
nachhaltigenMehrwert liefern würden. Stull und Hegarty (2016) argumentieren dagegen, dass
die Lernenden die „externalisierte Modellmanipulation“ internalisieren und ein Transfer in
Lernsituationen, in denen Modelle nicht länger verfügbar sind, möglich sei. Wohlschläger
und Wohlschläger (1998) weisen darauf hin, dass manuelle und mentale räumliche Transfor-
mationen auf ähnlichen kognitiven Prozessen beruhen, dass also die manuelle Veränderung
(von Modellen) das Verständnis räumlicher Veränderungen erleichtern könne. Zahlreiche
weitere Studien, die den Mehrwert interaktiven Lernens mit Modellen beschreiben, sind in
Stull und Hegarty (2016) zusammengestellt.
Wie sieht es nun konkret mit der (geographischen) Systemkompetenzförderung durch
Modelle aus? Von Brockmüller u. a. (2016a, S. 158 ff.) ist ausführlich theoretisch zusam-
mengefasst, in welchem Bezug Modellfunktionen und Systemkompetenzdimensionen
zueinander stehen und welche Design-Kriterien (geographische) Modelle zur Förderung
von Systemkompetenz erfüllen sollten. Eine empirische Untersuchung der Eignung von
Modellen zur Systemkompetenzförderung bei SuS stellt, wie einführend dargelegt, ein For-
schungsdesiderat dar, das im Rahmen dieser Studie beforscht wird.
Einsatz von (Computer-)Simulationen
Simulationen allgemein
Bei der Untersuchung des Verhaltens komplexer dynamischer Systeme kommt neben konkret-
gegenständlichen (analogen) Modellen den rechnergestützten Verfahren in Form von Compu-
tersimulationen eine besondere Bedeutung zu. Eine Simulation bezeichnet laut Institut für
Umweltforschung RWTH Aachen (2014) die Anwendung von Modellen zum Zwecke der
Datenerzeugung mit Hilfe der Modellstruktur, z. B. zur Vorhersage der Systemreaktion.
Bei Computersimulationen liegen wesentliche Prozessparameter in Form mathematischer
Formeln vor.
Bossel (2004, S. 15 f.) fasst folgende Vorteile der Darstellung von Verhalten durch
Computersimulationsmodelle zusammen:
⊳ Es kann eine einheitlicheMethodologie angewendet werden,
⊳ die entstehenden Kosten sind gering,
⊳ Zeitraffung ist möglich,
⊳ auch Systemcrashs können schadlos simuliert werden, ohneRisiko für das reale System.
Wie für analoge Modelle bereits dargestellt, sind die beiden prinzipiellen Wege eine
Verhaltenssimulation zu erreichen zum einen Verhaltensbeschreibungen, zum anderen
Verhaltenserklärungen. Im letztgenannten Fall handelt es sich um Nachbildungen der Wirk-
weise des realen Systems und es wird auch als „Glas-Box-Modell“/„white box“ mit bekannten
Elementen und Zusammenhängen (bzw. mit offen einsehbarer Modellstruktur) bezeichnet,
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während man im ersteren Fall von einem „Black-Box-Modell“/„blackbox“ (ohne Ermittlung
verhaltensbestimmender Einzelheiten) spricht (vgl. Rieß u. a. 2015; Bossel 2004, S. 52, 60).
Insbesondere verhaltenserklärende Modelle sind zielführend, wenn zukünftiges Verhalten
als Reaktion auf neue Herausforderungen abgeschätzt werden soll, da hier verlässliche Ergeb-
nisse auch für Bedingungen, die in der Vergangenheit so noch nicht aufgetreten sind, erwartet
werden können (Bossel 2004, S. 60).
Simulationen in der Naturwissenschafts- und Geographiedidaktik
Zunächst sei vorangestellt, dass lt. der Metastudie von Hattie (2013) folgende ausgewähl-
te Einflussfaktoren auf den schulischen Lernerfolg bestehen, die u. a. in Bezug auf die
Forschungsfrage hinsichtlich der Wirksamkeit des Einsatzes von Modellen und Simulation
relevant sind:
⊳ Computerunterstützung (Effektstärke 0,37)
⊳ Simulationen und Simulationsspiele (Effektstärke 0,33)
Computersimulationen werden als wichtige Ergänzung der Erkenntnisgewinnung in der
Forschung angesehen (z. B. Neumann 2010) und gelten als motivierend für Lernende (z. B.
Urhahne & Harms 2006). Durch Computersimulation können sowohl komplexe Probleme
abgebildet werden als auch deren Dynamiken simuliert werden (Bollmann-Zuberbühler 2008,
S. 36).
Köck (2018, S. 115) weist auf die Bedeutung der Lehr-/Lernform Simulation zur Erfas-
sung prozessual-dynamischer Eigenschaften der geosphärischen Welt hin. Gegenstand
von Simulationen im Geographieunterricht können u. a. geomorphologisch-klimatische, öko-
logische oder auch gesellschaftliche Zusammenhänge und Prozesse sein (Rinschede 2007).
Simulationen sind modellhafte Nachbildungen eines Systems und erlauben es, Entschei-
dungsprozesse, Systemkomplexität und -dynamik selbst nachzuvollziehen, d. h. der Benutzer
steht in Interaktion mit dem System und kann Eingaben zur Veränderung von Bedingungen
machen (Krautter 2015, S. 258). Hierdurch wird deutlich, welchen Einfluss ein bestimmter
Aspekt auf den Prozess und das Ergebnis hat (Jebbink 2013, S. 254 f.). Weiter unterstreicht
Jebbink die anschauliche Darstellung von Simulationen sowie deren Möglichkeit, langfristige
Prozesse „im Zeitraffer“ abzubilden, wodurch diese z. T. überhaupt erst im Unterricht beob-
achtbar werden. Rieß (2013) betont ebenfalls, dass der Einsatz von Computersimulationen
sich als wirkungsvolles Instrument zur Vermittlung dynamischer Systemeigenschaften erwie-
sen hat und diese somit eine besondere Rolle zur Förderung des Systemdenkens einnehmen.
Vorteile von Computersimulationen sind nach Rinschede (2007) hohe Schülermotivation
und die Unterstützung des entdeckenden Lernens, zudem eine Erleichterung des Denkens in
vernetzten Systemen, Verdeutlichung der negativen Konsequenzen monokausalen Denkens
sowie Einsicht in dynamische Systeme und nicht zuletzt das Kennenlernen der Modellmetho-
de. Simulationen, genau wie die im Kontext dieser Studie vergleichend eingesetzten analogen
Modelle, eignen sich neben der Veranschaulichung von Zusammenhängen insbesondere
auch für die Überprüfung von Hypothesen.
Jedoch bestehen auch didaktische Vorbehalte hinsichtlich des Einsatzes von Simulationen,
so bestehe beispielsweise die Gefahr der kognitiven Überlastung von Lernenden (z. B.
Paas u. a. 2003). Schrettenbrunner und Schleicher (2002) weisen zudem auf die Gefahr
der zu starken Vereinfachung von Systemen, Reduzierung von Parametern, ggf. fehlende
Offenlegung von Algorithmen sowie die suggerierte Mathematisierbarkeit von Problemen
hin. Köck (2018, S. 120) warnt explizit vor auf „Knopfdruck“ IT-gestützt ausgeführten
Operationen, welche zum Nicht-Können und zum strukturell-funktionalen Nicht-Verstehen
führen.
37
Kapitel 2. Stand der Forschung
Der Abstraktionsgrad von Simulationen weist, auch in Abhängigkeit vom Vorhandensein
und vom Umfang einer Visualisierung, eine große Bandbreite auf. Insbesondere die Ablei-
tung der den Simulationen zugrunde liegendenModellcharakteristika stellt eine besondere
Herausforderung an die Lernenden dar (De Jong & van Joolingen 1998).
Simulationen zur (System-)Kompetenzförderung
Beispiele für Simulationen, die zur Systemkompetenzförderung entwickelt und eingesetzt
wurden, sind u. a. „Ökolopoly“ (Vester 1980), „Syrene“ (vgl. Döring-Seipel u. a. 2001), sowie
„Powersim“ (Powersim. The Complete Software Tool for Dynamic Simulation 1995), MODUS
(Klüser u. a. 1991) oder STELLA (computergestützte systemdynamische Modellierung im
Physikunterricht). Powersim wurde von Ossimitz (2000) in einer Studie verwendet, von
Klieme und Maichle (1994) liegen zwei Begleitstudien zur Simulationssoftware MODUS
vor und Schecker u. a. (1999) beforschten STELLA. Ossimitz (2000, S. 242) stellt im Er-
gebnis seiner Forschungen fest, dass zur Förderung systemischen Denkens dieMotivation
entscheidender sei als der Einsatz von Modellbildung und Simulation. Er erläutert weiter,
dass systemisches Denken nur dann eine Entfaltungschance habe, wenn es nicht auf isolierte
Unterrichtsstunden beschränkt bleibe, sondern als leitendes Unterrichtsprinzip angewendet
werde (ebd., S. 241). Klieme und Maichle (1994) schlussfolgern, dass sich das Erkennen von
Systemstrukturen leichter als die Modellinterpretation trainieren lasse, wobei Probleme v. a.
beim Transfer von Computermodellen zu verbal beschriebenen Situationen und umgekehrt
bestehen. Nach Vermutung der Autoren ist systemisches Denken folglich keine inhaltsüber-
greifende Fähigkeit. Schecker u. a. (1999, S. 17) schließen aus ihren Untersuchungen anhand
von STELLA, dass die Grundfertigkeiten des Systemdenkens sich – z. B. bei Ähnlichkeit
der verwendeten Repräsentationsformen – innerhalb des Faches transferieren lassen. Die
Autoren sehen systemisches Denken daher – im Unterschied zu Klieme und Maichle (1994)
– als eine Kombination von übergreifenden Kompetenzen und domänenspezifischem
Verständnis an.
Bollmann-Zuberbühler und Kunz (2008, S. 52) stellen fest, dass Computersimulatio-
nen zwar dieModellbildung erleichtern und Ansätze von Systemsteuerung ermöglichen
können, jedoch das Transferproblem zwischen Computermodell und Fallbeispiel nicht
befriedigend lösen, und dass systemdynamische Modellierungserfahrung daher nicht auto-
matisch mit besserem Systemverständnis einhergehe. Daher benennen die Autoren auch die
Frage, wie sich Systemverständnis bei SuS im Schulunterricht genau fördern lasse, weiterhin
als Forschungsdesiderat. Darauf bezugnehmend ist die Frage der Eignung von Simulationen
zur Systemkompetenzförderung bei SuS Kernbestandteil der empirischen Untersuchung im
Rahmen der vorliegenden Studie.
Modelle vs. Simulationen oder kombinierter Einsatz?
Während analoge (konkret-gegenständliche) Modelle Informationen über haptische und
visuelle Hinweise bereitstellen, liefern digitale Modelle diese entsprechend rein visuell
(vgl. Ruddle & Jones 2001; Stull & Hegarty 2016). Zudem ist die durchzuführende Modell-
Manipulation, die zur Auslösung einer Veränderung erforderlich ist, beimEinsatz analoger und
digitaler Modelle nicht kongruent: Erfordern erstere eine Handlung, z. B. das Hinzufügen
weiterer Bauteile oder Substanzen, ist bei zweiteren häufig lediglich das Bedienen von
Tastatur oder Maus notwendig (vgl. z. B. Triona & Klahr 2003).
Ein eindeutiger Trend bezüglich der Vor- und Nachteile von analogen Experimenten
und Computersimulationen lässt sich insgesamt in verschiedenen diesbezüglichen Studien
bislang nicht bestimmen (Hüther & Theyssen 2005; Winn u. a. 2006). Einige Studien in
unterschiedlichen Kontexten kommen sogar zu dem Schluss, dass der Einsatz computerba-
sierter Methoden in der Bildung, besonders in der schulischen Bildung, nicht immer hilfreich
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ist (z. B. Hüther & Theyssen 2005; Agnew 2001; Winn u. a. 2006), es kann jedoch häufig
insbesondere gesteigertes Interesse/Vergnügen nachgewiesen werden (Linn 1997; Chrisman
& Harvey 1998; Freundschuh & Helleviks 1999; Jain & Getis 2003).
Edsall und Wentz (2007) führen zwei Studien zur Untersuchung derWirksamkeit von
computerbasierten Anwendungen in der geographischen Bildung bei Studienanfänger/
innen durch, einmal im Vergleich zu einem nicht-computerbasierten (gegenständlichen) Mo-
dell, und einmal im Vergleich zu „klassischem“ (textbasierten) Lernen. In der ersten Teilstudie
geht es thematisch um Kartenprojektionen, die mit Hilfe einer Computeranimation bzw. eines
von innen beleuchteten Glas-Globus veranschaulicht werden. Die leicht besseren Posttest-
Mittelwerte der Computeranimation-Gruppe sind hierbei nicht signifikant besser als die der
Globus-Gruppe. In der zweiten Teilstudie werden küstenmorphologische Fragestellungen
mittels interaktiver GIS-Anwendung bzw. auf Basis von fachlichen Handouts erarbeitet. Die
letztgenannte Gruppe erzielt im Posttest bessere Mittelwerte als die GIS-Gruppe, jedoch auch
hier ist der Unterschied nicht signifikant. Die bessere oder schlechtere Eignung computer-
basierter Anwendungen in der Geographiedidaktik kann also mit der zitierten Studie nicht
belegt werden, vielmehr die Tatsache, dass die Repräsentationsform in der Fallstudie „keinen
statistisch bedeutsamen Unterschied“ ausmacht.
Interessant ist hierbei v. a. die theoriebasierte These der Autoren Edsall und Wentz
(ebd., S. 429), dass die Kombination der analogen und digitalen Methode wohl die beste
Lösung sein müsse – diese Kombination jedoch in der eigenen empirischen Studie gar nicht
untersucht wurde. Die Autoren geben hierfür die Erklärung, dass kosten- und zeitschonende
Methoden gefunden werden sollen – sie gehen bei der methodischen Kombination folglich
offensichtlich von einem zeitlichen Mehraufwand aus. Daher formulieren sie es so, dass
trotz zeitlicher sowie Ressourcen-, Fähigkeits- oder Technologie-bezogener Beschränkungen
die bestmögliche eine Repräsentationsform gefunden werden soll, z. B. Computeranimation
oder analoge Karte, um die Lehrkraft bei der Methodenauswahl bzw. der Entscheidung für
„die eine beste Methode“ zu unterstützen (ebd., S. 429).
Scheuring und Roth (2017) bzw. Lichti und Roth (2018) beforschen in der Mathematikdi-
daktik die Frage, ob Computersimulationen oder gegenständliche Materialien funktionales
Denken bei SuS der Klassenstufe 6 besser fördern. Beide Lernangebote fördern – im Ge-
gensatz zur Kontrollgruppe – das funktionale Denken signifikant, wobei die Effektstärke der
Computersimulation größer ist, wie die Studienergebnisse zeigen (Scheuring & Roth 2017,
S. 2679). Mittels Computersimulation wird zudem eine signifikant größere Steigerung des
funktionalen Denkens erreicht als mittels gegenständlichen Materialien (Lichti & Roth 2018,
S. 96). Den kombinierten Einsatz beider Medien untersuchen die Autor/innen im Rahmen
dieser Studie nicht, jedoch wird er als Implikation der Studienergebnisse abschließend für
den Schulunterricht empfohlen (ebd., S. 101).
Stull und Hegarty (2016) untersuchen im Kontext der Chemiedidaktik die Förderung von
Darstellungskompetenz durch den Einsatz dreidimensionaler digitaler bzw. gegenständlicher
Modelle bzw. eine Kontrollgruppe ohne Modelleinsatz. Die Studienanfänger-Gruppenmit
Modell-unterstütztem Lernen erzielen bessere und länger abrufbare Lernergebnisse als
ohne Modellunterstützung, zwischen den digitalen und gegenständlichen Modellen zeigt
sich jedoch kein (statistisch bedeutsamer) Unterschied. Auffällig ist hierbei, dass die
Studierenden für die gleich gute Lösung der Problemstellung mit den digitalen Modellen
mehr Zeit benötigen als mit den gegenständlichen Modellen (ebd., S. 8). Die Kombination
gegenständlicher und digitaler Modelle wird in der genannten Studie jedoch ebenfalls nicht
untersucht. Eine zusammenfassende Feststellung der Autoren (ebd., S. 15) ist, dass der
Einsatz von manipulierbaren, interaktiven Modellen vielfältige Lernprozesse generell
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fördere, wobei es nicht darauf ankomme, ob es sich um digitale oder gegenständliche
Modelle handele.
Diese Beispiele stützen begründend die Entscheidung, warum in der hier vorgelegten
Dissertationsstudie der Fokus auf der weiterführenden Frage liegt, ob nun digitale oder
gegenständliche Modelle oder deren kombinierter Einsatz Systemkompetenz bestmöglich
fördern. Auf eine (erneute) Kontrollgruppe wird hierbei – auch vor dem Hintergrund der
begrenzten Möglichkeit für große Stichproben – bewusst verzichtet, da, wie oben dargestellt,
schon vielfältig belegt ist, dass Lernen mit Modellen dem Lernen ohne Modelle überlegen
ist.
Die Kombination von multimedialen und klassischen, z. B. vortragsbasierten Lernset-
tings erweist sich in einigen Studien als förderlich (Mayer & Anderson 1992; Wentz u. a.
1999), durch die Kombination von Modell und Computersimulation ist beispielsweise ein
vertieftes, nuanciertes Verständnis möglich, besonders bei komplexen Sachverhalten (z. B.
De Jong u. a. 2013; Winberg & Berg 2007, vgl. insbesondere auch deren diesbezüglich
dargelegtes Literatur-Review). Genereller gesagt wird aktivierendes Lernen mit lernerzen-
trierten Settings, die zum Beispiel von Diskussionsgruppen bis hin zum Einsatz digitaler
oder gegenständlicher Modelle reichen können, in Kombination mit oder unterstützt durch
„klassischen Vortragsunterricht“ von vielen Autoren als günstig erachtet (z. B. Bonwell &
Eison 1991; Meyers & Jones 1993). Edsall und Wentz (2007, S. 428) unterstreichen die
Bedeutung von interaktiven Animationen oder dreidimensionalen digitalen Modellen für das
Verständnis von physisch-geographischen Prozessen, die zeitliche Veränderungen durchlau-
fen. Nach Riding und Gimley (1999) profitiert eine größere Bandbreite von Lernenden (mit
unterschiedlichen Lernstilen) durch Multimediaeinsatz, insbesondere in Kombination mit
weiteren Lehrmethoden. Auch Ainsworth und VanLabeke (2004) und Wu und Shah (2004)
konstatieren den Nutzen „vielfältiger“ Repräsentationsformen.
Johanna Krüger (Kieler Forschungswerkstatt) untersucht derzeit im Rahmen ihres laufen-
den Dissertationsvorhabens in der Chemiedidaktik das Thema „Lernen mit Experimenten
und Computersimulationen“. Die durchgeführte Prästudie lasse darauf schließen, dass das
situative Interesse bei Experimenten höher sei und die kognitive Belastung bei Compu-
tersimulationen stärker ausfalle, aber beide Gruppen das Fachwissen signifikant steigern
können, daher plane sie in ihrer Hauptstudie die Effekte derKombination der Lernangebote
zu untersuchen (Persönliche Mitteilung vom 13.03.2018, LeLa-Jahrestagung Kiel).
Speziell auf das Thema Systemkompetenzförderung bezogen liegen folgende Vergleichs-
studien zur Wirksamkeit von analogen vs. digitalen Lernmethoden vor: Die bereits erwähnte
Studie von Viehrig (2015, S. 18) zeigt, dass sich Siebtklässler/innen durch Computerarbeit
(GIS-Einsatz) nicht hinsichtlich ihres Systemdenkens verbessern (Interventionsstudie mit
Prä-Post-Test-Design).
In der ebenfalls bereits skizzierten Studie zum Thema „Waldwirtschaft“ (Rieß & Mischo
2008, 2010; vgl. auch Rieß 2013) zeigt sich jedoch als zentrales Ergebnis, dass die Kombi-
nation aus auf systemisches Denken ausgerichtetem Unterricht (ohne Computersimulation)
und einem computersimulierten Waldspiel – im Gegensatz zum Einzeleinsatz der beiden
Komponenten – zu signifikanter Verbesserung des Systemdenkens führt. Allerdings ist
durch die unterschiedliche Zeitdauer der Interventionen dieser Studie (zwei bzw. elf Un-
terrichtsstunden) eine Vergleichbarkeit nur bedingt möglich.
Dies ist wichtiger Ansatzpunkt der Forschungsfrage der hier beschriebenen Studie, ob
eine Methodenkombination auch bei zeitlichem Gleichaufwand einen didaktischen Mehrwert
verspricht: Ob oder inwiefern die Kombination von Modell und Computersimulation (ohne
zusätzlichen Zeitaufwand) zur Systemkompetenzförderung beiträgt, ist folglich das zentrale
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Forschungsdesiderat, das mit Hilfe einer empirischen Untersuchung mit SuS im Rahmen
dieser Studie adressiert wird.
2.2.3 Weitere personenbezogene Einflussfaktoren
Die Betrachtung weiterer potenzieller Einflussfaktoren auf den Erwerb von Systemkompetenz
ist im Rahmen dieser Studie auf den situativen Faktor Lernstil sowie den affektiven Faktor
Motivation als personenbezogene Variablen beschränkt, die im Folgenden kurz beschrieben
werden.
Lernstile
Die Passung von Lernmethoden und Lernstilen hat mit einer Effektstärke von 0,41 (lt.
Metastudie Hattie 2013) Einfluss auf den schulischen Lernerfolg (vgl. auch Riding & Gimley
1999; Wu & Shah 2004; Ainsworth & VanLabeke 2004). Beim lernpsychologischen Konzept
der Lernstile wird davon ausgegangen, dass es unterschiedliche Zugänge zu Wissen gibt, die
Menschen situativ bevorzugen können (James &Gardner 1995). Beim generellen Diskurs um
die umstrittenen Lernstilkonzepte und die Frage, ob diese per Fragebogen erfassbar seien, wird
insbesondere auch die zu einseitige Konzentration auf Informationsverarbeitungsprozesse
während des Lernvorgangs (Kognitivismus) häufig kritisiert.
Unter zahlreichen Lernstilmodellen haben sich insbesondere die Unterscheidungen nach
Kolb (1976, 1984), siehe auch Kolb und Kolb (2005a), im deutschsprachigen Raum stark
etabliert. Dabei werden die vier Grundkomponenten „doing“, „thinking“, „feeling“ and
„watching“ zu zwei bipolaren Dimensionen geordnet, sodass schließlich vier Grundtypen,
nämlich die Lernstile „Diverging (feeling and watching)“, „Assimilating (watching and
thinking)“, „Converging (doing and thinking)“ sowie „Accomodating (doing and feeling)“
unterschieden werden. Bei den beiden Lernstilen „Accomodating“ und „Diverging“ ist die
konkrete, praktische Erfahrung durch direktes Er-/Begreifen von zentraler Bedeutung, wäh-
rend bei den Lernstilen „Converging“ und „Assimilating“ das abstrakte Begreifen durch
interne kognitive Prozesse im Vordergrund steht. Hunt (1987) fasst die beiden erstgenannten
als „Northener“ (bei der Informationsaufnahme werden konkrete Erfahrungen bevorzugt),
die letztgenannten als „Southener“ (bei der Informationsaufnahme wird abstraktes Konzep-
tualisieren bevorzugt) zusammen. Als „Westener“ werden die Lernstile „Accomodating“
und „Converging“ bezeichnet, die bei der Informationsverarbeitung aktives Experimentieren
bevorzugen, als „Eastener“ schließlich die Lernstile „Diverging“ und „Assimilating“, die bei
der Informationsverarbeitung reflektierende Beobachtungen bevorzugen (vgl. Abb. 2.3).
Nicht zu verwechseln ist das empirisch abgesicherte Konzept der (situativen) Lernstile
nach Kolb (1976) mit dem Konzept der Lerntypen (visuell, auditiv, haptisch etc.), das
zunächst von Niggemann (1982) beschrieben wurde und nicht empirisch belegt ist.
Von Haller und Nowack (2003) liegt eine deutsche Fassung der Kolb’schen Lernstildia-
gnose vor. Mit je 10 Items werden „Konkrete Erfahrung“, „Aktives Experimentieren“,
„Reflektierte Beobachtung“ und „Abstrakte Begriffsbildung“ auf einer vierstufigen Likert-
Skala erfasst. Durch Subtraktion des Summenwertes der Items „Aktives Experimentieren“
vom Summenwert der Items „Reflektierte Beobachtung“ entsteht die sog. „Aktivitätsskala“
(positive Werte entsprechen den „Westenern“, negative den „Eastenern“ von Hunt 1987).
Durch Subtraktion des Summenwertes der Items „Abstrakter Begriffsbildung“ vom Sum-
menwert der Items „Konkrete Erfahrung“ entsteht die sog. „Abstraktitätsskala“ (positive
Werte entsprechen den „Southenern“, negative den „Northenern“ von ebd.). Durch die Werte
der Aktivitäts- und der Abstraktitätsskala ergeben sich vier Kombinationsmöglichkeiten,
die von Haller und Nowack (2003), basierend auf dem Modell nach Kolb, folgendermaßen
charakterisiert werden:
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⊳ Beide Werte positiv: Konvergierer – „Konvergierer bevorzugen abstrakte Begriffsbil-
dung und aktives Experimentieren. Ihre Stärken liegen in der Ausführung von Ideen.
Sie neigen zu hypothetisch-deduktiven Schlussfolgerungen und befassen sich gerne
mit Dingen oder Theorien (die sie gern überprüfen) […].“
⊳ Beide Werte negativ: Divergierer – „Divergierer bevorzugen konkrete Erfahrung und
reflektiertes Beobachten. Ihre Stärken liegen in der Vorstellungsfähigkeit. Sie neigen
dazu, konkrete Situationen aus vielen Perspektiven zu betrachten […].“
⊳ Aktivitätsskala negativ, Abstraktitätsskala positiv: Assimilierer – „Assimilierer bevor-
zugen reflektiertes Beobachten und abstrakte Begriffsbildung. Ihre Stärken liegen in der
Erzeugung von theoretischen Modellen. Sie neigen zu induktiven Schlussfolgerungen
[…]. Sie integrieren einzelne Fakten zu Begriffen und Konzepten […].“
⊳ Aktivitätsskala positiv, Abstraktitätsskala negativ: Akkomodierer – „Akkomodierer
bevorzugen aktives Experimentieren und konkrete Erfahrung. Ihre Stärken liegen in
der Ausgestaltung von Aktivitäten. Sie neigen zu intuitiven Problemlösungen durch
Versuch und Irrtum […]. Sie verlassen sich mehr auf einzelne Fakten als auf Theorien
[…].“
Abbildung 2.3: Unterschiedliche Zugänge zu Wissen – Quelle: Eigene Darstellung der
Lernstile nach Kolb (1976) und Hunt (1987)
Der situative Lernstil eines Menschen ist lt. Haller und Nowack (2003) die ihm eigentüm-
liche Kombination dieser genannten Kategorien oder Trends und kann Hinweise darauf geben,
ob der Lernende in der entsprechenden Lernsituation eher über das Abstrakte oder eher über
dasKonkrete Zugang zum effektiven Lernen findet, und ob er das Selbst-Aktivwerden und
Erproben gegenüber einem sich distanzierenden Beobachten und Reflektieren bevorzugt.
Ein denkbarer konkreter Anwendungsnutzen der Lernstilforschung kann, neben Anre-
gung zur Selbstreflexion des Lehr- oder Lernverhaltens, die Begründung für didaktische
Vielfalt (vgl. Flechsig 1996) sein. Die Berücksichtigung individueller Lernstile und weiterer
individueller Eigenschaften der Lernenden spiegelt sich bereits in zahlreichen didaktischen
Ansätzen zur Binnendifferenzierung deutlich wider.
Ein möglicher Zusammenhang zwischen dem situativ bevorzugten Lernverhalten und der
Förderung vernetzenden Denkens (Systemkompetenzerwerb) wurde bislang nicht empirisch
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untersucht. Es gibt jedoch Eigenschaften, die den Kolb’schen Lernstilen zugeschrieben wer-
den, die sich mit Systemdenken positiv in Einklang bringen lassen, so betrachten Divergierer
Situationen gern multiperspektivisch, Konvergierer überprüfen gern Theorien, Assimilierer
erzeugen gern theoretische Modelle. Für andere zugeschriebene Eigenschaften können dage-
gen Schwierigkeiten in Bezug auf die Systemkompetenzförderung vermutet werden, so lösen
z. B. Akkomodierer lösen Probleme gern durch das „try and error“-Prinzip.
Motivation
Motivation nimmt mit einer Effektstärke von 0,48 laut Hattie (2013) einen nicht unerheblichen
Einfluss auf den schulischen Lernerfolg. Unter Motivation versteht man ein hypothetisches
Konstrukt, das menschlichem Verhalten Richtung, Ausdauer und Intensität verleiht (Ur-
hahne 2008) und sich nicht direkt beobachten, sondern nur aus den Handlungen oder Aussagen
von Personen erschließen lässt (Schunk u. a. 2007). Hierbei wird es als intrinsische Motiva-
tion zu einer Tätigkeit bezeichnet, wenn diese Tätigkeit selbst als interessant, spannend und
herausfordernd erlebt wird (Schiefele & Köller 2006) und die Person selbstbestimmt handelt
(Deci & Ryan 2002), während extrinsische Motivation vorliegt, wenn die Handlung nicht
aus Freude an der Tätigkeit erfolgt, sondern weil ein bestimmtes Ergebnis erzielt werden soll
(Ryan & Deci 2002). In der Realität wirken intrinsische und extrinsische Motivationstenden-
zen häufig zusammen (Lepper &Henderlong 2000). In der Selbstbestimmungstheorie von u. a.
Deci und Ryan (1993, 2002) wird das menschliche Bedürfnis nach Kompetenz und Selbstbe-
stimmung als Voraussetzung für intrinsische Motivation beschrieben. Bezogen auf SuS wird
angenommen, dass insbesondere Erfolge bei herausfordernden Aufgaben das Kompetenz-
erleben fördern und dass Autonomieerleben u. a. aus Entscheidungsmöglichkeit zwischen
Handlungsalternativen resultieren kann (Ryan & La Guardia 1999). Daher werden diese
beiden Aspekte bei der Entwicklung der Interventionen zur Systemkompetenzförderung
berücksichtigt.
Auch Rheinberg u. a. (2001) konstatieren, dass Leistungen, die über die Erfüllung blo-
ßer Routineanforderungen herausgehen, sowohl einschlägige Fähigkeit als auch Bemühen
erfordern, und nennen hierbei insbesondere Faktoren kognitiver Kompetenz (u. a. Intelligenz,
Vorkenntnisse) als auch motivationale Faktoren (u. a. Leistungsmotivation, Sachinteresse).
Im FAM-Fragebogen zur Erfassung aktueller Motivation in Lern- und Leistungssituatio-
nen werden die vier Komponenten „Misserfolgsbefürchtung“, „Erfolgswahrscheinlichkeit“,
„Interesse“ und „Herausforderung“ anhand jeweils vier bzw. fünf Items erfasst (ebd.). Diese
beziehen sich auf die momentane Einstellung zu einer bestimmten beschriebenen Aufgabe.
Im KIM-Fragebogen zur intrinsischen Motivation (Kurzskala von Wilde u. a. 2009),
angelehnt an das umfangreichere „Intrinsic Motivation Inventory“ von Deci und Ryan (2003),
werden die vier Faktoren „Interesse/Vergnügen“, „wahrgenommene Kompetenz“, „wahrge-
nommene Wahlfreiheit (Autonomie)“ und „Druck/Anspannung“ mit je drei Items abgebildet.
Die Erfassung von Motivation ist im Kontext der vorliegenden Studie zur Systemkom-
petenzförderung relevant, da, wie in Abschnitt 2.2.2 dargestellt, einige empirische Studien
darauf hindeuten, dass analoge und digitale Lernmethoden unterschiedliches Interesse/
Vergnügen bei den Anwendern hervorrufen (vgl. z. B. Linn 1997; Chrisman & Harvey 1998;
Freundschuh & Helleviks 1999; Jain & Getis 2003; Urhahne & Harms 2006).
2.3 Komplexe dynamische Mensch-Umwelt-Systeme, Fallbeispiel Boden-
erosion im Klimawandel
Wie Grotzer (2003) oder auch Sweeney und Sterman (2007) feststellen, führt das Fehlen von
Fachinhalt zu einer eher beschreibenden, oberflächlichen Betrachtung von Systemmerkmalen
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oder -funktionen. In der hier gezeigten Studie bildet das inhaltliche Fallbeispiel „Boden-
erosion im Klimawandel“ daher einen bewusst gewählten Bezugsrahmen zur Förderung der
Systemkompetenz. Die theoretischen Grundlagen dieses Fallbeispiels werden im Folgenden
kurz zusammengefasst.
2.3.1 Bodenerosion und Bodenschutz
„Der Begriff der Erosion umfasst in der Geomorphologie die Abtragung der Erdoberflä-
che durch fließendes Wasser“ (Breburda & Richter 1998, S. 21). Häufig wird auch die
Fortführung von festen Bodenanteilen durch Wasser und Wind unter dem Begriff Erosi-
on zusammengefasst. Im Folgenden ist mit dem Begriff Bodenerosion jedoch explizit die
Bodenerosion nur durch Wasser (Niederschlag) gemeint.
Böden sind durch ihre vielfältigen Funktionen (z. B. Ernährungssicherung, Lebensraum,
Kulturarchiv, Wasserspeicher, Filtereigenschaften/Pufferkapazität, Klimaschutz, etc.) aus-
gesprochen schützenswert, jedoch insbesondere durch anthropogene (Über-)Nutzung wie
Versiegelung, Verdichtung, Kontamination, Erosion, etc. stark gefährdet und nur bedingt
erneuerbar. Bodenschutz ist somit eine Präventivaufgabe zur Vermeidung oder Minimierung
von Schadstoffeinträgen, von Bodenerosion und von Bodenversiegelung mit den drei boden-
erhaltenden Schutzzielen Funktionsschutz, Substanzschutz und Flächenschutz (Hintermaier-
Erhard & Zech 1997, S. 48; vgl. auch ausführliche Darstellung in Stahr u. a. 2012, S. 290 ff.;
sowie Richter 1998). Bei den genannten Autoren sowie in BGR (2016, S. 105) ist der Prozess
der Bodenerosion umfassend erläutert: Durch den sog. „Splash-Effekt“ auftreffender Regen-
tropfen werden Bodenaggregate zerstört. Weiterhin werden trockene Bodenaggregate durch
Eindringen von Wasser aufgesprengt und zerkleinert. Durch diese verkleinerten Aggregate
erfolgt eine Verstopfung der oberflächennahen Bodenporen (Verschlämmung) mit der Folge
einer verringerten Infiltrationskapazität des Bodens. Sofern die Bodenoberfläche nun einen
Neigungswinkel aufweist, fließt nicht infiltriertes Wasser unter Mitnahme weiteren feinen
Bodenmaterials oberflächlich ab (Wassererosion). Verschiedene Böden weisen aufgrund ihrer
Eigenschaften (Bodenart, Humusgehalt, Aggregatstabilität, etc.), aber auch aufgrund der
unterschiedlichen Topographie oder Bearbeitung sehr unterschiedliche Erodierbarkeit auf.
Im Bodenatlas Deutschland (ebd., S. 104 f.) ist die potenzielle (= auf Basis der natür-
lichen Einflussfaktoren und ohne Vegetationsdecke) Erosionsgefährdung der Ackerböden
durch Wasser dargestellt, die auf der Auswertung des Modells der ABAG basiert. Die ABAG
wird im folgenden Unterkapitel 2.3.4 näher erläutert, da auch die in der vorgestellten Interven-
tionsstudie verwendete Computersimulation hierauf basiert. Grundlage hierfür stellt u. a. die
DIN 19708:2005-02 Richtlinie „Bodenbeschaffenheit – Ermittlung der Erosionsgefährdung
von Böden durch Wasser mit Hilfe der ABAG“ dar.
Die potenzielle Erosionsrate fällt, da die Vegetationsdecke unbeachtet bleibt, höher als die
tatsächliche aus und wird daher als Maß für eine relative Bewertung von Standorten (= Fak-
torenkombinationen) genutzt. Am stärksten gefährdet sind schluff- und feinsandreiche Böden,
deren Partikel eine geringe Kohäsion aufweisen und vergleichsweise leicht verschlämmbar
sind. Bei höherem Skelettanteil ist die Erodierbarkeit geringer, jedoch fehlt der Skelettanteil
in den Lössakkumulationsgebieten naturgemäß weitgehend. Ein hoher Humusgehalt kann
die Erodierbarkeit ebenfalls verringern (ebd., S. 106). Wenn nun also die sehr hohe Erodier-
barkeit von v. a. Lössböden mit einem bewegten Relief zusammentrifft, ist die Gefahr von
Bodenerosion am höchsten, wie es die Karte (ebd., S. 104) beispielsweise für die Neckar-
und Tauber-Gäuplatten zeigt. Insgesamt sind etwa ein Drittel der Ackerflächen Deutschlands
einer mittleren bis sehr hohen potenziellen Erosionsgefährdung zugeordnet (ebd., S. 106 f.).
Warum ist Bodenerosion nun potenziell schädlich? Böden verlieren in ihrem Abtra-
gungsbereich an Mächtigkeit (durchwurzelbarem Raum, organisches Material) und somit
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an Potenzial Nährstoffe und Wasser zu speichern und den Pflanzen bereitzustellen – als
Folge verringern sich Bodengüte sowie das ackerbauliche Ertragspotenzial bzw. auch die Er-
tragssicherheit. Weiterhin kann durch Abspülen des Saatgutes oder Freilegung von Wurzeln
(bzw. Überdeckung im Ablagerungsbereich) das Wachstum von Kulturpflanzen auch direkt
beeinträchtigt werden. Der Boden büßt an Lebensraumfunktion sowie Filterkapazität ein
(Onsite-Schäden), Sediment-, Nähr- und Schadstoffeintrag in Gewässer und auf Infrastruk-
tureinrichtungen kann zu hohen Restaurationskosten sowie Wasserqualitätsverlusten führen
(Offsite-Schäden, BGR 2016, S. 104 ff.; Eitel & Faust 2013, S. 47). Häufig entstehen kos-
tenintensiven Folgen, sobald das natürliche und zum Kreislauf der Ökosysteme gehörige
Ausmaß an Erosion überschritten ist.
Im Bundesbodenschutzgesetz (BBodSchG 1998) sind daher Vorschriften zum Schutz vor
schädlichen Bodenveränderungen und zur Sanierung von Altlasten erlassen. Um Schäden
abzuwehren, besteht Vorsorgepflicht für den Boden durch gute fachliche Praxis in der
Landwirtschaft (§§ 7, 17(1) BBodSchG). Das Baden-Württembergische Landes-Boden-
schutz- und Altlastengesetz (LBodSchAG 2004) ergänzt die Bestimmungen des Bundesrechts.
Baden-Württemberg hatte bereits 1991 als erstes deutsches Bundesland und als weltweit
erstes Land ein Bodenschutzgesetz (BoSchG) erlassen.
Anpassungsstrategien zum Erosionsschutz gewinnen somit an Bedeutung, beispiels-
weise konservierende Bodenbearbeitung (Mulchsaat, Direktsaat), Begrünungsmaßnahmen,
Fruchtfolge-Gestaltung, Querbewirtschaftung, Anlage von Landschaftselementen (Terrassen,
Hecken etc.) oder die Umnutzung besonders stark gefährdeter Flächen durch Dauervege-
tationsformen (Eitel & Faust 2013, S. 51; MKULNV 2011; Flaig 2013; Hüttl u. a. 2012;
Umweltbundesamt 2008). Von diesen Anpassungsstrategien sind neben Erzeugern und Ver-
brauchern auch die Zulieferer betroffen, so zum Beispiel die Hersteller von Landtechnik-
Maschinen, die den veränderten Bedürfnissen entsprechende Maschinen entwickeln und
vermarkten, sodass auch eine Betrachtung der klimawandelinduzierten Risiken und Chancen
aus ökonomischer Sicht ein vielschichtiges geographisches Untersuchungsfeld darstellt (vgl.
Brockmüller & Jungkunst 2015, S. 36 ff.).
2.3.2 Klimavulnerabilität des Bodens
Die Zunahme extremer Witterungen oder Wetterereignisse wie z. B. lang andauernde Hitze-
wellen/Trockenperioden, aber auch lokale Starkniederschlagsereignisse zählen zu den zentra-
len Folgen des globalen Klimawandels (IPCC 2015), die die Bodenerosion in besonderem
Maße beeinflussen. Ausschlaggebend sind hierbei weniger Veränderungen der Jahresnieder-
schlagssummen, sondern vielmehr die sich verändernden Niederschlagsmuster. Aber auch
ausbleibende Niederschläge und resultierende Dürren beeinflussen die Erodierbarkeit von
Böden (vgl. Brockmüller & Jungkunst 2015; Siegmund & Volz 2015).
Die Folgen des Klimawandels insbesondere auf Baden-Württemberg nach aktuellem
Stand der Wissenschaft sind z. B. im Monitoring-Bericht zum Klimaschutzgesetz Baden-
Württemberg, Teil I, dargestellt (LUBW 2017, S. 13 ff.): hier ist ein deutlicher Anstieg
der Jahresmitteltemperatur in allen Regionen Baden-Württembergs um mehr als ein Grad
in den letzten nur 30 Jahren festgestellt. Bis 2050 wird ein weiterer Temperaturanstieg um
0,8 ∘C bis 1,7 ∘C und bis 2100 um 2,5 ∘C bis 3,6 ∘C (im Vergleich zu 1971–2000) aus den
Daten von 24 regionalen Klimamodellenmit deutlichen regionalenUnterschieden abgeleitet
(ebd., S. 20). Verantwortlich für die länger andauernden Hitzephasen, die die Austrocknung
der Böden begünstigen, ist laut Coumou u. a. (2015) vor allem eine Abschwächung der
sommerlichen Westwinde in den nordhemisphärischen Mittelbreiten aufgrund der schnellen
Arktiserwärmung.
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In Bezug auf die sich verändernden Niederschlagssummen und -muster ist in Baden-
Württemberg insbesondere das Phänomen der trockeneren Sommer und feuchterenWinter
bedeutsam (vgl. Abb. 2.4). Bei der linearen Regression für den Zeitraum 1881–2015 zeigt
sich, dass die Niederschläge im Winter um 33% (68mm) zugenommen haben und es damit
deutlich feuchter geworden ist (LUBW 2017, S. 15). Bei den Niederschlagsextremen können
(noch) keine signifikanten Zu- oder Abnahmen nachgewiesen werden, u. a. auch da diese sich
in der Vergangenheit aufgrund ihres kleinräumigen Auftretens und ihrer kurzen Dauer schwer
erfassen ließen (ebd., S. 18). Seit 2001 erfolgt durch automatisierte Niederschlagsmessgeräte
und spezielle Radarsysteme des DWD eine flächendeckendere Niederschlagsmessung (DWD
2016). Die zukünftige Entwicklung der Niederschläge ist derzeit noch nicht befriedigend ab-
zuschätzen, jedoch ergeben sich Hinweise auf veränderte Verteilung der Jahresniederschläge.
Beispielsweise zeigen die verwendeten Modelle für den Zeitraum 2071–2100 eine Abnahme
der Niederschläge im Sommer, eine Zunahme der Niederschläge imWinter sowie eine Zunah-
me der Tage mit Starkniederschlägen, also eine Fortführung bzw. weitere Verschärfung der
auch bereits bislang schon beobachtbaren Entwicklung (LUBW 2017, S. 22). Auch Westra
u. a. (2014) sagen eine Fortsetzung der Zunahme von kurzzeitigen lokalen Unwettern als
globalen Trend vorher, und Mohr u. a. (2015) rechnen für die kommenden Jahrzehnte mit
einer weiteren Zunahme der Gewitterhäufigkeit in Deutschland.
In einer im Dezember 2018 veröffentlichten Studie des Potsdam-Instituts für Klimafol-
genforschung (Lehmann u. a. 2018) gelingt es erstmalig, die Veränderungen der monatlichen
Rekord-Niederschlagsereignisse im Zeitraum 1980 bis 2013 auf Basis von weltweiten Klima-
daten systematisch zu analysieren und zu quantifizieren. Die Autoren schließen u. a. daraus,
dass die Landregionen in den Tropen und Subtropen im Allgemeinen mehr extreme Trocken-
heit und die nördlichen mittleren bis hohen Breiten mehr Nässerekorde erleben. Dabei werden
erstmals statistisch signifikante Zunahmen der extrem-trockenen sowie extrem-feuchten Mo-
nate aufgedeckt. Das Autorenteam weist etwa ein Drittel der im Untersuchungszeitraum
aufgetretenen Extremereignisse explizit als Folge des globalen Klimawandels aus.
Abbildung 2.4: Trockenere Sommer und feuchtere Winter bis 2100 – Quelle: Eigene graphi-
sche Umsetzung im Portal www.klimafolgenonline-bildung.de des Potsdam-
Instituts für Klimafolgenforschung e.V. und der WetterOnline Meteorologi-
sche Dienstleistungen GmbH auf Basis des RCP 8.5 Szenarios „schwacher
Klimaschutz“
Im Handlungsfeld Boden des Monitoring-Berichts (Mohr u. a. 2015, S. 60 ff.) sind
lediglich die beiden Indikatoren Bodenwasservorräte und Regenwurmfauna vertiefend be-
leuchtet, was angesichts der bedeutenden und durch die skizzierten Bedingungen sich weiter
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verschärfenden Erosionsproblematik kritisch anzumerken ist. Da sich die Tendenzen zu
höheren mittleren Niederschlagshöhen im Winter und geringeren mittleren Niederschlags-
höhen im Sommer teilweise ausgleichen, werden für den gesamten Jahresniederschlag
im Mittel nur geringe Änderungen und regional sogar rückläufige Werte erwartet. Letzt-
genannte Information kann – isoliert betrachtet – zu der Fehlinterpretation führen, dass
die Bodenerosionsgefahr nicht ansteige. Stattdessen steigt sie deutlich an – und zwar so-
wohl direkt durch höhere winterliche Niederschlagssummen (seltener als Schnee) auf die
in dieser Jahreszeit teilweise brachliegenden Ackerböden, als auch durch unregelmäßige
sommerliche Starkniederschlagsereignisse auf die bei höheren Temperaturen und insgesamt
rückläufigem Niederschlag häufiger austrocknenden Böden, die dann eine geringere Infil-
trationsleistung und somit erhöhten Oberflächenabfluss aufweisen (vgl. z. B. Brockmüller
& Jungkunst 2015; Gebhardt 2012; Stock 2005). Ebenfalls erosionsverstärkend wirkt es sich
aus, wenn Begrünungen aufgrund von sommerlichen Dürreperioden nicht vorgenommen
werden können und die schützende Bodenbedeckung somit fehlt.
Scheunpflug und Schröck (2000) benennen als Beispiel negativer regionaler Auswir-
kungen explizit die Bodenerosion (z. B. On- und Offsite-Schäden, Ernteausfälle, etc.), die
mit der globalen Klimaveränderung in komplexer Verbindung steht, einerseits durch zuneh-
mende Starkniederschläge oder Dürreperioden selbst verstärkt, andererseits in der eigenen
Pufferfunktion als Kohlenstoffspeicher geschwächt ihrerseits Prozessverstärker.
2.3.3 Bodenerosion als systemisches Unterrichtsthema
Aus der hohen Gegenwarts- und Zukunftsbedeutung des Phänomens Bodenerosion lässt sich
eine generell hohe Bedeutung für eine Berücksichtigung als Unterrichtsthema ableiten. Beim
Thema Bodenerosion im Klimawandel können die SuS dabei den immer wichtiger werdenden
Umgang mit Komplexität sowie Unsicherheiten trainieren. Drieling (2014) identifiziert in
ihrer geographiedidaktischen Studie oberflächliche und lückenhafte Schülervorstellungen
von Boden und Bodengefährdung und fordert in den abgeleiteten Unterrichtsleitlinien u. a.
unmittelbare Erfahrungen der Jugendlichen mit dem Gegenstand Boden. Insbesondere sol-
le die Komplexität bei den Vorgängen der Bodendegradation nachvollziehbar gemacht
werden.
Tillmann (2014b, S. 81) legt für den fachdidaktischen Einsatz in der Lehramtsausbildung
eine Experten Concept Map zum Begriff „Bodenerosion“ vor, welche inhaltlich verschiede-
ne Aspekte abdeckt. Er unterscheidet hierbei zunächst den Prozess Bodenerosion (Ablösung,
Transport und Ablagerung von Bodenteilchen) von den auslösenden Faktoren (Wasser,- und
Winderosion) und den beeinflussenden Standortbedingungen (Niederschlag, Relief, Boden-
eigenschaften, anthropogene Nutzung) sowie den beiden Auswirkungen Flächenerosion und
Rillenerosion. Unter letztgenannten beiden Punkten sind auch einzelne Folgen wie verringerte
Bodenfruchtbarkeit, Gewässerbelastung oder Auswirkungen verschiedener Bodenbearbeitung
mit dargestellt.
Neben den defizitären Schülervorstellungen und der besonderen gesellschaftlichen Be-
deutung im Kontext nachhaltiger Wirtschaftsweisen wurde Bodenerosion (im Klimawandel)
als Themenbeispiel der Interventionsstudie ausgewählt, da zentrale Systemprinzipien abgebil-
det werden, die sich auch in den vier Dimensionen des Freiburger Kompetenzstrukturmodells
verankern und mithilfe des eigens entwickelten Kompetenztests erfassen lassen.
Im Folgenden soll kurz dargelegt werden, inwiefern die in Abschnitt 2.1.2 erörterten
SystemprinzipienAbgrenzung, Offenheit/Autopoiesis, Modellhaftigkeit, Komplexität/Nicht-
Linearität/Dynamik, Emergenz, Selbstorganisation/Kritikalität sowie eingeschränkte Vor-
hersagbarkeit/Regulation durch das Fallbeispiel adressiert werden bzw. Gegenstand der
Intervention sind:
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Für die Betrachtung der Bodenerosion wird in der vorgestellten Interventionsstudie eine
bestimmte Abgrenzung vorgenommen, die vom Beobachter festgelegt ist und mit der das
System zu einem bestimmten Zweck von der Umgebung unterschieden wird. In der Interven-
tion wird Bodenerosion räumlich auf eine bestimmte bewirtschaftete Ackerfläche beschränkt
betrachtet, um den Abtrag von dieser Fläche untersuchen zu können. Dies interagiert je-
doch im Sinne eines offenen Systems mit der Umgebung (vgl. z. B. die oben skizzierten
Offsite-Schäden jenseits der betrachteten Ackerfläche in Form von Infrastrukturschäden). Ei-
ne gewisse Selbsterhaltungstendenz (Autopoiesis) entsteht aus den gegenläufigen Prozessen
Bodenbildung und Bodenabtrag, indem das System seine konstituierenden Elemente selbst
(re)produziert.
DieModellhaftigkeit des Realitätsbereichs, nämlich die hinsichtlich ihrer Erosionsgefähr-
dung zu untersuchende reale Ackerfläche, und deren verkürzte zweckorientierte Abbildung in
einem (analogen/digitalen) Bodenerosions-Modell werden explizit unterschieden und kritisch
reflektiert.
Ob Bodenerosion ein komplexes System ist, sollte vor dem Hintergrund der zahlreichen
Einflussfaktoren und deren z. T. komplizierten Relationen (= Strukturkomplexität), aber auch
vor dem Hintergrund von Verhaltenskomplexität/funktionaler Komplexität beleuchtet werden:
Bringen Systemeigenschaften über nicht-lineare Eigenschaften Emergenz, also die Entstehung
von etwas Neuem, hervor? Schon aufgrund der Strukturkomplexität der Bodenerosions-
Einflüsse ist keine Stabilität bzw. kein dauerhaftes Gleichgewicht vorhanden – Dynamik und
nicht-lineare „sprunghafte“ Veränderungen prägen dagegen den Prozess: Bodenerosion führt,
einmal in Gang gekommen, zunächst zu einer Selbstverstärkung (z. B. durch offengelegte
Flächen oder entlang von Angriffsflächen wie Rinnen). Der Boden ist hierbei in begrenztem
Maße „regenerationsfähig“ z. B. durch Bodenneubildung, wenn jedoch eine kritische Schwelle
überschritten ist, kann es zu einer irreversiblen Degradation (kompletter Bodenabtrag bis
zum anstehenden Gestein mit erschwerter/ausbleibender Bodenneubildung) und somit zum
Abklingen des Erosionsprozesses kommen. Ob dies als einfaches „Wachsen“ von etwas
Vorhandenem oder als echter qualitativer „Sprung“ (Emergenz) zu werten ist, kann sicherlich
diskutiert werden. Auch Klimawandelfolgen wie zunehmende Starkniederschlagsereignisse
(ihrerseits verstärkende Einflussfaktoren auf Bodenerosion) unterliegen dem Prozess einer
positiven Rückkopplung (= weiteren Selbstverstärkung) bei fortschreitendem Klimawandel.
Nicht-lineare, emergente Eigenschaften, die nicht sicher prognostiziert werden können, sind
dabei gerade beim Klimawandel unstrittig. Die aufgrund der bestehenden Unsicherheiten
eingeschränkte Vorhersagbarkeit der (mittel- bis langfristigen) Veränderung insbesondere der
klimatischen Einflussgrößen auf Bodenerosion führt somit letztlich zu einer eingeschränkten
Vorhersagbarkeit bzw. Regulationsmöglichkeit des gesamten betrachteten Systems. Dabei
findet die Regulation – im besten Fall kontinuierlich adaptiv an die Systemveränderung
angepasst – durch menschliche Akteure statt, die zugleich Betroffene und Handelnde sind.
2.3.4 Bodenerosionsmodell und -simulation der Interventionsstudie
Verschiedenen online verfügbaren Computersimulationen zu Bodenerosion und Erosions-
schutz (z. B. ABAG interaktiv, vgl. Brandhuber u. a. 2012; oder onlineErosionsplaner, vgl.
Tillmann 2007, 2014a) liegt die ABAG zugrunde, mit der flächenspezifisch der langjährige
mittlere Bodenabtrag in Tonnen pro Hektar abgeschätzt wird (Schwertmann u. a. 1990). Ein-
gangsgrößen hierfür stellen die lokalenWerte für den Niederschlag (R-Faktor), die Erodierbar-
keit des Bodens (K-Faktor), die Hanglänge und -neigung (LS-Faktor), die von der Fruchtfolge
gegebene Bodenbedeckung und die Art und Weise der Bodenbearbeitung (C-Faktor) sowie
die bereits ergriffenen Erosionsschutzmaßnahmen (P-Faktor) dar (vgl. Abb. 2.5).
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Abbildung 2.5: Einflussfaktoren auf Bodenerosion, die in die ABAG einbezogen sind –
Quelle: UBA FG II 2.7 (2016)
Wenn man bei der Eingabe des R-Faktors beachtet, dass die Jahresniederschlagssummen
nur bedingt aussagekräftig sind, können diese Simulationen auch für Erosionsprognosen
im Kontext des Klimawandels sinnvoll eingesetzt werden (Brockmüller & Jungkunst 2015,
S. 36 ff.). Die ABAG wurde beispielsweise im Fachgutachten Boden der Anpassungsstrategie
Baden-Württembergs an die Folgen des Klimawandels für die Abschätzung der Vulnerabilität
durch Erosion angewandt. Hierbei wurde ein entsprechend angepasster R-Faktor berechnet,
welcher zusätzlich zum mittleren Jahresniederschlag auch die Anzahl an Starkniederschlags-
tagen und die Starkniederschlagsmenge berücksichtigte (LUBW 2013, S. 17 ff.).
Die SuS arbeiten im Rahmen der vorgestellten Interventionsstudie (Gruppe „Simulati-
on“) mit Computersimulation „ABAG interaktiv“ bzw. „ABAG mobile“ (bis Oktober 2018
verfügbar in der Version 1 Brandhuber u. a. 2012; nun durch Version 2 ersetzt: Brandhuber
u. a. 2018). Die zur Ermittlung des Bodenabtrags konzipierte Anwendung richtet sich vor-
wiegend an Landwirte. Ein Einsatz im unterrichtlichen Kontext wird jedoch durch die sehr
intuitive Bedienbarkeit unterstützt. Auf den jeweiligen Hilfeseiten sind Informationen zur
Modellgrundlage sowie zu den Einflussfaktoren Toleranz, Boden, Regen, Hang, Bewirtschaf-
tung und Bearbeitungsrichtung verfügbar (Brandhuber u. a. 2012, vgl. Abb. 2.6). Die SuS
führen mittels der ABAG-Computersimulation hypothesenprüfende digitale Vergleichsexpe-
rimente zum Einfluss der manipulierbaren Faktoren durch. Auch der „onlineErosionsplaner“
(Tillmann 2007) wäre für den Einsatz in der Gruppe Simulation denkbar gewesen, jedoch
fiel die Entscheidung aufgrund der etwas größeren „Abstraktheit“ der ABAG interaktiv auf
selbige, um diesen wichtigen didaktischen Unterschied von konkretem analogen Modell und
abstrakter digitaler Simulation im Rahmen dieser Studie verstärkt zu betonen.
Die SuS der Gruppe „Modell“ arbeiten mit eigens für die Studie entwickelten gegen-
ständlichen Erosionsmodellen, die möglichst vergleichbare Manipulationsmöglichkeiten mit
der von der Gruppe „Simulation“ verwendeten Computersimulation ABAG interaktiv/mobile
aufweisen, sodass ebenfalls die Bodenart, die Niederschlagsmenge und -stärke, die Hang-
neigung sowie die (modellierte) Bewirtschaftung und Bearbeitungsrichtung variiert werden
können. Dafür stehen pro Kleingruppe zwei analoge Erosionsmodelle mit u. a. drei Nei-
gungswinkel der Erosionskästen und verschiedene Substrate zur Befüllung, drei verschiedene
Lochstärken als Einsätze für die Beregnungseinheit, Gefäße zur Bemessung unterschiedlicher
Wassermengen, verschiedene Materialien zur Simulation des Ackeranbaus, diverse Bodenbe-
arbeitungswerkzeuge sowie Bodenbedeckungen unterschiedlicher Wasserdurchlässigkeiten
(Strohmatten, Netze, Vliese etc.) für hypothesenprüfende Vergleichsexperimente zur freien
Verfügung (vgl. Abb. 2.7).
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Abbildung 2.6: Computersimulation „ABAG interaktiv“ zur Bodenerosion – Quelle: Brand-
huber u. a. (2012)
Abbildung 2.7: Analoges Modellexperiment zur Bodenerosion
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Die SuS der Gruppe „Kombination“ setzen gleichzeitig die analogen Erosionsmodelle
im Labor und die hier auf Tablets bereitstehende ABAG-Computersimulation ein. Sie haben
das gleiche Zeitfenster zur Verfügung, um ihre hypothesenprüfenden Vergleichsexperimente
mit Hilfe des kombinierten Einsatzes analoger und digitaler Methoden durchzuführen.
2.4 Zwischenfazit und Überleitung
Der im Theorieteil dargelegte Forschungsstand wird bei der Entwicklung der drei Treat-
ments sowie der Testinstrumente berücksichtigt. Durch die Bearbeitung der Lerneinheiten
können die SuS Ausmaß und gesellschaftliche Bedeutung der regionalen Folgen des globalen
Klimawandels am Beispiel der Bodenerosion beurteilen. Sie können das Zusammenwirken
der Einflussfaktoren der Bodenerosion als System darstellen und analysieren, Veränderungen
modellieren, deren Auswirkungen prognostizieren und mögliche nachhaltige Vorsorgemaß-
nahmen erörtern. Dabei trägt v. a. die differenzierte Erfassung von (Rück-)Wirkungen zum
Verständnis der Komplexität geographischer Systeme bei und fördert anschlussfähigesWissen.
Zur Förderung des geographischen Systemverständnisses eignet sich der gewählte Ansatz
insbesondere durch den konkreten geographischen Inhalt (Bodenerosion an ackerbaulich
genutzten Hängen), durch die Berücksichtigung verschiedener Teilaspekte von Systemver-
ständnis und nicht zuletzt durch den Einsatz von Modellen, die zur Vermittlung dynamischer
Systemeigenschaften und zeitlicher Entwicklungen prädestiniert sind. Aufbauend auf der theo-
retisch postulierten Förderwirksamkeit werden die Werkzeuge und Schritte der empirischen




Entwicklung und Evaluation der Tre-
atments und Testinstrumente
Im Folgenden werden die Entwicklung, Evaluation und resultierende Optimierung der Treat-
ments und Testinstrumente entlang der zugrunde liegenden Systemkompetenztheorie und
des Kompetenzstrukturmodells von Rieß u. a. (2015) dargestellt.
3.1 Erarbeitung und Evaluation der Treatments in Design-Zyklen
Ziel bei der Erarbeitung der Treatments ist es, Lerneinheiten zu entwickeln, die systemi-
sches Denken fördern können. Dabei muss ein Fokus auf der vernetzten Betrachtung von
Zusammenhängen und möglichen Rückkopplungen liegen. Die angebotenen Lerngelegenhei-
ten müssen grundsätzlich geeignet sein, Wissen zu verknüpfen und den Lerngegenstand in
Relation zu weiteren Elementen zu setzten bzw. die SuS anregen, verschiedene Blickwinkel
einzunehmen sowie Informationen zu einem komplexeren Gesamtbild zusammenzuführen.
Im Sinne der Hauptforschungsfrage, ob das hypothesenprüfende Experimentieren an
analogen Modellen, Computersimulationen oder mittels Kombination beider Ansätzen syste-
misches Denken am effektivsten fördert, werden drei Treatments entwickelt, die eine Erar-
beitung des Themas „Bodenerosion“ mit Hilfe der genannten Methoden ermöglichen, aber
über die methodische Variation hinaus in Informationsangebot, Ablauf und ihrer Zeitdauer
so identisch wie möglich sind. Damit wird sichergestellt, dass etwaige Lernunterschiede
(bzw. Unterschiede der im Prä- und Posttest erfassten Systemkompetenz) auf die angewandte
Lernmethodik zurückgeführt werden können.
Mit insgesamt sechs Klassen der Stufen 10–12 (89 SuS) wurden die Treatments im
Rahmen der Vorstudie 1 fünfschrittig iterativ entwickelt und optimiert (vgl. Abb. 1.1).
Für einen wirksamen Geographieunterricht stehen gemäß Hoffmann (2018, S. 80) u. a. fol-
gende Erfolgsfaktoren/Gütekriterien von Aufgaben, die bei der Entwicklung und Umsetzung
der Treatments Berücksichtigung fanden:
⊳ Kompetenzförderung
⊳ Lernen an Komplexität entlang regionaler und authentischer Fallbeispiele
⊳ Gegenwarts- und Zukunftsbedeutung des Themas für die SuS
⊳ Aspekte des Hauptbasiskonzepts des Mensch-Umweltsystems werden adressiert
⊳ Raumvorstellungen werden lernwirksam verschnitten
⊳ Anknüpfung an Lebenswelten und Interessen der Lernenden
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Generell orientieren sich die Aufgabenformate dieser Interventionsstudie an der Theorie
des situierten Lernens (Lave & Wenger 1991) sowie an moderat konstruktivistischen An-
sätzen (z. B. Haversath 2018; Mandl & Reinmann-Rothmeier 1995; Mönter & Schlitt 2013),
in denen das Lernen als aktiver und konstruktiver Prozess gesehen wird und multidimensional/
systemisch erfolgen soll. Starke Steuerung von außen sowie vorhersagbare Unterrichtsergeb-
nisse sollen vermieden werden. Die Lernziele ergeben sich aus der Bearbeitung authentischer
Aufgaben, wobei kooperative oder kollaborative Lernstategien ermöglicht werden. Wissen
wird subjektiv konstruiert, sodass individuelle Vorstellungen und Perspektiven resultieren,
von denen auch Antworten und Lösungen wieder abhängig sind.
Arbeitsmethodisch wird den Treatments der von Otto (2015, S. 145) dargelegte expe-
rimentelle Algorithmus (Problem identifizieren, Fragestellung formulieren, Hypothesen
generieren, Forschungsdesign konzipieren, Experiment umsetzen, Hypothesen überprüfen
und verifizieren oder falsifizieren, Schlussfolgerung) zugrunde gelegt, um so die u. a. die von
Otto (ebd., S. 146) genannten Funktionen (vgl. Abschnitt 2.2.1) zu ermöglichen. In allen
drei Treatmentgruppen arbeiten die Jugendlichen im gleichen Zeitumfang möglichst offen-
experimentell (vgl. Otto u. a. 2010; Peter 2013) und prüfen, dem Ansatz des problemlösenden,
forschenden Lernens folgend, selbst generierte Hypothesen.
Inhaltlicher Gegenstand der zu entwickelnden Treatments ist die Bodenerosion mit
ihren komplexen natürlichen und anthropogenen Einflussfaktoren, sowie das Finden und
Bewerten von Schutz- und Anpassungsstrategien, sodass die Thematik in den Ordnungsver-
such von Steiner (2015) an der Schnittstelle von quantitativ modellierenden und Akteurs-
orientierten Ansätzen eingeordnet werden kann. Bei der Konzeption der Treatments wird
auf Multiperspektivität sowie integrative Betrachtung von Natur und Kultur geachtet und der
Versuch unternommen, Natur- bzw. Kulturreduktionismus resp. -determinismus zu vermeiden.
Systemprinzipien wie Offenheit, Autopoiesis, Modellhaftigkeit, Nicht-Linearität, Dynamik,
Emergenz, Abgrenzung, selbstorganisierte Kritikalität oder eingeschränkte Vorhersagbar-
keit/Regulation sind hierbei – bezogen auf das gewählte Fallbeispiel wie in Abschnitt 2.2.3
zusammenfassend dargestellt – explizit Gegenstand der Interventionsstudie.
Als Sozialform für die Arbeit innerhalb der jeweiligen Treatmentgruppen im Rahmen der
vorliegenden Studie wurde der Ansatz einer kollaborativen Zusammenarbeit in Kleingruppen
(zumeist drei Personen – mindestens zwei, höchstens vier) gewählt, d. h. alle Lernenden
arbeiten gleichzeitig und gemeinsam an der Problemstellung (in Abgrenzung zu: arbeitsteilig-
kooperativ). Dieser Ansatz birgt den Vorteil der gemeinsamen Aushandlung des Vorgehens
mit gemeinschaftlichem, ggf. mehrfach überarbeitetem Ergebnis (vgl. Brendel 2018, S. 125).
3.1.1 Treatments der Pilotierungsstudie
Die drei Arbeitsblattsätze zu den Gruppentreatments, wie sie in der Pilotierungsstudie zur
Anwendung kamen, befinden sich im Anhang (s. Anhänge A.3 bis A.5 und vgl. auch Brock-
müller & Jungkunst 2015). Die Entwicklung erfolgte in einem mehrmonatigen iterativen
Prozess, bei dem mehrere Experten der Geographiedidaktik sowie fachliche Experten der
Bodenkunde einbezogen waren. Die verschiedenen Entwurfsstände der Treatments wurden
insgesamt mit sechs Schulklassen erprobt (= Vorstudie I), bevor durch verschiedene Modi-
fikationen auf Grundlage der eigenen Beobachtungen, der Rückmeldungen der SuS selbst
sowie der sie begleitenden Lehrkräfte und der Anregungen von eingesetzten studentischen
bzw. kollegialen Peer-Teachers der im Anhang dargestellte Zwischenstand resultierte, wie er
für die Pilotierungsstudie zum Einsatz kam.
Erstes Element der Lerneinheit (Zeitdauer insgesamt: 3 h) nach der Begrüßung ist
die Kurzpräsentation eines Geländebefundes (Bodenerosionskartierung per Pürckhauer-
Catena) anhand eines erstellten Ergebnisposters (Anhang A.6). An diesem Beispiel wird der
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Zusammenhang zwischen Hangneigung und Bodenerosion beispielhaft herausgegriffen und
an der Tafel in Form einesWirkdiagrammsmit den beiden Elementen, Relationen und ihrer
Beschriftung durch Plus oder Minus dargestellt, um die Bekanntheit dieser Darstellungsform
bei allen SuS zu gewährleisten (vgl. Bossel 2004, sowie Ausführungen in Abschnitt 2.2.1).
Darüber hinaus wird geklärt, ob ein gemeinsames Verständnis von „hypothesenprüfendem
Arbeiten“ vorliegt bzw. dies ggf. erläutert. Um diese inhaltliche Kurzeinführung immer mög-
lichst identisch zu gestalten, war sie stichwortartig verschriftlicht und wurde durch die stets
gleiche Person präsentiert.
UmVerfälschungen der Studie zu vermeiden, wurde während der nun folgenden parallelen
Durchführung der drei Interventionen auf mündliche Instruktionen und Zusatzerläuterungen
gänzlich verzichtet. Die SuS arbeiteten immer in (zugelosten) Kleingruppen entlang der auf
den Arbeitsblättern festgehaltenen schriftlichen Instruktionen.
Aufgabe 1 (vgl. Anhänge A.3 bis A.5) enthält die Aufforderung an die SuS aller drei
Treatmentgruppen, erste Überlegungen zu den Einflussfaktoren auf Bodenerosion und de-
ren Zusammenhänge festzuhalten. Aufgabe 2 dient dazu, sich mit der jeweiligen weiteren
Arbeitsmethodik (Anwendung des Modellexperiments „Bodenerosionsmodell“ oder der
Computersimulation „ABAG interaktiv“ oder von beidem) vertraut zu machen. Aufgabe 3
fordert zur Überlegung auf, wie die zur Verfügung stehende Methode (das entsprechende
Modell) zur Klärung der Frage nach einem guten Erosionsschutz angewendet werden könnte.
Aufgabe 4 dient dem Erwerb zusätzlicher Kenntnisse zur Veränderung von Niederschlagshö-
hen und -mustern (Onlineportal „klimafolgenonline-bildung.de“), die in den Kontext von
Überlegungen zur künftigen Erosionsgefährdung gebracht werden können. Aufgabe 5 leitet
die SuS der drei Treatmentgruppen jeweils zur Formulierung mehrerer Hypothesen zu den
Einflussfaktoren auf Bodenabtrag an. Diese Hypothesen werden nun mit Hilfe des jeweils
vorliegenden Modells geprüft und verifiziert bzw. falsifiziert. Zusätzlich können weitere
Beobachtungen notiert werden. Zusätzlich können weitere Beobachtungen notiert werden.
Aufgabe 6 richtet sich auf die Reflexion der SuS von Möglichkeiten und Stärken bzw. die
Grenzen und Schwächen der angewendeten Methodik und bietet Raum zur Formulierung
von Veränderungs- oder Ergänzungsbedarf. Aufgabe 7 fordert schließlich zu Empfehlun-
gen für einen verbesserten Erosionsschutz für den Landwirt des untersuchten Ackers (vgl.
Anhang A.6) auf.
Bevor die SuS der drei Gruppen wieder zusammentreffen und sich über das Gelernte aus-
tauschen, erfolgt nun zunächst der Posttest zum Systemdenken (siehe folgender Abschnitt 3.2).
Im Anschluss an den Posttest wird die Lerneinheit mit einer gemeinsamen Abschlussbe-
sprechung mit gegenseitiger Ergebnispräsentation der SuS für ihre Mitschüler/innen aus den
anderen Treatmentgruppen und einer (kritischen) Reflexion der gewonnenen Erkenntnisse
und deren praktischer Bedeutung beschlossen. Die erarbeiteten Empfehlungen zu den (real
existierenden) Ackerflächen gehen den kooperierenden Landwirten zu.
Theoretischer Anspruch im Rahmen der Erstellung der Treatments ist es, die durch das zu
Grunde liegende Freiburger Systemkompetenzstrukturmodell adressierten Dimensionen
von Systemkompetenz abzubilden, um eine entsprechend differenzierte Kompetenzförderung
zu ermöglichen. Hierbei zielt die oben skizzierte Einleitung zur Intervention sowie Aufgabe 1
auf konzeptuelles systemisches Wissen (Dimension A) sowie Systemmodellierungsfähigkeit
ab. Während Aufgabe 2 und 4 schwerpunktmäßig Systemmodellierungsfähigkeit (Dimen-
sion B) adressieren, zielen Aufgabe 3, 5 und 7 auf die Nutzung von Systemmodellen beim
Lösen komplexer dynamischer Probleme (systemische Problemlösefähigkeit, Dimensi-
on C) ab. Aufgabe 6 adressiert die Bewertung von Systemmodellen und Ergebnissen der
Modellanwendung (Dimension D).
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3.1.2 Treatments der Hauptstudie
Die Arbeitsblätter zu den in derHauptstudie eingesetzten Treatments finden sich im Anhang
(Anhänge B.3 bis B.5). Als Neuerung gegenüber der Vorbereitungsstudie wird den Treat-
ments der Hauptstudie (jeweilige Zeitdauer insgesamt: 3,5 h) eine theoretische Einführung
zum Thema „Systemisches Denken/Systemkompetenz“ vorangestellt, um das übergeordnete
Lernziel für die SuS von Anfang an deutlich zu machen (und den folgenden individuellen
Erarbeitungen daher verstärkte Bedeutung zuzuweisen) und um deklaratives/konzeptuelles
systemisches Wissen zu vermitteln, entsprechend der Dimension eins des Freiburger Mo-
dells, welche zuvor nach Einschätzung einiger zu Rate gezogener Experten bislang noch
nicht ausreichend abgebildet war. Zudem fehlte der Intervention ein ausreichend intensives
„Methodentraining“, dieses wurde entsprechend ausgebaut.
Daher beginnt die Intervention nun (nach Begrüßung und Skizzierung des Tagesablaufes)
mit der Vorführung eines Youtube-Lernvideos „Wie erklärt man heutzutage eigentlich die
Welt?“ (Rosenkränzer 2014, gezeigter Auszug: Minute 0:00 bis Minute 3:01). Inhaltlich zeigt
das Lernvideo Zusammenhänge und Rückkopplungen am Beispiel der Kabeljau-Überfischung
auf und liefert zusätzliche Informationen zur didaktischen Bedeutung von Systemdenken und
warum dieses im Sinne einer nachhaltigen Entwicklung bereits in der schulischen Bildung
eingeführt werden sollte. Im Anschluss an die Videovorführung und -besprechung wird
die systemische Darstellungsweise „Wirkdiagramm“ (vgl. Bossel 2004, Ausführungen in
Abschnitt 2.2.1) eingeführt, mit Hilfe derer Elemente in ihrer Relation zueinander verknüpft
dargestellt werden können. Zur Übung erstellen die SuS am inhaltlichen Beispiel des Lernvi-
deos zur Kabeljauüberfischung eigene Wirkdiagramme, in welchen sie die Systemgrößen
(Elemente) und ihre wechselseitigen Wirkungsbeziehungen (Relationen) sowie deren Aus-
prägung (gleichsinniger bzw. gegensinniger Zusammenhang) an der Tafel darstellen. Die so
erlernte Methodik wird nochmals aufgegriffen und imMethodentraining des Arbeitsblattes,
Aufgabe 1a-d, an vier weiteren Beispielen (Themenfelder: Räuber-Beute-Beziehung, Koh-
lenstoffkreislauf, Eis-Albedo-Rückkopplung) vertiefend trainiert. Hierbei handelt es sich um
die ehemaligen Items 1 und 2a-c des Pilotierungs-Testes, die für das finale Testinstrument
nicht beibehalten werden konnten, jedoch hier als Übung der systemischen Darstellungsweise
in die Treatments der Hauptstudie integriert werden.
Als nächster Bestandteil der Intervention erfolgt die Präsentation eines Impulsbil-
des (Foto von einer brachliegenden, frisch gepflügten Ackerfläche in Hanglage und des
Geländebefund-Ergebnisposters einer Pürckhauer-Kartierung dieser Fläche (s. Pilotierungs-
studie, Anhang A.6). Nun erstellen die SuS im Rahmen der Treatments (und nicht mehr im
Rahmen des Testinstrumentes wie bei der Pilotierungsstudie) einWirkdiagramm zu den
Einflussfaktoren auf Bodenerosion entsprechend ihres derzeitigen Wissensstandes (Auf-
gabe 2a). Zwar sind Concept-Maps oder auch Wirkungsdiagramme als Diagnoseinstrumente
für systemisches Wissen geeignet (vgl. z. B. Novak & Gowin 1984), gleichermaßen sind sie
aber auch als Repräsentationsform von Wissensbeständen bzw. Lehr- und Lernstrategie (vgl.
Haugwitz & Sandmann 2009) von Bedeutung. Damit die SuS während der Arbeitsphase in
den drei Interventionen stärker auf die systemischen Zusammenhänge fokussieren, wurde
das frühere Item 3 des Pilotierungsstudien-Testinstrumentes, nämlich die Erstellung eines
entsprechenden Wirkdiagramms, nun als zentrales Element in die Interventionen übernom-
men und im überarbeiteten Testinstrument durch andere Items ersetzt (vgl. Ausführungen
in Abschnitt 3.2.2 und Abschnitt 3.2.3). Die SuS sind aufgefordert, das initiale Wirkdia-
gramm zu den Einflussfaktoren auf Bodenerosion und deren Wechselbeziehungen im Laufe
der folgenden Arbeiten mit den verschiedenen analogen bzw. digitalen Erosionsmodellen
kontinuierlich weiter zu entwickeln und gemäß neu erworbener Erkenntnisse entsprechend
zu ergänzen bzw. zu verändern.
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An dieser Stelle der Arbeitsphase erfolgt nun die Aufteilung der Klasse per Losverfahren
in die drei Treatmentgruppen, die nun räumlich getrennt voneinander in zwei Laborbereichen
und in einem PC-Raum arbeiten. Innerhalb der drei Interventionsgruppen arbeiten die SuS
in Zweier- bis Vierergruppen (zumeist Dreiergruppen) zusammen. Sie arbeiten und experi-
mentieren auf Grundlage der schriftlichen Aufträge in den Arbeitsblättern (s. Anhänge B.3
bis B.5) und es erfolgen keine weiteren mündlichen Instruktionen oder Zusatzerläuterungen
der Kursleitung innerhalb dieser Phase.
Aufgaben 2b-d sowie 3a-b wurden wie bei der Endversion der Intervention der Vor-
bereitungsstudie beibehalten, da sie sich als geeignet erwiesen hatten, die SuS durch die
individuelle Arbeitsphase mit den verschiedenen Modelltypen zu leiten. Diese fünf Aufgaben
entsprechen den Aufgaben 1, 2, 4 und 5 der Intervention der Vorbereitungsstudie (ehem. 1
jetzt 2b, ehem. 2 jetzt 2c und d, ehem. 4 jetzt 3a und ehem. 5 jetzt 3b), und daher gelten die
Angaben und Ausführungen des vorigen Kapitels dazu analog. Die ehemaligen Aufgaben 3
und 7 wurden „zusammengefasst“ und als neue Aufgabe 3c hinter die Hypothesenprüfung
mit Hilfe der Modelle gestellt, da diese Modelle nun im logisch folgenden nächsten Schritt
zur Ableitung von Erosionsschutzempfehlungen eingesetzt werden sollen (nicht mehr vorab
zur theoretischen Planung dieser Schritte). Aufgabe 6 der Vorbereitungsstudie wurde in die
beiden neuen Aufgaben 4a und b „unterteilt“, um hier bei der Modellreflexion zusätzlich zu
den Möglichkeiten und Grenzen der eingesetzten Modelle (4a) auf deren Vorhersageunsicher-
heit (4b) einzugehen. Wie auch bei der Vorbereitungsstudie erfolgt nun zunächst der Posttest
zum Systemdenken, bevor die Lerneinheit mit einer gemeinsamen Abschlussbesprechung
(Ergebnispräsentation der SuS, Reflexion der gewonnenen Erkenntnisse) abschließt.
Für die vorgenommenen Überarbeitungen und Veränderungen der Treatments (und Test-
instrumente) waren neben Eigen- und Fremdbeobachtungen bei den vorausgegangenen
Durchführungen der Interventionen v. a. auch intensive Diskussionen mit drei Experten der
Geographiedidaktik, einem Experten der Bodenkunde sowie innerhalb der HGD-Nachwuchs-
forschergruppe „Systemkompetenz“ ausschlaggebend.
Die Elemente der überarbeiteten und optimierten Treatments der Hauptstudie sollen nun
ebenfalls den Dimensionen von Systemkompetenz bezogen auf das Freiburger Kompetenz-
strukturmodell zugeordnet werden. Die überarbeitete Einleitung zur Intervention (Elemente
Lernvideo sowie Wirkdiagramm-Einführung) zielt auf konzeptuelles systemisches Wissen
(Dimension eins) ab, während die Präsentation des Impulsbildes/Geländeposters sowie die
Aufgaben 1a-d, 2a-d und 3a schwerpunktmäßig Systemmodellierungsfähigkeit (Dimension
zwei) adressieren. Die beiden Aufgaben 3b und 3c zielen auf die Nutzung von Systemmo-
dellen beim Lösen komplexer dynamischer Probleme (systemische Problemlösefähigkeit,
Dimension drei) ab, während die letzten beiden Aufgaben 4a und 4b die Bewertung von
Systemmodellen und Ergebnissen der Modellanwendung (Dimension vier) adressieren.
Da die drei Treatments alle vier theoretisch zu Grunde gelegten Dimensionen von Sys-
temkompetenz abbilden, wird ihre generelle Eignung zur umfassenden Förderung von
Systemkompetenz im Sinne der Theorie, nämlich konzeptuelles systemisches Wissen, Sys-
temmodellierungsfähigkeit, systemische Problemlösefähigkeit sowie Systemmodellreflexion
zu trainieren, postuliert.
3.2 Konstruktion und erste Pilotierung des Testinstruments
Es soll ein Test entwickelt werden, der messen kann, ob sich Systemkompetenz von SuS
(Zielgruppe: gymnasiale Klassenstufen 10 bis 12), die die zuvor beschriebenen auf ver-
netzendes Denken ausgerichteten Interventionen durchlaufen, verändert. Dabei soll zur
Bearbeitung der Forschungsfragen dieser Studie mithilfe der Prä- und Posttestergebnisse
insbesondere eine Aussage darüber getroffen werden können, welcher methodische Zugang
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(Modell, Computersimulation, Kombination) Systemkompetenz am effektivsten fördert. Dem
Test, der als schriftliche Befragung im Paper-Pencil-Format geplant ist, liegt die Klassische
Testtheorie (KTT) (vgl. Exkurs zur Messtheorie in Abschnitt 3.3.3) zugrunde.
Die Items des hier zu entwickelnden Tests sollen vor dem theoretischen Hintergrund
des dargelegten Forschungsstandes zum Systemdenken und insbesondere basierend auf
dem Freiburger Systemkompetenzstrukturmodell (Abschnitt 2.1) erstellt und auf den
Themenkontext Bodenerosion (Abschnitt 2.3) zugeschnitten werden, da davon ausgegangen
wird, dass – zumindest im Rahmen von Kurzzeitinterventionen wie in der vorliegenden Studie
– Systemkompetenz zunächst inhalts- und kontextbasiert gefördert werden kann. Die mögliche
Langzeitförderung von Systemkompetenz durch kontinuierlichen systemisch ausgerichteten
Unterricht wird im Rahmen dieser Interventionsstudie und mit dem entwickelten Test nicht
untersucht.
Im Rahmen der Vorstudie II (vgl. Abb. 1.1) werden zunächst, um das Vorwissen zum
Themenkontext des Mensch-Umwelt-Systems Bodenerosion zu erfassen sowie das ungefähre
Spektrum und Niveau der Schülerantworten (gymnasiale Oberstufe) zu antizipieren, 15
Erstsemesterstudierende (deren Kenntnisse Ähnlichkeit mit den Kenntnissen von SuS der
gymnasialen Oberstufe aufweisen) mit einem Fragebogen konfrontiert, der ausschließlich
offene (freie) Antwortformate enthält. Vor dem inhaltlichenHintergrund der drei Treatments
(Stand Pilotierungsstudie) sowie der Antworten der Studierenden aus Vorstudie II wird
dann ein erster Testentwurf entwickelt, wobei die Itemkonstruktion auf den in dargestellten
theoretischen Überlegungen zum Konstrukt Systemkompetenz basiert. Der Testentwurf
weist nun offene und gebundene Antwortformate. Die gebundenen Antwortformate, z. B.
Zuordnungsaufgaben, sollen die Testzeit verkürzen und eine objektive Auswertung erleichtern.
Der Testentwurf wird u. a. zur Prüfung von Verständlichkeit und Praxistauglichkeit zunächst
mit 30 weiteren Erstsemesterstudierenden erprobt, die nach der Beantwortung jedes Items die
zur Bearbeitung benötigte Zeit sowie aufgetretene Schwierigkeiten vermerken (Vorstudie III,
vgl. Abb. 1.1). Hierbei sind die Probanden aufgefordert, zu markieren und in entsprechenden
Kommentarfeldern auf jeder Testseite schriftlich festzuhalten, wenn sie eine Formulierung
für schwierig verständlich oder unklar halten. So können bereits Antworttendenzen, die
ungefähre Testdauer und die Eignung bzw. Nichteignung bestimmter Antwortformate sondiert
werden. Darüber hinaus wird bei insgesamt drei zufällig aus dem Kreis dieser 30 Personen
ausgewählten Erstsemesterstudierenden mit der Technik des Lauten Denkens („Think-aloud“)
untersucht, ob die Probanden die Fragen im Sinne der Item-Autorin verstehen und ob die
Antwortformate bzw.-möglichkeiten Schwierigkeiten bereiten. Alle Auffälligkeiten werden
während der Überarbeitungsphase berücksichtigt und für weitere Optimierungen genutzt.
In der Pilotierungsstudie (vgl. Abb. 1.1) wird das hieraus resultierende „Testinstrument
der Pilotierungsstudie“ (vgl. Anhänge A.1 bis A.2, Testteil „Wie analysierst Du Mensch-
Umwelt-Systeme?“) schließlich mit 78 SuS der Klassenstufe 10 (vier Parallelklassen, Gym-
nasium) eingesetzt. Anhand dieses Datensatzes erfolgt schließlich die erste Pilotierung des
Testinstruments. Hierauf bezogen werden im Folgenden zunächst lediglich Hintergründe
der Itemkonstruktion, die kritische Reflexion des Testentwurfs vor dem Hintergrund von
zentralen Erkenntnissen der Pilotierungsstudie sowie die resultierende Modifikation zum
„finalen Testinstrument der Hauptstudie“ erläutert.
Ausführliche Erläuterungen zurMesstheorie sowie den Haupt- und Nebengütekrite-
rien des Tests werden in Abschnitt 3.3 anhand des finalen Testinstruments der Hauptstudie
gegeben, um Wiederholungen zu vermeiden. Die Ausführungen dort gelten analog für die
Konstruktion und Beurteilung des Messinstruments der Pilotierungsstudie.
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3.2.1 Itemkonstruktion
Mit Blick auf Erfassung der Systemkompetenzausprägung als Testziel, müssen inhaltsvalide
Items zur Messung des Konstrukts gefunden werden, die möglichst ausschließlich dieses
erfassen. Dabei handelt es sich um sog. „reflektive Indikatoren“, die miteinander korrelieren,
da die latente Variable Systemkompetenz die Itemzusammenhänge erklärt. Es sollen Items
aus dem in den Treatments explizit adressierten Themenbereich „Bodenerosion“ entwickelt
werden und Items, die hiervon ausgehend in den Transferbereich überleiten. Die Items
sollen untereinander jedoch keine logischen Abhängigkeiten aufweisen. Der Test soll für
die Zielgruppe (gymnasiale Oberstufe) im Rahmen einer Schulstunde, also in maximal 45
Minuten, vollständig bearbeitbar sein.
Bräutigam (2014, S. 157 ff.) zeigt im Anhang ihrer Studie Beispielitems eines Systemkom-
petenztests, der für SuS der Klassenstufe 6 zum Thema „Ökosystem Wald“ entwickelt wurde,
ebenfalls basierend auf dem Freiburger Kompetenzstrukturmodell. Bei der Itemkonstruktion
der hier beschriebenen Studie werden die von Bräutigam (ebd., S. 147 f.) im Fazit ihrer Studie
notierten Anmerkungen hinsichtlich der Passung bei höheren Klassenstufen berücksichtigt.
Als Konstruktionsstrategie wird die „rationale Testkonstruktion“, auch deduktive Me-
thode (nach Bühner 2011, S. 93), angewendet, da bereits eine gut ausgearbeitete Theorie und
eine spezifische Definition für das zu untersuchende Konstrukt „geographische Systemkom-
petenz“ vorliegen. Die Erstellung des Testentwurfs erfolgt im Rahmen der sog. „Top-Down-
Technik“: die Indikatoren (Items) werden mittels einer Sammlung von Definitionsmerkmalen
aus der einschlägigen Literatur zusammengestellt, insbesondere basierend auf dem Freiburger
Systemkompetenzstrukturmodell (Rieß u. a. 2015).
Im zweiten Schritt der Testkonstruktion werden, angelehnt an den erfahrungsgeleitet-
intuitiven Ansatz (Bühner 2011, S. 99), die somit theoriebasiert abgeleiteten Items zwei
Experten vorgelegt, welche deren Eignung zur Messung des Konstrukts beurteilen. Die Items
werden, basierend auf den Expertenurteilen, ausgewählt, verworfen oder modifiziert. Hier sind
auch die gewählten Itemformate benannt, ausführliche Erläuterungen zu den Charakteristika
und jeweiligen Vor- und Nachteilen der einzelnen Formate sind in Bühner (ebd., S. 108 ff.)
zusammengestellt, dessen Kategorisierungsvorschlag der Itemformate in dieser Studie auch
Anwendung findet.
Im Folgenden wird begründet, inwiefern die entwickelten Items (vgl. Anhänge A.1
bis A.2) eine der theoretisch zu Grunde gelegten vier Dimensionen (bzw. diesen Dimensionen
zugeordnete Teilfähigkeiten) von Systemkompetenz erfassen (Freiburger Systemkompetenz-
strukturmodell nach Rieß u. a. 2015, vgl. Abschnitt 2.1.3):
Die Items 1, 2a, 2b, 2c beziehen sich auf die Dimension eins (A) „Deklaratives/konzep-
tuelles systemisches Wissen“ und hierbei v. a. auf die Teilfähigkeit 1 „Systemtheoretisches
Grundwissen“, hier verstanden im Sinne der Fähigkeit, sowohl inhaltsbezogene als auch abs-
trakte systemische Darstellungsweisen deuten bzw. Sachverhalte selbst systemisch darstellen
zu können.
⊳ Item 1 dient der Erfassung der Kompetenz, einen Wirkungszusammenhang zwischen
zwei Elementen bzw. einer Wirkungskette zwischen vier Elementen in Worte zu fassen.
Als Itemformat ist ein Lückentext gewählt (= offenes Itemformat, teilstrukturierte
Ergänzungsaufgabe).
⊳ Item 2a dient der Erfassung der Kompetenz, verschiedene mögliche Rückkopplungs-
kreise korrekt zu identifizieren. Als Itemformat ist eine Zuordnung der bildlichen
Darstellung (Rückkopplungsdiagramm) zu einem beschreibenden Text gewählt (=
gebundenes Itemformat, Zuordnungsaufgabe).
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⊳ Item 2b dient der Erfassung der Kompetenz, ein Rückkopplungsdiagramm (mit zwei
Elementen) aus einem Text zu erstellen. Als Itemformat ist ein „Lückenbild“ gewählt,
ein leeres Rückkopplungsdiagramm, in welchem die Elemente und Relationen einge-
tragen werden sollen (= offenes Itemformat, freie Ergänzungsaufgabe).
⊳ Item 2c dient der Erfassung der Kompetenz, ein komplexes Rückkopplungsdiagramm
(mit drei Elementen) aus einer kombinierten Bild-Text-Quelle zu erstellen. Als Itemfor-
mat ist wiederum ein „Lückenbild“ gewählt, ein Rückkopplungsdiagramm, in welchem
die drei Elemente schon eingetragen sind und die korrekten Relationen noch zugeordnet
werden sollen (= gebundenes Itemformat, Zuordnungsaufgabe).
⊳ Item 3 bezieht sich auf die Dimension zwei (B) „Systemmodellierungsfähigkeit“ und
hierbei vor allem auf die Teilfähigkeit 1 „Systemelemente und Wechselwirkungen
identifizieren können“ sowie die Teilfähigkeit 3 „Qualitative Systemmodelle […]
konstruieren können“. Das Item dient der Erfassung der Kompetenz, selbst ein Wir-
kungsdiagramm (Elemente, Relationen, Art des Zusammenhangs) erstellen (Prätest)
bzw. überarbeiten (Posttest) zu können. Hierbei wird das Wirkungsdiagramm um zwei
bereits vorhandene Elemente (mit beschrifteten Relationen) konstruiert, die den SuS
als Ausgangspunkt und Anschauungsbeispiel dienen (= offenes Itemformat, freie Er-
gänzungsaufgabe), nachdem das Thema des Wirkungsdiagramms (Bodenerosion) im
Rahmen der Intervention von den SuS mit verschiedenen Systemmodellen erarbeitet
wurde.
Die Items 4 sowie 5a, 5b beziehen sich auf Dimension drei (C) „Systemische Problem-
lösefähigkeit“ und hierbei insbesondere auf Teilfähigkeiten 3 bzw. 4 „mit Hilfe qualitativer
bzw. quantitativer Systemmodelle Erklärungen geben, Prognosen treffen und Technologien
entwerfen können“.
⊳ Das Item 4 dient der Erfassung der Kompetenz, selbst geeignete Schutz- oder Anpas-
sungsstrategien (Bodenerosion) abzuleiten. In den verschiedenen Interventionsgruppen
kamen in der Erarbeitungsphase zuvor verschiedene Systemmodelle zum Einsatz. Das
Itemformat ist ein offenes Fill-In-Format (= offenes Itemformat, freie Ergänzungsauf-
gabe). Anhand eines Beispiels (Erosionsschutzmaßnahme/Vorteil/Nachteil) sollen die
SuS weitere Maßnahmen nennen und bewerten (im Sinne der Teilfähigkeit „Technolo-
gien entwerfen“).
⊳ Item 5a dient der Erfassung der Kompetenz der „vernetzten Interpretation“ von Sachver-
halten, die in Beziehung zu einander stehen (hier am Beispiel einer Erosionsprognose
bei unterschiedlichen Bodenbedeckungsgraden sowie unterschiedlichen Verteilungs-
mustern von Niederschlägen). Hier wird auf die Teilfähigkeit „Prognosen treffen“
abgezielt. Das Itemformat ist offen (freier Kurzaufsatz).
⊳ Item 5b ist eine Einfach-Wahlaufgabe (= gebundenes Itemformat, Single-Choice),
das Fachwissen der SuS bezüglich regionaler Klimawandelszenarien erfasst. Genauer
gesagt dient es der Erfassung der Kompetenz, mit Hilfe von Systemmodellen (hier
am Beispiel der Anwendung von Klimamodellen im Kontext der Online-Plattform
„www.klimafolgenonline-bildung.de“) Erkenntnisse gewinnen und somit – i. S. d. Teil-
fähigkeit – „Erklärungen geben“ bzw. beurteilen zu können
Die Items 7a-d beziehen sich auf die Dimension vier (D) „Bewertung von Systemmo-
dellen und Ergebnissen der Modellanwendung“.
⊳ Items 7a/b beziehen sich hierbei v. a. auf die Teilfähigkeiten 1 und 2, „die Struktur- bzw.
Verhaltensgültigkeit von Systemmodellen bestimmen können“. Hierbei soll anhand von
Transfer-Modellen, die den in den Interventionsgruppen kennengelernten Modellen
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bedingt ähneln, im offenen Itemformat (freier Kurzaufsatz) beurteilt werden, inwiefern
das jeweilige Modell den Prozess abbilden kann (Verhaltensgültigkeit) und worin
Unterschiede zur Realität bestehen (Strukturgültigkeit).
⊳ Items 7c/d beziehen sich auf die Teilfähigkeiten 3 und 4, „die Anwendungsgültig-
keit bzw. Vorhersageunsicherheit von Systemmodellen bestimmen können“. Ebenfalls
im offenen Itemformat (freier Kurzaufsatz) beurteilen die SuS hierbei einen mögli-
chen Anwendungsbereich (Anwendungsgültigkeit) sowie die Prognose-Verlässlichkeit
(Vorhersageunsicherheit) in Bezug auf diese Anwendung.
Zusätzliche Erhebungen im Prätest
Zusätzlich zum konstruierten Systemkompetenztest (Testteil „Wie analysierst Du Men-
sch-Umwelt-Systeme“) werden im „Prätest“ (Anhang A.1) per Fragebogen Informationen
über Alter, Geschlecht, Schule, Klasse und die letzte Schulnote in den Fächern Geographie,
Mathe und Deutsch erfasst. Außerdem kommt die Lernstildiagnose (Selbsteinschätzung)
von Haller und Nowack (2003) zum Einsatz (Testteil „Wie lernst Du am besten?“). Diese
umfasst, basierend auf Kolb und Kolb (2005b) sowie Kolb (1976), 40 Items der situativen
Bevorzugung zu den vier Bereichen „Konkrete Erfahrung“, „Aktives Experimentieren“,
„Reflektierte Beobachtung“ und „Abstrakte Begriffsbildung“ (vgl. Abschnitt 2.2.3), welche
jeweils auf vierstufiger Likert-Skala (= gebundenes Itemformat, Ratingskala: ich stimme nicht
– kaum – ziemlich – voll zu) beantwortet werden. An den Items der Lernstildiagnose werden
lediglich minimale sprachliche Modifikationen zur optimalen Anpassung an die Zielgruppe
der dargestellten Studie vorgenommen. Die Reihenfolge der Items wird gegenüber dem
Vorschlag von Haller und Nowack (2003), die getrennte „Itemblocks“ zu den vier Bereichen
darbieten, hier „durchmischt“ angeboten, um ein sorgfältigeres Lesen der Items erforderlich
zu machen und einem „automatisierten“ Kreuzverhalten vorzubeugen.
Außerdem im Fragebogen enthalten (Testteil „Welche Vorkenntnisse und Interessen
hast Du?“) ist eine kurze Erhebung der Vorkenntnisse und Interessen bzgl. Computern,
Modellen und Wirkdiagrammen sowie den beiden Themengebieten Klimawandel und Bo-
denerosion (Selbsteinschätzung mittels 18 Items der jeweiligen Erfahrung, Interesse, Nutzen
bzw. Druck/Versagensangst, ebenfalls auf einer vierstufigen Likert-Skala). Letztgenannte
Items sind zum Teil am FAM-Fragebogen zur Erfassung aktueller (Eingangs-)Motivation
angelehnt (Rheinberg u. a. 2001), der die vier Komponenten „Erfolgswahrscheinlichkeit“,
„Herausforderung“, „Misserfolgsbefürchtung“ und „Interesse“ erfasst. Im Fragebogenwird die
Erfolgswahrscheinlichkeit (i. S. v. Vorerfahrung), die Misserfolgsbefürchtung (i. S. v. Angst
Fehler zu machen), das persönliche Interesse sowie der erwartete Nutzen erhoben, und zwar
jeweils bezogen auf die Arbeit mit Computern, die Arbeit mit Modellen, die Erstellung von
Wirkdiagrammen, das Thema Bodenerosion und das Thema Klimawandel.
Zusätzliche Erhebungen im Posttest
Der Posttest (Anhang A.2), über einen individuellen Code dem Prätest eindeutig zuorden-
bar, enthält zusätzlich zum Systemkompetenztest (Testteil „Wie analysierst Du Mensch-
Umwelt-Systeme“) die Information, in welcher Interventionsgruppe der/die jeweilige Studi-
enteilnehmer/in gearbeitet hat. Die Motivation im Nachgang der Erarbeitungsphase wird mit
17 Items erfasst (Testteil: „Wie motiviert warst Du beim… ?“), die stark angelehnt an die
Kurzskala intrinsischer Motivation (KIM) nach Wilde u. a. (2009, vgl. Abschnitt 2.2.3) ent-
wickelt wurden. Den dort ausgewiesenen Faktoren „Interesse/Vergnügen“, „wahrgenommene
Kompetenz“, „wahrgenommene Wahlfreiheit“ sowie „Druck/Anspannung“ entsprechend,
bewerten die SuS ihre Motivation beim Einsatz des jeweiligen Modells ebenfalls auf der oben
beschriebenen vierstufigen Likert-Skala. Hierbei wurden die je drei Items der KIM-Kurzskala
zu den vier genannten Bereichen unverändert übernommen und einmal für das Themengebiet
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„Modellieren mit dem Bodenerosionsmodell/Simulieren mit der ABAG-Computersimulation“
und einmal für das Themengebiet „Erstellung und Überarbeitung des Wirkdiagramms zur
Bodenerosion im Klimawandel“ jeweils vollständig (nur in unterschiedlicher Reihenfolge)
erhoben. Zusätzlich wurde für die beiden genannten Themengebiete abgefragt, ob die SuS
mehr Zeit benötigt hätten und ob sie die Erarbeitungsmethode für das Verständnis des The-
mas hilfreich fanden. Speziell auf Wirkdiagramme bezogen wurden eventuell auftretende
Schwierigkeiten beim Finden von Elementen bzw. Relationen bzw. der Beschriftung der
Relationen abgefragt. Bezüglich der Arbeit mit dem Modell/der Simulation wurden eventuell
auftretende Schwierigkeiten bei der generellen Bedienung bzw. beim gezielten Einsatz zur
Lösung der Problemstellung bzw. beim Abgleich des Modells/der Simulation mit der Realität
erhoben, jeweils ebenfalls mittels Selbsteinschätzung anhand der beschriebenen vierstufigen
Likert-Skala.
Durch eine zweimalige Selbsteinschätzung der Motivation, nämlich der „Eingangsmo-
tivation“ (Prätest) sowie der erlebten Motivation während der Intervention (Posttest) sind
Aussagen zum Motivationsverlauf – und ggf. einer Beziehung dieses Verlaufs zur System-
kompetenzveränderung in den drei Interventionsgruppen – möglich.
3.2.2 Kritische Reflexion der Items im Rahmen der Pilotierungsstudie
Die Pilotierung des Leistungstests zur Systemkompetenz konnte mit vier Parallelklassen der
Klassenstufe 10 eines Gymnasiums in Baden-Württemberg mit insg. n = 78 SuS durchgeführt
werden. Für eine ausführliche Darstellung von Durchführung und Auswertung der Pilotie-
rungsstudie sowie eine umfassende Auflistung und Interpretation der statistischen Ergebnisse
der durchgeführten Item- und Hauptachsenanalyse (Prätest-Ergebnisse) sei auf die beiden
Publikationen von Brockmüller u. a. (2016a,b) verwiesen. Die durchgeführte Itemanalyse in
R (R Core Team 2018; Paket psych Revelle 2018) bringt folgende zentrale Erkenntnisse, die
bei der Optimierung des Testinstruments Berücksichtigung finden:
⊳ Die Itemschwierigkeit des Items 1 ist mit > 80 etwas zu niedrig.
⊳ Die Itemschwierigkeiten der Items 7a-d liegen allesamt unter 10 und sind somit zu
hoch.
⊳ Die Schwierigkeiten der Items 2a bis 5b liegen zwischen 20 und 80 und sind folglich
akzeptabel.
⊳ Die Trennschärfen der zwölf Items liegen zwischen 0,29 und 0,54 und sind somit
akzeptabel.
⊳ Eine explorative Hauptachsenanalyse legt nahe, dass zwei Faktoren (Hauptachsen)
bestehen.
⊳ Eine erneute Hauptachsenanalyse mit festgelegter Faktorenanzahl = 2 und orthogonaler
Faktorenrotation zeigt, dass die Items 4 bis 7d mit einer internen Konsistenz (Cron-
bachsα) von 0,73 auf Hauptachse 1 laden.
⊳ Die Items 1 bis 2c laden mit einer internen Konsistenz (Cronbachsα) von 0,69 auf
Hauptachse 2.
⊳ Inhaltlich lässt sich Hauptachse 1 mit Items verbinden, die spezielles, inhaltsgebunde-
nes Systemdenken abbilden, während die Items der Hauptachse 2 eher allgemeines
systemtheoretisches Grundwissen erfassen (vgl. Brockmüller u. a. 2016a,b).
Die über die vier Dimensionen hinweg betrachtet nicht gleichmäßige Verteilung von
„inhaltsnahen“ Items, die spezielles, inhaltsgebundenes Systemdenken abbilden, und „in-
haltsferneren“ Items, die auf allgemeines systemtheoretisches Grundwissen abbilden, kann
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Ursache dafür sein, dass die vier Dimensionen von Systemkompetenz sich nicht – wie theo-
retisch angenommen – als Faktoren abbilden lassen, da diese Struktur möglicherweise von
der inhaltlichen Nähe der Items zum Thema Bodenerosion überlagert wird. Dies soll bei der
Testüberarbeitung berücksichtigt und Augenmerk auf ein Angebot inhaltsnaher sowie mehr
auf Transfer ausgelegter Items nicht nur im Gesamttest, sondern in jeder einzelnen der vier
Kompetenz-Dimensionen gelegt werden.
Für die ebenfalls über die vier Dimensionen hinweg nicht gleichmäßig verteilten Item-
schwierigkeiten, sondern die im Gegenteil eher kontinuierliche Schwierigkeitszunahme
im Testverlauf, kann möglicherweise verantwortlich sein, dass verschiedene Itemformate
(Multiple-Choice-Items, offene Antwortformate, Lückentexte, Abbildungsbeschriftungen,
Zuordungsaufgaben, Erstellung von Wirkdiagrammen) nicht gleichmäßig über die vier Di-
mensionen verteilt sind: so sind in Dimension eins (A) vorwiegend geschlossene Itemformate,
in Dimension zwei (B) die Erstellung eines Wirkdiagramms sowie in den Dimensionen drei
(C) und vier (D) vorwiegend offene Antwortformate platziert. Eine möglichst gleichmäßige
Durchmischung der verschiedenen Itemformate pro Dimension wird für die Überarbeitung
vorgemerkt.
Zusätzlich zu den statistischen Itemanalysen und den daraus abgeleiteten Schlussfolge-
rungen finden weitere Expertengespräche zum Test statt, unter anderem mit den beiden
betreuenden Professoren sowie im Rahmen von Konferenzgesprächen (HGD- sowie ESERA-
Jahrestagung). Hier ergeben sich folgende weitere Hinweise, die bei der Modifikation des
Testinstruments Berücksichtigung finden:
Die Anforderung, dass Testitems keine logischen Abhängigkeiten aufweisen sollen,
ist in drei Fällen nicht sicher gewährleistet: Items 5a/5b, 7a/7b bzw. 7c/7d sollen bei der
Überarbeitung noch einmal diesbezüglich geprüft werden. Die Gefährdung der lokalen
stochastischen Unabhängigkeit kann insbesondere ein Problem darstellen, wenn diese später
Modellvoraussetzungen verletzt – z. B. beim Rasch-Modell der Probabilistische Testtheorie
(Item Response Theory, IRT).
In Bezug auf Inhaltsvalidität sowie Praxistauglichkeit der Items bestehen folgende
Bedenken: Die bisherigen Items der Dimension eins (A) treffen nicht exakt den Kern des im
Freiburger Kompetenzstrukturmodell adressierten Kompetenzbereichs, welcher eher Meta-
Wissen über Systeme meint, z. B. deren Eigenschaften, Verhalten, Hierarchien, aber auch
die Kenntnis systemischen „Fachvokabulars“ oder die Kenntnis von Beispielen einfacher
oder komplexer Systeme (vgl. Teilfähigkeiten 1–4) und im Rahmen der Überarbeitung (ggf.
Neuentwicklung) verbessert abgebildet werden soll.
Dimension zwei (B) ist nur durch ein – wenngleich umfassendes – Item 3 erfasst (Erstel-
lung eines Wirkungsdiagramms der Einflussfaktoren auf Bodenerosion). Pro zu erfassende
Dimension sollen mindestens drei bis vier Items vorliegen, was für die Testüberarbeitung
berücksichtigt wird. Zusätzlicher Kritikpunkt an Item 3, abgeleitet aus den Beobachtungen
im Rahmen der Pilotierungsstudie, ist, dass es viel Testzeit beansprucht und auch bei der
Auswertung mittels umfangreichen Kodierschlüssels aufwändig ist. Bei der Überarbeitung
soll versucht werden, mindestens drei Items zu den unterschiedlichen Teilfähigkeiten 1–4 der
Dimension zwei neu zu entwickeln.
Die Items der Dimensionen drei und vier (C und D) erfüllen die statistischen Anforde-
rungen. Das Item 5b der Dimension drei hat einen etwas zu starken Fokus auf Fachwissen,
systemische Zusammenhänge im Sinne der Problemlösefähigkeit sollen bei der Überarbei-
tung stärkere Beachtung finden. Die Items der Dimension vier haben durch den Transfer ein
höheres Anforderungsniveau. Hier wird die Entwicklung von zusätzlichen „inhaltsnahen“
Items als erstrebenswert eingestuft.
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Für die Hauptstudie soll der Test folglich bezüglich der durch die Pilotierung erkannten
Item-Auffälligkeiten überarbeitet und ergänzt werden: Neben der weiteren konsequenten
Ausrichtung der Items entlang der vier Systemkompetenzdimensionen des Freiburger Modells
stellen sowohl eine gleichmäßigere Verteilung von inhaltsbezogenen Items und Transfer-
Aufgaben über die vier Dimensionen als auch eine gleichmäßigere Durchmischung von
Itemformaten in den vier Dimensionen stellen wichtige Anforderungen an die Testüberar-
beitung dar.
3.2.3 Modifikation zum finalen Testinstrument der Hauptstudie
Die zu überarbeitenden und neu zu entwickelnden Testitems werden mittels deduktiver Me-
thode systematisch auf Grundlage einer Zuordnung zu den Kompetenzdimensionen des zu
Grunde liegenden Freiburger Systemkompetenzstrukturmodells konzipiert. Das resultierende
finale Testinstrument der Hauptstudie ist im Anhang einsehbar (Anhänge B.1 bis B.2, Testteil
„Wie analysierst Du Mensch-Umwelt-Systeme?“) .
Items A1 bis A4 zur Abbildung der Dimension eins (A) werden aus oben dargelegten
Gründen neu entwickelt. Item A1 zielt hierbei auf Teilfähigkeit 2, Aspekt 2 „Kenntnis von
exemplarischen einfachen und komplexen Systemen“ ab. Es handelt sich um eine Zuord-
nungsaufgabe von System-Beispielen im Multiple-Select-Format (= gebundenes Itemformat,
Richtig-Falsch-Aufgabe). Item A2 bezieht sich auf Teilfähigkeit 4 „Kenntnis von Eigenschaf-
ten komplexer Systeme“. Ebenfalls im Multiple-Select-Format (= gebundenes Itemformat,
Richtig-Falsch-Aufgabe) werden System-Eigenschaften als zutreffend oder nichtzutreffend
ausgewählt. Item A3 bezieht sich auf Teilfähigkeit 1 „Systemtheoretisches Grundwissen“,
indem Systembegriffe wie z. B. Systemelement oder Systemgrenze zugeordnet werden (= ge-
bundenes Itemformat, Zuordnungsaufgabe). Item A4 im offenen Antwortformat (= offenes
Itemformat, freier Kurzaufsatz) bezieht sich auf Teilfähigkeit 2, Aspekt 1 „Kenntnis von Wirk-
lichkeitsbereichen, die als System verstanden werden können“, indem die SuS begründen,
inwiefern Bodenerosion als System verstanden werden kann.
Items B1 bis B4 der Dimension zwei (B) werden ebenfalls aus oben dargelegten Grün-
den neu entwickelt. Item B1 zielt sowohl auf die Teilfähigkeit 1, Aspekt 1 „Systemelemente
und Wechselwirkungen identifizieren können“ als auch die Teilfähigkeit 2 „Systemisch mo-
dellierbare Wirklichkeitsbereiche mit Hilfe von Texten und Wortmodellen verstehen bzw.
abbilden können“ ab. Die SuS überführen einen Text in eine vorstrukturierte Wirkungskette,
indem sie Elemente und Relations-Beschriftungen (Thema. Bodenfeuchte) in dafür bereit-
gestellte Felder eintragen (Fill-In; offenes Itemformat, Ergänzungsaufgabe). Item B2 zielt
auf Teilfähigkeit 3, Aspekt 2 „Qualitative Systemmodelle interpretieren können“ ab. Per
Multiple-Select-Item (= gebundenes Itemformat, Richtig-Falsch-Aufgabe) wählen die SuS
aus, ob Interpretationsvorschläge zum dargestellten Teilausschnitt des Systems „Bodenero-
sion im Klimawandel“ korrekt oder falsch sind. Item B3 zielt auf Teilfähigkeit 3, Aspekt
1 „Qualitative Systemmodelle lesen können“ ab. Die SuS wählen aus vier Rückkopplungs-
diagrammen aus, welches den textlich dargestellten Sachverhalt zum Thema Bodenerosion
korrekt abbildet (gebundenes Itemformat, Single-Choice). Item B4 zielt auf Teilfähigkeit
3, Aspekt 3 „Qualitative Systemmodelle konstruieren können“ ab. Aus einer Abbildung
zum Bodenabtrag und den Degradationsstadien des mediterranen Waldes tragen die SuS die
abgeleitete Beschriftung der Relationen in ein vorgegebenes Rückkopplungsdiagramm ein
(Fill-In; gebundenes Itemformat, Zuordnungssaufgabe).
Die Items C1 und C4 der Dimension drei (C) werde neu konstruiert, während Items C2
und C3 aus dem Pilottest leicht modifiziert beibehalten werden können (ehem. Items 4 und
5a). Item C1 zielt auf die Teilfähigkeit 3, Aspekt 1/2 „Mit Hilfe qualitativer Systemmodelle
Erklärungen geben/Prognosen treffen können“. In offenem Itemformat (freier Kurzaufsatz)
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erläutern die SuS die langfristige Bedeutung der Rückkopplung zwischen Bodenerosion und
Vegetationsbedeckung im Mediterranraum. Item C2 zielt auf die gleichen Teilfähigkeiten ab,
ebenfalls im offenen Itemformat (freier Kurzaufsatz) erklären die SuS den Zusammenhang
zwischen Klimaveränderung und Bodenerosionsgefährdung bei unterschiedlichen Bodenbe-
deckungsgraden. Hierbei wird der in Dimension drei adressierte Aspekt eines komplexen
dynamischen Problems mit mehreren inhaltlichen und zeitlichen Abhängigkeiten besonders
in den Fokus gerückt. Item C3 zielt auf die Teilfähigkeit 3, Aspekt 3 „Mit Hilfe qualitativer
Systemmodelle Technologien entwerfen können“ ab. Das Itemformat ist ein Fill-In-Format
(= offenes Itemformat, freie Ergänzungsaufgabe). Anhand eines Beispiels (Erosionsschutz-
maßnahme/Vorteil/Nachteil) sollen die SuS weitere Maßnahmen nennen und bewerten. Item
C4 ist ein Multiple-Select-Item (= gebundenes Itemformat, Richtig-Falsch-Aufgabe), das
auf die Teilfähigkeit 2 „Einschätzen können, welcher Systemmodelltyp für die Bearbeitung
eines Problems adäquat ist“ abzielt. Am Beispiel zweier Systemmodelle (ein qualitatives,
ein quantitatives, beide zum Thema Schadstoffausbreitung im Grundwasser) entscheiden
die SuS für verschiedene Fragestellungen, welcher Modelltyp für die Beantwortung dieser
Fragestellungen jeweils geeignet bzw. ungeeignet ist.
Die Items der Dimension vier (D) werden neu entwickelt, da aus offenem Antwortfor-
mat und inhaltlichem Transfer hohe Itemschwierigkeiten resultieren (Bodeneffekte in der
Pilotierungsstudie) und zusätzliche Items nah am inhaltlichen Beispiel der Bodenerosion
entwickelt werden sollen. Item D1 ist ein Multiple-Select-Item (= gebundenes Itemformat,
Richtig-Falsch-Aufgabe), das auf die Teilfähigkeiten 1 bis 3 „Struktur-, Verhaltens- und
Anwendungsgültigkeit von Systemmodellen bestimmen können“ abzielt, da die SuS, bezogen
auf die im Item-Stamm der vorherigen Aufgabe bereits eingeführten Modelle, mehrere Aus-
sagen zur Struktur-, Verhaltens- oder Anwendungsgültigkeit jeweils für das qualitative oder
quantitative Modell als zutreffend bzw. nichtzutreffend bewerten müssen (Transfer-Thema
Schadstoffausbreitung im Grundwasser). Item D2 zielt auf dieselben drei Teilfähigkeiten 1–3
ab, jedoch im offenen Itemformat (freier Kurzaufsatz) und bezogen auf das Interventionsthe-
ma Bodenerosion. Die SuS bewerten das Anwendungs-Vorhaben einer Erosionsprognose
mit einem vorgegebenen Modell, das keine Strukturgültigkeit aufweist. Item D3 zielt auf
die Teilfähigkeit 4 „Die Vorhersageunsicherheit bestimmen können“ ab, indem die SuS in
offenem Itemformat (freier Kurzaufsatz) begründen, ob die modellbasierte Vorhersage von
Bodenerosionsmengen mit Unsicherheiten behaftet ist.
Somit liegen in jeder Dimension des Systemkompetenz-Leistungstests gebundene und
offene Itemformate vor. Inhaltlich liegt in jeder Dimension mindestens ein Item vor, das
sich auf Bodenerosion im engeren Sinne bezieht, und mindestens ein Item, das sich explizit
auf Thementransfer bezieht. Die weiteren Testteile „Wie lernst Du am besten?“, „Welche
Vorkenntnisse und Interessen hast Du?“ bzw. „Wie motiviert warst Du beim …?“ bleiben
gegenüber dem Test der Pilotierungsstudie unverändert auch im finalen Testinstrument der
Hauptstudie beibehalten und werden an dieser Stelle daher nicht erneut vorgestellt.
3.3 Bewertung des finalen Testinstruments
Das aus den Überarbeitungen im Anschluss an die Testpilotierung resultierende „finale Test-
instrument der Hauptstudie“ soll den psychometrischen Hauptgütekriterien gemäß objektiv,
valide und reliabel messen sowie zugleich nützlich (praktischer Bedarf für die Messung)
und ökonomisch (möglichst kurze Durchführungszeit) sein.
Wie bereits in Abschnitt 2.1 ausführlich dargestellt, liegt für das zu messende Merkmal
Systemkompetenz eine Theorie vor, aus welcher die Testitems abgeleitet sind. Im Folgenden
werden ergänzend hierzu die Durchführung des Tests und die zugrunde liegende Messtheorie
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skizziert sowie die ermittelten Testkennwerte bezüglich Haupt- und Nebengütekriterien
dargestellt und beurteilt, um Rückschlüsse auf die Testgüte ziehen zu können.
3.3.1 Objektivität
Unter Objektivität versteht man den Grad, in dem die Ergebnisse eines Tests unabhängig
vom Untersuchenden sind (Bühner 2011, S. 58 f.), d. h. die Durchführung, Auswertung
und Interpretation des Tests variieren idealerweise bei unterschiedlichen durchführenden
Personen (Testleitern) nicht, da sie standardisiert ablaufen.
Durchführungsobjektivität: Wie ist beim vorliegenden Systemkompetenztest sicher-
gestellt, dass die Durchführung nicht variiert? Zunächst beträgt die Testzeit genau 40 min.
Als mündliche Instruktion zu Testbeginn wird lediglich die Testzeit von 40 min mitgeteilt
und die teilnehmenden SuS werden darüber informiert, dass inhaltliche Rückfragen nicht
beantwortet werden können und dass der Test individuell (ohne Rücksprache mit der Peer-
group) zu bearbeiten ist. Weitere mündliche Instruktionen unterbleiben vollständig. Alle für
die Durchführung des Tests nötigen Instruktionen und Informationen sind im Test selbst
schriftlich festgehalten, sodass diese nicht variieren. Sollten dennoch inhaltliche Rückfragen
auftreten, beantwortet der Testleiter diese nicht, sondern verweist darauf, die schriftliche
Instruktion der jeweiligen Aufgabe noch einmal genau durchzulesen. Der Test wird nach
genau 40 min (es hat sich gezeigt, dass eine vollständige Bearbeitung in dieser Zeitspanne
für die ganz überwiegende Mehrheit der Teilnehmenden möglich ist) eingesammelt.
Auswertungsobjektivität: Auswertungsvorschriften sind nötig, damit unterschiedliche
Auswerter möglichst identische Punkt- oder Leistungswerte eines Probanden ermitteln (ebd.,
S. 59). Für den im Rahmen dieser Studie selbst konstruierten Testteil „Wie analysierst Du
Mensch-Umwelt-Systeme“ (= Leistungstest Systemkompetenz) wurde eine Testbewertungs-
matrix (siehe Anhang C.1) entwickelt.
Während für die gebundenen Antwortformate einfache Lösungsschablonen ausreichen,
sind für die offenen Antwortformate zahlreiche Ankerbeispiele der Bepunktung zusammen-
gestellt. Eine empirische Überprüfung der Auswertungsobjektivität, also ob diese Ankerbei-
spiele durch verschiedene Rater gleich verstanden werden, ist in diesem Fall sinnvoll. Für
die Ergebnisauswertung des finalen Testinstruments kann, wie in Abschnitt 5.2.3 anhand der
Hauptstudienstichprobe ermittelt, eine sehr gute Interrater-Übereinstimmung mit einem
Korrelationskoeffizienten (Pearson) von r = 0,964 erzielt werden.
Interpretationsobjektivität: Standardisierte Interpretationsmöglichkeiten sollen vorlie-
gen, damit jeder Auswertende zu einer möglichst gleichen Beurteilung darüber kommt, wie
der Probandenwert imVergleich zu einer Normgruppe einzuordnen ist (ebd., S. 60), sprich wie
das Ergebnis einzelner Testteilnehmer/innen im Verhältnis zum Normgruppen-Durchschnitt
eingeordnet werden kann. Für den Testzweck der vorliegenden Studie ist Interpretationsob-
jektivität von untergeordneter Relevanz, da nicht die Frage des Kompetenzniveaus einzelner
Teilnehmer/innen untersucht wird, sondern Gruppenunterschiede, die nach Bearbeitung
verschiedener methodischer Treatments möglicherweise auftreten. Dennoch ist eine normori-
entierte Interpretation von Einzelergebnissen anhand der in Kapitel 5 dargestelltenMittelwerte
und Standabweichungen der Testergebnisse der Hauptstudienstichprobe (n = 203 SuS der
gymnasialen Oberstufe) zumindest näherungsweise möglich, sofern eine neue teilnehmende
Person ebenfalls der Personengruppe der SuS der gymnasialen Klassenstufe 10–12 angehört.
Näherungswerte zur Einordnung von Testergebnissen weiterer möglicherweise interessie-
render Personengruppen (z. B. SuS der Mittelstufe, Auszubildende etc.) liegen nicht vor,
hierfür wären neue Normierungen erforderlich. Eine Normstichprobe sollte idealerweise aus
mindestens 300 Proband/innen bestehen (ebd., S. 72).
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3.3.2 Validität
Die Validität gibt an, ob der Test auch wirklich das misst, was er zu messen beansprucht,
hierbei werden Inhalts-, Kriteriums- und Konstruktvalidität unterschieden (ebd., S. 61 f.).
Die Testteile „Wie lernst Du am besten?“ und „Welche Vorkenntnisse und Interessen hast
Du?“ des Prätests sowie Testteile „Wie motiviert warst Du bei der Erstellung und Überar-
beitung Deines Wirkdiagramms zum Thema Bodenerosion im Klimawandel?“ und „Wie
motiviert warst Du bei der Arbeit mit dem Bodenerosionsmodell bzw. der Computersimulati-
on?“ des Posttests beziehen sich auf bereits validierte Fragebögen aus der Literatur, nämlich
das Lernstilinventar nach Kolb (1976), dt. Fassung von Haller und Nowack (2003), sowie die
intrinsischeMotivation (Kurzskala KIM nachWilde u. a. (2009)) bzw. die aktuelle Motivation
in Lernsituationen (Fragebogen zur Erfassung aktueller Motivation in Lern- und Leistungssi-
tuationen (FAM) nach Rheinberg u. a. (2001)). Die Validität der entlehnten Items wird im
Rahmen dieser Studie nicht erneut belegt, obwohl streng genommen bereits bei kleinen Ver-
änderungen eine Revalidierung erforderlich ist. Durch die vollständige Verwendung und die
lediglich vorgenommenen äußerst minimalen sprachlichen Anpassungen im Fragebogenteil
zu den Lernstilen wird davon ausgegangen, dass die Validität hierbei gewahrt bleibt. Gleiches
gilt für die Fragen zur intrinsischen Motivation aus den KIM-Fragebogen (im Posttest), die
vollständig entnommen und lediglich an das Interventionsthema angepasst wurden (diese
Anpassung ist für die Verwendung des Testinstruments von den Autoren grundsätzlich vor-
gesehen). Die Fragen zur Eingangsmotivation aus dem FAM-Fragebogen wurden hingegen
gekürzt bzw. nur auszugsweise entnommen und stärker verändert/angepasst, sodass hier die
Validität des FAM-Fragebogens nicht automatisch auf die vorliegende Studie übertragen wer-
den kann, was im Folgenden auch bei der Interpretation dieser Items berücksichtigt wird. Die
weiteren Ausführungen zur Testvalidierung beziehen sich daher ausschließlich auf den selbst
entwickelten Systemkompetenz-Testteil „Wie analysierst Du Mensch-Umwelt-Systeme?“.
Inhaltsvalidität: Wenn jedes einzelne Item das zu messende Merkmal hinreichend prä-
zise erfasst – und zwar präzise bezogen auf die Abbildung des Konstrukts durch das Item –
spricht man von Inhaltsvalidität (Bühner 2011, S. 62). Diese wird nicht numerisch anhand
von Kennwerten, sondern „aufgrund logischer und fachlicher Überlegungen“ (Michel &
Conrad 1982, S. 57) bestimmt. Ob eine Auswahl von Items für das zu messende Konstrukt
„repräsentativ“ oder zumindest zu seiner Erfassung in irgendeiner Form „geeignet“ ist, ist sehr
schwierig zu beurteilen. Bühner (2011, S. 63) gibt zu bedenken, dass Tests meist das Ergebnis
eines statistischen Homogenisierungsprozesses seien, der mit theoretischer Fundierung nichts
mehr zu tun habe. Vor diesem Hintergrund wird in dieser Studie besonderes Augenmerk auf
die Theoriebasierung gelegt.
In Abschnitt 3.2.3 wurde bereits, in Anlehnung an das empfohlene Vorgehen von Murphy
und Davidshofer (2001, S. 150), für alle Items auf Basis der Beschreibungen der Inhalts-
ebenen des Konstrukts dargelegt, welcher Inhaltsbereich durch welches Item erfasst wird
und inwieweit die Teststruktur die Struktur des Konstrukts abbildet. Da die Gewähr-
leistung einer hohen Inhaltsvalidität als wichtigster Schritt der Testkonstruktion gilt (Bühner
2011, S. 62), wird noch einmal besonders Augenmerk auf die Prüfung dieser Einordnung
durch weitere Expert/innen der Geographiedidaktik gelegt: Item-Ratings wurden in der
Systemkompetenz-Forschungsgruppe (HGD-Nachwuchs) sowie innerhalb der Heidelberger
Research Group for Earth Observation von insgesamt sieben Expert/innen vorgenommen
(vgl. Tabelle 3.1). Hierbei wurde die vorgenommene Einordnung in Kompetenzdimensio-
nen der 15 Items in 13 Fällen mehrheitlich bestätigt, in zwei Fällen (Items A4 und C4, fett
gedruckt in Tabelle 3.1) kam es zu Bedenken bzw. Meinungsverschiedenheiten der Rater.
Im Folgenden wird zunächst das Ergebnis der Item-Einstufung der sieben Expert/innen im
Vergleich dargestellt und hieraus der Koeffizient Fleiss’κ (R Paket irr, Gamer u. a. 2012)
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errechnet, wobei nur die (Nicht-)Übereinstimmung der Dimension bei der Berechnung von
Fleiss’κ einfließt, die Einstufung der Teilfähigkeit findet keinen Eingang in den Index.
Fleiss’𝛋 ist, im Gegensatz zum Index „Cohensκ“, welcher nur zur Berechnung der
Übereinstimmung zwischen zwei Ratern herangezogen werden kann, ein Index, der die
Berechnung von Interrater-Übereinstimmungen beimehr als zwei Ratern und demVorliegen
von kategorialen (nominalen oder ordinalen) Daten erlaubt (vgl. Conger 1980; Fleiss 1971).
Da es sich im oben dargestellten Fall (Tabelle 3.1) um nominale Daten (Einschätzung der
Systemkompetenzdimension) handelt, dürfen die „Abstände“ zwischen den Antworten nicht
gewichtet werden, sondern lediglich Übereinstimmung bzw. Nichtübereinstimmung. Es ergibt
sich ein Fleiss’𝛋 von 0,729 bei der Auswertung der oben gezeigten Tabelle mit 15 Items und
7 Ratern. Als „unproblematisch“ erscheinen die Items A1–A3, B1–B4, C1–C3 und D1–D3
mit mindestens fünf von sieben Interrater-Übereinstimmungen. Item A4 wird in allen vier
Dimensionen mindestens einmal gewertet und erscheint somit äußerst problematisch. Item
C4 wird dreimal in Dimension drei (der es auch ursprünglich zugeordnet war) und viermal in
Dimension vier gesehen.
Tabelle 3.1: Einschätzung der durch das Item adressierten Systemkompetenzdimension (vor
dem Schrägstrich) sowie der adressierten Teilfähigkeit (nach dem Schrägstrich)
des Freiburger Kompetenzstrukturmodells von Rieß u. a. (2015)
Item Experte 1 Experte 2 Experte 3 Experte 4 Experte 5 Experte 6 Experte 7
A1 1/2 1/2 1/2 1/2 1/2 1/4 1
A2 1/4 1/4 1/4 1/4 1/4 1/4 1
A3 1/1 1/1 1/3 1/3 1/1 1/1&3 2
A4 1/2 2/1&2 1/3 4/2 1/4 2/1 3
B1 2/1&2 2/3 2/2 2/2 2/3 2/2 2
B2 2/3 2/3 1/2 2/1 2/3 2/3 2
B3 2/3 2/3 4/1 3/2 2/3 2/3 2
B4 2/3 2/3 2/3 2/3 2/3 2/3 2
C1 3/3 3/3 3/4 3/3 3/3 3/3 3
C2 3/3 3/3 3/4 3/4 3/3 3/3&4 3
C3 3/3 3/3 1/2 3/3&4 3/3 3/3&4 3
C4 3/2 4/3 3/1 4/1 3/2 4/3 4
D1 4/1-3 4/1&2 3/1 4/2 4/1 4/1 4
D2 4/1-3 4/1&3 4/2 4/2&3 4/1 4/2 4
D3 4/4 4/4 4/4 4/4 4/4 4/4 4
Aus dieser Auswertung und in Rücksprache und Diskussion mit den Experten resultiert
eine Item-Verschiebung und eine Item-Entfernung:
Item C4 wird als Indikator für Dimension vier angesehen, da es erstrangig auf die An-
wendungsgültigkeit der Modelle und somit auf die Bewertung von Systemmodellen abzielt
(Dimension vier, Teilfähigkeit 3). Ein (inhaltlicher) Überschneidungsbereich mit Teilfähigkeit
2 der Dimension drei („Einschätzen können welcher Systemmodelltyp für die Bearbeitung
eines Problems adäquat ist“) besteht hierbei sicherlich und dieser ist ggf. im Kompetenzstruk-
turmodell direkt zu schärfen, wo das „Wording“ zwischen Dimension drei, Teilfähigkeit 2 und
Dimension vier, Teilfähigkeit 3 nicht vollständig trennscharf interpretierbar ist. Da das Item
C4 in seinem Kern genau betrachtet weniger auf die Lösung eines komplexen dynamischen
Problems als auf die Bewertung der (Anwendungs-)Gültigkeit der Modelle abzielt, erscheint
die angeregte „Umdimensionierung“ berechtigt und wird vorgenommen.
Zweites kritisches Item ist ItemA4. Es wird als zu „global“ angesehen und lässt sich nicht
unmittelbar einer der vier ausgewiesenen Dimensionen zuordnen. Vielmehr stecken mehrere
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Aspekte v. a. der Dimensionen eins und zwei in dem Item, eine deutliche Schärfung wird
daher empfohlen oder alternativ der Verzicht auf dieses Item. Da eine Itemschärfung (mit
den erforderlichen erneuten Testungen) aus Zeitgründen im Rahmen der Dissertationsstudie
nicht mehr vorgenommen werden konnte, wird das Item A4 ersatzlos aus den Analysen
ausgeschlossen. Die Entwicklung eines optimierten Ersatzitems wird jedoch für Folgestudien
dringend angeraten.
Wird das Fleiss’κ der oben gezeigten Tabelle ohne Item A4 erneut berechnet, ergibt sich
ein Indexwert von 0,787. Zur Beurteilung dieses Wertes ist festzuhalten, dass es sich um
eine wesentliche („substantial“) Übereinstimmung nach Landis und Koch (1977) handelt
(zum Vergleich: 0,41–0,60 = „moderate“ und 0,81–1,00 = „(almost) perfect“. Greve u. a.
(1997, S. 111) bewerten Kappa-Werte von größer 0,75 als gut bis ausgezeichnet.
Ein Kritikpunkt an dem entwickelten Test liegt in der geringen Itemanzahl. Pro Faktor
(Dimension) sollten nach Möglichkeit mindestens vier Items vorliegen (Bühner 2011, S. 344),
nach den geschilderten erforderlichen Veränderungen resultieren nun lediglich drei Items in
den beiden Dimension A und C.
Unter Konstruktvalidität im engeren Sinne versteht man eine weitere Prüfung, ob der
Test auch die Fähigkeit misst, die er messen soll, indem Korrelationen mit anderen konstrukt-
verwandten (konvergenten) oder konstruktfremden (diskriminanten) Tests vorab formuliert
und dann bestimmt werden (ebd., S. 63 f.). Eine Berechnung der Konstruktvalidität wurde
im Rahmen der vorliegenden Studie nicht vorgenommen, da zum Zeitpunkt der Validitäts-
prüfung kein konvergenter Test vorlag. Der inzwischen von Fanta u. a. (2017) publizierte
konstruktverwandte Test kann ggf. für die Prüfung der entsprechenden Korrelation in Fol-
gestudien herangezogen werden, jedoch unter Beachtung der unterschiedlichen Zielgruppe
„Lehramtsstudierende“.
Von Kriteriumsvalidität spricht man, wenn ein Zusammenhang der Testleistung mit
mindestens einem Kriterium besteht, mit dem der Test aufgrund seines Messanspruchs kor-
relieren sollte (Bühner 2011, S. 75). Aufgrund des Nichtvorliegens eines hoch korrelierten
Vergleichskriteriums konnte Kriteriumsvalidität im Rahmen dieser Studie nur eingeschränkt
geprüft und belegt werden. Als Behelf sind hier die Korrelationen (Spearmans𝛒 für ordina-
le Daten) der Systemkompetenz-Testleistungen (Prätest) mit den Vorjahres-Schulnoten in
Mathematik, Deutsch undGeographie dargestellt. Dabei handelt es sich um eine sogenann-
te „retrospektive Validität“, da Zusammenhänge mit zeitlich vorher liegenden Kriterien
errechnet werden. Erwartet werden hierbei negative Korrelationen der Systemkompetenztest-
gesamtpunktzahl mit den Schulnoten von 1 (sehr gut) bis 6 (ungenügend). Da das Konstrukt
Systemkompetenz, wie in dieser Studie definiert und gemessen, über die Fachleistungen
hinausgehende Aspekte beinhaltet, wird keine starke Korrelation mit Schulnoten erwartet.
Die höchste negative Korrelation besteht zwischen Systemkompetenztestleistung und Ma-
thematiknote (−0,23), gefolgt von Deutsch (−0,19) und Geographie (−0,16). Hierbei handelt
es sich insgesamt um sehr schwache negative Zusammenhänge (vgl. auch Tabelle 4.11 und
Abschnitt 4.4).
Zwischenfazit: Die Validität des entwickelten Testes wird daher, unterstützt durch die
mit Einschränkungen geprüfte Kriteriumsvalidität, insbesondere an der oben gezeigten In-
haltsvalidität auf Basis von übereinstimmenden Expertenratings festgemacht.
3.3.3 Reliabilität
Die Reliabilität gibt denGrad derMessgenauigkeit eines Messwertes an (ebd., S. 60). Hier
wird zunächst ein knapper Exkurs zu den testtheoretischen Annahmen dieser Studie, die
auf der KTT basiert, eingefügt, da diese theoretischen Annahmen sich insbesondere auf
die Reliabilitätsschätzung auswirken. Die Items (= beobachtbare oder manifeste Variablen)
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eines Tests werden als Indikatoren der latenten Variablen (= des Konstrukts) angesehen, und
Testtheorien dienen dazu, die Zusammenhänge zwischen den Antworten auf die Testitems
kausal zu erklären. Die KTT als „reine Messfehlertheorie“ berücksichtigt innerhalb von eindi-
mensionalen Konstrukten nur unsystematischeMessfehler, also die zufällige Schwankung
von Messwerten um die „wahre“ Ausprägung der Person. Darüber hinaus erfolgen in der
KTT keine Annahmen darüber, wie Items beantwortet werden, sondern nur aus welchen
Komponenten die Messwerte bestehen: Ein beobachteter Messwert zu einem bestimmten
Zeitpunkt setzt sich aus dem (konstanten) wahren Wert und dem jeweiligen Messfehler zu-
sammen. Systematische Fehler (z. B. Übungseffekte) sind im Fehlerbegriff der KTT nicht
berücksichtigt. Umfassend erläutert ist die KTT, insbesondere auch in ihrer Abgrenzung
zur IRT, bei Steyer und Eid (2001) sowie Bühner (2011). Die KTT stellt Definitionen zur
Verfügung, mit deren Hilfe man ein Reliabilitätsmaß definieren kann. Aufgrund der Stich-
probenabhängigkeit von KTT-Kennwerten muss die Reliabilität (Messgenauigkeit) für
jede neue Stichprobe (z. B. andere Zielgruppe) neu bestimmt werden (vgl. ebd., S. 54, 57).
Trotz zahlreicher Kritikpunkte an der KTT hinsichtlich Messfehlerbetrachtung, Überprüfbar-
keit ihrer Annahmen oder Anwendungseinschränkungen (ausführlich dazu siehe Amelang
und Zielinski (1997)) hat sie sich in der Praxis bewährt und Bühner (2011, S. 54) weist
darauf hin, dass die Brauchbarkeit eines Tests in erster Linie von einer inhaltlich begründeten
Konstruktion der Items sowie der Skalen abhänge.
In der vorliegenden Studie wird die KTT zur Ermittlung der Reliabilität auf das Testin-
strument der Hauptstudie angewendet.
Zunächst wird die Itemschwierigkeit des Testinstruments der Hauptstudie dokumentiert,
wie sie anhand der Stichprobe n = 203 SuS (Datensatz Prätest) mittels des R-Pakets psych
(Revelle 2018) statistisch ermittelt wurde (Tabelle 3.2).
Tabelle 3.2: Itemanalyse – Itemkennwerte und -charakteristika
Item Min Max M SD Schiefe Kurtosis Schwierigkeit (Dahl)
A1 0 7 5,88 1,34 −2,11 5,83 84,03
A2 0 7 5,19 1,87 −1,38 1,41 74,17
A3 0 6 4,49 1,89 −1,1 0,17 74,79
B1 0 7 3,82 2,87 −0,33 −1,58 54,54
B2 0 7 3,96 2,03 −0,69 −0,43 56,58
B3 0 6 3,77 2,9 −0,53 −1,72 62,89
B4 0 8 5,02 3,01 −0,46 −1,13 62,81
C1 0 6 0,97 1,35 1,43 1,42 16,09
C2 0 8 1,28 1,67 1,38 1,85 16,01
C3 0 8 1,29 1,74 1,4 1,63 12,88
C4 0 4 1,97 1,54 −0,21 −1,58 49,32
D1 0 10 4,31 3,4 −0,14 −1,47 43,10
D2 0 8 1,74 2,58 1,08 −0,38 21,80
D3 0 10 1,56 2,63 1,51 1,37 15,62
Neben anderen statistischen Kennwerten ist hierzu zunächst die „Schiefe“ der Punkte-
verteilung relevant: Die Items B1, B2, B3, B4, C4, D1 haben relativ symmetrische Punkte-
verteilungen, während die Items A1, A2 und A3 deutlich linksschief/rechtssteil sind, was
als Hinweis auf mögliche Deckeneffekte (Häufung von guten Testergebnissen) gilt. Die
Items C1, C2, C3, D2, D3 sind hingegen linkssteil/rechtsschief, deuten also auf mögliche
Bodeneffekte (Häufung von schlechten Testergebnissen) hin.
Dies kann durch den Exzess (Kurtosis), ein Maß der Steilheit der Verteilung, weiter
spezifiziert werden: Die Verteilung ist nur bei Item A1 sehr auffällig schmal, da dieses Item
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sehr leicht ist (s.u.) und sich die Scores der meisten Proband/innen eng um die volle Punktzahl
scharen. Die Punkteverteilungen der restlichen Items sind annäherungsweise normalverteilt.
Mit dem Schwierigkeitsindex nach Dahl (Dahl 1971; vgl. auch Fisseni 1997) erfolgt
schließlich eine Einstufung der Itemschwierigkeit von 0 (= sehr schwer) bis 100 (= sehr leicht).
Hierbei gelten Schwierigkeit < 20 als hoch und Schwierigkeit > 80 als niedrig. Item A1 ist,
wie auch schon durch die anderen Kennwerte ermittelt, (zu) leicht, wohingegen die Items C1,
C2, C3 und D3 relativ schwer sind. Alle übrigen Items weisen mittlere Schwierigkeiten auf.
Da im Falle der vorliegenden Studie nach einer Intervention noch ein Posttest bearbeitet wird,
ist es generell erwünscht, dass Items etwas schwieriger sind und somit noch „Potenzial nach
oben“ besteht.
Insgesamt ist es zudem günstig, dass die Items gemeinsam alle Schwierigkeitsbereiche gut
abdecken und insgesamt überwiegend mittelschwere Items enthalten sind. In einer weiteren
Testversion noch verbessert werden könnte der Sachverhalt, dass die Itemschwierigkeiten
bislang nicht ganz gleichmäßig innerhalb der vier einzelnen Dimensionen verteilt sind.
Grundlage der Reliabilitätsschätzung sind die Bestandteile eines beobachteten Perso-
nenwertes zu einem bestimmten Zeitpunkt, welcher sich der Klassischen Testtheorie zufolge
aus wahrem Wert und Messfehler zusammensetzt. Der Messfehler ist dabei die Standardab-
weichung der Messwerte einer Person bei Wiederholungsmessen (Bühner 2011, S. 143). In
der Regel, und auch in Bezug auf den Systemkompetenz-Prätest der vorliegenden Studie, liegt
jedoch nur eine einzige Messung von vielen Personen einer Analysestichprobe vor, aus wel-
cher die Messgenauigkeit (Reliabilität) definiert werden soll. Diese ist als „Varianzverhältnis“
definiert, nämlich des Anteils der Varianz der wahren Werte an der Varianz der Messwerte.
Dabei wird vorausgesetzt, dass die Messfehler in allen Bereichen der Fähigkeitsschätzung
gleich groß ausfallen. Man spricht von Schätzungen der Reliabilität, da die Parameter der
Population (z. B. Varianzen) nicht bekannt sind und aus der Stichprobe geschätzt werden
müssen (ebd., S. 147).
Da im Rahmen der Studie aufgrund der oben erörterten Zumutbarkeit an die SuS kei-
ne zwei Wiederholungsmessungen vor der Intervention vorliegen (Retestmethode), konnte
Stabilität (= Retest-Korrelation) der Messung zu zwei verschiedenen Prätest-Zeitpunkten
nicht ermittelt werden. Gleiches gilt für die Paralleltestkorrelation, da kein Paralleltest,
der dieselben Fähigkeiten mittels anderer Items erfasst, verfügbar ist, weil der Charakter
einiger der Items sehr schwierig zu parallelisierende Einzigartigkeiten aufweist. Empirische
Aussagen zur Merkmals- und Bedingungsstabilität sind daher nicht möglich.
Im Folgenden wird also zur Reliabilitätsschätzung die Konsistenzmethode angewendet
(interne Konsistenz), die bei einmaliger Darbietung eines Testes geeignet ist. Es erfolgt
hierbei eine Überprüfung des inneren Zusammenhangs der Items oder Testteile unter Be-
rücksichtigung der Testlänge (ebd., S. 158). Da Konsistenzanalysen nur sinnvoll sind, wenn
homogene Merkmalsbereiche/eindimensionale Konstrukte erfasst werden, wird die interne
Konsistenz im Folgenden für die Itempakete, die den theoretisch zu Grunde liegenden vier
Dimensionen zugeordnet sind, jeweils getrennt bestimmt. Eine genaue Reliabilitätsschätzung
kann durch Konsistenzkoeffizienten geliefert werden, wenn mindestens das Modell essenziell
tau-äquivalenter Messungen gilt (ebd., S. 158). Da durch das Nichtvorliegen von Re- oder
Paralleltest nicht bestimmt werden kann, ob die Itempakete bei zwei Messungen einem (essen-
ziell) parallelen, einem (essenziell) tau-äquivalenten oder einem tau-kongenerischen Modell
genügen, müssen die resultierenden Koeffizienten dieser Studie alsMindestschätzung der
Reliabilität betrachtet werden.
Die im Folgenden ermittelten Werte fürCronbachs𝛂 (Tabelle 3.3) stellen folglich untere
Grenzen oder Schranken der Reliabilität dar, d. h. die wahre Reliabilität fällt mindestens
so hoch oder wahrscheinlich höher als die aus den Daten geschätzte Reliabilität aus (ebd.,
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S. 166). Cronbachsα ist die für die interne Konsistenz einer Skala verwendeteMaßzahl, die
das Ausmaß, in welchem Items einer Skala miteinander in Bezug stehen, angibt (Cortina
1993, S. 98). Sowohl bei zunehmender Itemanzahl als auch bei hoher positiver Korrelation
der Items fällt Cronbachsα höher aus.
Die vier Skalen (Dimensionen) des Tests, die theoretisch angenommen wurden, weisen
Cronbachsα-Werte von 0,59, 0,76, 0,70 bzw. 0,78 auf. Nach Fisseni (1997) interpretiert
weisen Skalen erst ab 0,80 eine mittlere bzw. ab 0,90 eine hohe Reliabilität auf. Weniger
„streng“ sind George und Mallery (2003), die ab 0,70 von einer akzeptablen Reliabilität
sprechen, welche immerhin für drei der vier hier abgebildeten Skalen (Dimension B, C und
D) zutrifft. Laut Lienert und Raatz (1998) soll ein Testinstrument zum Gruppenvergleich eine
interne Konsistenz von mindestens 0,50 aufweisen, damit valide Aussagen zur Wirksam-
keit einer Intervention getroffen werden können. Dieser kritische Wert wird in allen vier
Testskalen deutlich überschritten (vgl. Tabelle 3.3), sodass der entwickelte Test als geeignetes
Instrument zur Beantwortung der aufgeworfenen Forschungsfragen bewertet werden kann.
Tabelle 3.3: Interne Konsistenzen und Trennschärfen der Testitems
Items Dimension A Cronbachs𝛂
Dimension A
Cronbachs𝛂




A1 0,59 0,52 0,39
A2 0,39 0,46
A3 0,54 0,37
Items Dimension B Cronbachs𝛂
Dimension B
Cronbachs𝛂








Items Dimension C Cronbachs𝛂
Dimension C
Cronbachs𝛂




C1 0,7 0,57 0,56
C2 0,64 0,49
C3 0,61 0,51
Items Dimension D Cronbachs𝛂
Dimension D
Cronbachs𝛂








Da Cronbachsα auch dann ansteigt, wenn (zusätzliche) Items inhaltlich nur randständig
zur Skala passen, betrachtet man darüber hinaus die Trennschärfe jedes einzelnen Items.
Diese Trennschärfe (auch Eigentrennschärfe) eines Items gibt, quantifiziert durch eine Korre-
lation, an, wie gut ein Item die angestrebte Fähigkeit misst. Rechnerisch handelt es sich um die
Korrelation des Items mit dem Summenwert der übrigen Items einer Skala ohne dieses Item.
Die verwendete Summenskala ist folglich um den Beitrag des Items, für welches die Trenn-
schärfe geschätzt wird, bereinigt, was als Part-Whole-Korrektur (Abzug der Eigenkorrelation)
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bezeichnet wird (Bühner 2011, S. 171). Die Part-Whole-Korrelation ist in allen Fällen
größer 0,37, was inhaltlich bedeutet, dass alle Items mittlere bis hohe Trennschärfe aufweisen.
Korrigierte Trennschärfen unter 0,30 gelten laut Fisseni (1997) als niedrig, zwischen 0,30
und 0,50 als mittel und > 0,50 als hoch. Die Items der Dimension A des entwickelten Tests
weisen mittlere Trennschärfen, die der Dimensionen B bis D sogar hohe Trennschärfen auf
(vgl. Tabelle 3.3).
Zwischenfazit: Zusammenfassend betrachtet kann also die Reliabilität des entwickelten
Testinstruments der Hauptstudie mithilfe des Kriteriums der internen Konsistenz belegt
werden.
3.3.4 Nebengütekriterien
Skalierung, die je nach Autor auch als viertes Hauptgütekriterium betrachtet wird, bedeutet,
dass die Bildung eines Testwerts durch eine gültige Verrechnungsvorschrift vorgenommen
wird (Bühner 2011, S. 67). Zu prüfen ist, ob das einfache Aufsummieren von Testpunkten
die dahinterliegenden empirischen Unterschiede in der Systemkompetenz angemessen wider-
spiegelt oder ob anderslautende Verrechnungsvorschriften erforderlich sind. Die Skalierung
des vorliegenden Tests ist gemeinsam mit der Bewertungsmatrix im Anhang C.1 dargelegt.
Die Items weisen unterschiedliche maximale Punktzahlen auf und pro Kompetenzdimension
ist die gleiche maximale Punktzahl erreichbar, da von der theoretischen Grundlage ausge-
hend zunächst von einer gleichen Bedeutsamkeit aller vier Dimensionen für das Konstrukt
Systemkompetenz ausgegangen wird. Da die Skalierung erst im Rahmen der Überprüfung
der Faktorenstruktur des Testes (Kapitel 4) abschließend festgelegt werden konnte, kommt
sie erst für die Auswertung der Forschungsfragen (Kapitel 5) zur Anwendung.
Normierung bedeutet, dass ein Bezugssystem angegeben wird, in welches die individu-
ellen Testergebnisse eingeordnet werden können. Zur Normierung des vorliegenden Tests
wurde im Rahmen des Hauptgütekriteriums Interpretationsobjektivität (Abschnitt 3.3.1)
bereits Stellung genommen.
Als ökonomisch gilt ein Test, wenn er (1) eine kurze bzw. angemessene Durchfüh-
rungszeit beansprucht, (2) wenig Material verbraucht, (3) einfach zu handhaben ist, (4) als
Gruppentest durchführbar und (5) schnell und bequem auszuwerten ist (ebd., S. 72). Die Öko-
nomie wurde in der vorliegenden Studie soweit es möglich war beachtet, jedoch wurde eine
sorgfältige Diagnostik vorrangig und die Aufwandsminimierung nachrangig beachtet. Der
entwickelte Test dauert 40 min und nimmt 7 Doppelseiten ein. Er ist einfach zu handhaben,
als Gruppentest durchführbar, jedoch nur die geschlossenen Items sind schnell auszuwerten,
aus inhaltlichen Gründen sind zusätzlich offene Items zur umfassenden Erfassung des Kon-
strukts erforderlich. Der erhöhte Auswertungsaufwand ist gerechtfertigt, um die gestellten
Forschungsfragen beantworten und somit das Ziel der vorliegenden Studie erreichen zu
können.
Unter dem Gütekriterium der Zumutbarkeit versteht man, dass die Getesteten nicht
unnötig durch die Testung belastet werden (ebd., S. 73). Um eine Schonung der Testpersonen
in zeitlicher Hinsicht zu gewährleisten, wurde der mit 40 Minuten Testzeit verhältnismä-
ßig umfangreiche Test in der „Minimalvariante“ nur als Prä-Post-Test eingesetzt. Auf einen
Follow-up-Test wurde, obwohl wünschenswert, verzichtet, da die Zumutbarkeit eines drit-
ten Testdurchlaufs der Länge von 40 Minuten fraglich erscheint, und die Ressourcen von
SuS der gymnasialen Oberstufe vor dem Hintergrund des zeitlichen Drucks der Klausur-
bzw. Abiturvorbereitungen abzuwägen waren. Ob der erzielte Systemkompetenzzuwachs
langfristig ist, ist aus wissenschaftlicher Sicht von großem Interesse, für weitergehende Unter-
suchungen des Konstrukts wird der Einsatz eines Follow-up-Tests (bei wenn möglich kürzerer
Gesamttestdauer) daher ausdrücklich empfohlen.
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Ein Test gilt als nützlich, wenn ein praktisches Bedürfnis für seinen Einsatzzweck besteht
(Bühner 2011, S. 73). Geographische Systemkompetenz als zugehörige Kompetenz des
Hauptbasiskonzeptes des Faches zu erfassen ist von fachdidaktischem Nutzen.
Zu rechtfertigen ist im Falle der vorliegenden Studie die Entwicklung eines weiteren
neuen Testinstrumentes, obgleich durch Mehren u. a. (2018, 2015b,c, 2016) bereits ein den
Gütekriterien entsprechendes Testinstrument für Systemkompetenz vorliegt. Hier ist zu-
nächst der unterschiedliche Einsatzzweck zu nennen: Das hier entwickelte Instrument erfasst
Systemkompetenz kontextbasiert am Fallbeispiel Bodenerosion, um spezifische Aussagen
zur Förderbarkeit der Kompetenz durch methodisch unterschiedliche Treatments treffen
zu können. Der im Rahmen dieser Studie entwickelte Test zielt darüber hinaus auf eine
Erfassung von geographischer Systemkompetenz auf Grundlage der Theorie von Rieß u. a.
(2015) ab, die gegenüber Mehren u. a. (2018, 2015b,c, 2016) zwei zusätzliche Dimensionen
beinhaltet, und trägt somit sowohl zu einer breiteren Erfassung des Konstrukts Systemkom-
petenz als auch zu einer ersten empirischen Überprüfung des vierdimensionalen Freiburger
Kompetenzstrukturmodells bei.
In Abgrenzung zu den vorliegenden und oben beschriebenen Testinstrumenten der Frei-
burger Gruppe bestehen bedeutsame inhaltliche und zielgruppenbezogene Unterschiede, da
bisherige Instrumente sich auf biologiedidaktische Themen und die beiden Zielgruppen SuS
der Klassenstufe 6 (Bräutigam 2014) sowie Lehramtsstudierende (Fanta u. a. 2017) beziehen.
3.4 Zwischenfazit und Überleitung
Die entwickelten Treatments sind geeignet, bei SuS ein systemisches Verständnis des Phä-
nomens Bodenerosion zu fördern, indem diese die zentralen Einflussfaktoren im Modell-
experiment nachbilden bzw. deren Ausprägung in die Computersimulation eingeben (=
Dimension B „Systemmodellierungsfähigkeit“). Auf Basis ihrer hypothesenprüfenden Expe-
rimente analysieren sie Funktionen und Verhaltensweisen des Systems, treffen auf Grundlage
des im Modellexperiment bzw. der Computersimulation beobachteten Systemverhaltens
Erosionsprognosen (= Dimension C „Fähigkeit zur Nutzung von Systemmodellen beim
Lösen von komplexen dynamischen Problemen“) und entwerfen bzw. beurteilen Erosions-
schutzmaßnahmen (= Dimension D „Bewertung von Systemmodellen und Ergebnissen der
Modellanwendung“).
Nachdem das entwickelte Testinstrument in Bezug auf die Haupt- und Nebengütekri-
terien psychometrischer Tests überprüft wurde, kann hiermit kontextuelles systemisches
Denken von SuS objektiv, valide, reliabel und ökonomisch erfasst werden. Das Testin-
strument kann nun im Rahmen der Interventionsstudie zur Beforschung der in mehreren
Design-Zyklen entwickelten und optimierten Treatments sowie in etwaigen Folgestudien
eingesetzt werde. Zum von Seybold u. a. (2008) konstatierten Forschungsdesiderat u. a. der
Ausarbeitung von Messverfahren und der Entwicklung von Unterrichtsmaterial konnte somit
ein Beitrag geleistet werden.
Im folgenden Kapitel wird das theoretisch zugrunde liegende Freiburger Systemkompe-
tenzstrukturmodell zudem auf seine empirische Passung mit den Daten der vorliegenden
Studie (Stichprobe von n = 203 SuS, Prätest) untersucht. Ziel ist es, mehr über die Faktoren-
struktur des Konstrukts Systemkompetenz herauszufinden. Stützen die beobachteten Daten
die theoretische Annahme, dass es sich um ein vierdimensionales Konstrukt handelt? Hält






Faktorenanalysen dienen dazu, Zusammenhänge der Items untereinander durch eine geringere
Anzahl dahinterliegender homogener (= eindimensionaler) Faktoren zu erklären, welche dann
als Basis für die Modellbildung herangezogen werden (Bühner 2011, S. 296). Grundsätzlich
werden Exploratorische Faktorenanalyse (Exploratory-Factor-Analysis, EFA) und Kon-
firmatorische Faktorenanalyse (Confirmatory-Factor-Analysis, CFA) unterschieden. Die
im Folgenden gezeigten Faktorenanalysen sind auf Basis der unskalierten Itemwerte durch-
geführt (vgl. Datensatz in Anhang C.3), die aus den Ergebnissen resultierende Skalierung
kommt nachfolgend zur Anwendung.
4.1 Exploratorische Faktorenanalyse
„Exploratorische Faktorenanalysen dienen dazu, Faktoren zu finden, wenn man nicht ge-
nau weiß, wie viele Fähigkeiten oder Eigenschaften die Items messen bzw. welche Items
Indikatoren bestimmter Fähigkeiten oder Eigenschaften darstellen“ (ebd., S. 296). Warum
wird hier eine exploratorische der konfirmatorischen Faktorenanalyse vorangestellt, obwohl
eine theoretisch angenommene Faktorenstruktur überprüft werden soll, wozu zweitere die
Methode der Wahl wäre? Die Unsicherheiten um das Konstrukt „Systemkompetenz“ und die
unterschiedlichen Forschungsannahmen oder auch empirischen Ergebnisse bezüglich seiner
Dimensionalität (s. ausführliche Darstellung der kontroversen Diskussion in Abschnitt 2.1.3)
lassen es sinnvoll erscheinen, die Faktorenstruktur auch in dieser Studie zunächst zu „ex-
plorieren“, bevor im zweiten Schritt ein plausibles Modell nach Möglichkeit „konfirmiert“
wird.
Rechnerisch wird bei Faktorenanalysen die Korrelationsmatrix der Items analysiert.
Gemäß des Leitfadens zur Durchführung einer exploratorischen Faktorenanalyse (ebd., S. 348)
wird hier zunächst die Frage, ob die Korrelationen der Items durch latente Variablen erklärt
werden sollen, bejaht. Die grundsätzliche Dateneignung wurde bereits durch die im vorigen
Abschnitt beschriebene Itemanalyse belegt. Im ersten Schritt wird nun eine faktorenanalyti-
sche Methode ausgewählt.
In der Hauptkomponentenanalyse (Principal Component Analysis, PCA) wird versucht
die gesamte Varianz mit den Komponenten zu erklären, während andere Verfahren der explo-
ratorischen Faktorenanalyse (Maximum-Likelihood-Faktorenanalyse, Hauptachsenanalyse)
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die beobachteten Korrelationen zwischen den Variablen auf latente Faktoren zurückführen
und somit nicht die gesamte Varianz erklärt wird (Eid u. a. 2011, S. 912).
Verschiedene Autoren (Bühner 2011; Eid u. a. 2011; Luhmann 2015;Widaman 1993) sind
sich einig, dass die Hauptachsenanalyse sowie die Maximum-Likelihood-Faktorenanalyse
gegenüber der Hauptkomponentenanalyse bei der Schätzung von Itemladungen überlegen
sind. In dieser Studie wird dieMaximum-Likelihood-Faktorenanalyse (ML) gewählt, da
die Korrelation der Items durch weniger Faktoren erklärt und das Ergebnis später mit einer
konfirmatorischen Faktorenanalyse kreuzvalidiert werden soll (vgl. Empfehlung bei Bühner
2011, S. 316 ff., 349). Die Vergleichbarkeit der exploratorischen mit der konfirmatorischen
Faktorenanalyse soll durch die beidmalige Anwendung der ML-Methode sichergestellt wer-
den.
Rost (2004) bezeichnet als Grundidee der ML-Methode die Beantwortung der Frage, wie
wahrscheinlich die beobachteten Daten sind, wenn das gewählte Modell gilt. Multivariate
Normalverteilung und Intervalldatenniveau der Items gelten als Durchführungsvoraussetzung.
Im Detail ist die Methode u. a. bei Eid u. a. (2011, S. 895 ff.) oder Bühner (2011, S. 409 ff.)
dargestellt.
4.1.1 Faktorenanzahl
Um die passende Anzahl zu extrahierender Faktoren zu wählen, werden verschiedene Me-
thoden zur Entscheidung herangezogen: die Parallelanalyse nach Horn (vgl. z. B. O’connor
2000) sowie die graphische Überprüfung mit Hilfe des Scree-Tests nach Cattell (vgl. z. B.
Bühner 2011, S. 322).




















  FA  Actual Data
  FA  Simulated Data
 FA  Resampled Data
Abbildung 4.1: Faktorenanzahl, ermittelt durch Parallelanalyse und Scree-Test
Bei der Parallelanalyse nach Horn erfolgt ein Vergleich des Eigenwertverlaufs normal-
verteilter Zufallsvariablen (rote gepunktete Linie, Legende: FA Simulated Data, Abb. 4.1)
mit dem der empirisch gewonnenen Variablen (blaue Linie, Legende: FA Actual Data,
Abb. 4.1). Die beobachteten Eigenwerte werden mit den Eigenwerten der Faktorenanalyse
von Zufallsdaten verglichen. Der Eigenwertverlauf von zufällig (= gering) korrelierten Zu-
fallsdaten ist typischerweise flach (rote gestrichelte Linie, Legende: FA Resampled Data, die
beiden roten Linien liegen in der Abb. 4.1 übereinander). Es werden nur Faktoren extrahiert,
die größere Eigenwerte als die Zufallswerte aufweisen, die also links vom Schnittpunkt
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der beiden Kurven FA Actual Data und FA Simulated/Resampled Data liegen (vgl. Luhmann
2015, S. 275). Bei vier Faktoren liegen die Daten der hier untersuchten Stichprobe oberhalb
der Eigenwerte der Zufallsdaten (vgl. Abb. 4.1). Die Parallelanalyse nach Horn wird von
zahlreichen Autoren als die beste Extraktionsmethode beschrieben und im Zweifelsfall
wird empfohlen, ihre Ergebnisse den anderen Methoden vorzuziehen (vgl. Fabrigar u. a. 1999,
S. 272 ff.).
Der Scree-Plot (FA Actual Data, Legende: blaue Dreiecke, Abb. 4.1) zeigt den Eigen-
wertverlauf der Faktoren (Eigenwerte 4,13 bzw. 0,97 bzw. 0,53 bzw. 0,38). Nur Faktoren,
die zu einem deutlichen Zugewinn (Anstieg bzw. Knick) des Eigenwerts führen, werden
als bedeutsam betrachtet. Unter Scree-Test versteht man die graphische Überprüfung von
Screeplots: Nach Bortz (1999) kann als Extraktionskriterium die Anzahl der Faktoren bis
zum Knick (von links nach rechts) im Eigenwertverlauf verwendet werden.
Zusätzlich gibt es noch das sog. „Eigenwert >1-Kriterium“, auch Kaiser-Kriterium
(Kaiser & Dickman 1959) genannt, nach welchem die Eigenwerte nach der Hauptkomponen-
tenanalyse größer oder gleich 1 sein sollten, dieses Kriterium wird jedoch von Fabrigar u. a.
(1999) als willkürlich und für die Faktorenauswahl weniger geeignet erachtet.
Ein weiteres, laut Luhmann (2015, S. 275) vergleichsweise objektives Verfahren zur
Bestimmung der Faktorenanzahl besteht im Vergleich der Modellgüte verschiedener Fak-
torlösungen mittels des Kennwertes RMSEA (Root Mean Square Error of Approximation).
Im Folgenden wird nach wiederholter Durchführung der ML-promax-Faktorenanalyse (vgl.
Erläuterungen im folgenden Abschnitt) mit 1 bis 6 Faktoren festgestellt, dass nur die beiden
Modelle mit 3 bzw. 4 Faktoren ohne unzulässige Schätzwerte in R (Paket psych) berechnet
werden können. Die getesteten Modelle mit 1, 2, 5 bzw. 6 Faktoren weisen sowohl vereinzelt
Faktorladungen > 1 als auch Heywood-Fälle (negativ geschätzte Residualvarianzen) auf. Dies
könnte, während die Faktoren beim ein- bzw. zweifaktoriellen Modell wahrscheinlich nicht
ausreichen um die Datenstruktur abzubilden, beim 5- bzw. 6-faktoriellen Modell auf eine
Überfaktorisierung hindeuten (vgl. Eid u. a. 2011, S. 898). Der RMSEA im direkten Vergleich
des drei- und vierfaktoriellen Modells (vgl. Tabelle 4.1) deutet eher auf das vierfaktorielle hin,
da laut Hu und Bentler (1999) ein Wert von 0,06 oder kleiner ein Indiz einer akzeptablen
Modellpassung darstellt.
Tabelle 4.1: Modellgütevergleich, RMSEA des drei- bzw. vierfaktoriellen Modells
Anzahl der zu extrahierenden Faktoren RMSEA
3 0,079
4 0,06
Die durchgeführte ML lässt folglich auf vier Faktoren (Eigenwerte 4,13 bzw. 0,97 bzw.
0,53 bzw. 0,38) schließen, sowohl Parallelanalyse als auch Modellgüte-Vergleich stützen
diese Annahme (vgl. Abb. 4.1 und Tabelle 4.1). Vier Faktoren entsprechen auch inhaltlich
der zugrunde liegenden Theorie über Systemkompetenz (s.o.). Da der wichtigste Maßstab
ist, dass nur sinnvoll zu interpretierende Faktoren extrahiert werden, ist die hier festge-
stellte Übereinstimmung der Ergebnisse der exploratorischen Faktorenextraktion und
der dahinterstehenden theoretischen Überlegungen gleichermaßen wünschenswert wie
erfreulich.
4.1.2 Faktorladungen, Komplexität und Kommunalität
Nachdem nun also die Anzahl der zu extrahierenden Faktoren bestimmt ist, kann die eigentli-
che Faktorenanalyse erfolgen: eineML wird im Folgenden mit festgelegter Faktorenanzahl (=
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4) und Faktorenrotation (= promax: oblique Rotation) durchgeführt. Hierzu wird das R Paket
psych verwendet, in Tabelle 4.2 sind die resultierenden Ergebnisse verbunden mit weiteren
Ergebnissen der Itemanalyse der R-Funktion alpha gezeigt.
Die Faktoren werden bei der ML-Methode zunächst als unkorreliert angenommen, diese
Anfangslösung kann jedoch durch Rotation der Faktoren verändert werden, um eine interpre-
tierbare Repräsentation der Faktoren zu erhalten. Die Faktorachsen sollen durch Rotation so
repräsentiert werden, dass Unterschiede bei der Itembeantwortung möglichst nur durch einen
einzigen Faktor erklärt werden, was – sofern diese erreicht werden kann – als „Einfachstruk-
tur“ bezeichnet wird. Hierbei stehen die orthogonale Rotation, die weiterhin zu unkorrelierten
Faktoren führt, oder die oblique Rotation, bei welcher die Faktoren korrelieren dürfen, zur
Auswahl. Die orthogonale Rotationwiderspricht in unserem Fall dem theoretisch zu Grunde
liegenden Modell, da mit „Systemkompetenz“ ein genereller übergeordneter Faktor über die
vier Dimensionen postuliert wird, folglich wird die oblique Rotation gewählt. Oft lässt sich
anhand obliquer Rotationen besser eine Einfachstruktur der Ladungen erreichen. Da eine ob-
lique Rotation zu korrelierten oder unkorrelierten Faktoren führen kann, je nachdem, welches
die Zusammenhangstruktur der Daten am besten repräsentiert, ist diese Rotationsmethode lt.
Eid u. a. (2011, S. 904) zumeist vor der orthogonalen zu bevorzugen. Bei obliquer Rotation
stellt die Promax-Rotation laut Bühner (2011, S. 338) die Methode der Wahl dar, die zu
guten Lösungen führt und im Folgenden hier auch angewendet wurde.
Die inhaltliche Bedeutung der Faktoren ergibt sich aus den Faktorladungen (vgl. Tabel-
le 4.2). Es wird als ideal erachtet, wenn die Variablen (Items) möglichst hoch auf einem und
möglichst niedrig auf allen anderen Faktoren laden, sodass keine bedeutsamen Nebenladun-
gen und somit Einfachstruktur vorliegt (Luhmann 2015, S. 277). In der Forschungspraxis
hat sich eine Daumenregel durchgesetzt, der zufolge Ladungen dann zur Interpretation von
Faktoren herangezogen werden können, wenn ihr Absolutbetrag > 0,30 ist (Eid u. a. 2011,
S. 907), Faktorladungen unter 0,3 werden daher in Tabelle 4.2 aus Gründen der Übersicht-
lichkeit nicht angegeben, da sie nicht ausreichend Bedeutungsgewicht für eine mögliche
inhaltliche Interpretation liefern.
Die Items sind inhaltlich den zugrunde gelegten vier Dimension des Systemdenkens nach
Rieß u. a. (2015) folgendermaßen zuordenbar: Items A1, A2 = Dimension A: Deklaratives/
konzeptuelles systemisches Wissen; Items A3, B1, B2, B3, B4 = Dimension B: System-
modellierungsfähigkeit; Items C1, C2, C3 = Dimension C: Fähigkeit zur Nutzung von
Systemmodellen beim Lösen von komplexen dynamischen Problemen; Items C4, D1, D2,
D3 = Dimension D: Bewertung von Systemmodellen und Ergebnissen der Modellanwendung.
Dies entspricht in allen Fällen den theoretisch getroffenen und expertenvalidierten An-
nahmen bezüglich der Faktorenstruktur, einzige Ausnahme stellt Item A3 dar, welches eine
bedeutsame Faktorladung auf Dimension B (und nicht A) aufweist. Auch bei der Beurteilung
von Faktorladungen sollten stets inhaltliche Überlegungen im Vordergrund stehen bzw. die
praktische Bedeutsamkeit der Faktorladungen (Bühner 2011, S. 371). Daher wurde zu Item
A3 vor dem Hintergrund der faktorenanalytischen Erkenntnisse noch einmal Rücksprache
mit den sieben Experten gehalten, die die Inhaltsvalidität der Items bewertet hatten (vgl.
Tabelle 3.1). Sechs der sieben Experten hatten das Item dort in Dimension A, Teilfähigkeit 1
„Systemtheoretisches Grundwissen“ bzw. Teilfähigkeit 3 „Kenntnis von Systemhierarchien“
eingeordnet. Nach erneuter Überlegung kommen nun vier der sieben Experten zu dem Schluss,
dass das Item inhaltlich besser in Dimension B, Teilfähigkeit 1 eingeordnet werden sollte:
„Systemelemente und Wechselwirkungen identifizieren können; Typen von Systemelementen
und Wechselwirkungen sowie Subsysteme und Systemgrenzen bestimmen können“, da es
doch sehr explizit genau die hier genannten Begriffe „Systemelement“, „Wechselwirkung“ im
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Tabelle 4.2: Faktorladungen und weitere Item- und Skalenkennwerte
Item












Faktor 3 Faktor 2 Faktor 4 Faktor 1
Faktorladungen
A1 0,51 0,39 0,39 0,23 1,1
A2 0,82 0,15 0,39 0,71 1,0
A3 0,51 0,76 0,5 0,37 1,4
B1 0,62 0,73 0,57 0,46 1,3
B2 0,48 0,73 0,59 0,5 1,6
B3 0,62 0,75 0,53 0,38 1,1
B4 0,74 0,71 0,64 0,58 1,1
C1 0,67 0,57 0,56 0,47 1,2
C2 0,62 0,64 0,49 0,4 1,0
C3 0,72 0,61 0,51 0,44 1,0
C4 0,9 0,72 0,74 0,78 1,1
D1 0,97 0,71 0,66 0,87 1,1
D2 0,37 0,37 0,73 0,59 0,41 2,1




0,56 0,79 0,71 0,81
Cronbachs𝛂












8% 15% 12% 15% (Summe 50%)
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Sinne von Relation, Rückkopplung sowie „Systemgrenze“ (und die umgebende Systemum-
welt) darstelle. Folglich wird ItemA3 in Folgenden nicht aus den Analysen ausgeschlossen,
sondern in die Gruppe der Items aufgenommen, die Dimension B abbilden.
Nach Stevens (2002) kann, über die inhaltliche Begutachtung hinaus, die Signifikanz von
Ladungen stichprobengrößenabhängig abgeschätzt werden, wobei zu beachten ist, dass bei
obliquer Rotation die von Stevens vorgeschlagenen Tabellenwerte verdoppelt werden müssen
(Ad-hoc-Regel, vgl. Clauß u. a. 1999, S. 262). Bezogen auf den Stichprobenumfang der
vorliegenden Studie von n = 203 bedeutet das, dass Faktorladungen von > 0,364 signifikant
von 0 verschieden sind. Die Faktorladungen aller 12 Items A1 bis D1 weisen sehr hohe
Faktorladungen von 0,51 bis 0,97 auf (vgl. Tabelle 4.2), lediglich Items D2 und D3 liegen
mit 0,37 bzw. 0,34 nahe am kritischenWert (knapp oberhalb bzw. knapp unterhalb von 0,364).
Diese beiden Items weisen eine weitere Schwierigkeit auf: Im Gegensatz zu allen übrigen
Items, die +/- Einfachstruktur aufweisen, also relativ eindeutig auf einen der vier Faktoren
laden, laden D2 und D3 fast gleich hoch auf den Faktoren (Dimensionen) C und D, weisen
also keine Einfachstruktur auf.
In diesem Kontext kommt vertiefend der Kennwert „Komplexität“ (Tabelle 4.2) ins Spiel,
der angibt, wie viele latente Faktoren notwendig sind, um die Varianz des Items zu erklären.
Werte nahe 1 sprechen folglich für Einfachstruktur, d. h. hohe Ladungen auf genau einem
Faktor, niedrige Ladungen auf allen anderen Faktoren (vgl. Luhmann 2015, S. 278). Wie
oben bereits angedeutet, sind Items A1 bis D1 mit Werten zwischen 1,0 und 1,6 in dieser
Hinsicht unproblematisch, während Items D2 und D3 mit Komplexitäten von 2,1 bzw. 2,7
nicht die gewünschte Einfachstruktur aufweisen. Der Mittelwert der Komplexität über alle
Items beträgt 1,4.
In Faktorenmodellen wird davon ausgegangen, dass sich eine beobachtete Variable in drei
Teile zerlegen lässt: den Messfehler, einen spezifischen Anteil, und einen mit den anderen
Variablen geteilten Anteil. Messfehler und spezifischer Anteil werden häufig unter dem
Begriff „Uniqueness“ zusammengefasst, und der durch die gemeinsamen Faktoren erklärte
Varianzanteil der manifesten VariablenwirdKommunalität genannt (Eid u. a. 2011, S. 856 f.).
Die Kommunalitäten zeigen also an, wieviel Varianz durch die gemeinsamen Faktoren erklärt
wird (d. h. wie gut ein Item durch alle Faktoren repräsentiert wird), und der nicht erklärte
Varianzanteil geht auf Messfehler und spezifische (aber nicht identifizierbare) Faktoren zurück
(ebd., S. 857, 906).
Laut Bühner (2011, S. 344 f.) sollte die Kommunalität von Items möglichst >0,60 sein,
dann gelten sie als hoch. Zwischen 0,40 und 0,60 werden sie alsmittlere und zwischen 0,20
und 0,40 als geringe Kommunalitäten bezeichnet. Die Kommunalität der hier vorgelegten
Items (Tabelle 4.2) ist in vier Fällen niedrig (A1, A3, B3, D3), in sieben Fällen mittel (B1, B2,
B4, C1, C2, C3, D2) und in drei Fällen hoch (A2, C4, D1). Bei Item A1 ist ein außerordentlich
niedrigerWert von 0,23 erreicht, der sich wahrscheinlich aus der Varianzeinschränkung dieses
Items durch seine überdurchschnittlich niedrige Itemschwierigkeit ergibt. Bühner (ebd.,
S. 345) empfiehlt bei niedrigen Kommunalitäten und einer Stichprobengröße von 200 (vgl.
203 Probanden in der vorliegenden Studie), 5 Items pro Faktor als Kriterium einer guten
Faktorlösung mit der ML-Methode heranzuziehen, sodass in einer Anschlussstudie in den vier
Dimensionen jeweils ein bis zwei zusätzliche Items entwickelt werden sollten. Betrachtet
man Variablen mit geringer Kommunalität und Faktoren mit geringer Variablenbesetzung
(drei oder vier Variablen), so wie in dieser Studie, sollte die Stichprobe laut Bühner (ebd.,
S. 345) mindestens 300 Probanden umfassen. Eine größere Stichprobe wirkt sich positiv
auf eine genauere Schätzung der Ladungen und eine höhere Stabilität der Faktorenlösung aus.
Bei der hier faktorenanalytisch untersuchten Stichprobe von 203 Probanden sind zumindest
immerhin „befriedigende“ Ergebnisse zu erwarten, inkompatibel zur Durchführung einer
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Faktorenanalyse wäre eine Stichprobe erst mit n < 60 Probanden (vgl. ebd., S. 345), ein Wert,
der in der vorliegenden Studie deutlich überschritten werden konnte.
Die oben noch angesprochene „Uniqueness“, also der Anteil der Varianz des Items, die
nicht durch die Faktoren erklärt wird, lässt sich aus der Differenz von 1 und der Kommunalität
(1 − ℎ2) errechnen. Je höher der Uniquenesswert, desto weniger hat das Item folglich mit den
anderen Items gemeinsam (vgl. Luhmann 2015, S. 277).
4.1.3 Interne Konsistenz und Korrelationen
Der „Anteil aufgeklärter Varianz an den Items“ (= der durch die vier Faktoren erklärten
Varianz, vgl. unterste Zeile Tabelle 4.2) zeigt, dass die vier Faktoren gemeinsam 50%
der Gesamtvarianz aufklären, und wie viel jeder einzelne Faktor dazu beiträgt, nämlich
Dimension A 8%, Dimension B 15%, Dimension C 12% und Dimension D 15%. Die
interne Konsistenz der Skalen ist hier erneut angegeben sowie dieTrennschärfe der Items
(siehe Erläuterungen in Abschnitt 3.3.3), da das Item A3 nicht auf Dimension A lädt, sondern
bedeutsam (0,51) ausschließlich auf Dimension B. Nach der oben dargelegten inhaltlichen
Prüfung und Beibehaltung des Items in Dimension B „gewinnt“ Dimension B ein Item dazu
und ihre interne Konsistenz steigt auf 0,78 (gegenüber 0,76), während Dimension A, die
das Item „verliert“, auch interne Konsistenz einbüßt (jetzt 0,54 gegenüber 0,59 zuvor). Für
DimensionAmüssten in einer Anschlussstudie unbedingtmindestens zwei neue, passgenauere
(inhaltsvalide) Items entwickelt werden, da diese Dimension mit zwei verbleibenden Items
nicht ausreichend abgedeckt ist. Die Trennschärfen der Items verändern sich in Folge der
Verschiebung nur unwesentlich und rangieren weiterhin im mittleren bis hohen Bereich.
Die „durchschnittliche Interkorrelation der Items“ (zweitunterste Zeile Tabelle 4.2)
zeigt die Korrelation der Items einer Skala mit Werten zwischen 0,39 (Dimension A) und
0,52 (Dimension D). Zusätzlich ist die Betrachtung der Interfaktor-Korrelation, also der
vier Skalen miteinander, inhaltlich von Interesse, da sie etwas über die Zusammenhänge in
Bezug auf das Gesamtkonstrukt „Systemkompetenz“ aussagt (Tabelle 4.3).
Tabelle 4.3: Interfaktor-Korrelation
Fak. 1, Dim.D Fak. 2, Dim. B Fak. 4, Dim. C Fak. 3, Dim. A
Fak. 1, Dim. D 1,00 0,39 0,58 0,31
Fak. 2, Dim. B 1,00 0,49 0,47
Fak. 4, Dim. C 1,00 0,37
Fak. 3, Dim. A 1,00
Am höchsten ist die Korrelation der Dimensionen C und D mit 0,58. Dies ist z. T. auf
die beiden Items D2 und D3 zurückzuführen, die auf beide Dimensionen laden, da sie keine
Einfachstruktur aufweisen. Diese Items sind problematisch und müssen für eine zukünftige
Erhebung überarbeitet werden. Die Korrelationen zwischen Dimension C und B bzw. Dimen-
sion A und B fallen mit 0,49 bzw. 0,47 ebenfalls eher hoch aus, während Dimension A mit
Dimension C (wie auch Dimension B mit Dimension D) mittel korreliert (0,37 bzw. 0,39)
und Dimension A mit Dimension D am niedrigsten korreliert (0,31). Insgesamt sind aber alle
Korrelationen im mittleren bis hohen Bereich, sodass der inhaltlich postulierte Zusam-
menhang der Faktoren (vier Dimensionen), die gemeinsam das Konstrukt Systemkompetenz
darstellen, auch statistisch deutlich wird.
Die multiple Korrelation zwischen der beobachteten Variablen und den Faktoren (vgl.
erste Tabellenzeile Tabelle 4.4) sollten idealerweise Werte größer 0,71 annehmen (Kennwert
lt. Grice 2001). Die jeweiligen Determinationskoeffizienten (= Quadrate der ersten Zeile)
entsprechen dem jeweiligen durch die Itemrohwerte (beobachteten Variablen) erklärten Anteil
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der Varianz in den Faktorwerten. Die dritte Zeile zeigt die minimale Korrelation zwischen
alternativen (auf unterschiedliche Weise berechneten) Faktorwerten. Diese Korrelation sollte
nicht zu gering und keinesfalls negativ ausfallen (vgl. Luhmann 2015, S. 279). Bezüglich
aller in R ermittelten und hier dargestellten Kennwerte gibt es in der vorliegenden Studie
keine Hinweise auf problematisch zu interpretierende Daten.
Tabelle 4.4: Multiple Korrelation, Determinationskoeffizienten und minimale Korrelation
der Faktoren
Fak. 1 Fak. 2 Fak. 4 Fak. 3
Dim. D Dim. B Dim. C Dim. A
Multiple Korrelation Fak-
torwerte – Itemrohwerte
0,96 0,90 0,88 0,87
Determinations-
koeffizienten




0,83 0,61 0,56 0,53
4.1.4 Exkurs: Itemzuordnung bei unterschiedlicher Faktorenanzahl
Als Grundlage für weitere Untersuchungen wird hier ergänzend dargestellt, welche Items auf
welche Faktoren laden würden, sofern man weniger oder mehr als vier Faktoren extrahieren
würde.
Berechnet man die ML-promax-Faktorenanalyse mit 1 bis 6 Faktoren, so laden bei den
verschiedenen Lösungen folgende Items auf die entsprechenden Faktoren (Tabelle 4.5):
⊳ Bei der Lösung mit zwei Faktoren laden die Items der Dimensionen A, B und C
gemeinsam auf einen Faktor und die Items der Dimension D auf einen einzelnen
Faktor.
⊳ Bei der Lösung mit drei Faktoren laden die Items der Dimensionen A und B gemeinsam
auf einen Faktor, und die Items der Dimensionen C bzw. D jeweils einzeln auf zwei
weitere Faktoren.
⊳ Bei der Lösung mit vier Faktoren (oben ausführlich dargestellt) laden alle Items der
jeweiligen Dimensionen A bis D jeweils einzeln auf vier Faktoren.
⊳ Bei der Lösung mit fünf Faktoren laden die Items der Dimensionen A bis C wie bei der
vorherigen Lösung einzeln auf drei Faktoren und die Dimension D splittet sich zusätz-
lich in zwei Faktoren auf, die die Items C4/D1 bzw. D2/D3 einhalten. Inhaltlich ist diese
Aufsplittung mit „Inhalt“ und „Transfer“ beschreibbar, d. h. Items, die Systemreflexion
nahe am direkten Inhalt des Übungsbeispiels Bodenerosion abfragen (Items D2, D3),
und Items, die Systemreflexion auf Transferbeispiele bezogen abfragen (Items C4,
D1).
⊳ Die Lösung mit sechs Faktoren ähnelt der Lösung mit fünf Faktoren, nur Item B1
würde aus der Dimension B noch einzeln herausgesplittet.
Zwischenfazit: Mit dem verwendeten ML-Verfahren werden die Parameter des Modells
so geschätzt, dass die beobachtete Stichprobenmatrix maximal wahrscheinlich ist. Die oblique
Rotation führt am ehesten zu einer Einfachstruktur und lässt korrelierende Faktoren, wie es
bei Kompetenzdimensionen der Fall ist, zu. Sowohl inhaltliche Überlegungen als auch die
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verschiedenen verwendeten Extraktionsmethoden sprechen für eine vierfaktorielle Lösung,
deren Charakteristika hier dargestellt und bewertet wurden.
Tabelle 4.5: Itemzuordnung bei unterschiedlicher Faktorenanzahl
Faktor 1 Faktor 2 Faktor 3 Faktor 4 Faktor 5 Faktor 6
Lösung 1 F alle




















A1, A2 C1, C2,
C3
Lösung 5 F D2, D3 A1, A2 C4, D1 A3, B1,
B2, B3, B4
C1, C2, C3
Lösung 6 F D2, D3 B1 A1, A2 C4, D1 C1, C2, C3 A3, B2,
B3, B4
4.2 Konfirmatorische Faktorenanalyse
Theoretisch bereits gut fundierte Modelle können mittelsKonfirmatorische Faktorenana-
lyse (Confirmatory-Factor-Analysis, CFA) auf ihre empirische Passungmit den Daten ge-
testet und mit alternativen Modellen vergleichen werden. Wie bei der zuvor dargestellten
Exploratorische Faktorenanalyse (Exploratory-Factor-Analysis, EFA) werden Kovarianzen
oder Korrelationen zwischen beobachteten Variablen (Items) auf sog. „latente Variablen“
(Konstrukte) kausal zurückgeführt. Während in der exploratorischen Faktorenanalyse für jede
manifeste Variable auf jedem Faktor eine Ladung geschätzt wird, werden in der konfirmatori-
schen Faktorenanalyse nur die theoretisch begründeten Ladungen geschätzt. Es wird also
per Hypothese (die ggf. empirisch falsch sein kann) angenommen, dass Nebenladungen in
der Population nicht vorhanden, also gleich null sind (Bühner 2011, S. 399 f.).
Ein wichtiger Unterschied zwischen EFA und CFA ist, dass bei ersterer mit Hilfe der
Itemkorrelation eine Itemstruktur gesucht und bei zweiterer ein a priori festgelegtes Mo-
dell auf seine Passung mit der empirischen Kovarianzmatrix hin untersucht wird. Dabei
werden bestimmte Restriktionen angewendet, z. B. die Annahme, dass Items nur auf einen
Faktor laden (vgl. Bühner 2011, S. 280; Kline 2011, S. 9). Hierbei wird vom Anwender
festgelegt, welche Items auf welche Faktoren laden dürfen. Alle anderen Faktorladungen
werden automatisch auf 0 gesetzt. Mit Hilfe von Modellgüteindikatoren kann im Detail
geprüft werden, ob das erstellte Modell angemessen auf die beobachteten Daten passt bzw.
welches Modell am besten passt, falls mehrere denkbar sind (vgl. Luhmann 2015, S. 289).
Im Folgenden wird die konfirmatorische Faktorenanalyse aus dem R -Paket lavaan (Rosseel
2012) durchgeführt, bei der es sich im Rahmen eines Strukturgleichungsmodells um ein
Messmodell handelt, da hier beschrieben wird, wie die latenten Variablen gemessen werden:
Definitionsgleichungen für ein Messmodell zur Zuordnung von manifesten Variablen (hier:
Items) als Indikatoren latenter Variablen (hier: Systemkompetenzdimensionen) werden
vom Anwender festgelegt. Wenn die latenten Variablen auch noch untereinander in Beziehung
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stehen, existiert neben dem Mess- auch ein Strukturmodell. Im Strukturmodell können also
Definitionsgleichungen für dieRelationen (Beziehungen) zwischen den latenten Variablen
untereinander festgelegt sein oder es können gerichtete Beziehungen manifester auf latente
Variablen im Sinne von Prädiktoren berücksichtigt sein (vgl. Abschnitt 4.3).
Eingesetzt in die Rechenformeln für Varianzen und Kovarianzen ergeben sich aus den
Definitionsgleichungen die Strukturgleichungen, aus welchen sich wiederum mit Hilfe der
geschätzten Modellparameter die sog.modellimplizite Korrelationsmatrix ergibt. Hierbei
werden die unbekannten Modellparameter so geschätzt, dass die Diskrepanz zwischen empi-
rischer und modellimplizierter Korrelationsmatrix minimal wird. Testbare Restriktionen sind
hierbei u. a. die Annahmen der ausschließlichen Item-Ladungen auf die jeweils zugeordneten
Faktoren bzw. Annahmen bezüglich der (vollständigen) Korrelation von Faktoren. Über
Modelltests wird schließlich die Höhe der Diskrepanzen zwischen den Korrelationsmatrizen
und somit das Verwerfen oder Beibehalten des Modells beurteilt (Bühner 2011, S. 283).
Die statistischen Voraussetzungen für eine konfirmatorische Faktorenanalyse, die in
Bühner (ebd., S. 431 f.) dargestellt sind, sind in der vorliegenden Studie in Bezug auf das
geforderte Intervallskalenniveau, eine multivariate Normalverteilung der Daten (bzw. eine
ausreichend große Stichprobe), das Nichtauftreten von extremen Ausreißerwerten und einem
Stichprobenumfang von mehr als 200 Probanden erfüllt. Die Forderung jede latente Variable
durch mindestens vier Items abzubilden, ist jedoch nur für zwei der vier latenten Variablen
erfüllt (Dimension B ist durch fünf und Dimension D durch vier Items charakterisiert),
Dimensionen A und C sind hingegen lediglich durch zwei bzw. drei Items abgebildet.
Eid u. a. (2011, S. 860) betonen, dass eine konfirmatorische Faktorenanalyse nur dann
durchgeführt werden kann, wenn eine theoretische Vorstellung davon besteht, wie viele latente
Variablen zur Erklärung beobachtbarer Unterschiede und Zusammenhänge benötigt werden
und welche manifesten Variablen auf welche latenten Variablen laden. In der vorliegenden
Studie besteht eine theoretisch begründete Annahme auf vier latente Variablen, denen
jeweils bestimmte Items inhaltsvalidiert zugeordnet wurden. Die Zuordnung ist, wie oben
bereits dargestellt, durch ein Expertenteam inhaltsvalidiert und lautet folgendermaßen: Items
A1, A2 = Dimension A: Deklaratives/konzeptuelles systemisches Wissen, Items A3, B1, B2,
B3, B4 = Dimension B: Systemmodellierungsfähigkeit, Items C1, C2, C3 = Dimension
C: Fähigkeit zur Nutzung von Systemmodellen beim Lösen von komplexen dynamischen
Problemen, Items C4, D1, D2, D3 = Dimension D: Bewertung von Systemmodellen und
Ergebnissen der Modellanwendung.
Zweite bedeutsame Frage ist, ob das Modell identifiziert ist, also ob alle unbekannten
Parameter des Modells anhand der verfügbaren Informationen, nämlich der Kovarianzmatrix
und den Erwartungswerten der beobachteten (manifesten) Variablen, bestimmt werden können
(vgl. ebd., S. 861 ff.). Über die Differenz zwischen den bekannten und den zu schätzenden
Parametern eines Modells bestimmt man die Freiheitsgrad-Anzahl. Diese bestimmt die
Anzahl der Möglichkeiten, in denen die Daten vom Modell abweichen können. Eine größere
Freiheitsgrad-Anzahl bedeutet hierbei ein sparsameres, aber leichter falsifizierbares Modell –
und eine geringere Freiheitsgrad-Anzahl ein komplexeres, aber weniger leicht falsifizierbares
Modell.Unteridentifizierte Modelle haben mehr unbekannte als bekannte Parameter, was in
negativen Freiheitsgraden resultiert, und sind für die Analyse mit Strukturgleichungsmodellen
nicht nutzbar. Für genau identifizierte Modelle gibt es genau eine Lösung, sodass die
unbekannten Parameter zwar geschätzt, jedoch kein Modelltest durchgeführt werden können.
Eine positive Anzahl von Freiheitsgraden (= Überidentifizierung) ist folglich notwendig, um
einenModelltest durchführen zu können (vgl. Bühner 2011, S. 402 ff.). Die Freiheitsgrade




Wie können die Modellparameter nun geschätzt und konkurrierende Modelle miteinander
verglichen werden? Als Schätzmethode wird auch für die konfirmatorische Faktorenanalyse
(CFA) die ML angewendet (vgl. Ausführungen zu den Charakteristika und Vorteilen dieser
Methode im vorherigen Abschnitt 4.1 sowie ausführlich bei ebd., S. 409 ff.). Ausgehend von
dem theoretisch zu Grunde liegenden vierdimensionalen Modell, das auch im Rahmen der
explorativen Faktorenanalyse zur Empfehlung kam, nun mittels cfa-Funktion in R geschätzt.
Mit Hilfe von Modellgüteindikatoren soll überprüft werden, ob dieses Modell angemessen
auf die empirischen Daten passt.
Darüber hinaus ist von zentralem Forschungsinteresse dieser Studie, ob das vierdimen-
sionale Modell besser auf die empirischen Daten passt als konkurrierende Modelle mit mehr
oder weniger Dimensionen. Hierzu werden nun auf Grundlage der Itemzuordnungen bei
unterschiedlicher Faktorenanzahl zwischen eins und sechs (vgl. Tabelle 4.5) zusätzlich
auch die jeweiligen konkurrierenden Modelle mittels cfa-Funktion (R) geschätzt. Auffällig
hierbei ist, dass bei den Modellen mit vier, fünf sowie sechs Faktoren negative Varianz-
schätzungen (unzulässige Schätzwerte) für das Item A2 auftreten. Dieser Sonderfall wird als
„Heywood-Fall“ bezeichnet und kann, falls keine Überfaktorisierung vorliegt, auch dadurch
begründet sein, dass nicht ausreichend viele beobachtete Variablen mit substanziellen Ladun-
gen für einen Faktor in die Analyse aufgenommen wurden. Da der Faktor, aus welchem das
betroffene Item stammt, nicht mit ausreichend Items ausgestattet ist, ist es unabdingbar, dass
in Folgestudien weitere Indikatoren (Items) für den betroffenen Faktor, nämlich Dimension
eins, hinzugezogen werden.
Die sechs ermittelten Modelle werden hinsichtlich verschiedener Modellgütekoeffizi-
enten miteinander verglichen, die in der folgenden Tabelle 4.6 zunächst dargestellt sind.
Im anschließenden Abschnitt 4.3 werden die gezeigten Gütekriterien charakterisiert und
vergleichend bewertet.















SRMR RMSEA χ2 χ2 diff Diff si-
gn.?
AIC BIC CFI
1 76 0,097 0,144 400,61 11 781 11 810 0,653
2 77 0,083 0,098 223,55 177,07 *** 11 543 11 639 0,842
3 74 0,068 0,077 163,97 59,57 *** 11 487 11 590 0,904
4 71 0,061 0,069 138,8 25,18 *** 11 468 11 580 0,927
5 67 0,043 0,043 92,3 46,49 *** 11 429 11 555 0,973
6 63 0,041 0,040 83,83 8,47 - 11 429 11 568 0,978
4.2.2 Modellgesamtanpassung und Modellvergleich
Die entscheidende zu klärende Frage ist nun, ob das spezifizierte Modell gültig ist bzw.
welches Modell die beste Passung zu den empirischen Daten aufweist: Da sich die Qualität
eines Modells aus dem Vergleich der empirischen Kovarianzmatrix mit der geschätzten (vom
Modell implizierten) Kovarianzmatrix ergibt, ist dieModellanpassungsgüte (Modell-Fit)
umso höher, je geringer die Diskrepanz zwischen beidenMatrizen ist (Eid u. a. 2011, S. 876 ff.).
Zur Bewertung der Modellanpassung der erstellten Modelle (ein- bis sechsdimensional)
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werden im Folgenden Gütemaße vorgestellt, die sich auf (1) das Gesamtmodell (globaler
Modell-Fit) bzw. (2) Modellvergleiche beziehen.
Zu (1): Im Folgenden wird die Gesamtanpassung des Modells mit folgenden beiden
Modellgütekriterien – den Koeffizienten (a) Standardized Root Mean Square Residual sowie
(b) RMSEA – bewertet.
(a) Der SRMR ist die standardisierte Quadratwurzel aus dem Mittelwert der quadrierten
Residuen. Dies ist ein Maß für das durchschnittliche Residuum (Eid u. a. 2011, S. 880). Werte
nahe null deuten auf einen guten Modell-Fit hin. Eine bedeutsame Abweichung des Modells
von den Daten liegt (lt. Hu & Bentler 1999) vor, wenn der SRMR 0,08 übersteigt.
Befund der vorliegenden Analyse (Tabelle 4.6) ist, dass der Wert sinkt, je mehr Faktoren
das Modell enthält: Ab drei Faktoren sinkt er unter 0,08, ab fünf Faktoren unter 0,04, und
zeigt somit, dass das ein- und das zweidimensionale Modell nicht zu den Daten passen.
Alle anderen Modelle weisen einen akzeptablen (drei- und vierfaktorielles Modell) oder
guten (fünf- und sechsfaktorielles Modell) Modell-Fit auf.
(b) DerRMSEA zählt zu den Closeness/Badness-of-Fit-Koeffizienten. Der RMSEA stellt
die durchschnittliche Abweichung der Daten vom Modell pro Freiheitsgrad dar, deswegen
steht ein höherer Wert für einen schlechteren Modell-Fit (Bühner 2011, S. 424 f.). Hierbei
wird überprüft, ob der Approximationsfehler – d. h. wenn das Modell die Kovarianzmatrix
in der Population nicht perfekt reproduziert – in einem bestimmten Bereich liegt. Eine gute
Modellapproximation liegt bei Werten kleiner als 0,05 vor (Eid u. a. 2011, S. 882). Der
Cut-off-Wert liegt laut Hu und Bentler (1999) bei ca. 0,06. Steiger (2007) spricht von einer
strikten Obergrenze bei 0,07. In unserem Fall wird bei den beiden Modellen mit fünf bzw.
sechs Faktoren eine gute Approximation erreicht (Tabelle 4.6), und das drei-, vier-, fünf-
sowie sechsdimensionale Modell müssen bezüglich des Grenzwertes von Steiger (ebd.) nicht
verworfen werden, hinsichtlich des Cut-off-Wertes (Hu & Bentler 1999) können das vier-,
fünf- sowie sechsdimensionale Modell beibehalten werden.
Zu (2)Modellvergleiche: Zum direkten Vergleich konkurrierender Modelle hinsichtlich
ihrer Modellanpassungsgüte liegen u. a. folgende statistischen Tests vor: (a) Likelihood-Ratio-
Differenzen-Test, (b) Informationstheoretische Maße und (c) Incremental-Fit-Indizes, die im
Folgenden erläutert werden.
(a) Der Likelihood-Ratio-Differenzen-Test (Eid u. a. 2011, S. 882) kann angewendet
werden, wenn Modelle ineinander verschachtelt sind – d. h. ein Modell geht aus einem über-
geordneten Modell durch spezifische Restriktionen hervor – dann können die Modelle direkt
gegeneinander statistisch getestet werden. Hierbei wird im vorliegenden Fall ein zweifaktori-
elles Modell gegen ein einfaktorielles, ein dreifaktorielles Modell gegen ein zweifaktorielles
usw. getestet. Das niedriger-faktorielle Modell lässt sich jeweils aus dem höher-faktoriellen
herleiten, indem man die Korrelation von zwei Faktoren auf 1 setzt. Da es sich in den Mo-
dellvergleichsfällen der vorliegenden Studie folglich um geschachtelte Modelle handelt, kann
der Modellvergleich mittels Likelihood-Ratio-Differenzen-Test durchgeführt werden (vgl.
Luhmann 2015, S. 292) und weist folgendes Ergebnis auf: Der χ2-Wert jeden Modells mit
mehr Faktoren ist kleiner als der des Modells mit einem Faktor weniger (s. Tabelle 4.6).
Dies ist immer so, da mehrfaktorielle Modelle weniger restriktiv sind. Ob die Unterschie-
de der χ2-Werte jedoch statistisch bedeutsam (signifikant) sind, wird mittels der Differenz
der χ2-Werte als Prüfgröße ermittelt. Bis zum Modell mit fünf Faktoren passt das weniger
restriktive (höher-faktorielle) Modell signifikant besser. Das sechsfaktorielle Modell passt
jedoch im direkten statistischen Vergleich nicht signifikant besser als das fünffaktorielle zu




(b) InformationstheoretischeMaße (vgl. Eid u. a. 2011, S. 883) wie z. B. das Akaikes
Informationskriterium (Akaike-Information-Criterion, AIC) oder das Bayesianisches Infor-
mationskriterium (Bayesian-Information-Criterion, BIC) eignen sich zum Vergleich mehrere
Modelle, auch falls diese nicht ineinander geschachtelt sind. Diese Maße berücksichtigen
neben der Modellgüte zusätzlich die Modellsparsamkeit. Die Betrachtung dieser Maße
kann dem sog. „capitalizing on chance“, der Freisetzung von immer mehr Parametern zur
Verbesserung von χ2-Werten ggf. ohne inhaltliche Sinnhaftigkeit, entgegenwirken. Unnötige
Komplexität des Modells wird nämlich, der Idee von „Ockhams Rasiermesser“ (ebd., S. 755)
folgend, „bestraft“. Da die hier herangezogenen Maße als die minimale Varianz der Residuen
formuliert sind, ist das Modell mit dem niedrigsten Wert des jeweiligen Informationskriteri-
ums, nachdem die Anzahl der Parameter noch „strafend“ addiert wurde, am besten. Beim
AIC ist der „Strafterm“ von der Stichprobengröße unabhängig, weshalb das Kriterium bei
großen Stichproben tendenziell Modelle mit verhältnismäßig vielen Parametern vorteilhaft
erscheinen lässt. Die Verwendung des durch Gideon Schwarz 1978 vorgeschlagenen BIC
wird daher von den meisten Autoren empfohlen. Bei den vorliegenden Daten sprechen sowohl
AIC als auch BIC für das fünfdimensionaleModell (Tabelle 4.6).
(c) Bei Incremental-Fit-Indizes (Bühner 2011, S. 427; Eid u. a. 2011, S. 883), z. B. dem
komparativen Anpassungsindex (Comparative-Fit-Index, CFI), wird die Anpassungsgüte
eines Modells mit einem „Unabhängigkeits-“ oder „Baseline-Modell“ verglichen. Ein CFI
größer 0,97 gilt hierbei laut Eid u. a. (2011, S. 883) als gut, von Hu und Bentler (1999) wird
ein CFI größer 0,90 als akzeptabel, größer 0,95 als gut bezeichnet. Ein CFI größer 0,95
(bzw. 0,97) und somit guter Fit liegt bei unseren Daten im fünf- sowie sechsdimensionalen
Modell vor, eine akzeptableModellpassung mit CFI-Werten größer 0,90 liegt auch im drei-
und vierdimensionalen Modell vor (Tabelle 4.6). Das ein- und zweifaktorielle Modell sind
folglich nicht akzeptabel und müssen verworfen werden.
Unter Betrachtung aller besprochenen Indizes können das ein- und das zweidimensio-
nale Modell ausgeschlossen werden. Der Modell-Fit beim drei- sowie vierdimensionalen
Modell ist akzeptabel, bei vier Dimensionen etwas besser als bei drei. Das fünf- sowie das
sechsdimensionaleModell weisen bei allen untersuchten Gütemaßen einen gutenModell-
Fit auf, zwischen diesen beiden muss dem fünfdimensionalenModell unter Beachtung des
Sparsamkeitskriteriums eindeutig der Vorzug gegeben werden.
Dass das vergleichend analysierte fünfdimensionale Modell einen besseren Modell-Fit
als das vierdimensionale aufweist, kann – neben der Option, dass Systemkompetenz mög-
licherweise wirklich ein fünfdimensionales Konstrukt ist – im hier untersuchten Fall mit
großer Wahrscheinlichkeit auf die erkannten Schwächen der Items der Dimension D zu-
rückgeführt werden. Wie in Tabelle 4.2 dargestellt, weisen nicht alle Items dieser Dimension
eine inhaltliche Einfachstruktur auf. Nur Items C4/D1 laden eindeutig auf Dimension D,
während Items D2/D3 zu fast gleichen Anteilen auf die Dimensionen C und D laden. Für das
hier vergleichend untersuchte fünfdimensionalen Modell werden, wie in Tabelle 4.5 darge-
stellt, die vier Items der Dimension D auf zwei Dimensionen aufgeteilt, einmal mit den Items
C4/D1 und zum anderen mit den Items D2/D3 besetzt. Aus Items, die per „Doppelladung“
Facetten zweier bestehender Dimensionen des vierdimensionalen Modells repräsentieren,
lässt sich jedoch inhaltlich nicht auf das Vorliegen einer weiteren, fünften Dimension schlie-
ßen. Inhaltlich gibt es keine Anhaltspunkte in den beiden Items, die grundlegend neue, über
die Dimensionen C und D hinausgehende und für eine weitere Dimension erforderliche
„einzigartige“ Facetten von Systemkompetenz adressieren würden.
Laut Eid u. a. (2011, S. 898) soll die Faktorenanzahl in allererster Linie danach bestimmt
werden, was theoretisch begründet und sinnvoll interpretierbar ist. Trotz der im Vergleich
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tendenziell besten Modellpassung des fünfdimensionalen Modells wird hier aus den darge-
legten inhaltlichen Gründen das vierdimensionale Modell beibehalten, das sowohl die zu
Grunde gelegte Theorie (Rieß u. a. 2015) als auch die Empfehlung der exploratorischen
Faktorenanalyse (Abschnitt 4.1) abbildet.
Wichtig zur Rechtfertigung dieser Entscheidung ist, dass das vierdimensionale Mo-
dell auf Grundlage der Prüfung mittels konfirmatorischer Faktorenanalyse statistisch nicht
verworfen werden muss, sondern aufgrund akzeptabler Modellpassung, belegt durch oben
dargestellte Gütemaße, beibehaltenwerden kann. Je mehr ein Modell an eine gezogene Stich-
probe angepasst wird, um so „aussageloser“ wird es und lässt letztlich keine Rückschlüsse
auf die Population mehr zu (Bühner 2011, S. 423), das heißt, ein stark verändertes Modell
müsste erst anhand einer weiteren Stichprobe erneut geprüft („kreuzvalidiert“) werden, was
im Rahmen einer Folgestudie erfolgen müsste.
Zwischenfazit: Die Weiterverwendung des vierfaktoriellen Modells auf Grundlage
der vier Dimensionen des dargestellten Freiburger Systemkompetenzstrukturmodells bei der
folgenden Untersuchung der Forschungsfragen und der Überprüfung der Wirksamkeit der
entwickelten Treatments erscheint, unter Abwägung und gemeinsamer Betrachtung der darge-
botenen statistischen Kennwerte und inhaltlich-theoretischen Überlegungen, als angemessen
und gerechtfertigt.
Von entscheidender Bedeutung ist nun aber zusätzlich die Frage, ob die vier ausgewiese-
nen Dimensionen tatsächlich gemeinsam das übergeordnete Konstrukt Systemkompetenz
messen. Dieser Frage wird im folgenden Exkurs zu Strukturgleichungsmodellen nachgegan-
gen, indem eine konfirmatorische Faktorenanalyse zweiter Ordnung durchgeführt wird,
in welche das Gesamtkonstrukt Systemkompetenz als übergeordneter Faktor einfließt.
4.3 Strukturgleichungsmodelle
Im Rahmen der konfirmatorischen Faktorenanalyse (Abschnitt 3.2) wurden Beziehungen
zwischen den beobachtbaren Variablen (Indikatoren, Items) und den latenten Variablen
(Systemkompetenzdimensionen) untersucht. Bezogen auf Strukturgleichungsmodelle, im
Englischen Strukturgleichungsmodell (Structural Equation Modeling) (SEM), die eine Kom-
bination von Mess- und Strukturmodellen darstellen, stellt das Modell der konfirmatorischen
Faktorenanalyse sozusagen das Messmodell dar, welches beschreibt, wie die latenten Va-
riablen gemessen werden. Bei Strukturgleichungsmodellen ist nun zusätzlich ein Struktur-
modell vorhanden, das die Beziehungen der latenten Variablen untereinander darstellt (vgl.
Bühner 2011, S. 380 ff.; Luhmann 2015, S. 289, 293). Als Kombination aus Pfadanalyse
und konfirmatorischer Faktorenanalyse berücksichtigen Strukturgleichungsmodelle daher
zusätzlich Relationen (Beziehungen, „Pfade“) zwischen den latenten Variablen (Raykov &
Marcoulides 2006). Hierbei unterscheidet man ungerichtete Beziehungen (Kovarianzen) und
gerichtete Beziehungen (semipartielle Regressionsgewichte, „Ladungen“). Hierbei werden
Definitionsgleichungen der Schätzung von besagten Modellparametern in Strukturgleichun-
gen überführt, damit das Modell identifizierbar (eindeutig bestimmbar, mathematisch lösbar)
ist, mit dem Ziel Varianzen und Kovarianzen von beobachtbaren Variablen durch latente
Variablen zu erklären (Hintergründe hierzu in Bühner 2011, S. 391 f.).
Wie wird dies graphisch zum Ausdruck gebracht? Die beobachtbaren Variablen sind
durchQuadrate und die nicht direkt beobachtbaren, latenten Variablen durchKreise gekenn-
zeichnet. Hierbei geben Einfachpfeile die Stärke der gerichteten Beziehungen zwischen
den latenten Variablen und den jeweiligen Indikatoren imMessmodell (auch: Ladungskoeffizi-
enten, „Ladungen“) bzw. zwischen latenten Variablen im Strukturmodell (auch: semipartielle
Regressionsgewichte, Pfadkoeffizienten) an (Asher 1983; Bühner 2011, S. 384 f.; Schumacker
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& Lomax 2004). Pfadkoeffizienten geben sozusagen den eigenständigen Beitrag jeder einzel-
nen unabhängigen Variable (bei Konstanthaltung bzw. Kontrolle der anderen unabhängigen
Variablen) zur Aufklärung der Unterschiede in der Zielvariablen an. Je größer der Wert des
Pfadkoeffizienten ist, desto größer ist die Bedeutung des jeweiligen Merkmals für das interes-
sierende Zielmerkmal (Frein u. a. 2007, S. 286). Ungerichtete Beziehungen (Kovarianzen,
Korrelationen) zwischen den latenten Variablen im Strukturmodell sind durch Doppelpfeile
dargestellt (vgl. Abb. 4.2), und mittels Rundpfeilen können die Residualvarianzen der ein-


























































Abbildung 4.2: Pfaddiagramm des Messmodells zur Systemkompetenz (entspricht First
Order Model)
4.3.1 Konfirmatorische Faktorenanalysen erster und zweiter Ordnung
Bei den im Rahmen dieser Studie bisher durchgeführten Berechnungen (Abschnitt 3.2) wurde
zunächst ein Messmodell zur Zuordnung von manifesten Variablen (Items) als Indikatoren
latenter Variablen (Systemkompetenzdimensionen) definiert, welches hier in Abb. 4.2 gra-
phisch als Pfaddiagramm (mit unstandardisierten Modellparametern) dargestellt ist. Dies
entspricht einer CFA erster Ordnung (First Order CFA).
Abb. 4.2 zeigt zunächst die Faktorladungen der Items auf die jeweiligen Systemkom-
petenzdimensionen A bis D – dies ist die Varianz am Item, die durch den Faktor aufgeklärt
wird. Hierbei ist die Faktorladung des ersten in die jeweilige Dimension einbezogenen Items
immer 1 gesetzt (gestrichelte Pfeile) und die weiteren Faktorladungen werden jeweils relativ
hierzu ausgegeben (durchgezogene Pfeile). Zudem zeigt Abb. 4.2, wie auch Tabelle 4.7, die
Kovarianzen („unstandardisierten Korrelationen“) der vier Systemkompetenzdimensionen
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miteinander. Bei diesen ist insbesondere der relativ geringere Zusammenhang der Dimension
A mit allen weiteren Dimensionen inhaltlich auffällig, während Dimensionen B, C und D
insgesamt höher miteinander kovariieren. Die Rundpfeile zeigen zusätzlich die Residual-
varianzen der manifesten und latenten Variablen an. An den manifesten Variablen (Items)
ist dies die Fehlervarianz, die nicht vom jeweiligen Faktor aufgeklärt werden kann, also im
Prinzip der unsystematische Messfehler/Störeinfluss bei der Beantwortung der Items. An den
latenten Variablen (Kompetenzdimensionen A bis D) ist wiederum die Residualvarianz des
jeweiligen Faktors, die nicht durch die zugehörigen Items erklärt werden kann, dargestellt.
Tabelle 4.7: Kovarianzen zwischen den Faktoren
Kovarianzen Dimension A Dimension B Dimension C Dimension D
Dimension A 0,247 0,146 0,186
Dimension B 0,644 0,769
Dimension C 0,678
Dimension D
Die konfirmatorische Faktorenanalyse zweiter Ordnung (Second Order CFA) ist eine
statistische Methode zur Bestätigung, dass ein theoretisch angenommenes Konstrukt auf eine
bestimmte Anzahl von „Subkonstrukten“ lädt, beziehungsweise um herauszufinden wie stark
der Effekt des Gesamtkonstrukts (jetzt: Konstrukt zweiter Ordnung, Second Order construct)
auf die einzelnen Subkonstrukte (jetzt: Konstrukte erster Ordnung, First Order constructs)
ist. Hierzu können nun zusätzlich Faktorladungen zweiter Ordnung durch eine Technik der
Faktorenanalyse direkt aus der Matrix der Korrelationen zwischen den ermittelten Faktoren
erster Ordnung ermittelt werden (Awang 2015).
Um sich mit der Annahme auseinanderzusetzen, dass ein Konstrukt (hier Systemkom-
petenz) aus mehreren Unterkonstrukten (hier: 4 Dimensionen) besteht, eignet sich eine
einfache Form von Strukturgleichungsmodellen, die konfirmatorische Faktorenanalyse
zweiter Ordnung, bei welcher neben den vier Dimensionen als Faktoren erster Ordnung
zusätzlich das Gesamtkonstrukt Systemkompetenz als übergeordneter Faktor zweiter Ordnung
definiert wird. Zunächst muss die Gültigkeit des Modells mit den Faktoren erster Ordnung,
spezifiziert durch die jeweiligen Items als Indikatoren (vgl. Abb. 4.2), gezeigt werden, wie im
Rahmen dieser Studie in Abschnitt 4.2 für das vierdimensionale Modell bereits dargestellt.
Nun kann diesem Modell der übergeordnete Faktor zweiter Ordnung (Konstrukt, hier
Systemkompetenz „sys“, vgl. Abb. 4.3) zugefügt werden, welcher hier gemeinsam aus allen
vier Faktoren erster Ordnung (Subkonstrukte) heraus definiert wird (Abb. 4.3). Das erweiterte
Second Order Modell muss nun erneut auf seine Gültigkeit hinsichtlich der relevanten
Modellgütekriterien überprüft werden (vgl. auch ebd.). Die Ergebnisse für das erweiterte
Modell wurden mit dem R-Paket lavaan (Rosseel 2012, S. 6) gemäß der für Analysen mit
Faktoren zweiter Ordnung erläuterten Syntax ermittelt und mit Hilfe des Pakets semPlot
(Epskamp & Stuber 2017) hier graphisch dargestellt.
Abb. 4.3 zeigt, dass sich die unstandardisierten Faktorladungen der Items der vier Kom-
petenzdimensionen nur leicht verändern. Entscheidendere Neuerung ist, dass die latenten
Variablen der vier Systemkompetenzdimension nun nicht mehr miteinander kovariieren,
sondern der übergeordnete Faktor zweiter Ordnung „sys“ weist Faktorladungen zweiter
Ordnung auf die Subkonstrukte auf, d. h. die Kovarianzen gehen in diesen übergeordneten
Faktor auf, oder anders ausgedrückt wird das „Gemeinsame“ der vier Faktoren durch den
übergeordneten Faktor zweiter Ordnung abgebildet. Auch hier wird die Faktorladung wie-
der beim zuerst berücksichtigten Faktor (Dimension A) auf 1 gesetzt (gestrichelter Pfeil)
und für alle weiteren Faktoren (durchgezogene Pfeile) in Relation hierzu berechnet. Die
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Residualvarianzen der latenten Variablen (Rundpfeile an Dimensionen A bis D) sind in
allen vier Fällen geringer als im Modell erster Ordnung, d. h. im Modell zweiter Ordnung
erfolgt eine bessere Varianzaufklärung durch die Testitems als imModell erster Ordnung. Das
übergeordnete Konstrukt Systemkompetenz wird mit sehr geringer Residualvarianz durch die
vier Kompetenzdimensionen („Subkonstrukte“) zudem gut aufgeklärt.
Inwiefern wird die Varianz am übergeordneten Konstrukt („sys“) durch die Subkonstrukte
(Dim. A bis D) ggf. unterschiedlich stark aufgeklärt? Der Faktor zweiter Ordnung „sys“ kann,
wie Abb. 4.3 und Tabelle 4.8 zeigen, am meisten Varianz in Dimension B aufklären, dicht
gefolgt von Dimensionen D und C, während in Dimension A deutlich weniger Varianzauf-
klärung durch den übergeordneten Faktor erfolgt. Die Bedeutung der des Gesamtkonstrukts
Systemkompetenz für die vier zugeordneten Systemkompetenzdimensionen ist folglich nicht
identisch, wie zunächst angenommen, sondern weist die dargestellte Schwerpunktsetzung
auf. Die geringe Faktorladung insbesondere auf Kompetenzdimension A deutet darauf hin,
dass hier möglicherweise weitere Konstrukte (jenseits von Systemkompetenz) „mitgemessen“























































Abbildung 4.3: Pfaddiagramm des Mess- und Strukturmodells zur Systemkompetenz (ent-
spricht Second Order Model)
Tabelle 4.8: Faktorladungen des Konstrukts zweiter Ordnung
Faktorladung Dimension A Dimension B Dimension C Dimension D
sys 1,000 4,341 3,291 3,938
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Zusammenfassend konnte anhand des Datensatzes der vorliegenden Studie gezeigt werden,
dass das theoretisch angenommene übergeordnete Konstrukt Systemkompetenz als Faktor
zweiter Ordnung auf vier Subkonstrukte (Kompetenzdimensionen, Faktoren erster Ordnung)
lädt, wobei die zugehörigen Ladungskoeffizienten deutlich ungleich ausfallen.
4.3.2 Modellgesamtanpassung und Modellvergleich
Von besonderer Bedeutung für die vorliegende Studie und für die weitere theoretische so-
wie didaktische Auseinandersetzung mit dem Konstrukt Systemkompetenz und seiner
Dimensionalität ist es nun, dieModellpassung des aufgestellten Second Order Modells zu
überprüfen. Sollte dieses Modell einen schlechten Modelfit aufweisen, wäre die theoretische
Annahme, dass die vier bestätigten Faktoren (Systemkompetenzdimensionen) tatsächlich
gemeinsam zum übergeordneten Gesamtkonstrukt Systemkompetenz beitragen, anhand des
vorliegenden Datensatzes statistisch nicht haltbar. Folgende Tabelle 4.9 zeigt daher das First
sowie Second Order Modell im Vergleich.













First Order Modell 71 0,061 0,069 11468 11580 0,927
4 Faktoren (Systemkompetenzdimensionen A bis D)
Second Order Modell 73 0,065 0,068 11467 11573 0,926
wie First Order Modell plus übergeordneten Faktor „sys“ (Konstrukt Systemkompetenz)
Wie in Abschnitt 4.2.2 zu den Koeffizienten zur Beurteilung derModellanpassungsgüte
bereits ausgeführt, liegt eine bedeutsame Abweichung des Modells von den Daten bei einem
SRMR über 0,08 vor (Hu & Bentler 1999), und der RMSEA weist eine Obergrenze bei 0,07
auf (Steiger 2007), sodass die Gesamtanpassung des Second Order Modells diesbezüglich
akzeptabel ist (Tabelle 4.9).
Die informationstheoretischen Maße AIC sowie BIC berücksichtigen neben der Modell-
güte zusätzlich die Modellsparsamkeit und werden kleiner, je weniger unnötige Komplexität
das Modell enthält (Eid u. a. 2011, S. 755). Beim CFI wird die Anpassungsgüte eines Modells
mit einem „Baseline-Modell“ verglichen. Ein Wert größer 0,90 gilt als akzeptabel (Hu &
Bentler 1999). Somit kann das Second Order Modell auch bezüglich der Modellvergleichs-
koeffizienten angenommen werden (Tabelle 4.9).
Eine weiterführende Diskussion und Interpretation der Bedeutung der hier gezeigten
Ergebnisse erfolgt in Abschnitt 6.1.
Zwischenfazit: Dass das aufgestellte Second Order Modell zur Systemkompetenz bei-
behalten werden kann, ist ein bedeutendes Ergebnis der vorliegenden Studie und bestätigt
das heuristische Freiburger Kompetenzstrukturmodell (Rieß u. a. 2015) erstmalig em-
pirisch.
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4.4 Exkurs: Korrelationender Kompetenztestergebnisse nachDimensionen
und mit Schulnoten
In Abschnitt 5.2.3 wird die Durchführung und Auswertung des entwickelten Systemkompe-
tenztests erläutert. Im Rahmen des hier gezeigten Exkurses werden – im Vorgriff auf diese
Erläuterungen – bereits die Korrelationen (Produkt-Moment-Korrelationskoeffizient r
nach Pearson für intervallskalierte Daten) zwischen dem erzielten Ergebnis im Prätest
(Abb. 4.4 und Tabelle 4.10) dargestellt, und zwar zunächst zwischen dem Gesamttestergebnis
(sys) sowie den Ergebnissen der vier Testteile A bis D (n = 203). Dies soll die in den Ka-
piteln 4.1 bis 4.3 durchgeführten Faktorenanalysen ergänzen, die Interpretation erleichtern





















Abbildung 4.4: Zusammenhang (Pearsons r) zwischen den Systemkompetenztestergebnissen
im Prätest (gesamt = sys) und den einzelnen Testteilen (A–D)
Tabelle 4.10: Zusammenhang (Pearsons r) zwischen den Systemkompetenztestergebnissen
im Prätest (gesamt = sys) und den einzelnen Testteilen (A–D)
Korrelation (r) Dimension A Dimension B Dimension C Dimension D
sys 0,60 0,81 0,68 0,76
Dimension A 1 0,37 0,21 0,24
Dimension B 1 0,43 0,42
Dimension C 1 0,46
Dimension D 1
Erkennbar ist zum einen der bereits in Abschnitt 4.3 faktorenanalytisch aufgezeigte
deutliche Zusammenhang des Gesamttests mit seinen vier Testteilen auch durch die hier
ermittelten Korrelationskoeffizienten r, die mit Werten zwischen 0,60 und 0,81 allesamt
mittlere bis hohe positive Zusammenhänge ausdrücken. Hier wird ebenfalls der stärkere
Zusammenhang der drei Dimensionen B, C und D mit dem Gesamttest (r zwischen 0,68
und 0,71 – hohe Korrelation) sowie der etwas schwächere Zusammenhang der Dimension
A mit dem Gesamttest (r = 0,60 – mittlere Korrelation) sichtbar, in Einklang mit den in
Abschnitt 4.3 bereits dargestellten faktorenanalytischen Ergebnisse.
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Zum anderen zeigen Abb. 4.4 sowie Tabelle 4.10 den Zusammenhang der vier Testdi-
mensionen untereinander. Hier ist – ebenfalls im Einklang mit den faktorenanalytischen
Erkenntnissen des Kapitels 4.3 – der schwächere Zusammenhang der Dimension A zu den
Dimensionen B bis D sowie der stärkere Zusammenhang der letztgenannten drei Dimensionen
untereinander ersichtlich, wobei die gefundenen Korrelationen (r zwischen 0,21 bis 0,46)
insgesamt als gering zu bezeichnen sind, jedoch allesamt noch signifikant ausfallen.
Darüber hinaus werden hier die Korrelationen der Kompetenztestergebnisse (gesamt =
ABCD) und nach Dimensionen (A bis D) mit den Vorjahres-Schulnoten in den Fächern
Deutsch (N_De), Mathematik (N_Ma) und Geographie (N_Geo) dargestellt. Diese werden
anhand des Spearmans𝛒 für ordinale Daten ermittelt, und zwar sowohl für den Prätest
(Abb. 4.5 und Tabelle 4.11) als auch für den Posttest (Abb. 4.6 und Tabelle 4.12).
Abb. 4.5 und Abb. 4.6 sowie Tabelle 4.11 und Tabelle 4.12 zeigen die erwartungsgemäß
negative Korrelation der Testergebnisse (Punktzahl aufsteigend) zu Schulnoten (von 1 = sehr
gut bis 6 = ungenügend). Die höchsten (negativen) Zusammenhänge besteht hierbei mit den
Fächern Mathematik und Deutsch, mit dem Fach Geographie fällt die Korrelation etwas
geringer aus. Dies ist sowohl im Prä- als auch im Posttest erkennbar, bei insgesamt höheren
Korrelationen zum Zeitpunkt des Posttests. Der Zusammenhang der Systemkompetenztest-
Ergebnisse zu den Schulnoten in Mathematik und Deutsch ist in Dimension B (Posttest)
am Höchsten ausgeprägt, in den Dimensionen C und D ist die Korrelation mit den drei
Schulnoten besonders schwach. Die betrachteten Korrelationen zwischen −0,08 und −0,37
sind insgesamt als gering zu bezeichnen.
Auch bei der Rangkorrelationsanalyse (Abb. 4.5 und Abb. 4.6) ist zwischen den Testteilen
A bis D und demGesamttest der stärkere Zusammenhang der drei Dimensionen B, C undDmit
dem Gesamttest (Spearmans ρ zwischen 0,62 und 0,79 – hohe Korrelation) sowie der etwas
schwächere Zusammenhang der Dimension A mit dem Gesamttest (Spearmans ρ = 0,48 bzw.
0,49 – mittlere Korrelation) sichtbar, wiederum in Einklang mit den in Abschnitt 4.3 bereits
dargestellten faktorenanalytischen Ergebnisse. Miteinander korrelieren die Dimensionen B,
C und D gering – und mit Dimension A sehr gering. Im Posttest ist der Zusammenhang der
beiden Dimensionen C und D besonders deutlich ausgeprägt mit einer mittleren Korrelation
von Spearmans ρ = 0,49. Die Interpretation der hier gezeigten Befunde erfolgt in Abschnitt 6.2.
4.5 Zwischenfazit und Überleitung
Nachdem die Entwicklung und Überprüfung eines objektiven, validen, reliablen und öko-
nomischen Testinstruments zur Erfassung von Systemkompetenz gymnasialer Oberstu-
fenschüler/innen im Themenkontext Bodenerosion gelungen ist (Kapitel 3), kann dieses
nun eingesetzt werden, um die Wirksamkeit der drei ebenfalls entwickelten Treatments
vergleichend zu untersuchen und somit die Forschungsfragen der Studie zu beantworten
(Kapitel 5). Da der Test und die Treatments auf den theoretischen Annahmen des heuristischen
Freiburger Kompetenzstrukturmodells (Rieß u. a. 2015) basieren, das bisher nicht empirisch
validiert wurde, ist die in Kapitel 4 vorgenommene Konstruktbewertung von besonderer
Bedeutung für den (geographie)didaktischen Forschungsdiskurs. Da das als vierdimensional
angenommene Konstrukt Systemkompetenz faktorenanalytisch bestätigt werden konnte,
sind die folgenden Untersuchungen, wie Systemkompetenz methodisch am besten geför-
dert werden kann, und ob die verschiedenen Facetten (Dimensionen) von Systemkompetenz
diesbezügliche Unterschiede aufweisen, von besonderer unterrichtspraktischer Bedeutung.
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Abbildung 4.5: Zusammenhang (Spearmans ρ) zwischen Systemkompetenztestergebnis im
Prätest (gesamt und nach Dimensionen) sowie Deutschnote, Mathematikno-
te und Geographienote im Vorjahreszeugnis, leeres Feld: Korrelation nicht
signifikant
Tabelle 4.11: Zusammenhang (Spearmans ρ) zwischen Systemkompetenztestergebnis im
Prätest (gesamt u. nach Dimensionen) sowie Deutschnote, Mathematiknote
































ABCD 1,00 0,48 0,79 0,73 0,79 −0,19 −0,23 −0,16
Dim. A 1,00 0,32 0,18 0,19 −0,15 −0,22 −0,10
Dim. B 1,00 0,47 0,41 −0,19 −0,24 −0,15
Dim. C 1,00 0,52 −0,09 −0,11 −0,13
Dim. D 1,00 −0,09 −0,11 −0,08
















































Abbildung 4.6: Zusammenhang (Spearmans ρ) zwischen Systemkompetenztestergebnis im
Posttest (gesamt u. nach Dimensionen) sowie Deutschnote, Mathematiknote
und Geographienote im Vorjahreszeugnis, leeres Feld: Korrelation nicht
signifikant
Tabelle 4.12: Zusammenhang (Spearmans ρ) zwischen Systemkompetenztestergebnis im
Posttest (ABCD_po.s) sowie Deutschnote (N_De), Mathematiknote (N_Ma)
































ABCD 1,00 0,49 0,62 0,75 0,75 −0,33 −0,27 −0,22
Dim. A 1,00 0,20 0,20 0,18 −0,28 −0,21 −0,27
Dim. B 1,00 0,26 0,28 −0,37 −0,35 −0,14
Dim. C 1,00 0,49 −0,14 −0,14 −0,10
Dim. D 1,00 −0,19 −0,16 −0,18








Ob sich Systemkompetenz mit Hilfe von Modellen und/oder Computersimulationen besser
fördern lässt, ob dabei Unterschiede zwischen den vier Kompetenzdimensionen bestehen und
ob Lernstil oder Motivation der Probanden einen signifikanten Einfluss auf den Kompetenz-
zuwachs haben, wird mit Hilfe des entwickelten Systemkompetenztests in Verbindung mit
einer Fragebogenerfassung im Prä-Post-Einsatz (Anhänge B.1 bis B.2) untersucht. Nach einer
zusammenfassenden Darstellung der mathematischen Grundlagen der anzuwendenden Analy-
semethoden sowie der Variablen und Stichprobe der Interventionsstudie wird der gewonnene
Datensatz varianzanalytisch auf signifikante Gruppenunterschiede und Interaktionseffekte
geprüft sowie Teststärken bzw. Effektgrößen der verschiedenen Einflussfaktoren ermittelt,
sodass zu den einführend dargestellten Forschungsfragen und Hypothesen begründet Stellung
genommen werden kann.
5.1 Analysemethodik
5.1.1 Mathematische Grundlagen und Voraussetzungen der Varianzanalyse
Aus mathematischer Sicht stellt das latente Merkmal „Systemkompetenz“ die abhängige
Variable (= Dann-Komponente von Hypothesen) der vorliegenden Studie dar, deren Abhän-
gigkeit von anderen Einflussfaktoren mit Hilfe der Varianzanalyse untersucht werden kann.
Die abhängige Variable wird von einigen Autoren auch als Kriteriumsvariable der Untersu-
chung bezeichnet (Eid u. a. 2011, S. 53) und ist in der vorliegenden Studie operationalisiert
und gemessen durch den oben beschriebenen Systemkompetenz-Test. Die abhängige Variable
Systemkompetenz wurde metrisch (intervallskaliert) erfasst.
Unabhängige Variablen, die als Erklärung von Unterschieden der abhängigen Variablen
herangezogen werden können (= Wenn-Komponente von Hypothesen), werden als Faktoren
bezeichnet. Wenn randomisierte (zufällig zugeordnete) Stichproben unterschiedlich behandelt
werden, bezeichnet man den Faktor, der die Behandlungsart beinhaltet, als Treatment(faktor) –
dies ist in der vorliegenden Studie der Faktor „Gruppe“, welcher mit den drei Ausprägungen
Modell, Simulation und Kombination kategorial (nominal-skaliert) vorliegt (vgl. zu den
Faktorstufen ebd., S. 371). Weitere unabhängige Variablen dieser Studie sind die Faktoren
Motivation und Lernstil, welche durch Kategorienbildung diskretisiert vorliegen.
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Varianzanalysen (analysis of variance, ANOVA) dienen dem Vergleich von mehr als
zwei Gruppen hinsichtlich der zentralen Tendenz einer Variablen (hier Systemkompetenz).
Dabei ist die zentrale Frage, ob die Variation der Mittelwerte „nur“ den Stichprobenfehler
widerspiegelt, also zufallsbedingt ist, oder ob die experimentelle Manipulation (hier „Gruppe“
Modell, Simulation, Kombination) einen „Effekt“ hat, der statistisch nachweisbar ist. Die in
der Einleitung (Abschnitt 1.2) dargelegten Forschungsfragen und zugeordneten Hypothesen
sollen also mittels Signifikanztests überprüft werden.
Dabei wird geprüft, ob Mittelwertunterschiede zwischen Gruppen statistisch bedeutsam
(signifikant) sind – also wie groß oder klein die Wahrscheinlichkeit ist, dass Mittelwertun-
terschiede aufgrund der getroffenen Stichprobenauswahl zufällig hätten zustande kommen
können. Falls diese Wahrscheinlichkeit kleiner als das vorab festgelegte Signifikanzniveau
(z. B. α = 0,05) ist, kann die Nullhypothese zugunsten der Alternativhypothese verworfen
werden (vgl. Bortz & Schuster 2010, S. 209 f.; Eid u. a. 2011, S. 371 ff.).
Während der gängige Vergleich von (genau) zwei Stichprobenmittelwerten meist mittels
t-Test erfolgt, müssten bei der Betrachtung der Mittelwerte von drei Gruppen bereits drei
t-Tests zur Signifikanzüberprüfung der drei Kombinationsmöglichkeiten gerechnet werden,
bei vier Gruppen bereits sechs t-Tests. Dies wäre jedoch nicht nur sehr aufwändig, sondern
sogar falsch. Bei mehr als zwei Gruppen (wie in der vorliegenden Studie der Fall) muss
grundsätzlich statt einer t-Test-Kombination die Varianzanalyse zum Vergleich von Mittel-
wertdifferenzen zum Einsatz kommen. Dies hat zwei mathematische Gründe: (1) das Problem
der α-Fehler-Kumulierung und (2) eine sich verringernde Teststärke bei Nichteinbezug der
Gesamtstichprobe (Eid u. a. 2011, S. 371 ff.; Rasch u. a. 2014b, S. 3 f.).
Unter 𝛂-Fehler-Kumulierung versteht man das erhöhte Gesamt-α-Niveau bei der Prü-
fung einer Hypothese durch mehrere Tests gegenüber dem festgelegten α-Niveau jedes dieser
Einzeltests. Dies wird mathematisch hergeleitet u. a. bei Rasch u. a. (2014b, S. 3 ff.) oder Eid
u. a. (2011, S. 399 f.). Rasch u. a. (2014b, S. 3) zeigen, dass die Prüfung von Mittelwertunter-
schieden von drei Gruppen mit drei t-Tests (jeder α-Fehler im Einzeltest auf 5% festgelegt)
auf insgesamt 14% kumuliert, dass also gegenüber der Verwendung der Varianzanalyse eine
fast auf den dreifachen Wert erhöhte „wahre“ Fehlerwahrscheinlichkeit in Kauf genommen
würde, die statistisch inakzeptabel wäre.
Verringerte Teststärke kommt bei Durchführung einzelner t-Tests zustande, da beim
Einzelvergleich von drei (und mehr) Gruppen immer nur zwei Drittel (oder weniger) der
Stichprobe einbezogen werden. Die Varianzanalyse vergleicht alle Gruppen gleichzeitig
miteinander und erreicht somit eine höhere Teststärke, wie bei Rasch u. a. (ebd., S. 4) mathe-
matisch aufgeschlüsselt dargestellt wird.
Die auf Sir Ronald Aylmer Fisher zurückgehende Varianzanalyse erreicht den simultanen
Mittelwertvergleich durch die Betrachtung verschiedener Varianzen und die aus dem Ver-
gleich resultierende Beurteilung möglicher Effekte. Das Verfahren ist ausführlich dargestellt
u. a. in Bortz und Schuster (2010), Eid u. a. (2011) oder Rasch u. a. (2014b) und wird daher
an dieser Stelle nur knapp beschrieben. Wichtige Punkte sind hierbei die Zerlegung der
Gesamtvarianz in systemische Varianz und Residualvarianz sowie die Bestimmung des F-
Wertes zur Signifikanzprüfung. Wie die Prüfgröße des F-Tests sich unter Einbezug mittlerer
Quadrate von Treatment und Fehler im Einzelnen berechnet, stellen u. a. Bortz und Schuster
(2010, S. 209 f.), Eid u. a. (2011, S. 385 ff.) oder Rasch u. a. (2014b, S. 14 f.) ausführlich
dar. Mithilfe der Prüfgröße wird getestet, ob die Varianz „zwischen den Gruppen“ (Effekt-
und Residualvarianz) größer als diejenige „innerhalb der Gruppen“ (nur Residualvarianz)
ist, also ob sich die Gruppen signifikant unterscheiden. Bei Gültigkeit der Nullhypothese (=
die Gruppen unterscheiden sich nicht) wird ein F-Wert von ca. 1,0 erwartet, bei Gültigkeit
der Alternativhypothese (die Gruppen unterscheiden sich) ist dieser „bedeutend“ größer
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als 1,0 – wobei jeweils durch Vergleich mit dem kritischen F-Wert geprüft werden muss, ob
der empirische F-Wert „groß genug“ ist, um die Nullhypothese verwerfen zu können. Ein si-
gnifikantes Ergebnis resultiert immer dann, wenn die Wahrscheinlichkeit eines empirischen
F-Werts kleiner ist als das festgelegte Signifikanzniveau bzw. wenn der empirische F-Wert
größer als der kritische F-Wert ist (ebd., S. 17).
Das statistische Modell der Varianzanalyse hat an die Durchführung des Signifikanztests
drei zu erfüllende Annahmen (Bortz & Schuster 2010, S. 212 ff.):
⊳ unabhängige Fehlerkomponenten,
⊳ homogene Fehlervarianzen (auch: Varianzhomogenität): Diese kann mit dem
Levene-Test überprüft werden. Die Nullhypothese besagt hierbei, dass die Vari-
anzen in allen Gruppen gleich sind. Daher bedeutet ein signifikantes Testergebnis,
dass Varianzheterogenität vorliegt (Luhmann 2015, S. 194),
⊳ normalverteilte Fehlerkomponenten.
Umfangreicher stellen Rasch u. a. (2014b, S. 30 f., 71) die zu erfüllenden Annahmen dar:
⊳ die abhängige Variable ist intervallskaliert,
⊳ die untersuchten Merkmale sind in der Population normalverteilt,
⊳ die Varianzen der Populationen der unterschiedlichen Gruppen sind gleich,
⊳ die Messwerte in allen Bedingungen sind voneinander unabhängig – dies gilt nur
bei nicht-messwiederholter Varianzanalyse,
⊳ die Korrelationen zwischen den Stufen des messwiederholten Faktors sind ho-
mogen bzw. die liberalere Annahme der Zirkularität oder Sphärizität (= die
Varianzen der Differenzen zwischen jeweils zwei Faktorstufen sind homogen) –
dies gilt nur bei messwiederholter Varianzanalyse. Bei Eid u. a. (2011, S. 461 f.) ist
detailliert berichtet, wie die Sphärizität geprüft (z. B. Mauchlytest) oder im Falle
ihrer Verletzung die kritischen F-Werte angemessen korrigiert (z. B. Greenhoue-
Geisser-Korrektur, Huynh-Feldt-Korrektur) werden können.
⊳ Diese Annahmen werden in den Kapiteln 5.3 und 5.4 im Zuge der Auswertung
für die jeweiligen Analysen im Einzelnen geprüft und dargelegt.
Im Fall von signifikanten Mittelwertunterschieden kann zunächst nur unspezifisch gefol-
gert werden, dass sich zumindest die Gruppe mit dem kleinsten und die mit dem größten Mit-
telwert statistisch bedeutsam voneinander unterscheiden. Da jedoch die genaue Struktur der
Alternativhypothese von Interesse ist, kann durch Kontraste (Einzelvergleiche) herausgefun-
den werden, zwischen welchen einzelnen Faktorstufen die gefundenenMittelwertunterschiede
genau bestehen. Zu den sog. Post-hoc-Verfahren, die hierbei eine α-Fehler-Adjustierung
vornehmen, zählt der Tukey HSD-Test, der einen paarweisen Vergleich multipler Gruppen-
mittelwerte ermöglicht, indem er jeweils die kleinste noch signifikante Differenz zwischen
zwei Gruppenmittelwerten berechnet. Bei einer Verletzung der Zirkularitätsannahme bei
mehrfaktoriellen oder messwiederholten Varianzanalysen muss der Test mit Vorsicht interpre-
tiert werden (vgl. Bortz & Schuster 2010, S. 224 f.; Eid u. a. 2011, S. 402; Rasch u. a. 2014b,
S. 28 f., 85, 88). Ein weiteres Post-hoc-Verfahren ist der multiple Paarvergleich, bei welchem
mittels Bonferroni-Korrektur die unerwünschte α-Fehler-Kumulierung verhindert wird
(vgl. Eid u. a. 2011, S. 400 f.; oder Luhmann 2015, S. 201 f.). Bei genau drei Gruppen, wie sie
in dieser Studie vorliegen, ist auch das Post-hoc-Verfahren FLSD geeignet, den α-Fehler zu
kontrollieren (Hayter 1986). Insbesondere bei Varianzanalysen mit Messwiederholung (s.u.)
ist dies ein gängiges Post-hoc-Verfahren. Dabei wird die Mittelwertdifferenz, die gerade noch
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signifikant ist, errechnet. Dieser Wert ist der sog. FLSD-Wert. Mit diesem können die Beträge
der Mittelwertdifferenzen der verschiedenen Messzeitpunkte (auch in Abhängigkeit von den
Treatmentgruppen) verglichen werden. Wenn der jeweils errechnete Differenz-Betrag größer
als der FLSD-Wert ist, ist der betrachtete paarweise Vergleich signifikant (Luhmann 2015,
S. 214 f.).
Da im vorliegenden Design Stichproben einer Population, die sich in Bezug auf mehrere
Merkmale unterscheiden (Treatmentgruppe, Motivation, Lernstil), hinsichtlich einer abhängi-
gen Variable (Systemkompetenz) verglichen werden, könnte einerseits jedes der Merkmale
einen Effekt auf die abhängige Variable besitzen, andererseits könnte auch durch die wech-
selseitige Beeinflussung der Merkmale (Interaktion) ein Effekt erzeugt werden (vgl. Bortz
& Schuster 2010, S. 204). Die mehrfaktorielle Varianzanalyse ermöglicht die simultane
Variation mehrerer unabhängiger Variablen, d. h. die Probanden werden nicht nur nach den
Stufen des Treatmentfaktors (Interventionsgruppe), sondern zusätzlich nach weiteren (mögli-
chen) Einflussvariablen (auf die abgängige Variable Systemkompetenz) gruppiert. So wird
der Effekt dieser Variablen (z. B. Lernstil, Motivation) nicht nur aus der Fehlerquadratsumme
eliminiert, sondern auch auf seine statistische Bedeutsamkeit hin überprüft. Die einbezogenen
Faktoren werden hierbei als Haupteffekte bezeichnet. Auch Effekte, die sich erst aus der
Kombination mehrerer Faktoren ergeben (sog. Interaktionseffekte), können parallel geprüft
werden (vgl. Bortz & Schuster 2010, S. 237; Eid u. a. 2011, S. 415 ff.). Diese Prüfung gibt
Antwort auf die Frage, ob es systematische Unterschiede zwischen den Gruppen gibt, die mit
den Faktoren nicht einzeln, sondern nur durch deren Kombination erklärt werden können.
Interaktionsdiagramme veranschaulichen hierbei sowohl die Haupteffekte als auch die Inter-
aktionseffekte graphisch anhand der adjustierten Mittelwerte sowie Standardabweichungen
(Luhmann 2015, S. 201).
Die für die mehrfaktorielle Varianzanalyse benötigten Quadratsummen können auf
verschiedenen Wegen berechnet werden, welche von der inhaltlichen Fragestellung abhängig
gemacht werden müssen. Man unterscheidet sog. Typ I, Typ II und Typ III Quadratsummen
(vgl. detaillierte Erläuterung der Unterschiede bei Wollschläger (2017, S. 263 f.). Mit Typ
I Quadratsummen werden die eingehenden Faktoren sequentiell evaluiert, d. h. unter Be-
achtung der Reihenfolge, mit welcher sie in die Analyse eingehen (und Interaktionseffekte
werden am Schluss evaluiert), während bei Typ-III-Quadratsummen alle Effekte simultan
evaluiert werden und die Reihenfolge der aufgenommenen Variablen keine Rolle spielt (vgl.
Luhmann 2015, S. 196 f.). Darüber hinaus sind Typ III Quadratsummen im Gegensatz zu
Typ I Quadratsummen nicht von den Zellhäufigkeiten (Stichprobengröße) abhängig (Bortz &
Schuster 2010, S. 251).
Bei den Analysen der beschriebenen Interaktionseffekte kommen sog. „adjustierte Mit-
telwerte“ zur Anwendung. Adjustierte Mittelwerte sind dabei die mittels der Kovarianzanaly-
se vorhergesagten Gruppenmittelwerte an der Stelle der Gesamtmittelwerte der unabhängigen
Variablen. „Adjustiert“ bedeutet, dass Personen gleicher Ausprägung auf den Kovariaten
betrachtet und dadurch Unterschiede zwischen Personen konstant halten werden, die auf
die Kovariaten zurückgeführt werden können (Eid u. a. 2011, S. 665 f., 697). Kovariaten
(auch: Kovariablen, unabhängige Faktoren) sind Variablen, die im Rahmen eines statistischen
Analyseverfahrens mitberücksichtigt werden, um mögliche verzerrende Einflüsse auf die
Analyseergebnisse abzuschätzen oder zu verringern bzw. bestmöglich zu korrigieren (Dorsch
u. a. 2017). Durch das rechnerische „Ausblenden“ der Kovariaten wird auf der abhängigen
Variablen eine „Rauschreduktion“ erreicht.
Die adjustierten Mittelwerte geben also die mittleren Unterschiede zwischen den Gruppen
wieder, die nicht auf Unterschiede in den Kovariaten zurückzuführen sind (Eid u. a. 2011,
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S. 665 f., 697), d. h. es handelt sich um neue Mittelwerte bestimmter Gruppen auf der
abhängigen Variablen nach statistischer Kontrolle bestimmter unabhängiger Einflussfaktoren.
BeiMesswiederholung (z. B. Prätest, Posttest) werden an denselben Versuchspersonen
zu zwei oder mehreren Zeitpunkten Daten erhoben. DieVarianzanalyse mit Messwiederho-
lung (Repeated Measures ANOVA, rmANOVA, in R auch ezANOVA) kann, ebenfalls auf dem
Prinzip der Varianzzerlegung basierend, zusätzlich zu den Effektvarianzen noch Personenvari-
anzen aufklären, wodurch sich die nicht erklärte Variabilität der Messwerte reduziert und die
Teststärke erhöht (Rasch u. a. 2014b, S. 89 f.). Das Verfahren wird zum reinen Vergleich von
Messzeitpunkten, aber auch zur Kombination der Untersuchung von Unterschieden zwischen
Personen (Between-Effekte, Varianzanalyse ohne Messwiederholung) und von Unterschieden
innerhalb einer Person (Within-Effekte, Varianzanalyse mit Messwiederholung) angewendet.
Bei der gemeinsamen Untersuchung von nicht messwiederholten und messwiederholten
Faktoren, sowohl hinsichtlich Haupt- als auch hinsichtlich Interaktionseffekten, spricht man
auch von gemischter Varianzanalyse. Da Sphärizität (gleiche Varianzen der paarweisen
Mittelwertdifferenzen) eine wichtige Annahme der messwiederholten Varianzanalyse dar-
stellt, muss diese Annahme geprüft werden. Hierzu wird üblicherweise der Mauchly-Test
verwendet (vgl. auch Luhmann 2015, S. 211 ff.; Rasch u. a. 2014b, S. 72 f.), jedoch ist eine
Prüfung der Zirkularität sachlogisch nur bei mehr als zwei Messzeitpunkten möglich.
Messwiederholung ist immer dann zwingend notwendig, wenn zeitliche Veränderung
einesMerkmals (z. B. Systemkompetenz) erfasst werden soll, z. B. um dieWirksamkeit einer
Intervention/Unterrichtseinheit etc. zu überprüfen. Ein bedeutenderNachteil ist das mögliche
Auftreten von Sequenz- und Übungseffekten. Die Daten der gleichen Versuchsperson sind
dabei naturgemäß nicht voneinander unabhängig. Diese Verletzung der mathematischen Vor-
aussetzung von Varianzanalysen ohne Messwiederholung erfordert beim messwiederholten
Verfahren ein komplexeres mathematisches Vorgehen, welches u. a. von Rasch u. a. (2014b,
S. 65 ff.) ausführlich dargestellt ist. Ein statistischerVorteilmesswiederholter Varianzanalysen
ist dabei die höhere Teststärke, also die Fähigkeit weniger Versuchspersonen zu benötigen,
um den Effekt einer bestimmten Größe zu finden als mittels nicht-messwiederholter Designs
(ebd., S. 67, 88).
5.1.2 Bedeutung von Effekt- und Teststärke
Um Ergebnisse von Studien interpretieren und auch vergleichend beurteilen zu können, ist es
wichtig die Effekt- und Teststärken zu kennen. Nur bei vorab inhaltlich begründet vorge-
nommener Stichprobenumfangsplanung kann bei nicht signifikantem Ergebnis einer Analyse
direkt die Nullhypothese und bei signifikantem Ergebnis direkt die Alternativhypothese
interpretiert werden. Bei fehlender oder auf zweifelhaften Annahmen beruhender Planung
des Stichprobenumfangs muss bei signifikantem Ergebnis zunächst die Effektgröße ermittelt
werden, und nur bei hinreichend großem Effekt sollte die Alternativhypothese interpretiert
werden (vgl. Bortz & Döring 2006, S. 602 ff.; Rasch u. a. 2014b, S. 72 ff.). Ob ein statistisch
bedeutsamer (signifikanter) Effekt auch „hinreichend groß“ ist, wird im Einzelfall v. a. vor
dem Hintergrund der praktischen Bedeutsamkeit erörtert.
Bei nicht signifikantem Ergebnis sollte nur nach Prüfung der Teststärke (z. B. > 0,8 >
0,9) die Nullhypothese interpretiert werden (vgl. Entscheidungsbaum bei Rasch u. a. 2014a,
S. 73). Wenn sich durch ein nicht signifikantes Ergebnis die Nullhypothese weder anneh-
men, noch sich durch eine ausreichende Teststärke die Alternativhypothese ausschließen
lässt, resultiert eine Studie ohne Ergebnis: Denn erst eine zusätzlich ausreichend kleine
𝛃-Fehlerwahrscheinlichkeit (β-Fehler = Nullhypothese annehmen, obwohl die Alternativ-
hypothese gilt) unter z. B. 5, 10 oder 20% erlaubt bei nicht signifikantem Ergebnis eine klare
Entscheidung gegen die Alternativhypothese, im gegenteiligen Fall kann auf keine der beiden
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Hypothesen geschlossen werden (Bortz & Döring 2006, S. 602 ff.; Eid u. a. 2011, S. 200;
Rasch u. a. 2014a, S. 72 ff.). Zurückgehend auf die bis heute weitgehend akzeptierte Auf-
fassung von Cohen (1988) ist bei sozialwissenschaftlichen Studien das Risiko, eine richtige
Nullhypothese fälschlicherweise zu verwerfen (α-Fehler), etwa viermal so gravierend wie
die fälschliche Ablehnung einer richtigen Alternativhypothese (β-Fehler). Daraus resultiert
bei einem festgelegten 𝛂-Fehler-Niveau von 5% ein β-Fehler von ca. 20% und somit eine
Teststärke von ca. 80%. Inhaltliche Überlegungen können jedoch dazu führen, ggf. auch
größere oder kleinere α- bzw. β-Fehler zu tolerieren.
Vorab sei angemerkt, dass die gängige Effektgröße Cohens δ/d des t-Tests für unab-
hängige Stichproben – mit ihrer bekannten Klassifikation (nach ebd.) in klein (0,20), mittel
(0,50) und groß (0,80) – bei Varianzanalysen nicht anwendbar ist. Es existieren hierzu jedoch
ebenfalls zahlreiche anwendbare Effektgrößen (oder auch: Effektstärken), deren Unterschiede
hier mit Blick auf die im Rahmen der Studie analysierten Effekt an ausgewählten Beispielen
dargestellt werden sollen. Der Varianzquotient Phi-Quadrat (Φ2) bildet das Verhältnis von
systematischer Varianz zu unsystematischer Varianz (Residualvarianz) ab. Im Gegensatz
dazu wird bei der Effektgröße Omega-Quadrat (Ω2) die systematische Varianz durch die
Gesamtvarianz (systematische plus Residual-Varianz) geteilt. Omega-Quadrat ist bei der
einfaktoriellen Varianzanalyse das Maß für den Populationseffekt der Varianzanalyse, d. h.
für den Anteil der durch einen Faktor aufgeklärten Varianz auf Ebene der Population (vgl.
Rasch u. a. 2014b, S. 24, 2014a, S. 50 f.). Als gängige Konventionen für die Beurteilung
von Omega-Quadrat werden Werte von 0,01 (kleiner Effekt), 0,06 (mittlerer Effekt) sowie
0,14 (großer Effekt) genannt (nach Cohen 1988). Letztgenannter Wert von 0,14 bedeutet
dabei, dass der Anteil der Effektvarianz des untersuchten Faktors 14% beträgt, der untersuch-
te Faktor also 14% der Gesamtvarianz aufklärt. Populationseffekte wie Phi-Quadrat oder
Omega-Quadrat können mit Hilfe empirisch ermittelter Daten und unter Einbezug der Zähler-
und Nennerfreiheitsgrade durch die entsprechenden „Schätzer der Effektgrößen“ geschätzt
werden, die zur Unterscheidung mit den Kleinbuchstaben 𝑓 2 bzw. ω2 bezeichnet sind (Rasch
u. a. 2014a, S. 52 f.). Das Effektstärkemaß f (Wurzel aus 𝑓 2) kommt neben anderen bei den
folgenden Analysen in R bzw. G*Power zur Anwendung.
Während also ω2 die empirischen Daten nutzt um einen Effekt auf Populationsebene zu
schätzen, kann ein solcher (nicht identischer) Effekt auch direkt auf der Stichprobenebene
bestimmt werden: 𝑓 2𝑠 gibt das Verhältnis der Quadratsumme des systematischen Effekts zur
Quadratsumme des Residuums an und η2 (Eta-Quadrat) gibt den Anteil der durch den Faktor
(bei einfaktorieller ANOVA) aufgeklärten Varianz an der Gesamtvarianz auf Ebene der Stich-
probe an. Die Berechnung von Eta-Quadrat erfolgt aus der Quadratsumme des systematischen
Effekts (zwischen den Gruppen) geteilt durch die gesamte Quadratsumme (zwischen und
zusätzlich innerhalb d. Gruppen, d. h. systematischer Effekt plus unsystematisches Residuum).
Zu beachten ist, dass Eta-Quadrat auf Stichprobenebene hierbei generell etwas größer als der
Populationseffekt Omega-Quadrat ausfällt, da die Daten in einer Stichprobe „überangepasst“
sind (Rasch u. a. 2014b, S. 24 f., 2014a, S. 53 f.).
Bei mehrfaktoriellen Varianzanalysen wird häufig das sog. partielle Eta-Quadrat (η2p)
berechnet, das den Anteil der durch einen bestimmten Effekt erklärten Varianz an der Ge-
samtvarianz wiedergibt – im Gegensatz zum hierbei durch Eta-Quadrat repräsentierten
gemeinsamen Anteil der durch alle Effekte erklärten Varianz an der Gesamtvarianz (vgl.
Luhmann 2015, S. 205 f., 219). Bei Varianzanalysen mit Messwiederholung oder gemischten
Varianzanalysen (messwiederholte und nicht-messwiederholte Faktoren liegen gemeinsam
vor) erfolgt die Berechnung aus Effektgrößen für abhängige Stichproben, d. h. diemittlere
Korrelation zwischen den Messzeitpunkten muss mitberücksichtigt werden (Rasch u. a.
2014b, S. 75 ff., 84 f.). Das partielle Eta-Quadrat bei Messwiederholung kann weder anhand
102
5.1 Analysemethodik
der von Cohen (1988) vorgeschlagenen Konventionen (s.o.) interpretiert noch mit Effekt-
größen anderer Varianzanalysen ohne Messwiederholung direkt vergleichen werden, da u. a.
Unterschiede in der Höhe der Freiheitsgrade sowie der Quadratsummen bestehen, welche
nun in die Variation innerhalb/zwischen Personen sowie innerhalb/zwischen Bedingungen
zerlegbar sein müssen (Eid u. a. 2011, S. 453). Das partielle Eta-Quadrat wird daher bei mess-
wiederholten Varianzanalysen von einigen Autorenteams als grundsätzlich ungünstig bzw.
nicht sinnvoll erachtet (Rasch u. a. 2014b, S. 74 f.). Andere Autorenteams wie z. B. Eid u. a.
(2011) schlagen vor, die Taxonomie von Cohen (1988) für die einfaktorielle Varianzanalyse
ohne Messwiederholung um den Einfluss der Intraklassen-Korrelation zu korrigieren. Die
Umrechnungsformel und Umrechnungsvoraussetzungen, ebenso wie die sich ergebenden
„neuen“ Grenzwerte für kleine, mittlere sowie große Effekte jeweils für vier verschiedene
Intraklassen-Korrelationen, werden von Eid u. a. (2011, S. 465) dargelegt.
Als Effektgröße auf Stichprobenebene wird für die Varianzanalyse im Folgenden stan-
dardmäßig zunächst (ggf. das partielle) Eta-Quadrat berechnet und daraus die Effektgröße f
nach Cohen abgeleitet (f = √η2/(1 − η2), vgl. Luhmann 2015, S. 205). Cohens f kann als
kleine (0,1), mittlere (0,25) und große Effektstärke (0,4) interpretiert werden (Cohen 1988).
Zusätzlich wird 𝛚2 als Schätzer der Effektgröße Omega-Quadrat (Ω2) auf Populationsebene
errechnet mittels der Formel f2/(1 + f2) (Rasch u. a. 2014b, S. 52).
Eine weitere wichtige Größe zur Beurteilung von Studienergebnissen ist die Teststärke.
Diese ist definiert als die Wahrscheinlichkeit die Alternativhypothese anzunehmen, wenn sie
auch in Wirklichkeit gilt, d. h. die Fähigkeit eines Tests ein signifikantes Ergebnis zu liefern,
falls ein Effekt (einer bestimmten Größe) auf Populationsebene tatsächlich existiert (ebd.,
S. 56). Die Teststärke sollte idealerweise im Vorhinein bei der Stichprobenumfangsplanung
festgelegt werden (a-priori-Poweranalyse), sofern man die zu erwartenden Effektgröße(n)
schon – z. B. aus der Literatur oder aus theoretischen Überlegungen heraus – abschätzen
konnte. Andernfalls kann die Teststärke auch im Nachhinein – a posteriori – für eine be-
stimmte Effektgröße und eine bestimmte Versuchspersonenanzahl berechnet werden. Hierbei
kann der empirische Effekt der eigenen Studie als Orientierung herangezogen werden, sofern
dieser eine inhaltlich relevante Größe erreicht hat. Da die Berechnungen der Anzahl der
Gruppen gerecht werden müssen, fließen hierbei die Zählerfreiheitsgrade (Gruppenanzahl
minus eins) mit ein (Eid u. a. 2011, S. 395 f., 466 f.; Luhmann 2015, S. 174; Rasch u. a.
2014b, S. 56 ff., 2014a, S. 25 ff.).
Bei der Stichprobenumfangsplanung für die vorliegende Studie (s. Abschnitt 5.2.1) wurde
eine hohe Teststärke von 90% angestrebt, dieser Wert kann jedoch im empirischen Befund ge-
ringer oder höher ausfallen, falls die gefundene Effektgröße nicht den getroffenen Annahmen
entspricht. Mit Hilfe der empirisch gefundenen Effektgrößen bzgl. des Treatmentfaktors (vgl.
Stichprobenumfangsplanung) und der dazu gezogenen weiteren Faktoren sowie Interaktions-
effekte erfolgten a-posteriori-Teststärkeberechnungen, welche v. a. bei nicht signifikanten
Testergebnissen erforderlich sind, um über die Annahme der Nullhypothese zu entscheiden,
also die Frage, ob es keine Gruppenunterschiede gibt oder ob eine Entscheidung darüber mit
Hilfe des Tests nicht möglich ist (da aus der statistischen Ablehnung der Alternativhypothese
nur bei ausreichender Teststärke auch eine statistische Annahme der Nullhypothese resultieren
kann).
5.1.3 Methodische Umsetzung in R
DieVarianzhomogenität als wichtige Voraussetzung der Varianzanalyse muss vorab geprüft
werden, was bedeutet, dass die Varianz der abhängigen Variablen sich in den unabhängigen
Stichproben nicht signifikant unterscheiden sollte, wenn eine normale ANOVA durchge-
führt werden soll. Dies wird im Folgenden mit der leveneTest-Funktion aus dem R-Paket
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„car“ (Fox & Weisberg 2011) überprüft (Levene-Test). Liegt Varianzhomogenität vor, wird
eine Varianzanalyse mit der aov-Funktion (R Core Team 2014) durchgeführt, bei Vari-
anzheterogenität wird stattdessen die Varianzanalyse nach Welch gewählt, die in R mittels
oneway.test-Funktion verfügbar ist. Bei signifikanten Testergebnissenmuss die Nullhypothese,
dass keine Mittelwertunterschiede vorliegen, verworfen werden (Luhmann 2015, S. 192 ff.).
Bei unbalancierten Gruppen (die untersuchten Gruppen unterscheiden sich in ihrer Größe)
empfiehlt sich die Verwendung von Typ-III-Quadratsummen bei der Analyse, da hier alle
Effekte simultan evaluiert werden und die Reihenfolge der aufgenommenen Variablen keine
Rolle spielt Allerdings müssen dafür die Kontrastgewichte innerhalb der Kontraste neu kodiert
werden, sodass sie linear werden (vgl. ebd., S. 196 f., 205 f.).
Die Interaktionsdiagramme werden im Folgenden mit der interactionMeans-Funktion
aus dem R-Paket „phia“ (De Rosario-Martinez 2015) auf Basis der adjustierten Mittelwer-
te erstellt und mit der interaction.plot-Funktion graphisch dargestellt. Bei signifikanten
Ergebnissen der Varianzanalyse wird mittels multiplem Paarvergleich analysiert, welche Mit-
telwerte genau betroffen sind. Dazu wird die pairwise.t.test-Funktion aus R mit Bonferroni-
Korrektur (zur Verhinderung einer α-Fehler-Kumulierung, vgl. Abschnitt 5.1.1 verwendet.
Post-hoc-Vergleiche können ebenfalls mittels Tukey’s HSD Test durchgeführt werden (Funk-
tion TukeyHSD), welcher sich auch bei mehrfaktoriellen Varianzanalysen für die multiplen
Paarvergleiche (einschl. Interaktionseffekte) eignet.
Die Effektgrößen werden – im Gegensatz zur oben beschriebenen ezANOVA bei Mess-
wiederholung – bei der hier angewandten Varianzanalyse ohne Messwiederholung von R
nicht mit ausgegeben – sie werden stattdessen gemäß der in Abschnitt 4.1.2 (Effekt- und
Teststärke) dargestellten Formeln händisch berechnet und berichtet.
Die Teststärke wird mittels a-posteriori-Poweranalyse für das gegebene Testdesign für
den Treatmentfaktor sowie die weiteren Faktoren mithilfe der oben bereits erläuterten R-
Funktion pwr.anova.test (Paket pwr, Champely 2018) ermittelt.
Zur Durchführung messwiederholter oder gemischter Varianzanalysen müssen die
Daten in R vomWide-Format (Subjekt x Variable-Matrix) in das Long-Format (Messzeit-
punkt x Subjekt-Matrix) konvertiert werden, was mittels der reshape-Funktion erfolgte. Der
neue Dataframe enthält 14 Variablen: die automatisch generierte Variable row.names, die
ID-Variable ID_lfd, die sechs nicht messwiederholten Variablen Schule, Geschlecht, Lernstil,
Motivation, Gruppe, Klasse sowie die sechs messwiederholten Variablen Zeitpunkt, System-
kompetenz Dimension A, Systemkompetenz Dimension B, Systemkompetenz Dimension
C, Systemkompetenz Dimension D, Systemkompetenz Gesamttest (G). Die messwiederhol-
ten Variablen werden mit der Endung .1 für Messzeitpunkt 1 und mit der Endung .2 für
Messzeitpunkt 2 versehen (s. zur Umsetzung auch Anhang C.4.3).
Personen mit fehlenden Werten für einzelne Parameter können bei der messwiederholten
Varianzanalyse nicht berücksichtigt werden. Sie wurden daher vorab mit der na.omit-Funktion
entfernt, sodass hier ein Datensatz mit 199 Einträgen (statt 203) resultiert.
Die in Abschnitt 5.2.1 gezeigten deskriptiven Statistiken zu den messwiederholten Vari-
anzanalysen werden unter Verwendung der describe-Funktion und der describeBy-Funktion
sowie der error.bars.by-Funktion aus dem psych-Paket (Revelle 2018) erstellt.
Für die eigentliche messwiederholte (bzw. gemischte) Varianzanalyse wird die ezANOVA-
Funktion aus dem R-Paket „ez“ (Lawrence 2016) verwendet. Beim gängigen Signifikanzni-
veau von 5% zeigen p-Werte kleiner 0,05, dass ein gefundener Effekt signifikant ist. Bei mehr
als zwei Messzeitpunkten sind hierbei in der R-Ausgabe zugleich bereits die o. g. Prüfung
der Sphärizität (gleiche Varianzen der paarweisen Mittelwertdifferenzen) mittels Mauchly-
Test sowie eine Angabe der bei signifikantem Mauchly-Test erforderlichen Korrekturmaße
Greenhouse-Geisser Epsilon sowie Huynh-Feldt Epsilon (vgl. Luhmann 2015, S. 216 ff.)
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enthalten. Die auf dem Paket ggplot2 (Wickham 2016) basierende ezPlot-Funktion wird zur
Erstellung von Interaktionsdiagrammen zwischen Messzeitpunkt, Gruppe und ggf. weiteren
Einflussfaktoren verwendet.
Auch bei der gemischten Varianzanalyse werden bei signifikantem F-Test anschließend
paarweise Vergleiche der Mittelwerte durchgeführt (z. B. mittels FLSD mit ezStats oder
mittels alternativer Post-hoc-Verfahren, z. B. pairwise.t.test).
Als Effektgröße wird, wie auch bei der zweifaktoriellen Varianzanalyse ohne Messwieder-
holung, das partielle Eta-Quadrat (η2p) berechnet (ezAnova), nämlich der Beitrag der einzelnen
Effekte zur Gesamtvarianz (auf Stichprobenebene). Dieses Maß muss jedoch bei Messwieder-
holung mit großer Vorsicht interpretiert werden und kann nicht direkt für den erwünschten
Meta-Vergleich zwischen Studien herangezogen werden (siehe Ausführungen oben). Daher
werden hier zusätzlich die für diesen Fall oben erläuterten Korrekturen/Alternativen (Eid u. a.
2011, S. 465) vorgenommen.
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5.2.1 Stichprobenumfangsplanung und Stichprobenbeschreibung
Der Stichprobenumfang für die vorliegende Studie wird mittels der R-Funktion pwr.ano-
va.test (Paket pwr, Champely 2018; vgl. auch Luhmann 2015, S. 173 f.) geplant. Die Planung
des Stichprobenumfangs für den primär zu untersuchenden Treatmentfaktor „Gruppe“
(Modell, Simulation, Kombination) erfolgt dabei unter der Annahme, dass dieser einen
Effekt mittlerer Stärke aufweist. Nach Cohen (1988) wird die Effektstärke f, die bei F-
Test/ANOVA zur Anwendung kommt, mit 0,1 (kleiner Effekt), 0,25 (mittlerer Effekt) und 0,4
(großer Effekt) bewertet. Der theoretisch angenommene mittlere Effekt wird damit begründet,
dass aufgrund der relativ kurzen Zeitdauer der Treatments (3 h) die Annahme eines großen
Effektes unrealistisch erscheint, jedoch aufgrund der bedeutsamen methodischen Unterschie-
de der Treatments (analoges vs. digitales Experimentieren) zumindest ein mittelstarker Effekt
vermutet wird. Direkt übertragbare Vergleichsgrößen aus der Literatur liegen hierzu nicht
vor.
Bei der Berechnung der benötigten Stichprobengröße in R wird nun die Anzahl der
Gruppen k = 3, der erwartete mittlere Effekt Cohens f = 0,25, ein (übliches) Signifikanzniveau
vonα = 0,05 sowie eine (hohe) Teststärke (1−β) von 90% (0,9) festgelegt (vgl. Ausführungen
in Abschnitt 5.1.2). Daraus resultiert das Ergebnis von n = 68,5 als Stichprobenumfang jeder
Gruppe. Bei einem balancierten Design (drei gleich große Interventionsgruppen) sollten
sich also idealerweise in jeder Gruppe ca. 68–69 Proband/innen befinden, woraus sich ein
Gesamtstichprobenumfang von ca. 204–207 Proband/innen als Zielgröße ergibt. Kleinere
Abweichungen vom balancierten Design haben sich im Nachhinein durch Ausfall einzelner
Versuchspersonen ergeben (vgl. Erläuterung im folgenden Abschnitt 5.2.2).
Ein „Gegencheck“ des ermittelten notwendigen Stichprobenumfangs erfolgt mittels des
hierfür häufig empfohlenen Programms G*Power, Version 3.1.9.2 (Faul u. a. 2014): Bei
drei Gruppen und entsprechend zwei Zählerfreiheitsgraden, einer angenommenen mittleren
Effektgröße f (0,25), einer α-Fehlerwahrscheinlichkeit von 5% sowie einer β-Fehlerwahr-
scheinlichkeit von 10% (= Teststärke von 90%) werden 206 Proband/innen (203 Zählerfrei-
heitsgrade) für das zu untersuchende Testdesign benötigt. In Abb. 5.1 sind die resultierende
Fehlerverteilung und der kritische F-Wert dargestellt (siehe Ausführungen in Abschnitt 5.1.1).
Vor dem Hintergrund dieser Voranalysen wird eine Stichprobe von ca. 200–210 Pro-
band/innen angestrebt, wobei durch die zu erwartende „Ausfallquote“ von ca. 10% zunächst
ca. 220–230 SuS für die Untersuchung gewonnen werden sollen. Die Population, aus der die
Stichprobe gezogen wird (und auf welche die Ergebnisse generalisiert werden sollen), sind
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Abbildung 5.1: Fehlerverteilung und F-Wert der konzipierten Studie – Quelle: Eigene Dar-
stellung mittels G*Power
SuS der Klassenstufe 10–12 an Gymnasien Baden-Württembergs. In Form von Klum-
penstichproben werden aus dieser Kohorte zunächst 13 Klassen mit insgesamt 225 SuS
ausgewählt.
Die SuS jeder Klasse werden zufällig auf die drei Interventionsgruppen verteilt (zugelost),
dies entspricht den Vorgaben für ein echtes Experiment mit randomisierter Bedingungs-
zuweisung. SuS, die den Test abgebrochen haben oder an einem der beiden Testzeitpunkte
nicht anwesend waren, werden aus der Analyse ausgeschlossen und sind bei den im Folgenden
berichteten Zahlen bereits nicht mehr enthalten.
Insgesamt müssen durch die genannten Kriterien 22 SuS aus der Analyse ausgeschlossen
werden, der ursprünglich erhobene Stichprobenumfang von 225 SuS reduziert sich dadurch auf
203 SuS für die Auswertung. Zufällig bedingt ist der Anteil der ausgefallenen Probandinnen in
der Gruppe „Kombination“ überproportional hoch, sodass das balanciert geplante Design
nun eine leichte Dysbalance aufweist (Tabelle 5.1). Von 203 SuS, darunter 100 männlich
(m) (= 49,3%) und 103 weiblich (w) (= 50,7%), aus fünf Gymnasien im Umfeld von Heidel-
berg (Baden-Württemberg) besuchen 114 SuS die Klassenstufe 10 (= 56,2%), 35 SuS die
Klassenstufe 11 (= 17,2%) und 54 SuS die Klassenstufe 12 (= 26,6%). Insgesamt nehmen
an der Interventionsgruppe 1 „Bodenerosion-Modell (M)“ 73 SuS (= 36%), an der Interven-
tionsgruppe 2 „Computer-Simulation (S)“ 71 SuS (= 35%) und an der Interventionsgruppe 3
„Kombination (K)“ 59 SuS (= 29%) teil.
Tabelle 5.1: Stichprobe der an der Studie teilnehmenden SuS nach Geschlecht und Gruppe
Geschlecht/Gruppe M S K Summe
m 34 47 19 100
w 39 24 40 103
Summe 73 71 59 203
Tabelle 5.2: Stichprobe der an der Studie teilnehmenden SuS nach Klasse und Gruppe
Klasse/Gruppe M S K Summe
10 45 42 27 114
11 11 11 13 35
12 17 18 19 54
Summe 73 71 59 203
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Während in der Gruppe „Erosionsmodell“ beide Geschlechter annähernd gleich verteilt
sind, überwiegen in der Gruppe „Computersimulation“ Schüler und in der Gruppe „Kom-
bination“ Schülerinnen (Tabelle 5.1). In der Gruppe „Kombination“ sind anteilig gesehen
etwas weniger SuS der Klassenstufe 10 vertreten als in den beiden anderen Gruppen, die SuS
der Klassenstufen 11 und 12 verteilen sich gleichmäßig auf alle drei Gruppen (Tabelle 5.2).
Die hier aufgezeigten Verteilungen sind zufallsbedingt. Aus jeder der fünf teilnehmenden
Schulen verteilen sich die SuS gleichmäßig auf die drei Interventionsgruppen, wobei der
überwiegende Anteil der Teilnehmerinnen (47,3%) von einer Schule stammt und die vier
anderen Schulen zwischen 6,4 und 18,7% der Teilnehmer/innen stellen.
5.2.2 Studiendurchführung und -eigenschaften
Die SuS der ausgewählten Stichprobe (vgl. Abschnitt 5.2.1) bearbeiten den Prätest ca. eine
Woche vor Durchführung der Intervention in der Schule. Die Bearbeitungszeit beträgt ge-
nau eine Schulstunde (45 min), die Lehrkraft verpflichtet sich keine ergänzenden Hinweise
während der Durchführung zu geben, sodass allen Probanden und Probandinnen identische
schriftliche Instruktionen vorliegen. Das Testinstrument wird im Paper-Pencil-Format angebo-
ten, da dieser Wunsch durch die Lehrkräfte der teilnehmenden Schulen im Vorfeld geäußert
wurde aufgrund der Unsicherheit einer Zugangsmöglichkeit zum Computerraum.
Die drei Treatments finden zwischen fünf und acht Tagen nach dem Prätest unter stan-
dardisierten Bedingungen stets in den Räumlichkeiten des Geco-Labs, Kompetenzzentrum
für geoökologische Raumerkundung, in der Abteilung Geographie an der Pädagogischen
Hochschule Heidelberg statt (Laborsituation an einem außerschulischen Lernort). Die SuS
jeder teilnehmenden Klasse werden den drei Treatments zufällig zugelost, welche sich bei
gleicher inhaltlicher Ausrichtung und Zeitdauer lediglich hinsichtlich der Arbeitsmethode
unterscheiden (= experimentelles Design). Die Untersuchung wird stets durch die bearbei-
tende Doktorandin durchgeführt. Ihr Einfluss auf die Studie wird hierbei minimiert, indem
alle Arbeitsaufträge ausschließlich in schriftlicher Form erteilt werden. Die wenigen münd-
lichen Moderationsanweisungen und inhaltlichen Inputs finden standardisiert statt, indem
sie auf Grundlage einer schriftlich fixierten Vorlage stets identisch vorgetragen werden (vgl.
Darstellung in Abschnitt 3.1.2 sowie Anhänge B.3 bis B.5).
Für den Treatmentfaktor selbst (Gruppe) liegt ein balancierter Versuchsplan vor, wobei
durch den in Abschnitt 5.2.1 erläuterten Ausfall einzelner Versuchspersonen die Gruppengrö-
ßen letztlich leichte Unterschiede aufweisen. Die angenommene Wirkung des unabhängigen
Treatmentfaktors Gruppe (Ursache) auf die Ausprägung der Veränderung der Systemkompe-
tenz zwischen Prä- und Posttest (Folge) wurde in der Planungsphase dieser Studie in Form
von theoriebasierten Hypothesen formuliert (Abschnitt 1.2).
Als Voraussetzung für kausale Schlussfolgerungen, also dass eine unabhängige eine
abhängige Variable kausal bedingt (und somit die entsprechende Hypothese verifiziert oder
falsifiziert werden kann), gelten Kovariation, Präzedenz und Alternativerklärungsausschluss.
Kovariationmeint, dass die Variation in der unabhängigen Variablen auch mit einer Variation
in der abhängigen Variablen einhergehen muss, Präzedenz meint zeitliche Vorgeordnetheit
der unabhängigen Variablen. Zusätzlich müssen Alternativerklärungen ausgeschlossen
werden, was durch Ausschluss systematischer Störvariablen geschieht (Eid u. a. 2011,
S. 55). Störeinflüsse können systematisch sein, indem sie mit den unabhängigen Variablen
systematisch variieren und sich so auf die abhängige Variable auswirken, oder sie können
unsystematisch sein, wenn sie mit der abhängigen Variable kovariieren, aber nicht mit den
unabhängigen Variablen (ebd., S. 56 ff.).
Da insbesondere systematische Störvariablen kontrolliert werden müssen, wird in der
hier beschriebenen Studie eine Ausbalancierung von (möglicherweise vorhandenen aber
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nicht explizit identifizierten) personengebundenen Störeinflüssen bereits im Design durch
Randomisierung angestrebt, d. h. alle Versuchspersonen werden per Zulosung den drei ex-
perimentellen Bedingungen (Treatments) zugewiesen, um hier durch den Zufall idealerweise
eine möglichst ähnliche durchschnittliche Ausprägung und Streuung aller Störvariablen zu
erreichen. In diesem Vorgehen liegt ein Vorteil des experimentellen Designs gegenüber dem
häufig anzutreffenden Quasi-Experiment.
Der Posttest wird stets direkt im Anschluss an die Treatments als Abschluss der Lernein-
heit vor Ort durchgeführt. Die Testergebnisse werden schließlich nur dann in die Auswertung
einbezogen, wenn die Probandin/der Proband am kompletten Treatment (3h) sowie an Prä-
und Posttest im vollen Zeitumfang von jeweils 45 min teilgenommen hat. Daraus resultiert,
wie in Abschnitt 5.2.1 ausgeführt, aus zunächst insgesamt 225 Studieneilnehmer/innen ein
vollständiger Datensatz von 203 SuS, auf den die im Folgenden beschriebenen Schritte
angewendet werden.
5.2.3 Testbewertung und Datenaufbereitung
Die Systemkompetenz-Leistungstests (Prä- und Posttestkorrektur) werden von zwei Ratern
anhand einer Bewertungsmatrix (Anhang C.1) korrigiert, wobei 8,3% der Aufgaben (eine
der dreizehn Klassen mit insgesamt 19 der 203 SuS) von beiden Ratern korrigiert werden.
Hierbei wird eine sehr gute Interrater-Übereinstimmung mit einem Korrelationskoeffizi-
enten (nach Pearson) von r = 0,964 erzielt (ermittelt mit R-Paket stats, Version 3.3.2.). Die
restlichen Aufgaben werden von jeweils einem der beiden Rater korrigiert. Die Ergebnisse des
Leistungstests werden, genau wie die anderen Fragebogenteile mit den Selbsteinschätzungen,
in Excel eingegeben (Eingabekontrolle jeweils durch den zweiten Rater) und anschließend
zur Analyse in R importiert. Zur Durchführungs-, Auswertungs- und Interpretationsob-
jektivität des Tests ist in Abschnitt 3.3.1 ausführlich Stellung genommen.
Für die beiden unabhängigen Variablen Motivation und Lernstil werden die Daten zusätz-
lich wie folgt für die Analysen aufbereitet: DieMotivation bei der Arbeit mit Modellen/Si-
mulationen (vorab und anschließend erhoben) wird mittels der oben skizzierten Methodik
(Abschnitt 2.1.2) jeweils auf einer vierstufigen Likert-Skala im Wertebereich von 1 bis 4
erhoben. Es werden jeweils Mittelwerte der Items zur Eingangsmotivation (angelehnt am
FAM-Fragebogen; Rheinberg u. a. 2001) – bezogen auf die vier Skalen Vorerfahrung, Miss-
erfolgsbefürchtung, Vorinteresse sowie Nützlichkeitsempfinden – errechnet. Zusätzlich wird
das Vorinteresse klassifiziert in „wenig“ (Werte <= 2,5) und „viel“ (Werte > 2,5).
Zur erlebten Motivation (stark angelehnt an den KIM-Fragebogen, vgl. Wilde u. a. 2009)
werden ebenfalls Mittelwerte, bezogen auf die vier Skalen wahrgenommene Kompetenz,
wahrgenommene Wahlfreiheit, wahrgenommener Druck/Anspannung sowie wahrgenom-
menes Vergnügen/Interesse, errechnet. Zusätzlich wird hier ebenfalls das wahrgenommene
Vergnügen/Interesse klassifiziert in die beiden Bereiche „wenig“ (Werte <= 2,5) und „viel“
(Werte > 2,5).
Die Lernstile der SuS werden mittels der oben dargelegten Methodik (40 Items, vierstufi-
ge Likert-Skala) erfasst. Pro Skala „Aktives Experimentieren (AE)“, „Reflektiertes Beobach-
ten“ (RB), „Abstrakte Begriffsbildung“ (AB) und „Konkrete Erfahrung“ (KE) liegen 10 Items
vor, aus denen pro SuS Skalenmittelwerte auf Basis der beantworteten Items errechnet werden
(sodass fehlende Werte rechnerisch kompensiert werden können, RowMeans-Funktion in R).
Bei der Verarbeitung von Summenwerten für die Skalen hätten fehlendeWerte entweder vorab
geschätzt werden oder alternativ zum kompletten Ausschluss des Probanden führen müssen.
Anschließend werden durch Subtraktion (AE-RB bzw. AB-KE) die Aktivitätsskala bzw. die
Abstraktitätsskala errechnet (vgl. Ausführungen in Abschnitt 2.1.2), welche wiederum durch
eine if-then-Abfrage (which-Funktion in R) folgendermaßen gruppiert werden:
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⊳ Beide Skalenwerte positiv: Konvergierer
⊳ Beide Skalenwerte negativ: Divergierer
⊳ Aktivitätsskala negativ, Abstraktitätsskala positiv: Assimilierer
⊳ Aktivitätsskala positiv, Abstraktitätsskala negativ: Akkomodierer
⊳ Genau 0 auf mindestens einer der beiden Skalen: Mischstil
Diese beiden Datenaufbereitungsschritte dienen dazu, die erhobenen Messwerte durch
Kategorienbildung zu diskretisieren (= Faktorstufen zu bilden), wie sie für die folgen-
den Varianzanalysen benötigt werden. Motivation (Interesse) geht im Folgenden zweistufig
(viel/wenig) und Lernstil fünfstufig (Konvergierer, Divergierer, Assimilierer, Akkomodierer,
Mischstil) in die Untersuchungen ein.
Der gesamte erfasste Datensatz sowie der zugehörige Kodierschlüssel sind in An-
hang C.2 und Anhang C.3 dargestellt. Das R-Skript zur Ermittlung zentraler Ergebnisse
dieser Studie wird in Anhang C.4 exemplarisch dokumentiert.
5.3 Ergebnis: Systemkompetenzentwicklung (Prä-Post) von SuS nach Tre-
atmentgruppen (Varianzanalyse mit Messwiederholung)
Beim Design der vorliegenden Studie (Prätest-Posttest-Design mit drei Treatmentgruppen)
liegt zum einen der messwiederholte Faktor Zeitpunkt (= Prätest, Posttest), zum anderen
der nicht-messwiederholte Treatment-Faktor (= drei Interventionsgruppen) vor – also das
„klassische“ Design zur Evaluation von Interventionen. Daher kann zur Prüfung von zen-
tralen Hypothesen der Studie (vgl. Abschnitt 1.2), die sich auf die Gruppenunterschiede
der drei Treatmentgruppen beziehen, eine zweifaktorielle gemischte Varianzanalyse mit
Messwiederholung auf einem Faktor (s. Abschnitt 5.1.1) eingesetzt werden.
Hierbei werden die einzelnen Testergebnisse des Prä- bzw. Posttests vergleichend her-
angezogen: So sind zugleich Aussagen über die Gruppenunterschiede zwischen Prä- und
Posttest sowie innerhalb von Prä- bzw. Posttest möglich. Das Ergebnis lässt folglich die Inter-
pretation von drei Effekten zu: zum einen der beiden Haupteffekte Gruppe sowie Zeitpunkt
(zur Klärung der Frage, ob signifikante Unterschiede zwischen den Messzeitpunkten oder
zwischen den Gruppen bestehen), und zum anderen des Interaktionseffekts, der beantworten
kann, ob signifikante Gruppenunterschiede zwischen den Messzeitpunkten bestehen.
Überprüft wird hierbei zum einen, welcher methodische Zugang zur Förderung von
geographischem Systemverständnis insgesamt (Abschnitt 5.3.1) bzw. zum anderen in Bezug
auf die vier Kompetenzdimensionen A bis D (Abschnitt 5.3.2) am effektivsten ist und ob
es hierbei statistisch bedeutsame Unterschiede zu den anderen Zugängen gibt.
5.3.1 Förderung von Systemkompetenz (Gesamtkonstrukt)
Mit den folgenden Analysen wird zunächst zunächst der Forschungsfrage F1 (Abschnitt 1.2)
nachgegangen: „Welcher methodische Zugang ist zur Förderung des geographischen System-
verständnisses am effektivsten?“
Im folgenden Abschnitt wird hierzu zunächst für die gesamte Stichprobe (n = 199 – vier
Fälle wurden aufgrund fehlender Werte ausgeschlossen), die Deskriptivstatistik der Mittel-
werte und Standardabweichungen dargestellt (Tabelle 5.3), sowohl für den Gesamttest Prä
(G.1) und Post (G.2), wie auch für die einzelnen Testteile bezogen auf die vier Dimensionen
von Systemkompetenz, nämlich Dimension A Prä (A.1), A Post (A.2), B Prä (B.1), B Post
(B.2), C Prä (C.1), C Post (C.2), D Prä (D.1) und D Post (D.2).
Im Folgenden sind die Mittelwerte und Standardabweichungen der skalierten Test-
punktzahlen der einzelnen Dimensionen graphisch dargestellt (Abb. 5.2). Hierbei liegt pro
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Tabelle 5.3: Mittelwerte und Standardabweichungen der skalierten Systemkompetenz-Scores
Prä-Post (Gesamttest und nach Kompetenzdimensionen A–D)
Systemkompetenz n Mittelwert Standardabweichung
G.1 199 63,52 21,47
G.2 199 86,09 15,57
A.1 199 27,01 6,32
A.2 199 28,79 4,35
B.1 199 21,16 9,31
B.2 199 27,11 5,66
C.1 199 5,09 5,38
C.2 199 10,06 5,97
D.1 199 10,26 8,68
D.2 199 20,13 6,35
Kompetenz-Dimension ein Maximalwert von 34 vor. Die Graphik lässt daher in jeder Sys-
temkompetenzdimension die Zunahme der (skalierten) mittleren Systemkompetenz-Scores
zwischen Prä- und Posttest erkennen, wobei diese mittlere Zunahme in Dimension A am
geringsten und in Dimension D am höchsten ausfällt. Bemerkenswert ist hierbei auch das un-
terschiedliche „Niveau“ der erreichten Scores, die in den Dimensionen A und B deutlich über
den Scores in Dimension C liegen. Dimension D hat mittlere Werte und insgesamt den größ-
ten durchschnittlichen Prä-Post-Unterschied. Die Streuung (Standardabweichung) ist in den
Prätestergebnissen den Dimensionen A, B und D deutlich höher als in den Posttestergebnissen,
mit Ausnahme von Dimension C.




















Abbildung 5.2: Boxplots der Mittelwerte und Standardabweichungen der skalierten System-
kompetenz-Scores (nach Kompetenzdimensionen A–D)
Nun folgt die Darstellung derDeskriptivstatistik nach Gruppen, nämlich nach den drei
Treatmentgruppen Bodenerosionsmodell (M), Computersimulation (S) und Kombination (K)
(Tabelle 5.4), und zwar in Bezug auf die skalierten Systemkompetenz-Scores im Gesamttest
Prä (G.1) bzw. Post (G.2).
In Tabelle 5.4 ist pro Treatmentgruppe zunächst der skalierte mittlere Kompetenzzu-
wachs zwischen Prä- und Posttest erkennbar, der in der Gruppe „Computersimulation“ am
kleinsten und in der Gruppe „Kombination“ am größten ausfällt. Die skalierten mittleren
Systemkompetenz-Gesamtscores sind in allen drei Treatmentgruppen im Prätest ähnlich
(lediglich leicht höhere Werte in der Gruppe „Computersimulation“), während im Posttest
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Tabelle 5.4: Mittelwerte und Standardabweichungen der skalierten Systemkompetenz-Scores
Prä-Post nach Treatmentgruppen (Gesamttest)
Systemkompetenz n Mittelwert Standardabweichung
Gruppe „Bodenerosionsmodell“ (M)
G.1 73 62,53 20,25
G.2 73 86,37 12,21
Gruppe „Computersimulation“ (S)
G.1 71 64,70 20,82
G.2 71 83,12 15,68
Gruppe „Kombination“ (K)
G.1 59 62,07 24,97
G.2 59 89,03 18,13
deutlichere Unterschiede zwischen den höchsten durchschnittlichen Scores in der Gruppe
„Kombination“ und den niedrigsten durchschnittlichen Scores in der Gruppe „Computer-
simulation“ erzielt werden. Die mittlere Ergebnis-Streuung nimmt jeweils zwischen den
Ergebnissen im Prä- sowie Posttest ab.
Die Graphik (Abb. 5.3) zeigt die Zunahme der mittleren Gesamtscores von Prä- zu
Posttest und den beschriebenen Sachverhalt, dass von einem ähnlichen durchschnittlichen
Ausgangsniveau der Gruppen „Bodenerosionsmodell“ (M) und „Kombination“ (K) sowie ei-
nem leicht höheren Ausgangsniveau der Gruppe „Computersimulation“ (S) alle drei Gruppen
zum Posttest hin deutlich an mittlerer Systemkompetenz gewinnen, wobei jedoch die Gruppe
„Computersimulation“ mit dem geringsten durchschnittlichen Zugewinn auf den geringsten
durchschnittlichen Gesamtscore kommt, die Gruppe „Bodenerosionsmodell“ mit einem mitt-
leren durchschnittlichen Zugewinn auf einen mittleren durchschnittlichen Gesamtscore und
die Gruppe „Kombination“ mit dem höchsten durchschnittlichen Zugewinn auf den höchsten
































Abbildung 5.3:Mittelwerte und Standardabweichungen der skalierten Systemkompetenz-
Scores Prä-Post nach Treatmentgruppen (Gesamttest, Testzeitpunkt 1 = Prä
und 2 = Post)
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Sind die beschriebenen Unterschiede nun statistisch signifikant? Diese zentrale For-
schungsfrage wird durch die im Folgenden durchgeführten gemischten Varianzanalysen
mit Messwiederholung auf einem Faktor (vgl. Abschnitt 5.1.1) beantwortet, wobei die
Auswertung zunächst in Bezug auf den Gesamttest (Forschungsfrage F1) und anschließend
bezogen auf die einzelnen Systemkompetenzdimensionen A–D (Forschungsfrage F2) erfolgt.
Da eine Prüfung der Sphärizität (gleiche Varianzen der paarweisen Mittelwertdifferenzen)
nur bei mehr als zwei Messzeitpunkten möglich ist, ist sie in dieser Studie mit genau zwei
Messzeitpunkten nicht relevant.
Das Ergebnis wird, wie in Abschnitt 5.1.3 beschrieben, mit Hilfe der ezANOVA-Funktion
aus dem R-Paket „ez“ (Lawrence 2016) ermittelt (Tabelle 5.5).
Tabelle 5.5: Ergebnis der gemischten Varianzanalyse mit Messwiederholung für die Effekte






















2 196 3,81 2,38⋅10−2 * 0,0082
Zwischen denGruppen (als Hauptfaktor für sich allein betrachtet) treten keine signifikan-
ten Unterschiede auf, d. h. die Mittelwerte der drei Treatmentgruppen Modell, Simulation und
Kombination unterscheiden sich, über alle Zeitpunkte gemeinsam betrachtet, nicht statistisch
bedeutsam voneinander. Durch den Faktor Gruppe allein ist folglich ein Unterschied bezogen
auf die vorhandene Systemkompetenz statistisch nicht nachweisbar.
Zwischen den beidenMesszeitpunkten Prä-Post bestehen jedoch hochsignifikante Un-
terschiede, was bedeutet, dass sich die Mittelwerte (über alle Gruppen betrachtet) der beiden
Zeitpunkte Prä- und Posttest statistisch bedeutsam unterscheiden. Das zeigt die generelle
„Wirksamkeit“ der Intervention, die Systemkompetenz-Werte des zweiten Messzeitpunktes
liegen (unabhängig von den Gruppen) insgesamt signifikant höher.
Der signifikante Interaktionseffekt von Messzeitpunkt und Gruppe (p = 0,024) besagt,
dass signifikante Gruppenunterschiede zwischen den Messzeitpunkten bestehen. Dieser
Interaktionseffekt ist entscheidend für die Beantwortung der Hauptforschungsfrage, ob die
drei Treatmentgruppen M, S und K unterschiedlich stark durch die Intervention gefördert
werden, denn er zeigt, dass die Gruppenzugehörigkeit einen signifikanten Einfluss auf die
Veränderung der Systemkompetenz zwischen den beiden Zeitpunkten hat, genauer gesagt,
dass die Erarbeitung mittels Modellen, Computersimulationen bzw. Kombination aus beidem
einen statistisch nachweisbar unterschiedlichen Einfluss auf die Förderung (bzw. auf den
Zugewinn) von Systemkompetenz aufweist.
Die empirische Prüfgröße F ist 3,81. Der p-Wert für die Varianzanalyse ist 0,024. Er
drückt die Wahrscheinlichkeit aus, diesen oder einen größeren F-Wert zu finden, wenn die
Nullhypothese (es bestehen keine Gruppenunterschiede zu den Messzeitpunkten) gilt. Der
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F-Test zum Faktor Gruppe ist signifikant, die Nullhypothese kann mit der gewünschten Si-
cherheit von über 95% (bzw. Irrtumswahrscheinlichkeit von unter 5%) verworfen werden.
Folglich bestehen statistisch bedeutsame Gruppenunterschiede zwischen den Messzeitpunk-
ten: F(2,196) = 3,81, p = 0,024.
Das signifikante Ergebnis bedeutet hierbei, dass sich mindestens zwei der betrachteten In-
teraktionseffekte von Gruppe und Zeitpunkt statistisch bedeutsam voneinander unterscheiden.
Welche das genau sind, wird im Folgenden mittels Post-Hoc-Test FLSD analysiert, ermittelt
mit der ezStats-Funktion aus dem R-Paket „ez“.
Hierbei werden nicht alle beliebigen Interaktionseffekte miteinander verglichen, sondern
nur die im Sinne der Forschungsfragen relevanten. Zunächst ist dabei zu klären, ob in je-
der der drei Treatmentgruppen ein signifikanter Lernzuwachs zwischen Prä- und Posttest
erfolgt. Zweitens soll innerhalb des Zeitpunkts „Prä“ untersucht werden, ob hier bereits
signifikante (Ausgangs-) Unterschiede zwischen den drei Treatmentgruppen bestehen. Grup-
penunterschiede zum Zeitpunkt „Post“ geben hingegen Aufschluss über eine differenzierte
Förderbarkeit von Systemkompetenz. Die als Fishers Least Significant Difference errechnete
Mittelwertsdifferenz, die gerade noch signifikant ist, lautet 4,198. Tabelle 5.6 zeigt, ob
die Beträge der Mittelwertdifferenzen der verschiedenen Messzeitpunkte (in Abhängigkeit
von den Treatmentgruppen) größer als der kritische Wert sind und somit ein signifikanter
Unterschied vorliegt:
Tabelle 5.6: Post-Hoc-Test der FLSD – Gesamttest
Paarweiser Vergleich von Messzeitpunkten (nach Gruppen) Mittelwertsdifferenzen > 4,198?
M1 (Modell Prä) – S1 (Simulation Prä) nein
M1 (Modell Prä) – K1 (Kombination Prä) nein
S1 (Simulation Prä) – K1 (Kombination Prä) nein
M1 (Modell Prä) – M2 (Modell Post) ja
K1 (Kombination Prä) – K2 (Kombination Post) ja
S1 (Simulation Prä) – S2 (Simulation Post) ja
M2 (Modell Post) – S2 (Simulation Post) nein
M2 (Modell Post) – K2 (Kombination Post) nein
S2 (Simulation Post) – K2 (Kombination Post) ja
Innerhalb des Zeitpunkts „Prä“ liegen keine signifikanten Gruppenunterschiede vor.
Dies ist für die weitere Interpretation insofern von Bedeutung, dass signifikante Unterschiede
zwischen den Treatmentgruppen im Posttest damit auf die unterschiedlichen Interventionen
zurückgeführt werden können.
Die FLSD gibt nun Auskunft darüber, zwischen welchen Treatmentgruppen der signifi-
kante Unterschied zwischen den erzielten mittleren Systemkompetenz-Gesamtscores genau
besteht. Aus Tabelle 5.6 geht hervor, dass zusätzlich zu den jeweils signifikanten Unter-
schieden zwischen Prä- und Posttest nur zwischen der „stärksten“ Gruppe „Kombina-
tion“ (K) und der „schwächsten“ Gruppe „Computersimulation“ (S) ein signifikanter
Unterschied besteht. Die mittleren Systemkompetenz-Gesamtscores der Gruppe „Bodenero-
sionsmodell“ (M) liegen im mittleren Bereich zwischen den beiden anderen Gruppen und
weisen zu keiner der beiden anderen Gruppe so große (= statistisch bedeutsame) Unterschiede
auf, dass diese nicht auch dem Zufall geschuldet sein könnten (vgl. Tabelle 5.6 und Abb. 5.4).
Effektgrößen Gesamttest
Das partielle Eta-Quadrat η2p (in Tabelle 5.5, vgl. Ausführungen in Abschnitt 5.1.2) zeigt den
Beitrag der einzelnen Effekte zur Gesamtvarianz auf Stichprobenebene. Diese beträgt für
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den Effekt des Zeitpunkts 27,2% und für den Interaktionseffekt von Zeitpunkt und Gruppe
0,8%. Hieraus lässt sich die Effektgröße f nach Cohen berechnen (f = √η2/(1 − η2)):
⊳ Cohens f für den Haupteffekt Zeitpunkt: 0,611 (großer Effekt nach Cohen 1988),
⊳ Cohens f für den Interaktionseffekt Gruppe:Zeitpunkt: 0,091 (kleiner Effekt nach
ebd.).
Abbildung 5.4: Signifikante Mittelwertsdifferenzen (im Graphen mit „*“ gekennzeichnet)
gemäß FSDL nach Gruppe und Zeitpunkt
Die beiden Werte sind so eindeutig große (Zeitpunkt) bzw. kleine Effekte (Interaktion),
dass auch korrigiert nach Intraklassenkorrelation (siehe η2 Eid u. a. 2011, S. 465 f.) keine
abweichende Interpretation erfolgen muss.
Der im Sinne der Forschungsfragen relevante Interaktionseffekt ist mit Cohens f von
0,091 ein kleiner Effekt. Die geplante angenommene Bedeutsamkeit des Effekts (von 0,25)
wurde daher um 0,159 überschätzt. Deshalb wird eine zusätzliche a-posteriori-Poweranalyse
durchgeführt und die Teststärke für den empirisch gefundenen Effekt nochmals erneut ermit-
telt. Sie beträgt 0,19, d. h. mit einer Wahrscheinlichkeit von 19% liefert der entwickelte Test
ein signifikantes Ergebnis für den Effekt der Größe 0,091. Um eine Power von mindestens
0,80 zu erzielen, müsste bei künftigen Untersuchungen der Stichprobenumfang auf 388 Pro-
banden pro Gruppe, also eine Gesamtstichprobengröße von 1164 (statt hier 203) erhöht
werden.
Die Populationseffektgrößeω2 = f2/(1+f2) = 0,008 zeigt einen kleinen Populationseffekt
an (vgl. Cohen 1988). Knapp ein Prozent der Gesamtvarianz der Systemkompetenzdifferenz
(über alle vier Dimensionen insgesamt betrachtet) werden also durch den untersuchten Faktor
Gruppenzugehörigkeit (Modell, Simulation, Kombination) aufgeklärt.
Die Interpretation der Ergebnisse vor dem Hintergrund von Forschungsfrage und zugehö-
rigen Hypothesen erfolgt in Abschnitt 6.1.1.
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5.3.2 Förderung von Systemkompetenz nach Dimensionen
Wirken sich die unterschiedlichen methodischen Zugänge unterschiedlich stark auf ver-
schiedene Dimensionen des geographischen Systemverständnisses aus? Zur Klärung dieser
Forschungsfrage F2 (Abschnitt 1.2) dienen die folgenden Analysen.
Die Forschungsfrage ist auf die vier Dimensionen A, B, C und D des verwendeten
Freiburger Systemkompetenzstrukturmodells (Rieß u. a. 2015) bezogen, welche sich über
die Beantwortung der der den jeweiligen Dimensionen zugehörigen Items abbilden. Die
Ergebnisse werden analog der Darstellung in Abschnitt 5.3.1 im Folgenden jedoch etwas
stärker komprimiert präsentiert, für detaillierte Erklärungen sei daher auf die zuvor gegebenen
Erläuterungen rückverwiesen.
Dimension A
Zunächst wird die Deskriptivstatistik nach Gruppen, nämlich nach den drei Treatmentgruppen
Bodenerosionsmodell (M), Simulation (S) und Kombination (K), gezeigt (Tabelle 5.7), und
zwar in Bezug auf die skalierten Systemkompetenz-Scores im Gesamttest Prä (A.1) bzw.
Post (A.2) der Dimension A.
Tabelle 5.7: Mittelwerte und Standardabweichungen der skalierten Systemkompetenz-Scores
Prä-Post nach Treatmentgruppen (Dimension A, Testzeitpunkt 1 = Prä und
2 = Post)
Systemkompetenz n Mittelwert Standardabweichung
Gruppe „Bodenerosionsmodell“ (M)
A.1 73 26,55 6,93
A.2 73 29,34 3,79
Gruppe „Computersimulation“ (S)
A.1 71 27,02 6,32
A.2 71 27,77 4,75
Gruppe „Kombination“ (K)
A.1 59 27,17 6,40
A.2 59 29,55 4,26
In Tabelle 5.7 ist pro Treatmentgruppe zunächst der skalierte mittlere Kompetenzzuwachs
zwischen Prä- und Posttest in der Systemkompetenz-Dimension A erkennbar, der in der
Gruppe „Computersimulation“ am kleinsten und in der Gruppe „Bodenerosionsmodell“
am größten ausfällt. Die skalierten mittleren Systemkompetenz-Gesamtscores sind in allen
drei Treatmentgruppen im Prätest ähnlich, während im Posttest deutlichere Unterschiede
zwischen den höchsten durchschnittlichen Scores in den beiden Gruppen „Kombination“
sowie „Bodenerosionsmodell“ und den niedrigsten durchschnittlichen Scores in der Gruppe
„Computersimulation“ erzielt werden. Die mittlere Ergebnis-Streuung nimmt jeweils zwischen
den Ergebnissen im Prä- sowie Posttest ab. In Abb. 5.5 ist dieser Sachverhalt graphisch
dargestellt.
In Tabelle 5.8 ist das Ergebnis der Varianzanalyse und in Tabelle 5.9 die FLSD (der
kritische Wert für Dimension A ist 1,546) für die Systemkompetenzdimension A dargestellt.
Auffällig ist hierbei, dass sich nur die mittleren Systemkompetenz-Gesamtscores der Gruppe
„Bodenerosionsmodell“ (M) zwischen Prä- und Posttest statistisch signifikant unterscheiden,
während die beiden Gruppen „Computersimulation“ (S) und „Kombination“ (K) zwischen
Prä- und Posttest so geringe Unterschiede aufweisen, dass diese auch dem Zufall geschuldet
sein könnten und somit statistisch nicht signifikant sind. Innerhalb der beiden Zeitpunkte Prä
bzw. Post treten keine signifikanten Mittelwertsdifferenzen zwischen den Treatmentgruppen
auf.
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Abbildung 5.5:Mittelwerte und Standardabweichungen der skalierten Systemkompetenz-
Scores Prä-Post nach Treatmentgruppen (Dimension A, Testzeitpunkt
1 = Prä und 2 = Post)
Tabelle 5.8: Ergebnis der gemischten Varianzanalyse mit Messwiederholung für die Effekte






















2 196 1,43 2,41⋅10−1 0,0050
Tabelle 5.9: Post-Hoc-Test der FLSD – Dimension A
Paarweiser Vergleich von Messzeitpunkten (nach Gruppen) Mittelwertsdifferenzen > 1,546?
M1 (Modell Prä) – S1 (Simulation Prä) nein
M1 (Modell Prä) – K1 (Kombination Prä) nein
S1 (Simulation Prä) – K1 (Kombination Prä) nein
M1 (Modell Prä) – M2 (Modell Post) ja
K1 (Kombination Prä) – K2 (Kombination Post) nein
S1 (Simulation Prä) – S2 (Simulation Post) nein
M2 (Modell Post) – S2 (Simulation Post) nein
M2 (Modell Post) – K2 (Kombination Post) nein
S2 (Simulation Post) – K2 (Kombination Post) nein
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Effektgrößen Dimension A
Das partielle Eta-Quadrat η2p (Tabelle 5.8) zeigt schließlich noch den Beitrag der einzelnen
Effekte zur Gesamtvarianz auf Stichprobenebene. Diese beträgt für den Effekt des Zeitpunkts
2,75% und für den Interaktionseffekt von Zeitpunkt und Gruppe 0,5%. Hieraus lässt sich
die Effektgröße f nach Cohen berechnen f = √η2/(1 − η2):
⊳ Cohens f für den HaupteffektZeitpunkt: 0,168 (kleiner bis mittlerer Effekt nach Cohen
1988),
⊳ Cohens f für den Interaktionseffekt Gruppe:Zeitpunkt: 0,071 (sehr kleiner Effekt).
Der besonders relevante Interaktionseffekt ist mit Cohens f von 0,071 ein sehr kleiner
Effekt. Die geplante angenommene Bedeutsamkeit des Effekts wurde überschätzt, daher
wird eine zusätzliche a-posteriori-Poweranalyse durchgeführt und die Teststärke für den
empirisch gefundenen Effekt nochmals erneut ermittelt. Sie beträgt 0,13, d. h. mit einer
Wahrscheinlichkeit von 13% liefert der entwickelte Test ein signifikantes Ergebnis für den
Effekt der Größe 0,071. Um eine Power von mindestens 0,80 zu erzielen, müsste bei künf-
tigen Untersuchungen der Stichprobenumfang auf 634 Probanden pro Gruppe, also eine
Gesamtstichprobengröße von 1902 (statt hier 203) erhöht werden.
Dimension B
Hier erfolgt zunächst wieder die Deskriptivstatistik für Dimension B (Tabelle 5.10) nach den
drei Treatmentgruppen Bodenerosionsmodell (M), Computersimulation (S) und Kombination
(K) in Bezug auf die skalierten Systemkompetenz-Scores im Gesamttest Prä (B.1) bzw. Post
(B.2).
Tabelle 5.10:Mittelwerte und Standardabweichungen der skalierten Systemkompetenz-
Scores Prä-Post nach Treatmentgruppen (Dimension B, Testzeitpunkt 1 = Prä
und 2 = Post)




B.1 73 21,75 9,13
B.2 73 27,00 5,60
Gruppe „Computersimulation“ (S)
B.1 71 22,07 8,81
B.2 71 26,80 5,58
Gruppe „Kombination“ (K)
B.1 59 19,00 10,23
B.2 59 27,54 5,85
In Tabelle 5.10 ist pro Treatmentgruppe zunächst der skalierte mittlere Kompetenzzu-
wachs zwischen Prä- und Posttest in der Systemkompetenz-Dimension B erkennbar, der in
den Gruppen „Bodenerosionsmodell“ und „Computersimulation“ sehr ähnlich und in der
Gruppe „Kombination“ sichtlich größer ausfällt, was jedoch hauptsächlich dem geringeren
durchschnittlichen Ausgangsniveau in dieser Gruppe geschuldet ist. Die skalierten mittleren
Systemkompetenz-Gesamtscores sind in allen drei Treatmentgruppen im Posttest ähnlich,
während im Prätest deutlichere Unterschiede zwischen den höchsten durchschnittlichen
Scores in den beiden Gruppen „Computersimulation“ sowie „Bodenerosionsmodell“ und
den niedrigsten durchschnittlichen Scores in der Gruppe „Kombination“ erzielt werden. Die
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mittlere Ergebnis-Streuung nimmt jeweils zwischen den Ergebnissen im Prä- sowie Posttest

































Abbildung 5.6:Mittelwerte und Standardabweichungen der skalierten Systemkompetenz-
Scores Prä-Post nach Treatmentgruppen (Dimension B, Testzeitpunkt
1 = Prä und 2 = Post)
In Tabelle 5.11 ist das Ergebnis der Varianzanalyse und in Tabelle 5.12 die FLSD (der
kritische Wert für Dimension B ist 2,041) für die Systemkompetenzdimension B darge-
stellt. Die mittleren Systemkompetenz-Gesamtscores aller drei Treatmentgruppen nehmen
zwischen Prä- und Posttest statistisch signifikant zu. Eine Besonderheit ist bei der Ein-
zelbetrachtung von Dimension B, dass es im Prätest signifikante Unterschiede zwischen
den mittleren Systemkompetenz-Gesamtscores gibt, und zwar ist das Systemkompetenz-
Ausgangsniveau der Gruppe „Kombination“ signifikant geringer als das der beiden Gruppen
„Bodenerosionsmodell“ und „Computersimulation“. Im Posttest treten keine signifikanten
Gruppenunterschiede auf, gleichwohl der Kompetenzzugewinn bezüglich Dimension B in
der Gruppe Kombination höher als in den anderen beiden Gruppen ausfällt.
Tabelle 5.11: Ergebnis der gemischten Varianzanalyse mit Messwiederholung für die Effekte






















2 196 4,03 1,92⋅10−2 * 0,0123
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Tabelle 5.12: Post-Hoc-Test der FLSD – Dimension B
Paarweiser Vergleich von Messzeitpunkten (nach Gruppen) Mittelwertsdifferenzen > 2,041?
M1 (Modell Prä) – S1 (Simulation Prä) nein
M1 (Modell Prä) – K1 (Kombination Prä) ja
S1 (Simulation Prä) – K1 (Kombination Prä) ja
M1 (Modell Prä) – M2 (Modell Post) ja
K1 (Kombination Prä) – K2 (Kombination Post) ja
S1 (Simulation Prä) – S2 (Simulation Post) ja
M2 (Modell Post) – S2 (Simulation Post) nein
M2 (Modell Post) – K2 (Kombination Post) nein
S2 (Simulation Post) – K2 (Kombination Post) nein
Effektgrößen Dimension B
Das Das partielle Eta-Quadrat η2p (Tabelle 5.11) zeigt schließlich noch den Beitrag der
einzelnen Effekte zur Gesamtvarianz auf Stichprobenebene. Diese beträgt für den Effekt des
Zeitpunkts 13,7% und für den Interaktionseffekt von Zeitpunkt und Gruppe 1,2%. Hieraus
lässt sich die Effektgröße f nach Cohen berechnen f = √η2/(1 − η2):
⊳ Cohens f für den Haupteffekt Zeitpunkt: 0,399 (großer Effekt nach Cohen 1988),
⊳ Cohens f für den Interaktionseffekt Gruppe:Zeitpunkt: 0,111 (kleiner Effekt nach ebd.).
Der besonders relevante Interaktionseffekt ist mit Cohens f von 0,111 ein sehr kleiner
Effekt. Die geplante angenommene Bedeutsamkeit des Effekts wurde überschätzt, daher wird
eine zusätzliche a-posteriori-Poweranalyse durchgeführt und die Teststärke für den empirisch
gefundenen Effekt nochmals erneut ermittelt. Sie beträgt 0,27, d. h. mit einer Wahrscheinlich-
keit von 27% liefert der entwickelte Test ein signifikantes Ergebnis für den Effekt der Größe
0,111. Um eine Power von mindestens 0,8 zu erzielen, müsste bei künftigen Untersuchungen
der Stichprobenumfang auf 260 Probanden pro Gruppe, also eineGesamtstichprobengröße
von 780 (statt hier 203) erhöht werden.
Dimension C
Im Folgenden (Tabelle 5.13) wird für Dimension C die Deskriptivstatistik nach den drei
Treatmentgruppen Bodenerosionsmodell (M), Computersimulation (S) und Kombination
(K) in Bezug auf die skalierten Systemkompetenz-Scores im Gesamttest Prä (C.1) bzw. Post
(C.2) gezeigt.
Tabelle 5.13:Mittelwerte und Standardabweichungen der skalierten Systemkompetenz-
Scores Prä-Post nach Treatmentgruppen (Dimension C, Testzeitpunkt 1 = Prä
und 2 = Post)
Systemkompetenz n Mittelwert Standardabweichung
Gruppe „Bodenerosionsmodell“ (M)
C.1 73 4,91 4,21
C.2 73 9,41 4,43
Gruppe „Computersimulation“ (S)
C.1 71 4,75 5,55
C.2 71 9,24 6,25
Gruppe „Kombination“ (K)
C.1 59 5,44 6,37
C.2 59 11,57 6,95
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In Tabelle 5.13 ist pro Treatmentgruppe der skalierte mittlere Kompetenzzuwachs zwi-
schen Prä- und Posttest in der Systemkompetenz-Dimension C erkennbar, der in den Gruppen
„Bodenerosionsmodell“ und „Computersimulation“ sehr ähnlich und in der Gruppe „Kombi-
nation“ sichtlich größer ausfällt, was – bei ähnlichem Ausgangsniveau der drei Gruppen –
hauptsächlich dem höheren durchschnittlichen Systemkompetenz-Gesamtscore der Gruppe
„Kombination“ im Posttest geschuldet ist. Die mittlere Ergebnis-Streuung nimmt im Gegen-
satz zu den vorher beschriebenen Dimensionen hier jeweils zwischen den Ergebnissen im Prä-

































Abbildung 5.7:Mittelwerte und Standardabweichungen der skalierten Systemkompetenz-
Scores Prä-Post nach Treatmentgruppen (Dimension C, Testzeitpunkt
1 = Prä und 2 = Post)
In Tabelle 5.14 ist das Ergebnis der Varianzanalyse und in Tabelle 5.15 die FLSD (der
kritische Wert für Dimension C ist 1,298) für die Systemkompetenzdimension C dargestellt.
Die mittleren Systemkompetenz-Gesamtscores aller drei Treatmentgruppen nehmen zwischen
Prä- und Posttest statistisch signifikant zu. Im Prätest sowie im Posttest (einzeln betrachtet)
treten keine signifikanten Gruppenunterschiede auf, die nicht auch dem Zufall geschuldet
sein könnten.
Tabelle 5.14: Ergebnis der gemischten Varianzanalyse mit Messwiederholung für die Effekte












2 196 1,85 1,60⋅10−1 0,0144
Haupteffekt
Messzeitpunkt




2 196 2,06 1,30⋅10−1 0,0047
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Effektgrößen Dimension C
Das partielle Eta-Quadrat η2p (Tabelle 5.14) zeigt schließlich noch den Beitrag der einzelnen
Effekte zur Gesamtvarianz auf Stichprobenebene. Diese beträgt für den Effekt des Zeitpunkts
16,6% und für den Interaktionseffekt von Zeitpunkt und Gruppe 0,5%. Hieraus lässt sich
die Effektgröße f nach Cohen berechnen f = √η2/(1 − η2):
⊳ Cohens f für den Haupteffekt Zeitpunkt: 0,447 (großer Effekt nach Cohen 1988),
⊳ Cohens f für den Interaktionseffekt Gruppe:Zeitpunkt: 0,069 (sehr kleiner Effekt nach
ebd.).
Der hauptsächlich interessierende Interaktionseffekt ist mit Cohens f von 0,069 ein sehr
kleiner Effekt. Die geplante angenommene Bedeutsamkeit des Effekts wurde überschätzt,
daher wird eine zusätzliche a-posteriori-Poweranalyse durchgeführt und die Teststärke für
den empirisch gefundenen Effekt nochmals erneut ermittelt. Sie beträgt 0,13, d. h. mit ei-
ner Wahrscheinlichkeit von 13% liefert der entwickelte Test ein signifikantes Ergebnis für
den Effekt der Größe 0,069. Um eine Power von mindestens 0,80 zu erzielen, müsste bei
künftigen Untersuchungen der Stichprobenumfang auf 683 Probanden pro Gruppe, also eine
Gesamtstichprobengröße von 2049 (statt hier 203) erhöht werden.
Tabelle 5.15: Post-Hoc-Test der FLSD – Dimension C
Paarweiser Vergleich von Messzeitpunkten (nach Gruppen) Mittelwertsdifferenzen > 1,298?
M1 (Modell Prä) – S1 (Simulation Prä) nein
M1 (Modell Prä) – K1 (Kombination Prä) nein
S1 (Simulation Prä) – K1 (Kombination Prä) nein
M1 (Modell Prä) – M2 (Modell Post) ja
K1 (Kombination Prä) – K2 (Kombination Post) ja
S1 (Simulation Prä) – S2 (Simulation Post) ja
M2 (Modell Post) – S2 (Simulation Post) nein
M2 (Modell Post) – K2 (Kombination Post) nein
S2 (Simulation Post) – K2 (Kombination Post) nein
Dimension D
Abschließend wird die Deskriptivstatistik nach den drei Treatmentgruppen Bodenerosions-
modell (M), Computersimulation (S) und Kombination (K) in Bezug auf die skalierten
Systemkompetenz-Scores im Gesamttest Prä (D.1) bzw. Post (D.2) für Dimension D darge-
stellt.
Tabelle 5.16:Mittelwerte und Standardabweichungen der skalierten Systemkompetenz-
Scores Prä-Post nach Treatmentgruppen (Dimension D, Testzeitpunkt 1 = Prä
und 2 = Post)
Systemkompetenz n Mittelwert Standardabweichung
Gruppe „Bodenerosionsmodell“ (M)
D.1 73 9,32 8,39
D.2 73 20,62 4,90
Gruppe „Computersimulation“ (S)
D.1 71 10,86 7,98
D.2 71 19,30 6,43
Gruppe „Kombination“ (K)
D.1 59 10,46 9,77
D.2 59 20,36 7,65
121
Kapitel 5. Ergebnisse der Interventionsstudie
In Tabelle 5.16 ist pro Treatmentgruppe der skalierte mittlere Kompetenzzuwachs zwi-
schen Prä- und Posttest in der Systemkompetenz-Dimension D erkennbar, der in den Grup-
pen „Bodenerosionsmodell“ am höchsten und in der Gruppe „Computersimulation“ am
geringsten ausfällt. Hierbei ist das Ausgangsniveau der durchschnittlichen Systemkompetenz-
Gesamtscores der Gruppen „Computersimulation“ und „Kombination“ etwas höher als bei
Gruppe „Bodenerosionsmodell“, die erzielten durchschnittlichen Scores im Posttest liegen
wiederum bei den Gruppen „Bodenerosionsmodell“ und „Kombination“ höher als in der
Gruppe „Computersimulation“. Die mittlere Ergebnis-Streuung nimmt – wie schon in Di-
mension A und B – jeweils zwischen den Ergebnissen im Prä- sowie Posttest ab. In Abb. 5.8

































Abbildung 5.8:Mittelwerte und Standardabweichungen der skalierten Systemkompetenz-
Scores Prä-Post nach Treatmentgruppen (Dimension D, Testzeitpunkt
1 = Prä und 2 = Post)
In Tabelle 5.17 ist das Ergebnis der Varianzanalyse und in Tabelle 5.18 die FLSD (der
kritische Wert für Dimension D ist 2,195) für die Systemkompetenzdimension D darge-
stellt: Die mittleren Systemkompetenz-Gesamtscores aller drei Treatmentgruppen nehmen
jeweils zwischen Prä- und Posttest statistisch signifikant zu. Im Prätest sowie im Posttest
(einzeln betrachtet) treten keine signifikanten Mittelwertunterschiede zwischen den drei
Treatmentgruppen auf, die nicht auch dem Zufall geschuldet sein könnten.
Tabelle 5.17: Ergebnis der gemischten Varianzanalyse mit Messwiederholung für die Effekte












2 196 0,09 9,10⋅10−1 0,0006
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2 196 1,99 1,39⋅10−1 0,0072
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5.4 Systemkompetenzzuwachs von SuS (Prä-Post-Differenz)
Effektgrößen Dimension D
Das partielle Eta-Quadrat η2p (Tabelle 5.17) zeigt schließlich noch den Beitrag der einzelnen
Effekte zur Gesamtvarianz auf Stichprobenebene. Diese beträgt für den Effekt des Zeitpunkts
29,7% und für den Interaktionseffekt von Zeitpunkt und Gruppe 0,7%. Hieraus lässt sich
die Effektgröße f nach Cohen berechnen (f = √η2/(1 − η2)):
⊳ Cohens f für den Haupteffekt Zeitpunkt: 0,651 (großer Effekt nach Cohen 1988),
⊳ Cohens f für den Interaktionseffekt Gruppe:Zeitpunkt: 0,085 (kleiner Effekt nach ebd.).
Der besonders relevante Interaktionseffekt ist mit Cohens f von 0,085 ein sehr kleiner
Effekt. Die geplante angenommene Bedeutsamkeit des Effekts wurde überschätzt, daher
wird eine zusätzliche a-posteriori-Poweranalyse durchgeführt und die Teststärke für den
empirisch gefundenen Effekt nochmals erneut ermittelt. Sie beträgt 0,17, d. h. mit einer
Wahrscheinlichkeit von 17% liefert der entwickelte Test ein signifikantes Ergebnis für den
Effekt der Größe 0,085. Um eine Power von mindestens 0,80 zu erzielen, müsste bei künf-
tigen Untersuchungen der Stichprobenumfang auf 447 Probanden pro Gruppe, also eine
Gesamtstichprobengröße von 1341 (statt hier 203) erhöht werden.
Tabelle 5.18: Post-Hoc-Test der FLSD – Dimension D
Paarweiser Vergleich von Messzeitpunkten (nach Gruppen) Mittelwertsdifferenzen > 2,195?
M1 (Modell Prä) – S1 (Simulation Prä) nein
M1 (Modell Prä) – K1 (Kombination Prä) nein
S1 (Simulation Prä) – K1 (Kombination Prä) nein
M1 (Modell Prä) – M2 (Modell Post) ja
K1 (Kombination Prä) – K2 (Kombination Post) ja
S1 (Simulation Prä) – S2 (Simulation Post) ja
M2 (Modell Post) – S2 (Simulation Post) nein
M2 (Modell Post) – K2 (Kombination Post) nein
S2 (Simulation Post) – K2 (Kombination Post) nein
Die Interpretation der einzelnen Ergebnisse erfolgt vor dem Hintergrund von Forschungs-
fragen und zugehörigen Hypothesen in Abschnitt 6.1.2.
5.4 Exkurs: Systemkompetenzzuwachs (Differenz) von SuS nach Treatment-
gruppen, Lernstilen undMotivation (Varianzanalyse ohneMesswieder-
holung)
Im Unterschied zu der im Vorkapitel gezeigten Varianzanalyse mit Messwiederholung, in
welche die Zeitpunkte Prä und Post separat einflossen, wird für die folgenden Analysen
der Zeitfaktor durch Differenzbildung zwischen Prä- und Posttestergebnissen „aufgehoben“.
Hierbei kommt die ein- bzw. mehrfaktorielle Varianzanalyse ohne Messwiederholung (vgl.
Abschnitt 5.1.1) zur Anwendung, da der messwiederholte Faktor (Systemkompetenztest-
ergebnis Prä, Systemkompetenztestergebnis Post) durch Differenzbildung „Posttest“ minus
„Prätest“ in den Faktor „Systemkompetenzzugewinn (diff)“ umgewandelt wird (Anmerkung:
Dieser sog. „Zugewinn“ beinhaltet selbstverständlich auch diejenigen Einzelfälle, für die kein
Kompetenzzugewinn (oder gar ein Kompetenzverlust) nach der Intervention zu verzeichnen
waren). Mithilfe dieses Systemkompetenz-Differenzwertes als abhängiger Variablen und
den möglichen Einflussgrößen (unabhängige Variablen Gruppe, Lernstil, Motivation) lassen
sich denkbare Ursachen von Kompetenzveränderungen analysieren und ggf. vorhandene
Interaktionseffekte der unabhängigen Variablen aufdecken, sofern es diese gibt und die
123
Kapitel 5. Ergebnisse der Interventionsstudie
jeweiligen Effekte so groß sind, dass sie durch das vorliegende Design (Stichprobenumfang)
gefunden bzw. auf Basis einer ausreichenden Teststärke widerlegt werden können.
Warum wird hierfür nun die Varianzanalyse ohne Messwiederholung als Analyseinstru-
ment herangezogen? Nicht-messwiederholte Varianzanalysen lassen sich hinsichtlich ihrer
Effektgrößen besser interpretieren und vergleichen. Da das partielle Eta-Quadrat, das
bei der in Abschnitt 5.3 angewendeten gemischten Varianzanalyse als Effektgröße angegeben
wurde, nicht direkt mit Effektgrößen anderer Varianzanalysen ohne Messwiederholung vergli-
chen werden kann (vgl. Abschnitt 5.1.2), stellen die im Rahmen dieses Exkurses errechneten
(nicht-partiellen) Effektgrößen einen Mehrwert in Bezug auf die Auswertung dar. Für eine
Angabe vergleichbarer Effektgrößen zu Gruppeneffekten, Gruppeneffekten nach Kompetenz-
dimensionen sowie Interaktionseffekten zwischen Gruppe und Lernstil bzw. Gruppe und
Motivation im Rahmen der vorliegenden Studie, werden für dieses Kapitel, in Ergänzung zu
den bereits gezeigten Ergebnissen des Vorkapitels, die Berechnungen für die genannten
Fragestellungen noch einmal durchgängig anhand des abhängigen Faktors Systemkompe-
tenzdifferenzmit Hilfe von Varianzanalysen ohne Messwiederholung durchgeführt, da hierzu
die nach Cohen (1988) interpretierbaren und mit weiteren Studien auf Metaebene gut ver-
gleichbaren Effektgrößen η2, Cohens f sowie die Populationseffektgröße ω2 angegeben
werden können. Für alle Berechnungen werden auch die jeweiligen Teststärken angeben.
Bei nicht ausreichender Teststärke wird zusätzlich der erforderliche Stichprobenumfang
berechnet, der in Folgestudien für eine erfolgversprechende Untersuchung angemessen wäre.
Da Varianzhomogenität eine Voraussetzung der im Folgenden durchgeführten F-Tests dar-
stellt, wird hier zunächst vorangestellt das Ergebnis der Varianzhomogenitätsprüfungen
dokumentiert: Der Levene-Test (vgl. Abschnitt 5.1.1 und Abschnitt 5.1.3) prüft die Nullhy-
pothese, dass die Varianzen in allen Gruppen gleich sind. Daher bedeutet ein signifikantes
Ergebnis, dass Varianzheterogenität vorliegt (Luhmann 2015, S. 194).
Für die überprüften Faktoren dieser Studie resultieren p-Werte > 0,05, nämlich:
1. geprüft für die abhängige Variable Systemkompetenzdifferenz über alle
vier Dimensionen A bis D
⊳ mit Gruppe: 0,311
⊳ mit Gruppe*Lernstil: 0,973
⊳ mit Gruppe*Motivation: 0,664
2. geprüft für die abhängige Variable Systemkompetenzdifferenz über Dimension A
⊳ mit Gruppe: 0,862
3. geprüft für die abhängige Variable Systemkompetenzdifferenz über Dimension B
⊳ mit Gruppe: 0,481
4. geprüft für die abhängige Variable Systemkompetenzdifferenz über Dimension C
⊳ mit Gruppe: 0,226
5. geprüft für die abhängige Variable Systemkompetenzdifferenz über Dimension D
⊳ mit Gruppe: 0,051
In allen hier untersuchten Fällen ist der Levene-Test nicht signifikant und die Nullhypo-
these der Varianzhomogenität muss folglich nicht verworfen werden, sodass die folgenden
Varianzanalysen (sowohl zunächst die einfaktorielle ANOVA mit dem Treatment-Faktor
Gruppe als auch die vertiefende mehrfaktorielle ANOVA mit den zusätzlichen Faktoren
Lernstil und Motivation) mit der aov-Funktion durchgeführt werden können.
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Zunächst wird der in der Hauptsache zu klärende Effekt, die Auswirkung des Treat-
mentfaktors Gruppe auf den Systemkompetenzzugewinn, im Rahmen einer einfaktoriellen
Varianzanalyse untersucht. Dies erfolgt zum einen für die Gesamtsystemkompetenzdiffe-
renz über alle vier Dimensionen gemeinsam (Abschnitt 5.4.1) als auch für die einzelnen
Systemkompetenzdimensionen A, B, C und D getrennt (Abschnitt 5.4.2). Mehrfaktorielle
Varianzanalysen unter Einbezug weiterer Faktoren, nämlich der unabhängigen Variablen
Lernstil bzw. Motivation zusätzlich zum Treatmentfaktor, werden angeschlossen. Zu den
beiden vertiefenden Forschungsfragen (Abschnitt 1.2), ob bzw. wie sich die unterschiedlichen
methodischen Zugänge bei verschiedenen Lernstilen (vgl. Abschnitt 5.4.3) bzw. unterschied-
licher Motivation (i. S. v. Interesse/Vergnügen, Abschnitt 5.4.4) auswirken, kann daher im
Folgenden Stellung genommen werden.
5.4.1 Effekte der Treatmentgruppe auf den Systemkompetenzzuwachs
Bei der zunächst durchgeführten einfaktoriellen Varianzanalyse wird untersucht, ob sich
die drei Interventionsgruppen hinsichtlich des Systemkompetenzzugewinns über alle vier
Systemkompetenz-Dimensionen gemeinsam betrachtet (= diffABCD) signifikant unterschei-
den.
In Tabelle 5.19 sowie Abb. 5.9 sind zunächst die Systemkompetenzzugewinn-Mittelwerte
dargestellt, die für den Mittelwertvergleich herangezogen werden. Diese sind bei der einfak-
toriellen ANOVA nicht adjustiert.
Tabelle 5.19: Mittelwerte des Systemkompetenz-Zugewinns (über alle vier Kompetenzdimen-
sionen gemeinsam betrachtet) nach Treatmentgruppen
Bodenerosionsmodell Computersimulation Kombination
Mittelwert (diffABCD) 23,85 18,42 26,96
Stichprobenumfang 73 71 59
Die Varianzanalyse mittels der in Abschnitt 5.1 beschriebenen aov-Funktion ergibt fol-












Abbildung 5.9: Mittelwerte des Systemkompetenz-Zugewinns (über alle vier Kompetenzdi-
mensionen gemeinsam betrachtet) nach Treatmentgruppen – signifikanter
Unterschied zwischen Computersimulation und Kombination
Die Freiheitsgrade des Zählers sind 2, die des Nenners 200. Die Quadratsumme zwi-
schen den Gruppen ist 2461, die innerhalb der Gruppen 62 139. Die mittlere Quadratsumme
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(Quadratsumme durch jeweilige Freiheitsgrade) zwischen den Gruppen ist 1230,6, innerhalb
der Gruppen 310,7. Die empirische Prüfgröße F wird durch Division der beiden mittleren
Quadratsummen errechnet und ist 3,961. Der p-Wert für die Varianzanalyse ist 0,021. Er
drückt die Wahrscheinlichkeit aus, diesen oder einen größeren F-Wert zu finden, wenn die
Nullhypothese gilt (vgl. Erläuterungen in Luhmann (2015, S. 194 f.). Mit Blick auf das
Analyseergebnis heißt dies, dass die drei Interventionsgruppen sich bedeutsam in ihren
mittleren Systemkompetenzzugewinnen unterscheiden.
Zuletzt werdenmultiple Paarvergleiche mit Post-hoc-Verfahren durchgeführt, da das
signifikante Ergebnis besagt, dass sich mindestens zwei Mittelwerte statistisch bedeutsam
voneinander unterscheiden, aber nicht um welche es sich genau handelt. Der multiple Paar-
vergleich mit Bonferroni-Korrektur mittels pairwise.t.test-Funktion (gemäß ebd., S. 201 f.)
ergibt die adjustierten p-Werte für die jeweiligen paarweisen Vergleiche: Die Gruppen Com-
putersimulation und Kombination unterscheiden sich signifikant (p = 0,02) voneinander,
während die weiteren paarweisen Vergleiche sowohl zwischen Bodenerosionsmodell und
Computersimulation (p = 0,20) wie auch zwischen Bodenerosionsmodell und Kombination
(p = 0,94) nicht signifikant sind auf dem festgelegten Signifikanzniveau von 0,05.
Hierbei ist im Vergleich mit der zuvor dokumentierten deskriptiven Statistik anzumerken,
dass die sog. „Richtung“ des signifikanten Unterschieds folgende ist: Die Gruppe Kombination
erzielt statistisch signifikant höhere durchschnittliche Punktedifferenzen (Systemkompetenz-
zugewinne) als die Gruppe Computersimulation. Bei einem daraus abgeleiteten „Ranking“
ist also die Gruppe Kombination die beste, die Gruppe Bodenerosionsmodell in der Mitte und
die Gruppe Computersimulation erzielt den geringsten Systemkompetenzzugewinn, wobei in
unserem Fall nur die Mittelwertunterschiede zwischen der besten und der schlechtesten Grup-
pe signifikant sind. Zur mittleren Gruppe Bodenerosionsmodell bestehen keine signifikanten
Unterschiede, weder von der besten, noch von der schlechtesten Gruppe her betrachtet.
Effektgrößen und Teststärke
Bei der oben dargestellten einfaktoriellen Varianzanalyse des Treatmentfaktors Gruppe
bezogen auf den Systemkompetenzzugewinn (gesamt) ergibt sich folgende Effektgröße η2,
also folgender Anteil der durch den Effekt erklärten Varianz an der Gesamtvarianz:
Gesamttest
η2 = QSEffekt/(QSEffekt + QSFehler) = 0,038 = 3,81%
Hieraus lässt sich die Effektgröße f nach Cohen berechnen:
f = √η2/(1 − η2) = 0,199
Dies ist mit 0,1 < f < 0,25 ein kleiner bis mittlerer Effekt.Da die geplante angenommene
Bedeutsamkeit des Effekts (von genau 0,25) somit um 0,051 leicht überschätzt wurde, wird
eine zusätzliche a-posteriori-Poweranalyse durchgeführt und die Teststärke für den empirisch
gefundenen Effekt nochmals erneut ermittelt. Sie beträgt 0,72, d. h. mit einer Wahrscheinlich-
keit von 72% liefert der entwickelte Test ein signifikantes Ergebnis für den Effekt der Größe
0,199. Um eine Power von mindestens 0,8 zu erzielen, müsste bei künftigen Untersuchungen
der Stichprobenumfang auf 82 Probanden pro Gruppe, also eine Gesamtstichprobengröße
von 246 (statt hier 203) erhöht werden.
Die Populationseffektgröße ω2 = f2/(1 + f2) = 0,04 zeigt einen kleinen bis mittleren
Populationseffekt an (vgl. Cohen 1988). Vier Prozent der Gesamtvarianz der Systemkom-
petenzdifferenz (über alle vier Dimensionen insgesamt betrachtet) werden also durch den
untersuchten Faktor Gruppenzugehörigkeit (Modell, Simulation, Kombination) aufgeklärt.
Eine Interpretation der dargestellten Ergebnisse erfolgt in Abschnitt 6.1.1.
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5.4.2 Effekte der Treatmentgruppe nach Kompetenzdimensionen auf den System-
kompetenzzuwachs
Im nächsten Schritt wird geprüft, ob die drei Interventionsgruppen sich hinsichtlich des
Systemkompetenzzugewinns – getrennt betrachtet für die einzelnen Systemkompetenz-Di-
mensionen A, B, C und D – signifikant unterscheiden.
In Tabelle 5.20 und Abb. 5.10 bis 5.13 sind die Systemkompetenzzugewinn-Mittelwerte
(und Standardabweichungen) der einzelnen Systemkompetenz-Dimensionen dargestellt, die
für die folgenden Mittelwertvergleiche herangezogen werden:
Tabelle 5.20: Mittelwerte des Systemkompetenz-Zugewinns (für jede der vier Kompetenzdi-






















11,30 ± 9,29 8,45 ± 7,68 9,90 ± 10,17
Stichprobenumfang 73 71 59
(Anm.: Fettgedruckt sind die jeweils höchsten durchschnittlichen Systemkompetenzzugewinne pro
Dimension und Gruppe)
Die Varianzanalyse mittels der in Abschnitt 5.1 beschriebenen aov-Funktion lässt darauf
schließen, dass der F-Test zum Faktor Gruppe nicht signifikant ist, bezogen auf die abhängige
Variable Systemkompetenzzugewinn in Dimension A „deklaratives/konzeptuelles systemi-
sches Wissen“: F(2,200) = 1,87, p = 0,157. Das bedeutet, dass die drei Interventionsgruppen
sich nicht statistisch bedeutsam in ihren mittleren Systemkompetenzzugewinnen in Bezug
auf diese Dimension unterscheiden.
Der F-Test zum Faktor Gruppe ist signifikant, bezogen auf die abhängige Variable
Systemkompetenzzugewinn in Dimension B „Systemmodellierungsfähigkeit“: F(2,200) =
3,7, p = 0,026. Das heißt, dass die drei Interventionsgruppen sich statistisch bedeutsam in
ihren mittleren Systemkompetenzzugewinnen in Bezug auf diese Dimension unterscheiden.
Der F-Test zum Faktor Gruppe ist nicht signifikant, bezogen auf die abhängige Variable
Systemkompetenzzugewinn in Dimension C „Fähigkeit zur Nutzung von Systemmodellen
beim Lösen von komplexen dynamischen Problemen“: F(2,200) = 1,98, p = 0,141. Das
heißt, dass die drei Interventionsgruppen sich nicht statistisch bedeutsam in ihren mittleren
Systemkompetenzzugewinnen in Bezug auf diese Dimension unterscheiden.
Der F-Test zum Faktor Gruppe ist nicht signifikant, bezogen auf die abhängige Variable
Systemkompetenzzugewinn in Dimension D „Bewertung von Systemmodellen und Ergebnis-
sen der Modellanwendung“: F(2,200) = 1,79, p = 0,169. Das heißt, dass die drei Interventi-
onsgruppen sich nicht statistisch bedeutsam in ihren mittleren Systemkompetenzzugewinnen
in Bezug auf diese Dimension unterscheiden.
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Abbildung 5.11: Mittelwerte des Systemkompetenz-Zugewinns (in Kompetenzdimension B)











Abbildung 5.12: Mittelwerte des Systemkompetenz-Zugewinns (in Kompetenzdimension C)
nach Treatmentgruppen
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Abbildung 5.13: Mittelwerte des Systemkompetenz-Zugewinns (in Kompetenzdimension D)
nach Treatmentgruppen
Signifikante Unterschiede liegen insgesamt betrachtet also lediglich in Kompetenzdi-
mension B (s. Abb. 5.11) vor.
Im nächsten Schritt wird ein multipler Paarvergleich im Post-hoc-Verfahren mit Bon-
ferroni-Korrektur durchgeführt, da das signifikante Ergebnis bei Dimension B zwar besagt,
dass sich mindestens zwei Mittelwerte statistisch bedeutsam voneinander unterscheiden,
aber nicht, um welche es sich dabei im Einzelnen handelt. Laut Paarvergleich unterscheiden
sich lediglich die beiden Gruppen Computersimulation und Kombination signifikant (p =
0,036) voneinander, während die weiteren paarweisen Vergleiche sowohl zwischen Bodenero-
sionsmodell und Computersimulation (p = 1,0) wie auch zwischen Bodenerosionsmodell und
Kombination (p = 0,85) auf dem festgelegten Signifikanzniveau von 0,05 nicht signifikant
sind.
Hierbei ist im Abgleich mit der zuvor dokumentierten deskriptiven Statistik die Anmer-
kung wichtig, dass die sog. „Richtung“ des signifikanten Unterschiedes folgende ist: Die
Gruppe Kombination erzielt statistisch signifikant höhere durchschnittliche Punktedifferenzen
(Systemkompetenzzugewinn auf Dimension B) als die Gruppe Computersimulation.
Effektgrößen und Teststärke
Bei der oben dargestellten einfaktoriellen Varianzanalyse des Treatmentfaktors Gruppe bezo-
gen auf den Systemkompetenzzugewinn in Dimension A, B, C bzw. D ergeben sich folgende
Effektgrößen η2, also folgender Anteil der durch den Effekt erklärten Varianz an der Ge-
samtvarianz auf Stichprobenebene:
Dimension A
η2 = QSEffekt/(QSEffekt + QSFehler) = 0,018 = 1,83%
Hieraus lässt sich die Effektgröße f nach Cohen berechnen:
f = √η2/(1 − η2) = 0,137
ω2 = f2/(1 + f2) = 0,018
Dimension B
η2 = QSEffekt/(QSEffekt + QSFehler) = 0,036 = 3,57%
Hieraus lässt sich die Effektgröße f nach Cohen berechnen:
f = √η2/(1 − η2) = 0,192
ω2 = f2/(1 + f2) = 0,036
129
Kapitel 5. Ergebnisse der Interventionsstudie
Dimension C
η2 = QSEffekt/(QSEffekt + QSFehler) = 0,019 = 1,94%
Hieraus lässt sich die Effektgröße f nach Cohen berechnen:
f = √η2/(1 − η2) = 0,140
ω2 = f2/(1 + f2) = 0,019
Dimension D
η2 = QSEffekt/(QSEffekt + QSFehler) = 0,018 = 1,76%
Hieraus lässt sich die Effektgröße f nach Cohen berechnen:
f = √η2/(1 − η2) = 0,134
ω2 = f2/(1 + f2) = 0,018
Damit handelt es sich in allen Fällen um kleine bis mittlere Effekte (0,1 < f < 0,25, Angabe
nach Cohen 1988) der Gruppenzugehörigkeit auf die jeweilige abhängige Variable, sprich
auf den Systemkompetenzzugewinn bezogen auf die jeweilige Systemkompetenzdimension.
Es werden zusätzliche a-posteriori-Poweranalysen durchgeführt, um die Teststärken für
die empirisch gefundenen Effekte zu ermitteln.
Dimension A
Die Teststärke beträgt 0,387, d. h. mit einer Wahrscheinlichkeit von 39% liefert der ent-
wickelte Test ein signifikantes Ergebnis für den Effekt der Größe 0,137 auf die abhängige
Variable Systemkompetenzdifferenz in Dimension A. Um eine Power von mindestens 0,80
zu erzielen müsste bei künftigen Untersuchungen der Stichprobenumfang auf 173 Probanden
pro Gruppe, also eine Gesamtstichprobengröße von 519 (statt hier 203) erhöht werden.
Die Populationseffektgröße ω2 von 0,018 zeigt einen kleinen Populationseffekt an (vgl.
ebd.). 1,8 Prozent der Gesamtvarianz des Systemkompetenzzugewinns auf Systemkompe-
tenzdimension A werden also durch den untersuchten Faktor Gruppenzugehörigkeit (Modell,
Simulation, Kombination) auf Populationsebene aufgeklärt.
Dimension B
Die Teststärke beträgt 0,677, d. h. mit einer Wahrscheinlichkeit von 68% liefert der ent-
wickelte Test ein signifikantes Ergebnis für den Effekt der Größe 0,192 auf die abhängige
Variable Systemkompetenzdifferenz in Dimension B. Um eine Power von mindestens 0,80
zu erzielen müsste bei künftigen Untersuchungen der Stichprobenumfang auf 88 Probanden
pro Gruppe, also eine Gesamtstichprobengröße von 264 (statt hier 203) erhöht werden.
Die Populationseffektgröße ω2 von 0,036 zeigt einen kleinen bis mittleren Populations-
effekt an (vgl. ebd.). 3,6 Prozent der Gesamtvarianz des Systemkompetenzzugewinns auf
Systemkompetenzdimension B werden also durch den untersuchten Faktor Gruppenzugehö-
rigkeit (Modell, Simulation, Kombination) auf Populationsebene aufgeklärt.
Dimension C
Die Teststärke beträgt 0,407, d. h. mit einer Wahrscheinlichkeit von 41% liefert der ent-
wickelte Test ein signifikantes Ergebnis für den Effekt der Größe 0,14 auf die abhängige
Variable Systemkompetenzdifferenz in Dimension C. Um eine Power von mindestens 0,80
zu erzielen müsste bei künftigen Untersuchungen der Stichprobenumfang auf 164 Probanden
pro Gruppe, also eine Gesamtstichprobengröße von 492 (statt hier 203) erhöht werden.
Die Populationseffektgröße ω2 von 0,019 zeigt einen kleinen Populationseffekt an (vgl.
ebd.). 1,9 Prozent der Gesamtvarianz des Systemkompetenzzugewinns auf Systemkompe-
tenzdimension C werden also durch den untersuchten Faktor Gruppenzugehörigkeit (Modell,
Simulation, Kombination) auf Populationsebene aufgeklärt.
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Dimension D
Die Teststärke beträgt 0,374, d. h. mit einer Wahrscheinlichkeit von 37% liefert der ent-
wickelte Test ein signifikantes Ergebnis für den Effekt der Größe 0,13 auf die abhängige
Variable Systemkompetenzdifferenz in Dimension D. Um eine Power von mindestens 0,80
zu erzielen müsste bei künftigen Untersuchungen der Stichprobenumfang auf 180 Probanden
pro Gruppe, also eine Gesamtstichprobengröße von 520 (statt hier 203) erhöht werden.
Die Populationseffektgröße ω2 von 0,018 zeigt einen kleinen Populationseffekt an (vgl.
ebd.). 1,8 Prozent der Gesamtvarianz des Systemkompetenzzugewinns auf Systemkompe-
tenzdimension D werden also durch den untersuchten Faktor Gruppenzugehörigkeit (Modell,
Simulation, Kombination) auf Populationsebene aufgeklärt.
5.4.3 Interaktionseffekte von Treatmentgruppe und Lernstil auf den Systemkompe-
tenzzuwachs
Mit den folgenden Analysen wird Forschungsfrage F3 (Abschnitt 1.2) adressiert: Wie wirken
sich die unterschiedlichen methodischen Zugänge bei verschiedenen Lernstilen aus? Die
Erfassung und Kategorisierung der Lernstile sind in den Kapiteln 2.1.2 und 5.2.3 beschrieben.
Bei der folgenden zweifaktoriellen Varianzanalyse wird hierzu die Gesamtdifferenz
der Systemkompetenzveränderung Prä-Post über alle vier Dimensionen A, B, C und D
insgesamt berücksichtigt und in Bezug zum TreatmentfaktorGruppe sowie zum Lernstil als
potenziellem weiteren Einflussfaktor gesetzt. Die Fragestellungen der Studie beziehen sich
dabei in erster Linie auf den Einfluss des Treatmentfaktors, sodass potenzielle Interaktionen
weiterer Faktoren jeweils mit dem Treatmentfaktor Gruppe i. S. d. Fragestellung relevant
sind, nicht jedoch potentielle Interaktionen der weiteren Faktoren untereinander. Daher
wird an dieser Stelle keine mehrfaktorielle Varianzanalyse unter gleichzeitigem Einbezug
aller Faktoren durchgeführt. Demgegenüber werden zweifaktorielle Varianzanalysen des
Treatmentfaktors Gruppe mit jeweils einem weiteren Einflussfaktor bevorzugt, da diese eine
übersichtlichere tabellarische sowie graphische Ergebnisdarstellung erlauben.
Die folgende zweifaktorielle Varianzanalyse (Treatmentgruppe, Lernstil) wird unter
Verwendung der Typ-III-Quadratsummen berechnet. Hierzu wird die Standard-Kontrast-
matrizen der einbezogenen Faktoren mit jeweils neuen Kontrastmatrizen überschrieben,
in welchen sich die Kontrastgewichte zu null aufaddieren, also linear sind, da dies eine Vor-
aussetzung für die Anwendung der zu bevorzugenden Typ-III-Quadratsummen bei der zwei-
oder mehrfaktoriellen Varianzanalyse ist (vgl. Luhmann 2015, S. 203 ff., s. Erläuterungen in
Abschnitt 5.1.1). Hieraus resultieren die beiden nachfolgend dargestellten Kontrastmatrizen
für Treatmentgruppe (Tabelle 5.21) bzw. Lernstil (Tabelle 5.22).





Beim gewählten Typ-III-Ansatz werden die Interaktionseffekte von Anfang an im Boden-
erosionsmodell berücksichtigt. Im Folgenden werden nun zunächst die adjustiertenMittel-
werte (und Standardfehler) des Systemkompetenzzugewinns (diffABCD, vgl. Abschnitt 5.1.1)
für jede Kombination der Faktorstufen (Lernstil, Treatmentgruppe) angegeben (Tabelle 5.23,
Abb. 5.14).
Für die einzelnen Treatmentgruppen ergeben sich hierbei adjustierte Mittelwerte der
Systemkompetenzzugewinne, kontrolliert für Lernstile (vgl. Tabelle 5.24, Abb. 5.14). Die
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Tabelle 5.22: Lineare Kontrastmatrix für Lernstil
Akkomodierer Divergierer Assimilierer Mischstil
Konvergierer 1 0 0 0
Akkomodierer 0 1 0 0
Divergierer 0 0 1 0
Assimilierer 0 0 0 1
Mischstil −1 −1 −1 −1
Tabelle 5.23: Adjustierte Mittelwerte des Systemkompetenzzugewinns der jeweiligen Faktor-
stufenkombinationen
Lernstil Gruppe Adj. Mittelwert (diffABCD) Standardfehler
Konvergierer M 20,49 3,69
Akkomodierer M 27,24 4,73
Divergierer M 24,13 6,70
Assimilierer M 27,22 4,57
Mischstil M 22,20 4,73
Konvergierer S 21,57 3,35
Akkomodierer S 21,04 4,57
Divergierer S 12,96 10,23
Assimilierer S 12,46 4,18
Mischstil S 17,88 6,70
Konvergierer K 21,83 4,42
Akkomodierer K 33,85 5,60
Divergierer K 26,01 7,23
Assimilierer K 23,27 4,91























Abbildung 5.14: Interaktionsdiagramme – adjustierte mittlere Systemkompetenzzugewinne
nach Treatmentgruppe, nach Lernstil sowie für die jeweiligen Faktorstu-
fenkombinationen
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Werte geben dabei die mittleren Systemkompetenzzugewinn-Unterschiede zwischen den
Treatmentgruppen an, die nicht auf die unterschiedlichen Lernstile zurückgeführt werden
können.
Tabelle 5.24: Adjustierte Mittelwerte des Systemkompetenzzugewinns der Treatmentgruppen,
kontrolliert für Lernstile
Treatmentgruppe Bodenerosionsmodell Computersimulation Kombination
Mittelwert 23,73 18,69 26,79
Stichprobenumfang 73 71 58
Für die einzelnen Lernstile ergeben sich adjustierte Mittelwerte der Systemkompetenzzu-
gewinne, kontrolliert für Treatmentgruppen (vgl. Tabelle 5.25, Abb. 5.14).
Die zweifaktorielle Varianzanalyse der Mittelwertunterschiede auf Grundlage der in
Abschnitt 5.1 beschriebenen aov-Funktion ergibt , dass der F-Test zum Faktor Gruppe si-
gnifikant ist: F(2,188) = 3,79, p = 0,024. Der Tukey HSD Test zeigt einen signifikanten
Unterschied (0,027) nur zwischen den beiden Gruppen „Computersimulation“ und „Kombi-
nation“.
Tabelle 5.25: Adjustierte Mittelwerte des Systemkompetenzzugewinns der Lernstile, kontrol-
liert für Treatmentgruppen
Lernstil Konvergierer Akkomodierer Divergierer Assimilierer Mischstil
Mittelwert 21,79 26,84 21,6 20,58 24
Stichprobenumfang 67 39 16 46 35
Sowohl zwischen „Bodenerosionsmodell“ und „Computersimulation“ (p = 0,205) als
auch zwischen „Bodenerosionsmodell“ und „Kombination“ (p = 0,586) sind die bestehenden
Unterschiede auf dem gewählten Niveau (p < 0,05) nicht signifikant (siehe Ausführungen
oben).
Der F-Test zum Faktor Lernstil ist nicht signifikant:
F(4,188) = 0,93, p = 0,447.
Auch der F-Test zum Interaktionseffekt Gruppe:Lernstil ist nicht signifikant:
F(8,188) = 0,85, p = 0,561.
In Abb. 5.14 sind die Ergebnisse graphisch dargestellt, deren Diskussion und Interpre-
tation in Abschnitt 6.1.3 erfolgt.
Effektgrößen und Teststärke
Bei der zuvor dargestellten zweifaktoriellen Varianzanalyse der Faktoren Gruppe und Lernstil
bezogen auf den Systemkompetenzzugewinn ergeben sich folgende partiellen Effektgrößen η2p
, zu lesen als Anteile der durch die jeweiligen Effekte erklärten Varianz an der Gesamtvarianz:
η2p „Gruppe“ = QSEffekt/(QSEffekt + QSFehler) = 0,039 = 3,88%
Hieraus lässt sich die Effektgröße f nach Cohen berechnen:
f = √η2/(1 − η2) = 0,201
η2p „Lernstil“ = QSEffekt/(QSEffekt + QSFehler) = 0,019 = 1,94%
Hieraus lässt sich die Effektgröße f nach Cohen berechnen:
f = √η2/(1 − η2) = 0,141
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η2p „Interaktionseffekt Gruppe:Lernstil“ = QSEffekt/(QSEffekt + QSFehler) = 0,035 = 3,49%
Hieraus lässt sich die Effektgröße f nach Cohen berechnen:
f = √η2/(1 − η2) = 0,190
Dabei handelt es sich insgesamt um kleine bis mittlere Effekte (0,1 < f < 0,25) nach
Cohen (1988).
Die Populationseffektgröße ω2 = f2/(1 + f2) = 0,019 zeigt einen kleinen Populationsef-
fekt des Faktors Lernstil an (vgl. ebd.). 1,94 Prozent der Gesamtvarianz werden also durch
den untersuchten Faktor Lernstil (Konvergierer, Akkomodierer, Divergierer, Assimilierer,
Mischstil) aufgeklärt.
Eine zusätzliche a-posteriori-Poweranalyse wird an dieser Stelle durchgeführt, um eine
Aussage ableiten zu können, ob der nicht signifikante Effekt des Faktors Lernstil bzw. des
Interaktionseffekt Gruppe:Lernstil darauf schließen lässt, dass tatsächlich keine Gruppenun-
terschiede bestehen (also bei ausreichender Teststärke die Alternativhypothese angenommen
werden kann), oder ob das Testdesign/der Stichprobenumfang verändert werden müsste, um
hierzu überhaupt eine statistische Aussage treffen zu können.
Die Teststärke für den empirisch gefundenen Effekt des Faktors „Lernstil“ mit fünf
Ausprägungen (Anm.: Die Stichprobenumfangsplanung der Studie erfolgte auf Grundlage
des Treatmentfaktors Gruppe) beträgt lediglich 0,31, d. h. mit einer Wahrscheinlichkeit von
nur 31% liefert der entwickelte Test ein signifikantes Ergebnis für den Effekt des Lernstils
der Größe 0,141. Um eine Power von mindestens 0,80 zu erzielen, müsste bei künftigen
Untersuchungen der Stichprobenumfang auf 122 Probanden pro Gruppe, also eine Gesamt-
stichprobengröße von 610 (statt hier 203), erhöht werden.
Die Teststärke für den empirisch gefundenen Interaktionseffekt „Gruppe:Lernstil“
mit fünfzehn Ausprägungen (Anm.: Auch hier erfolgte die Stichprobenumfangsplanung
auf Grundlage des Treatmentfaktors Gruppe) beträgt lediglich 0,33, d. h. mit einer Wahr-
scheinlichkeit von nur 33% liefert der entwickelte Test ein signifikantes Ergebnis für den
Interaktionseffekt der Größe 0,190. Um eine Power von mindestens 0,80 zu erzielen müsste
bei künftigen Untersuchungen der Stichprobenumfang auf 35 Probanden pro Gruppe, also
eine Gesamtstichprobengröße von 525 (statt hier 203) erhöht werden.
Die Interpretation der in Bezug auf Interaktionseffekte von Treatmentgruppe und Lern-
stil erzielten Ergebnisse erfolgt vor dem Hintergrund von Forschungsfrage und zugehörigen
Hypothesen in Abschnitt 6.1.3.
5.4.4 Interaktionseffekte von Treatmentgruppe undMotivation auf den Systemkom-
petenzzuwachs
Abschließend wird die Forschungsfrage F4 (Abschnitt 1.2) adressiert: Wie wirken sich die
unterschiedlichen methodischen Zugänge bei unterschiedlicher Motivation aus? Die Grund-
lagen zur Erfassung und Kategorisierung der Motivation (im Sinne von wahrgenommenem
Interesse/Vergnügen) sind in den Kapiteln 2.2.3 und 5.2.3 beschrieben.





5.4 Systemkompetenzzuwachs von SuS (Prä-Post-Differenz)
Bei der folgenden zweifaktoriellen Faktorenanalyse werden die beiden Faktoren Treat-
mentgruppe und Motivation einbezogen. Motivation versteht sich hierbei im Sinne des
während der Intervention wahrgenommenen Interesses/Vergnügens in der Stufung wenig
bis viel. Die Ergebnisse werden ebenfalls unter Verwendung der Typ-III-Quadratsummen
berechnet (vgl. Abschnitt 5.4.3). Hieraus resultieren lineare Kontrastmatrizen für Treatment-
gruppe (Tabelle 5.21) bzw. Motivation (Tabelle 5.26).
Beim gewählten Typ-III-Ansatz werden die Interaktionseffekte von Anfang an im Boden-
erosionsmodell berücksichtigt. Folgend werden nun zunächst die adjustiertenMittelwerte
(und Standardfehler) des Systemkompetenzzugewinns (diffABCD, vgl. Abschnitt 5.1.1) für
jede Kombination der Faktorstufen (Motivation, Treatmentgruppe) angegeben (Tabelle 5.27,
Abb. 5.15).
Tabelle 5.27: Adjustierte Mittelwerte des Systemkompetenzzugewinns der jeweiligen Faktor-
stufenkombinationen
Motivation Gruppe Adj. Mittelwert (diffABCD) Standardfehler
wenig M 22,63 4,45
viel M 24,08 2,38
wenig S 17,47 3,49
viel S 18,97 2,65
wenig K 26,80 5,63
viel K 26,99 2,54
Für die einzelnen Treatmentgruppen ergeben sich hierbei folgende adjustierte Mittelwerte
der Systemkompetenzzugewinne, kontrolliert für Motivation (vgl. Tabelle 5.28, Abb. 5.15).
Tabelle 5.28: Adjustierte Mittelwerte des Systemkompetenzzugewinns der Treatmentgruppen,
kontrolliert für Motivation
Treatmentgruppe Modell Computersimulation Kombination
Mittelwert 23,66 18,71 26,73
Stichprobenumfang 72 71 59
Für die beiden Motivationsstufen ergeben sich folgende adjustierte Mittelwerte der Sys-
temkompetenzzugewinne, kontrolliert für Treatmentgruppen (vgl. Tabelle 5.29, Abb. 5.15).
Tabelle 5.29: Adjustierte Mittelwerte des Systemkompetenzzugewinns in den beiden Motiva-




Die zweifaktorielle Varianzanalyse derMittelwertunterschiede mittels der in Abschnitt 5.1
beschriebenen aov-Funktion ergibt folgendes Resultat.
Der F-Test zum Faktor Gruppe ist signifikant:
F(2,196) = 2,89, p = 0,058. Der Tukey HSD Test zeigt einen signifikanten Unterschied
(0,03) nur zwischen den beiden Gruppen „Computersimulation“ und „Kombination“
auf dem gewählten Niveau (p < 0,05).
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Der F-Test zum FaktorMotivation ist nicht signifikant:
F(1,196) = 0,12, p = 0,73.
Der F-Test zum Interaktionseffekt Gruppe:Motivation ist nicht signifikant:
F(2,196) = 0,02, p = 0,983.
Eine Interpretation der in Abb. 5.15 graphisch dargestellten Interaktionseffekte von




















Abbildung 5.15: Interaktionsdiagramme – adjustierte mittlere Systemkompetenzzugewinne
nach Treatmentgruppe, nach Motivationsstufe sowie für die jeweiligen
Faktorstufenkombinationen
Effektgrößen und Teststärke
Bei der zuvor dargestellten zweifaktoriellen Varianzanalyse der Faktoren Gruppe und Moti-
vation bezogen auf den Systemkompetenzzugewinn ergeben sich die folgenden partiellen
Effektgrößen η2p , zu verstehen als Anteile der durch die jeweiligen Effekte erklärten Varianz
an der Gesamtvarianz:
η2p „Gruppe“ = QSEffekt/(QSEffekt + QSFehler) = 0,029 = 2,86%
Hieraus lässt sich die Effektgröße f nach Cohen berechnen:
f = √η2/(1 − η2) = 0,172
η2p „Motivation“ = QSEffekt/(QSEffekt + QSFehler) = 0,0006 = 0,06%
Hieraus lässt sich die Effektgröße f nach Cohen berechnen:
f = √η2/(1 − η2) = 0,025
η2p „Interaktionseff. Gruppe:Motivation“ = QSEffekt/(QSEffekt + QSFehler) = 0,0002
= 0,02%
Hieraus lässt sich die Effektgröße f nach Cohen berechnen:
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f = √η2/(1 − η2) = 0,013
Bezogen auf den Faktor Gruppe handelt es sich um einen kleinen bis mittleren Effekte
(0,1 < f < 0,25) nach Cohen (1988). Die Effektgröße des Faktors Motivation sowie der
Interaktionseffekt Gruppe:Motivation fallen sogar extrem klein aus.
Die Populationseffektgröße ω2 = f2/(1 + f2) = 0,0006 zeigt einen minimalen Populati-
onseffekt des Faktors Motivation an (vgl. ebd.). Nur 0,06 Prozent der Gesamtvarianz werden
also durch den untersuchten Faktor Motivation (viel, wenig) aufgeklärt.
Eine zusätzliche a-posteriori-Poweranalyse wird an dieser Stelle durchgeführt, um
eine Aussage ableiten zu können, ob der nicht signifikante Effekt des Faktors Motivation
bzw. des Interaktionseffekt Gruppe:Motivation darauf schließen lässt, dass tatsächlich keine
Gruppenunterschiede bestehen (also ob bei ausreichender Teststärke die Alternativhypothese
angenommen werden kann), oder ob das Testdesign/der Stichprobenumfang verändert werden
müsste, um hierzu überhaupt eine statistische Aussage treffen zu können.
Die Teststärke für den empirisch gefundenen (minimalen!) Effekt des Faktors „Mo-
tivation“ mit zwei Ausprägungen beträgt lediglich 0,06, d. h. mit einer Wahrscheinlichkeit
von nur 6% liefert der entwickelte Test ein signifikantes Ergebnis für den Effekt der Motiva-
tion der Größe 0,025. Um eine Power von mindestens 0,8 zu erzielen, müsste bei künftigen
Untersuchungen der Stichprobenumfang auf 6407 Probanden pro Gruppe, also eine Gesamt-
stichprobengröße von 12 814 (statt hier 203) erhöht werden.
DieTeststärke für den empirisch gefundenen Interaktionseffekt „Gruppe:Motivation“
mit sechs Ausprägungen beträgt lediglich 0,05, d. h. mit einer Wahrscheinlichkeit von nur
5% liefert der entwickelte Test ein signifikantes Ergebnis für den Interaktionseffekt der Größe
0,013. Um eine Power von mindestens 0,8 zu erzielen müsste bei künftigen Untersuchungen
der Stichprobenumfang auf 12 058 Probanden pro Gruppe, also eine Gesamtstichprobengröße
von 72 348 (statt hier 203) erhöht werden.
Ergänzend anzumerken bleibt in Bezug auf beide Effekte, dass die Stichprobenumfangs-
planung der Studie auf Grundlage des Treatmentfaktors Gruppe erfolgte.
Die Interpretation der in Bezug auf Interaktionseffekte Treatmentgruppe undMotivation
erzielten Ergebnisse erfolgt vor dem Hintergrund von Forschungsfrage und zugehörigen
Hypothesen in Abschnitt 6.1.4.
5.5 Zwischenfazit und Überleitung
Die varianzanalytische Untersuchung der Stichprobe der Hauptstudie zeigt, dass statistisch
bedeutsame Gruppenunterschiede zwischen den beiden Messzeitpunkten vor bzw. nach
der Intervention bestehen: Die Gruppe, die eine kombinierte konkret-gegenständliche und
abstrakt-digitale Intervention durchlaufen hat, erzielt signifikant höhere Mittelwerte im
Systemkompetenztest als die Gruppe mit reiner Computersimulation. Dieser Effekt ist in
der Dimension B am deutlichsten ausgeprägt. Die Gruppe mit reiner Computersimulation
erzielt in allen vier Dimensionen die niedrigsten Mittelwerte, während die Gruppe mit
reinem konkret-gegenständlichen Modellexperiment in den Dimensionen B und C ähnlich
niedrige Mittelwerte erzielt, in den Dimensionen A und D jedoch die höchsten Mittelwerte
erreicht. Bezüglich der weiteren potenziellen Einflussfaktoren Lernstil und Motivation
können aufgrund deren geringen Effektgrößen und des daraufhin erforderlichen größeren
Stichprobenumfangs in dieser Studie keine statistisch belastbaren Aussagen getroffen werden,
hierzu sind lediglich Tendenzen beobachtbar.
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In Abschnitt 6.1 wird vertiefend auf die Beantwortung der eingangs genannten For-
schungsfragen und Hypothesen vor den Hintergrund der gezeigten Ergebnisse und auf die




Im folgenden Kapitel 6 werden zunächst die in Kapitel 5 dargestellten Ergebnisse diskutiert
und interpretiert. Den Bezugsrahmen bilden hierfür die auf Systemkompetenzförderung durch
den Einsatz von Modellen und/oder Computersimulationen gerichteten Forschungsfragen
und Hypothesen der vorliegenden Studie.
Anschließend folgt in Abschnitt 6.2 die Erläuterung und Deutung neuer Impulse, die
durch die Überprüfung der Faktorstruktur des der Studie zugrunde liegenden vierdimensio-
nalen Freiburger Kompetenzstrukturmodells (Kapitel 4) hinsichtlich Theorie und Empirie
(geographischer) Systemkompetenzmodelle abgeleitet werden können.
6.1 Systemkompetenzförderung durch Modellexperimente vs. Computer-
simulationen – Ergebnisinterpretation hinsichtlich Forschungsfragen und
Arbeitshypothesen
Nach der Entwicklung und Überprüfung eines objektiven, validen, reliablen und ökonomi-
schen Testinstruments zur Erfassung von Systemkompetenz im Themenkontext Bodenero-
sion kam dieses mit 203 SuS der gymnasialen Oberstufe zum Einsatz. Die im Zuge der
Validierung (Abschnitt 3.3) aufgezeigten Stärken und Schwächen des Kompetenztests finden
Eingang in die Ergebnisinterpretation, soweit von einem Einfluss auf die erhobenen Daten
auszugehen ist. Mit Hilfe des Testinstruments wurde im experimentellen Prä-Post-Test-
Design die Veränderung der kontextuellen geographischen Systemkompetenz bei Einsatz
(1) eines analogen Bodenerosionsmodells (= Modell, M), (2) einer Computersimulation (=
Simulation, S) bzw. (3) einer Kombination beider Zugänge (= K) empirisch untersucht, bei
jeweils gleicher Zeitdauer der drei Interventionen.
In den folgenden vier Unterkapiteln wird beleuchtet, inwieweit die varianzanalytisch
untersuchten Daten (Kapitel 5) zu einer Beantwortung der eingangs formulierten Forschungs-
fragen und Hypothesen (Abschnitt 1.2) beitragen. Die Interpretation folgt dabei der Ausdif-
ferenzierung in die vier Forschungsfragen (1) zur Wirksamkeit des methodischen Zugangs
(Abschnitt 6.1.1), (2) zur Bedeutung der vier Systemkompetenzdimension (Abschnitt 6.1.2),
(3) zum Einfluss von Lernstil (Abschnitt 6.1.3) und (4) Motivation (Abschnitt 6.1.4).
6.1.1 Methodischer Zugang (Treatmentgruppen)
F1:Welcher methodische Zugang ist zur Förderung von geographischer Systemkompetenz
am effektivsten?
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H1a: Die aktive Herangehensweise (hypothesenprüfendes Experimentieren) fördert bei
allen drei methodischen Zugängen die geographische Systemkompetenz.
H1b: Die Kombination aus analogem Modell und Computersimulation erzielt, bei gleicher
Interventionsdauer, den größten Zuwachs an geographischer Systemkompetenz.
Hypothesenprüfendes Experimentieren (vgl. Abschnitt 2.1.1) ist die aktive methodische
Herangehensweise in allen drei Treatmentgruppen der Interventionsstudie. Zwischen den bei-
denMesszeitpunkten Prä-Post bestehen mit p = 7,31 ⋅ 10−45 hochsignifikante Unterschiede
(vgl. Tabelle 5.5). Diese zeigen, dass die Treatments „wirksam“ sind: die Systemkompetenz-
Mittelwerte des zweiten Messzeitpunktes liegen (unabhängig von den Gruppen) insgesamt
signifikant höher als zum Messzeitpunkt 1. Cohens f für den Haupteffekt Zeitpunkt von 0,61
zeigt hierfür einen großen Effekt (nach Cohen 1988) an. Die Unterschiede zwischen Prä-
und Posttest sind in allen drei Treatmentgruppen signifikant (vgl. Tabelle 5.6 und Abb. 6.1).
Auf Grundlage der in Abschnitt 5.3.1 dargestellten Ergebnisse kann damit auf die Gültigkeit
der in H1a getroffenen Annahme geschlossen werden.
Die Hypothese H1a trifft folglich zu.
Abbildung 6.1: Mittelwerte der skalierten Systemkompetenz-Scores (Prä-Post) gesamt (Ge-
samtsäule) und nach Systemkompetenz-Dimensionen A–D (farbig), * =
signifikante Mittelwertunterschiede im Gesamttest
Die Tatsache, dass sich für die entwickelten Treatments die Eignung zur Förderung
von Systemkompetenz generell statistisch erwiesen hat, bestätigt implizit eine Reihe von
theoretisch hergeleiteten Annahmen zur Wirksamkeit der ausgewählten Methoden und zu
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verschiedentlich postulierten Gelingensfaktoren. Dies gilt insbesondere für die Annahmen
über die Eignung des didaktischen Einsatzes von hypothesenprüfenden Experimenten
für das vernetzende Lernen, z. B. indem die SuS einen Prozess skaliert oder zeitgerafft nach-
ahmen und dabei die Wirkung einzelner Faktoren gezielt verändern, Vorstellungen über und
Einsichten in Prozessverläufe gewinnen oder Variation von Versuchsabläufen planen (vgl.
Funktionen hypothesenprüfender Forschungsexperimente Otto 2015, 146, Abschnitt 2.2.1).
Vergleichende Aussagen zu einer Treatmentgruppe ohne aktive Herangehensweise (hypo-
thesenprüfendes Experimentieren) sind an dieser Stelle nicht möglich, da aus den in Ab-
schnitt 2.2.2 dargelegten Gründen auf eine Kontrollgruppe verzichtet wurde. Um den Effekt
des aktiven Herangehens sicher abgrenzen zu können, wäre eine Kontrollgruppe in einer Fol-
gestudie sinnvoll. Zudem wird der Einsatz des Messinstruments als Follow-up-Test empfohlen
um zu überprüfen, ob der erzielte Systemkompetenzzuwachs langfristig ist.
Die Wahl des Themas „Bodenerosion im Klimawandel“ als Fallbeispiel für ein kom-
plexes Mensch-Umwelt-System (Abschnitt 2.3) hat sich in besonderer Weise dazu geeignet
gezeigt, die Empfehlungen von Mehren u. a. (2014) zur Förderung systemischen Denkens
am geographischen Inhalt und der Berücksichtigung aller Kompetenzdimensionen in den
Treatments dieser Studie zu berücksichtigen.
Neben der Adressierung zentraler Systemprinzipien (Abschnitt 2.3.3) nehmen die Treat-
ments Bezug auf alle vier Dimensionen des Freiburger Systemkompetenzstrukturmodells
(Rieß u. a. 2015), vgl. Abschnitt 3.2.3. Dass die entwickelten Treatments generell zur För-
derung von Systemkompetenz geeignet sind, entspricht auch den theoretisch hergeleiteten
Annahmen der Eignung des didaktischen Einsatzes von Modellen (z. B. Wiktorin 2013)
bzw. Computersimulationen (z. B. Mehren u. a. 2014) zur Systemkompetenzförderung.
Betrachtet man Systemkompetenz im Sinne von Rieß und Mischo (2008), Rost u. a.
(2003), Senge und Klostermann (2006) und Sommer (2006) als Beitrag zur Befähigung von
SuS, aktiv und verantwortungsvoll zu einer nachhaltigen Entwicklung beizutragen, muss
hierbei insbesondere auf das Denken in komplexen Zusammenhängen (Mehren u. a. 2015a,
S. 4) fokussiert werden, in einer Weise, die keine monokausalen Lösungsansätze suggeriert
(Mehren 2018, S. 134), und die zur Bildung fachlich fundierter Werturteile führt (Ohl 2018,
S. 121). Laut Baecker (2017) und Kerres (2018) könnenNachhaltigkeitskompetenzen durch
digitale Anwendungen erheblich gefördert werden – wobei es nicht um eine unterschiedliche
Akzentuierung analoger und digitaler Lernprozesse, sondern um eine Verschaltung des
Digitalen mit dem Analogen gehe.
Die genannten theoretischen Annahmen zur inhaltlichen und methodischen Förderbarkeit
von Systemkompetenz werden durch das bezüglich der Hypothese H1a präsentierte Ergebnis
der vorliegenden Studie (signifikant höhere Posttest-Scores) empirisch gestützt.
Die Hypothese H1b „Die Kombination aus analogem Modell und Computersimula-
tion erzielt, bei gleicher Interventionsdauer, den größten Zuwachs an geographischem
Systemverständnis“ ist insofern die zentrale Hypothese dieser Studie, als ihre Überprüfung
zur Beantwortung der Frage beiträgt, welcher methodische Zugang zur Förderung geogra-
phischer Systemkompetenz bezogen auf den Einsatz von Modell, Simulation und einen
kombinierten Einsatz am effektivsten ist. Für den Treatmenfaktor „Gruppe“ liegt dabei im
Rahmen der vorgelegten Studie ein kontrolliertes Design vor.
Darauf bezugnehmend werden die in Abschnitt 5.3.1 gezeigten Ergebnisse des Gesamt-
tests im Folgenden diskutiert.
Der Interaktionseffekt zwischen Gruppe und Zeitpunkt ist mit p = 0,024 signifikant
(Signifikanzniveau 0,05), während der Effekt des Faktors Gruppe allein mit p = 0,82 statistisch
nicht bedeutsam ist (vgl. Tabelle 5.5). Das bedeutet, zwischen den Mittelwerten der Treat-
mentgruppen – ohne Berücksichtigung des Messzeitpunkts – bestehen keine signifikanten
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Unterschiede, erst gemeinsam mit dem Faktor Messzeitpunkt werden diese statistisch bedeut-
sam. Der Blick in Tabelle 5.6 zeigt, dass die drei Treatmentgruppen zum Zeitpunkt Prätest
keine statistisch bedeutsamen Mittelwertunterschiede aufweisen. Die Gruppenunterschiede
im „Ausgangsniveau“ der Systemkompetenz gehen also vor der Durchführung der drei Tre-
atments nicht über zufallsbedingte Unterschiede hinaus. Wenn nun zum Zeitpunkt Posttest
signifikante Gruppenunterschiede auftreten, lässt dies den Schluss statistisch bedeutsamer
Unterschiede in der „Wirksamkeit“ der drei Treatments zu.
Zum Zeitpunkt Posttest besteht nur zwischen der Gruppe Kombination (= höchste
durchschnittliche Gesamtscore) und der Gruppe Simulation ein statistisch signifikanter
Unterschied. Auch der Gruppe Modell ist die Gruppe Kombination im Posttest an mittle-
rer Gesamtpunktzahl überlegen, dieser Unterschied ist jedoch nicht signifikant (vgl. auch
Abb. 6.1).
Die Hypothese H1b trifft also ebenfalls zu, mit der Einschränkung, dass der Mit-
telwertunterschied von Gruppe „Kombination“ nur zur Gruppe „Simulation“ statistisch
bedeutsam ausfällt und zur Gruppe „Modell“ auch dem Zufall geschuldet sein könnte.
Cohens f für den Interaktionseffekt Gruppe:Zeitpunkt beträgt 0,091, es handelt sich
also um einen kleinen Effekt (nach Cohen 1988). Die Populationseffektgröße ω2 zeigt, dass
knapp ein Prozent der Gesamtvarianz der Systemkompetenzdifferenz durch den Treatment-
faktor aufgeklärt werden. Um eine wünschenswerte Teststärke von 80% zu erreichen, wären
388 Probanden pro Treatmentgruppe erforderlich (vgl. Abschnitt 5.3.1).
Aufgrund der Vielzahl von Faktoren, die auf das menschliche Denken und Handeln
Einfluss nehmen, treten häufig keine großen Effekte eines einzelnen Faktors auf. Dennoch
kann er Bedeutung und inhaltliche Relevanz haben. Rasch u. a. (2014a, S. 52) betonen die
Notwendigkeit, die Bewertung eines Effekts ausschließlich von inhaltlichen Überlegungen
abhängig zu machen.
Da die Bedeutung der Systemkompetenz für die Geographiedidaktik und die Naturwis-
senschaftsdidaktiken im Speziellen, aber auch grundsätzlich als zukunftsfähige Denkweise
für eine nachhaltige Entwicklung, zur Ausbildung von Problemlösefähigkeit sowie als Basis
von Handlungs- und Gestaltungskompetenz als maßgeblich angesehen wird, werden – ihre
Fördermöglichkeit betreffend – auch kleine Effekte von der Verfasserin dieser Studie als
relevant erachtet.
Im Exkurs Abschnitt 5.4 sind zusätzlich Varianzanalysen ohne Messwiederholung
durchgeführt, die die Systemkompetenzmittelwertdifferenz zwischen Prä- und Posttest als
abhängigen Faktor beinhalten, da das partielle Eta-Quadrat (η2p) bei Messwiederholung laut
Eid u. a. (2011, S. 453) nicht mit Effektgrößen anderer Varianzanalysen ohne Messwieder-
holung direkt vergleichen werden kann. η2p sollte daher auch nicht unkritisch nach Cohen
(1988) interpretiert werden, da u. a. Unterschiede in der Höhe der Freiheitsgrade sowie der
Quadratsummen bestehen. Auch Rasch u. a. (2014b, S. 74 f.) erachten η2p bei messwiederhol-
ten Varianzanalysen als grundsätzlich ungünstig (vgl. Abschnitt 5.1.2). Für den Effekt der
Treatmentgruppe auf den Systemkompetenzzuwachs im Gesamttest (vgl. Abschnitt 5.4.1)
ergeben sich bei der nicht messwiederholten Varianzanalyse der Differenzwerte die gleichen
Signifikanzen wie in der zuvor gezeigten messwiederholten Varianzanalyse: Die Gruppe
Kombination erzielt statistisch bedeutsam höhere mittlere Systemkompetenzdifferenzwerte
als die Gruppe Simulation. Die Effektgrößen und Teststärken fallen hier jedoch deutlich
höher aus: Mit Cohens f von 0,199 handelt es sich um einen kleinen bis mittleren Effekt des
Treatmentfaktors und die Teststärke beträgt 72% (80% bei 246 statt 203 Probanden). Die
Populationseffektgröße ω2 = 0,04 zeigt einen kleinen bis mittleren Populationseffekt an (vgl.
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Cohen 1988): 4% der Gesamtvarianz der Systemkompetenzdifferenz (über alle vier Dimensio-
nen insgesamt betrachtet) werden also durch den untersuchten Faktor Gruppenzugehörigkeit
(Modell, Simulation, Kombination) aufgeklärt.
Analoge Berechnungen wurden im weiteren Exkurs auch zu den Effekten der Treatment-
gruppen nach Kompetenzdimensionen (Abschnitt 5.4.2) und zu den Interaktionseffekten
von Treatmentgruppen mit weiteren Einflussfaktoren (Abschnitt 5.4.3 und Abschnitt 5.4.4)
durchgeführt. Trotz der besseren Vergleich- und Interpretierbarkeit der Effektstärken
von nicht messwiederholten Varianzanalysen bleiben die in Abschnitt 5.3 gezeigten Vari-
anzanalysen mit Messwiederholung das Mittel der Wahl, um Interventionsstudien im Prä-
Post-Test-Design auszuwerten.
Im Folgenden wird die inhaltliche Bedeutung der beschriebenen Ergebnisse vor dem
Hintergrund der Forschungsfrage diskutiert, welcher methodische Zugang zur Förderung von
geographischer Systemkompetenz am effektivsten ist.
Bestehende empirischen Untersuchungen zum unterrichtlichen Einsatz von Modellen/
Simulationen beziehen sich häufig nicht explizit auf Systemkompetenzförderung, ebenso
wird häufig der Einsatz analoger oder digitaler Modelle gegen eine Kontrollgruppe ohne
Modelleinsatz verglichen (z. B. Edsall & Wentz 2007; Scheuring & Roth 2017; Stull &
Hegarty 2016) oder die verglichenen Treatments weisen eine unterschiedliche Zeitdauer
auf (z. B. Rieß & Mischo 2008). Die Forschungsfrage, ob analoge, digitale oder kombiniert
eingesetzte Modelle – bei gleicher Zeitdauer und Fragestellung der jeweiligen Treatments
– die Systemkompetenz von SuS am effektivsten fördern, stellte folglich bislang ein For-
schungsdesiderat von bildungstheoretischer sowie unterrichtspraktischer Relevanz in den
Naturwissenschaftsdidaktiken dar, zu welchem nun begründet Stellung genommen werden
kann: Der kombinierte Einsatz analoger Modelle und digitaler Computersimulationen zur
Erarbeitung des Themas Bodenerosion kann Lehrkräften empfohlen werden, da bei gleichem
unterrichtlichem Zeitaufwand eine höhere Förderwirkung bei SuS hinsichtlich Systemkom-
petenz erreicht werden kann, während insbesondere vom alleinigen Einsatz digitaler Medien
abgeraten werden kann.
Über die Generalisierbarkeit dieser Empfehlung auf weitere Themenbeispiele ist keine
eindeutige Aussage möglich: Nach Klieme und Maichle (1994) ist systemisches Denken keine
inhaltsübergreifende Fähigkeit, während Schecker u. a. (1999, S. 17) aus ihrenUntersuchungen
schließen, dass die Grundfertigkeiten des Systemdenkens sich – z. B. bei Ähnlichkeit der
verwendeten Repräsentationsformen – innerhalb des Faches transferieren lassen.
Wie ist das gezeigte Ergebnis dieser Studie vor dem Hintergrund früherer Arbeiten, wie
z. B. der in Abschnitt 2.2 vorgestellten Forschungen, einzuordnen?
Eine zusammenfassende Feststellung der Studie von Stull und Hegarty (2016, S. 15) ist,
dass der Einsatz von manipulierbaren, interaktivenModellen vielfältige Lernprozesse generell
fördere, wobei es nicht darauf ankomme, ob es sich um digitale oder gegenständliche Modelle
handele. Diese Aussage ist vor dem Hintergrund der gezeigten Ergebnisse präzisierbar, da in
Bezug auf Systemkompetenzförderung der Einsatz kombinierter Modelle dem alleinigen Ein-
satz digitaler Modelle signifikant überlegen ist. Eine weitere Aussage der genannten Autoren
Stull und Hegarty (ebd., S. 8) ist, dass digitale Modellemehr Zeit für gleich gute Lösungen
erfordern als analoge Modelle. Möglicherweise ist dies eine Erklärung für die in den hier ge-
zeigten Ergebnissen erkennbare schlechtere Systemkompetenz-Förderwirkung von digitalen
Modellen im direkten Vergleich mit analogen Modellen (bei gleicher Zeitdauer). Eine weitere
mögliche Begründung dieser Beobachtung ist, dass analoge Modelle Informationen über
haptische und visuelle Hinweise bereitstellen und bestimmte Handlungen, z. B. das Zufügen
von Substanzen, erfordern, während digitale Modelle diese Informationen entsprechend „nur“
rein visuell liefern und per Tastatur oder Maus bedient werden (vgl. Ruddle & Jones 2001;
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Stull & Hegarty 2016; Triona & Klahr 2003). Dies sind möglicherweise einige der Ursachen
für die Probleme, die v. a. beim Transfer zwischen Computermodellen und Fallbeispielen be-
stehen (vgl. Bollmann-Zuberbühler & Kunz 2008; Klieme &Maichle 1994, S. 52). Auch kann
die vergleichsweise schlechtere Förderwirkung der Computersimulation in der vorliegenden
Studie durch eine suggerierte Mathematisierbarkeit des Bodenerosionsprozesses bedingt
sein (vgl. auch Schrettenbrunner & Schleicher 2002). In der ABAG-Simulation werden z. B.
häufig Mittelwerte verwendet, die die Spannbreite der realen Werte nicht abbilden. Zudem
kann möglicherweise eine kognitive Überlastung der Lernenden (vgl. Paas u. a. 2003) aus der
Bedienung der komplexen und ungewohnten Simulationsumgebung resultieren. Auch der
Hinweis von Köck (2018, S. 120), dass per „Knopfdruck“ IT-gestützt ausgeführte Operationen
ggf. zu strukturell-funktionalem Nicht-Verstehen führen können, kann zur Erklärung der hier
gezeigten Ergebnisse dienen.
Als besondere Stärke von Computersimulationen wird vor allem die Modellierbarkeit
zeitlicher Veränderungen sowie die Erfassung prozessual-dynamischer Eigenschaften gesehen
(z. B. Bollmann-Zuberbühler & Kunz 2008, S. 36; Edsall & Wentz 2007, S. 428; Jebbink
2013, S. 254 f.; Köck 2018, S. 115). Als wirkungsvolles Instrument zur Vermittlung von Sys-
temdynamiken wird ihnen daher eine besondere Rolle zur Förderung des Systemdenkens
zugeschrieben (Rieß 2013).
Während für eine „beste“ Systemkompetenz-Förderwirkung des kombinierten Einsatzes
analoger und digitaler Modelle spricht, dass die positiven Effekte beider Methoden zur
Verfügung stehen und sich möglicherweise „aufsummieren“, wie auch Ainsworth und
VanLabeke (2004) und Riding und Gimley (1999) den potenziellen Nutzen kombinierter
Repräsentationsformen unterstreichen, kann im Gegenzug eine kognitive Überlastung mit
resultierender geringerer Förderwirkung befürchtet werden. In der Biologiedidaktik haben
Rieß und Mischo (2008) die Wirkung variierten Unterrichts auf systemisches Denken
von SuS der Klassenstufe 6 mittels Computersimulation (4h), „klassischer“ Unterrichtseinheit
(11h) sowie Kombination aus beidem (2h+9h) untersucht. Sie stellten bei der kombinierten
Gruppe den höchsten Lernzuwachs bei jedoch nicht signifikanten Gruppenunterschieden fest.
Die hier gezeigten Ergebnisse bestätigen die Beobachtungen von Rieß und Mischo (ebd.)
bezüglich der höchsten Wirksamkeit eines kombinierten Einsatzes von Computersimulation
und weiteren Medien oder Methoden. Eine direkte Vergleichbarkeit beiden Studien besteht
jedoch nicht, da an der hier vorgelegten Studie SuS der Oberstufe teilgenommen haben und
digitale vs. analoge Modelle getestet wurden. Ein Mehrwert im Design der hier gezeigten
Studie ist jedoch die gleiche Zeitdauer der drei verglichenen Treatments, wodurch das
signifikante Ergebnis des kombinierten Einsatzes von Modellen und Computersimulationen
besondere Bedeutsamkeit erlangt.
In der Mathematikdidaktik kamen Scheuring und Roth (2017) bzw. Lichti und Roth
(2018) in der Beforschung der Förderung funktionalen Denkens bei SuS der Klassenstufe 6
zu dem Ergebnis, dass sowohl Computersimulationen als auch gegenständliche Materialien
– im Gegensatz zur Kontrollgruppe – das funktionale Denken signifikant fördern, wobei
die Effektstärke der Computersimulation größer ist (Scheuring & Roth 2017, S. 2679). Im
direkten Vergleich von Computersimulation und gegenständlichen Materialien wird zudem
eine signifikant größere Steigerung des funktionalen Denkens durch Einsatz der Compu-
tersimulationen erreicht (Lichti & Roth 2018, S. 96). Den nicht untersuchten kombinierten
Einsatz beider Medien empfehlen Lichti und Roth abschließend für den Schulunterricht
(ebd., S. 101), um das verbesserte qualitative Verständnis funktionaler Zusammenhänge
durch Simulationen mit dem verbesserten quantitativen Verständnis durch gegenständliche
Materialien zu verknüpfen.
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Vor dem Hintergrund der Ergebnisse dieser Studie kann die Beobachtung der (signi-
fikanten) Wirksamkeit sowohl gegenständlicher als auch digitaler Medien geteilt werden.
Im Unterschied zur Studie von Lichti und Roth (ebd.) treten in der hier gezeigten Studie
jedoch keine signifikanten Unterschiede zwischen diesen beiden Gruppen auf. Die Gruppe,
die analoge Modelle einsetzt, schneidet besser ab als die Gruppe, die digitale Modelle einsetzt
– zwar nicht signifikant, jedoch ist die umgekehrte Rangfolge im Vergleich zur Studie von
Lichti und Roth (ebd.) ausgebildet. Dies kann sicherlich auf die fehlende Vergleichbarkeit
von stärker monokausal ausgerichtetem funktionalem Denken im Fach Mathematik und
multikausal ausgerichtetem Systemdenken im Fach Geographie zurückgeführt werden.
Eine Stärke im Design der hier gezeigten Studie stellt die explizite Prüfung der Wirk-
samkeit des kombinierten Methodeneinsatzes (bei gleicher Zeitdauer wie Einzeleinsatz) dar,
sodass die signifikant wirksamere Methodenkombination für den Schuleinsatz empirisch
abgesichert empfohlen werden kann. Ob – wie beim funktionalen Denken – verschiedene
Aspekte des Systemdenkens durch analoge bzw. digitale Modelle besser gefördert werden
können, wird bei der Diskussion der Forschungsfrage 2 (Abschnitt 6.1.2) aufgegriffen.
6.1.2 Systemkompetenzdimensionen A bis D
F2:Wirken sich die unterschiedlichen methodischen Zugänge unterschiedlich stark auf
verschiedene Dimensionen der geographischen Systemkompetenz aus?
H2a: Die Kombination aus analogem Modell und Computersimulation erzielt den größten
Zuwachs an geographischer Systemkompetenz in Bezug auf alle vier Dimensionen.
H2b: Durch die Computersimulation wird ein größerer Systemkompetenzzuwachs in
Bezug auf die Dimension C „Fähigkeit zur Nutzung von Systemmodellen beim Lösen von
komplexen dynamischen Problemen“ erreicht als durch das analoge Modell.
H2c: Durch das analoge Modell wird ein größerer Systemkompetenzzuwachs in Bezug
auf die Dimension D „Bewertung von Systemmodellen und Ergebnissen der Modellan-
wendung“ erreicht als durch die Computersimulation.
Zur Beurteilung der Hypothese H2a „Die Kombination aus analogemModell und Compu-
tersimulation erzielt den größten Zuwachs an geographischem Systemverständnis in Bezug auf
alle vier Dimensionen“ werden die in Abschnitt 5.3.2 gezeigten Ergebnisse (aufgeschlüsselt
nach Dimensionen) im Folgenden diskutiert.
Abb. 5.5 und Tabelle 5.8 und Tabelle 5.9 zeigen, dass in Dimension A die Systemkom-
petenz der Gruppe „Modell“ am stärksten zunimmt. Nur in dieser Gruppe treten überhaupt
signifikante Unterschiede zwischen Prä- und Posttest auf, in den beiden Gruppen „Simulation“
und „Kombination“ sind die Prä-Post-Unterschiede nicht statistisch bedeutsam. Innerhalb der
Messzeitpunkte Prä bzw. Post gibt es hierbei jedoch keine statistisch bedeutsamen Gruppen-
unterschiede.
In Dimension B erfährt tatsächlich die Gruppe „Kombination“ den im Durchschnitt
größten Kompetenzzugewinn, allerdings ausgehend von einem signifikant schlechteren Aus-
gangsniveau im Prätest. In der durchschnittlich erreichten Punktzahl im Posttest bestehen
hingegen keine statistisch bedeutsamen Gruppenunterschiede (Abb. 5.6, Tabelle 5.11 und
Tabelle 5.12).
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In Dimension C nimmt ebenfalls die Systemkompetenz in der Gruppe „Kombination“
durchschnittlich am stärksten zu, aber ohne signifikante Unterschiede innerhalb der Zeitpunkte
Prä bzw. Post (Abb. 5.7, Tabelle 5.14 und Tabelle 5.15).
In Dimension D erzielt hingegen wieder die Gruppe „Modell“ den größten Systemkom-
petenzzuwachs, Unterschiede zwischen den Gruppen sind auch hier innerhalb der Zeitpunkte
Prä bzw. Post nicht signifikant (Abb. 5.8, Tabelle 5.17 und Tabelle 5.18).
Die Hypothese H2a lässt sich statistisch weder verifizieren noch falsifizieren. Ihre
grundsätzliche Aussage trifft tendenziell nicht zu, denn nur in Dimensionen B und C nimmt
die Systemkompetenz der Gruppe Kombination am stärksten zu, in Dimensionen A und D
erzielt gar die Gruppe Modell den stärksten Systemkompetenzzuwachs. Signifikant ist der
Gruppenunterschied lediglich in Dimension B.
Die Effektgrößen der Interaktionseffekte von Gruppe und Zeitpunkt nach Einzeldimen-
sionen A bis D sind allesamt sehr klein (vgl. Abschnitt 5.3.2, Cohens f in Dim. A 0,071,
Dim. B 0,111, Dim. C 0,069 und Dim. D 0,085). Dementsprechend sind auch die Teststär-
ken sehr klein (Dim. A 13%, Dim. B 27%, Dim. C 13% und Dim. D 17%). Für künftige
Untersuchungen müsste der Stichprobenumfang auf ca. 2000 Proband/innen erhöht werden,
um in allen Dimensionen eine ausreichende Power zu erreichen. Die oben dargestellten
Ergebnisse zur Förderung der Systemkompetenz nach Dimensionen müssen folglich mit
äußerster Vorsicht betrachtet und interpretiert werden.
Zur Beurteilung der HypotheseH2b „Durch die Computersimulation wird ein größe-
rer Systemverständniszuwachs in Bezug auf die Dimension C ‘Fähigkeit zur Nutzung
von Systemmodellen beim Lösen von komplexen dynamischen Problemen’ erreicht als
durch das analoge Modell“ werden die in Abschnitt 5.3.2 gezeigten Ergebnisse (aufge-
schlüsselt nach Dimensionen) im Folgenden diskutiert.
Der durchschnittliche Systemkompetenzzugewinn in Dimension C (Abb. 5.7, Tabelle 5.14
und Tabelle 5.15) für die beiden Gruppen „Modell“ und „Simulation“ ist praktisch identisch
(in der Gruppe Modell minimal höher). Es gibt weder zum Zeitpunkt Prä noch zum Zeitpunkt
Post signifikante Gruppenunterschiede.
Die Hypothese H2b lässt sich ebenfalls statistisch weder verifizieren noch falsifizie-
ren. Ihre grundsätzliche Aussage trifft tendenziell nicht zu.
Die bei Hypothese H2a bereits beschriebene sehr kleine Effekt- und Teststärken in
Testdimension C mit den daraus resultierenden Interpretationseinschränkungen sind auch
hier zu beachten.
Zur Beurteilung der HypotheseH2c „Durch das analogeModell wird ein größerer Sys-
temverständniszuwachs in Bezug auf die DimensionD ‘Bewertung von Systemmodellen
und Ergebnissen der Modellanwendung’ erreicht als durch die Computersimulation“
werden die in Abschnitt 5.3.2 gezeigten Ergebnisse (aufgeschlüsselt nach Dimensionen) im
Folgenden diskutiert.
Wie aus Abb. 5.8 sowie Tabelle 5.17 und Tabelle 5.18 ersichtlich, trifft die Aussage der
Hypothese H2c zwar inhaltlich zu, denn die Gruppe „Modell“ erreicht in Dimension D in der
Tat den größten durchschnittlichen Systemkompetenzzuwachs, jedoch sind die Gruppenun-
terschiede weder zum Zeitpunkt Prä noch zum Zeitpunkt Post statistisch bedeutsam, könnten
also dem Zufall geschuldet sein.
Die Hypothese H2c lässt sich folglich ebenfalls weder statistisch verifizieren noch
falsifizieren.
Auch hier gelten die bei Hypothese H2a bereits beschriebenen sehr kleine Effekt- und
Teststärken in Testdimension D mit den daraus resultierenden Interpretationseinschränkungen.
Da die Effekt- und Teststärken insgesamt zu klein sind, um statistisch belastbare empiri-
sche Aussagen zu Forschungsfrage 2 zu treffen, werden in der folgenden Diskussion lediglich
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Tendenzen besprochen, welche methodischen Zugänge sich vergleichsweise förderlich auf
den Systemkompetenzzuwachs in den vier ausgewiesenen Dimensionen A–D auswirken und
welche Erklärungen es hierfür möglicherweise gibt.
Hier ist zunächst zu bemerken, dass in Dimension A „Systemtheoretisches Grundwissen
(Deklaratives/konzeptuelles systemisches Wissen)“ insgesamt – auch ohne individuelle Be-
trachtung der einzelnen Interventionsgruppen – kaum Systemkompetenzförderung durch
die Treatments erreicht wird. Das Wissensniveau hierzu ist bereits vor der Durchführung
der Treatments verhältnismäßig hoch und behält dieses hohe Niveau in etwa bei. Dass
durch eine konkrete inhaltlich-thematische Intervention, hier zur Bodenerosion, allgemei-
nes systemtheoretisches Grundwissen nicht in hohem Ausmaß verändert wird, ist aus Sicht
der Verfasserin dieser Studie logisch nachvollziehbar und konsistent mit dem Schluss von
Bollmann-Zuberbühler und Kunz (2008, S. 33 ff.), dass die Implementierung von syste-
mischem Denken in Schulen Zeitspannen von mehreren Jahren erfordere und die gezielte
Förderung hierbei häufig abhängig vom domänenspezifischen Wissen und der thematischen
Situierung der Inhalte im Unterricht sei (ebd., S. 52).
Eben diese thematische Situierung erfolgt im Beispiel der vorliegenden Studie in den
Dimensionen B, C und D. Dass in den zuletzt genannten Dimensionen, im Gegensatz zu
Dimension A, eine signifikante Systemkompetenzförderung bei allen drei Treatmentgruppen
zwischen den Zeitpunkten Prä und Post auftritt, ist daher ebenfalls konsistent im Sinne der
beschriebenen Annahmen von Bollmann-Zuberbühler und Kunz (ebd.). Auch die Ergebnisse
von Sweeney und Sterman (2007, S. 305), dass Individuen ohne ein systemspezifisches
inhaltliches Fachwissen nicht in den erforderlichen Feedback-Zyklen denken, sondern trotz
komplexer Zusammenhänge eher an monokausalen Erklärungsmustern festhalten, sind mit
der hier gemachten Beobachtung vereinbar, dass bei kontextueller Förderung von System-
kompetenz (Dim. B-D) eine höhere Wirkung beobachtbar ist als im deklarativ-konzeptuellen
Bereich (Dim. A).
Darüber hinaus ist bei Dimension A insbesondere auch zu berücksichtigen, dass die
Daten zu dieser Dimension lediglich anhand von zwei Items erhoben werden konnten und
die zugehörige Skala mit Cronbachsα 0,54 eine eher schwache interne Konsistenz aufweist
(vgl. Tabelle 4.2). Inhaltliche Schlüsse bezüglich Dimension A sind daher mit besonderer
Zurückhaltung zu ziehen. Die im Folgenden diskutierten Dimensionen B, C und D weisen
demgegenüber mit Werten von > 0,7 akzeptable interne Konsistenzen auf.
In Dimension B „Systemelemente und Wechselwirkungen identifizieren, abbilden und
interpretieren (Systemmodellierungsfähigkeit)“, und zwar ausschließlich in dieser Dimension,
sind die Mittelwertunterschiede zwischen der „besten“ Gruppe „Kombination“ und der
„schlechtesten“ Gruppe „Simulation“ signifikant, trotz geringer Effekt- und Teststärke. Die
inhaltliche Diskussion des Sachverhalts wurde zur Hypothese H1b (oben) bereits geführt und
dort gezogene Schlüsse gelten hier analog.
Sowohl in Bezug auf Dimension C „Mittels Systemmodellen Erklärungen geben, Pro-
gnosen treffen und Strategien entwerfen (Fähigkeit zur Nutzung von Systemmodellen beim
Lösen von komplexen dynamischen Problemen)“ wie auch auf Dimension D „Gültigkeit und
Vorhersageunsicherheit von Systemmodellen bestimmen (Bewertung von Systemmodellen
und Ergebnissen der Modellanwendung)“ stellt sich nun die Frage, ob im Kontext Bodenero-
sion digitale Modelle Vorteile bei der Problemlösung (vgl. Dim. C) und analoge Modelle
Vorteile bei der Ergebnisreflexion (vgl. Dim. D) bieten (vgl. H2b und H2c).
Hierzu liefert die Studie, wie bereits beschrieben, keine statistisch signifikanten Anhalts-
punkte, den Gruppenvergleich betreffend, zudem ist die relativ hohe „Doppelladung“ der
beiden Testitems D2 und D3 (vgl. Tabelle 4.2) ungünstig. Für eine trennscharfe Erfassung der
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beiden Dimensionen C und D ist daher eine Itemüberarbeitung für mögliche Folgestudien
dringend anzuraten.
Betrachtet man die Analyseergebnisse, so ist trotz der dargestellten Schwierigkeiten bei
der „Fähigkeit zur Nutzung von Systemmodellen beim Lösen von komplexen dynamischen
Problemen“ (Dim. C) die tendenziell gleichwertige Eignung analoger und digitaler Modelle
auffällig, die beide zu signifikanten Verbesserungen der mittleren Systemkompetenz zwischen
Prä- und Posttest geführt haben. Beim Problemlösen profitiert die Gruppe „Kombination“
wohl am stärksten von den spezifischen Stärken beider Lernsettings und erzielt die höchsten
Systemkompetenz-Scores im Posttest.
Anders sieht es bei der „Bewertung von Systemmodellen und Ergebnissen der Mo-
dellanwendung“ (Dim. D) aus. Hier erreicht – wenn auch nicht signifikant – die Gruppe
„Modell“ die höchsten Systemkompetenz-Scores im Posttest erzielt, dicht gefolgt von Gruppe
„Kombination“ und deutlich abgeschlagen Gruppe „Simulation“. Auch der Systemkompetenz-
Zugewinn ist in der Gruppe „Modell“, die vom niedrigstens Ausgangsniveau startete, folglich
am höchsten ausgeprägt.
Die Beobachtungen in Dimension C sind mit der Annahme von Stull und Hegarty (2016,
S. 15) vereinbar, dass der Einsatz von manipulierbaren, interaktiven Modellen vielfältige
Lernprozesse generell fördere, wobei es nicht darauf ankomme, ob es sich um digitale oder
gegenständliche Modelle handele. Die Beobachtungen der Dimension D sprechen jedoch
gegen diese Pauschalisierung. Die den Computersimulationen von Edsall und Wentz (2007,
S. 428) vor allem bei zeitlichen Veränderungen zugeschriebene Überlegenheit gegenüber
analogen Modellen lässt sich im Rahmen der hier gezeigten Ergebnisse ebenfalls nicht
widerspiegeln.
Kritisch zu diskutieren ist hierbei die Frage der vollständigen Vergleichbarkeit von ana-
logen und digitalen Bodenerosionsmodellen in der vorliegenden Studie: Zwar berücksichtigen
die eingesetzten analogen und digitalen Modelle die gleichen, jeweils auch manipulierbaren,
Einflussfaktoren auf Bodenerosion, jedoch treten Unterschiede im Grad der Vereinfachungen
bzw. Zusammenfassung auf, so z. B. sind einige Einstellung in der ABAG mobile „feinglied-
riger“ möglich als im analogen Bodenerosionsmodell. Zudem unterscheiden sich die Modelle
im Abstraktionsgrad.
Die konkretere Veranschaulichung des Prozesses Bodenerosion im analogenModell
ist möglicherweise die Ursache für die bessere Ergebnisreflexion der Modell-Gruppe (Dim.
D). Das schlechtere Abschneiden der Simulations-Gruppe ist zugleich konsistent mit der
Beobachtung verschiedener Autoren, dass Probleme insbesondere beim Transfer zwischen
Computermodellen und Fallbeispielen auftreten (Bollmann-Zuberbühler & Kunz 2008, S. 52;
Klieme & Maichle 1994). Dem Parallelisieren von Modell und Realität wird besondere
unterrichtliche Bedeutung beigemessen (Krautter 2015, S. 268; Schubert 2013). Diese Paral-
lelisierung gelingt in der vorliegenden Studie mit dem konkreteren analogen Modell einfacher
als mit dem im Vergleich etwas abstrakteren digitalen Modell.
Am (analogen bzw. digitalen) Systemmodell gewonnene Erkenntnisse oder Vorhersagen
werden im Rahmen der Dimension D beurteilt, indem der Prozess der Erkenntnisgewinnung
reflektiert wird. In Bezug auf die „Einzigartigkeit“ bzw. Abgrenzung von Dimension D
des der Studie zugrunde gelegten Freiburger Systemkompetenzstrukturmodells (Rieß u. a.
2015) kommt es zu einer deutlichen inhaltlichen Annäherung an die naturwissenschaftliche
Modellkompetenz nach Upmeier zu Belzen und Krüger (2010) mit den drei ausgewiesenen
Teilfähigkeiten (1) mit Modellen zweckbezogen Erkenntnisse gewinnen, (2) über Model-
le zweckbezogen urteilen und (3) den Prozess der Erkenntnisgewinnung zweckbezogen
reflektieren zu können. Ein weiterer inhaltlicher Überlagerungsbereich besteht mit der sys-
temwissenschaftlichen Gültigkeitsprüfung von Modellen (im Bezug auf den Modellzweck),
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nämlich (1) Strukturgültigkeit, indem sich Wirkungsstruktur von Modell und Original ent-
sprechen, (2) Verhaltensgültigkeit in Form einer Übereinstimmung der simulierten Dynamik
mit dem echten bzw. zu erwartenden Verhalten, (3) empirische Gültigkeit, bei der Ergebnisse
des Modellsystems den empirischen Ergebnissen des Originals bei gleichen Bedingungen
entsprechen, und (4) Anwendungsgültigkeit, indem die Modell und Simulationsmöglichkeiten
den Anwendungsanforderungen entsprechen – wichtig: jeweils in Bezug auf denModellzweck
gesehen (vgl. Bossel 2004, S. 30, 61 f.).
Ein dritter Bereich unscharfer inhaltlicher Abgrenzung besteht innerhalb der Dimen-
sionen C und D des Freiburger Systemkompetenzstrukturmodells (Rieß u. a. 2015). Zwei
der vier Teilfähigkeiten der Dimension C („Fähigkeit zur Nutzung von Systemmodellen beim
Lösen von komplexen dynamischen Problemen“), nämlich (1) „Einschätzen können, ob für
die Bearbeitung vorliegender Probleme auf ein Systemmodell rekurriert werde kann bzw.
muss“ und (2) „Einschätzen können, welcher Systemmodelltyp (u. a. qualitativ vs. quanti-
tativ) für die Bearbeitung eines Problems adäquat ist“ (vgl. Abschnitt 2.1.3), zielen dabei
bereits teilweise auf Modellreflexion ab, die im übrigen durch Dimension D („Bewertung
von Systemmodellen und Ergebnissen der Modellanwendung“) abgebildet wird.
In Dimension D sind es u. a. die Teilfähigkeiten (1) „Die Strukturgültigkeit von Systemmo-
dellen bestimmen können“ und (2) „Die Verhaltensgültigkeit von Systemmodellen bestimmen
können“, die den Vergleich der Wirkungsstruktur von Modell und Original bzw. eine Beurtei-
lung des Modellsystemverhaltens in Bezug auf den Modellzweck adressieren. Teilfähigkeit
(3) „Die Anwendungsgültigkeit bestimmen können“ zielt ergänzend auf die Beurteilung ab,
ob Modell und Simulationsmöglichkeiten dem Modellzweck und den Anforderungen des
Anwenders entsprechen. Die hier beschriebenen Teilfähigkeiten der Modellreflexion (Dimen-
sion D) stellen nach Ansicht der Verfasserin die Grundlage für die bereits in Dimension C
benannten Teilfähigkeiten bezüglich der Auswahl eines adäquaten Systemmodells dar, sodass
hier Zuordnungsschwierigkeiten resultieren können, die sich in der vorliegenden Studie
auch bei der Itementwicklung zeigten, indem es in zwei Fällen nicht gelang, trennscharfe
Items ohne Doppelladungen in den Dimensionen C und D zu generieren.
6.1.3 Lernstil
Die Kolb’schen Lernstile (Hunt 1987; Kolb 1976) wurden mittels des von Haller und
Nowack (2003) übersetzten Testinstrumentes erhoben und entsprechend der Testvorgaben
ausgewertet (vgl. Abschnitt 2.2.3 sowie Abschnitt 5.2.3). Dabei handelt es sich um eine
situative Bevorzugung von abstraktem oder konkretem Zugang zum Lernen bzw. von aktivem
Selbst-Erproben gegenüber einem sich distanzierenden Beobachten und Reflektieren.
F3: Wie wirken sich die unterschiedlichen methodischen Zugänge bei verschiedenen
Lernstilen aus?
H3a: Bei SuS, die konkrete Erfahrung zur Informationsaufnahme situativ bevorzugen (=
Divergierer und Akkomodierer nach Kolb 1993 und Hunt 1987), wird durch das analoge
Modell ein größerer Zuwachs an geographischer Systemkompetenz erreicht.
H3b: Bei SuS, die abstraktes Konzeptualisieren zur Informationsaufnahme situativ bevor-
zugen (= Konvergierer und Assimilierer nach Kolb 1993 und Hunt 1987), wird durch die
Computersimulation ein größerer Zuwachs an geographischer Systemkompetenz erreicht.
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H3c: Der kombinierte Einsatz von analogem Modell und Computersimulation bietet für
jeden Lernstil Anknüpfungspunkte.
Zur Beurteilung der HypotheseH3a-cwerden die in Abschnitt 5.4.3 gezeigten Ergebnisse
(Tabellen 5.23 bis 5.25) im Folgenden diskutiert: Weder der F-Test zum Faktor Lernstil noch
der F-Test zum Interaktionseffekt Gruppe:Lernstil sind signifikant.
Für den im Sinne der Forschungsfrage relevanten Interaktionseffekt zwischen Gruppe
und Lernstil besteht eine (kleine bis mittlere) Effektgröße f nach Cohen (1988) von 0,19.
Die Teststärke für den empirisch gefundenen Interaktionseffekt „Gruppe:Lernstil“
mit fünfzehn Ausprägungen (3 Gruppen x 5 Lernstile) beträgt lediglich 0,33, d. h. mit einer
Wahrscheinlichkeit von nur 33% liefert der entwickelte Test ein signifikantes Ergebnis für
den Interaktionseffekt der Größe 0,19. Die o. g. Hypothesen können folglich im Rahmen
dieser Studie nicht beantwortet werden, da der Test keine signifikanten Interaktionseffekte
der Lernstile mit den Treatmentgruppen aufdeckt.
Aufgrund der nicht ausreichenden Teststärke kann daraus jedoch auch nicht abgeleitet
werden, dass die Faktorstufen-Unterschiede lediglich zufallsbedingt sind. Um eine Power von
mindestens 0,80 zu erzielen müsste bei künftigen Untersuchungen der Stichprobenumfang
auf 35 Probanden pro Gruppe (bei balanciertem Design) erhöht werden. Für Folgestudien
wird zur Klärung der o. g. Hypothesen daher ein Stichprobenumfang von mindestens 525
Probanden benötigt.
Da die ermittelten Effekt- und Teststärken zu klein sind, um statistisch belastbare empiri-
sche Aussagen zu Forschungsfrage 3 und ihren abgeleiteten Hypothesen zu treffen, nimmt
die folgende Diskussion Bezug auf die erkennbare Tendenzen zur Frage, welche Interak-
tionen von Lernstilen und methodischen Zugänge sich vergleichsweise förderlich auf den
Systemkompetenzzuwachs auswirken und welche Erklärungen es hierfür möglicherweise
gibt.
Hierzu sei zunächst auf Abb. 5.14 verwiesen, in welcher die Ergebnisse graphisch in
Form eines Interaktionsdiagramms dargestellt sind.
Unabhängig von den Interaktionseffekten mit Treatmentgruppe fällt zunächst auf, dass
Akkomodierer beim Faktor „Lernstil“ die durchschnittlich höchsten Systemkompetenzzuge-
winne erzielen (Abb. 5.14). Akkomodierer bevorzugen aktives Experimentieren und konkrete
Erfahrung, ihre Stärken liegen in der Ausgestaltung von Aktivitäten, sie neigen zu intuitiven
Problemlösungen durch Versuch und Irrtum und verlassen sich mehr auf einzelne Fakten als
auf Theorien (vgl. Haller & Nowack 2003).
Das Experimentieren ist sowohl mit den analogen als auch digitalen Bodenerosionsmo-
dellen eine aktive Tätigkeit und konkrete Erfahrung – das positive Ergebnis in Bezug auf
Systemkompetenzzugewinn steht also mit diesem Charakteristikum in Einklang. Hingegen ist
die Anwendung des „try and error“-Prinzips eher keine Eigenschaft ist, die Systemdenkern
zugeschrieben wird. Im Falle der beobachteten Daten wirkt sie sich aber offensichtlich nicht
negativ aus.
Bei anschließender Betrachtung der Interaktionseffekte in Abb. 5.14 zeigt sich, dass bei
Akkomodierern (s.o.) und Divergieren (Divergierer bevorzugen konkrete Erfahrung und
reflektiertes Beobachten, ihre Stärken liegen in der Vorstellungsfähigkeit und sie neigen dazu,
konkrete Situationen aus vielen Perspektiven zu betrachten, vgl. ebd.) die Systemkompetenz-
Rangfolge (1) Kombination, (2) Modell, (3) Simulation ausgebildet ist, die bereits aus dem
Treatmentgruppenvergleich bekannt ist.
Auffällig ist, dass Divergierer als „typische multiperspektivische Systemdenker“ in der
Studie insgesamt vergleichsweise schlecht abschneiden. In Bezug auf Hypothese H3a stellt
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sich die erwartete Beobachtung ein, dass Divergierer und Akkomodierer durch das analo-
ge Modell einen größeren Zuwachs an geographischem Systemverständnis erreichen als
durch das digitale Modell, wenn auch – wie oben dargestellt – keine statistisch signifikanten
Unterschiede nachweisbar sind.
Außerdem zeigt sich, dass nur bei Konvergierern (Konvergierer bevorzugen abstrakte
Begriffsbildung und aktives Experimentieren, ihre Stärken liegen in der Ausführung von
Ideen, sie neigen zu hypothetisch-deduktiven Schlussfolgerungen und befassen sich gerne
mit Dingen oder Theorien, die sie gern überprüfen, vgl. ebd.) die Treatmentgruppe keinerlei
Einfluss hat – der durchschnittliche Systemkompetenz-Zugewinn ist praktisch identisch
(Abb. 5.14).
Dies passt insofern zu der Charakterisierung von Konvergierern, als für diese solche
Lernsituationen ansprechend sind, wie sie sowohl bei der Arbeit mit dem analogen als auch
digitalen Bodenerosionsmodell auftreten (z. B. das hypothesengestützte Überprüfen von
Theorien). Bemerkenswerterweise ist dies der einzige Lernstil, bei dem die „Nachteile“,
die der Computersimulation ansonsten bezüglich Systemkompetenzförderung innewohnen,
aufgehoben sind. Konvergierer erzielen hier, gemeinsam mit Akkomodierern, die höchsten
mittleren Zugewinne durch das digitale Treatment, während sie bei analogem und kombinier-
tem Treatment besonders schwach abschneiden. Bei der Anwendung des digitalen Modells
(ABAG-Computersimulation) können im gleichen Zeitfenster theoretisch mehr Hypothe-
sen zu den Einflussfaktoren auf Bodenerosion getestet werden als bei Einsatz des analogen
Modells (bzw. der Kombination), da der Auf- und Umbau hier etwas aufwändiger ist. Von
diesem Aspekt profitieren möglicherweise SuS, die gern Hypothesen überprüfen. Da Konver-
gierer (mit 67 von 203 Probanden, vgl. Tabelle 5.25) den häufigsten Lernstil dieser Studie
darstellen, kommt der beschriebenen Tendenz besonderer Relevanz zu.
Bei Assimilierern (Assimilierer bevorzugen reflektiertes Beobachten und abstrakte Be-
griffsbildung, ihre Stärken liegen in der Erzeugung von theoretischen Modellen, sie neigen zu
induktiven Schlussfolgerungen und integrieren einzelne Fakten zu Begriffen und Konzepten,
vgl. ebd.) werden in der Treatmentgruppe „Modell“ die höchsten Systemkompetenzgewinne
verbucht (Abb. 5.14).
Dies ist nicht konsistentmit der Charakterisierung zu erklären, denn diese würde Vorteile
beim Arbeiten mit der Computersimulation vermuten lassen. Die entsprechende Hypothese
H3b kann daher nicht nur statistisch nicht geklärt werden, zusätzlich ist auch die in der
Studie beobachtete Tendenz nicht konsistent mit der getroffenen Annahme, dass Konvergierer
und Assimilierer durch die Computersimulation einen größeren Zuwachs an geographi-
schem Systemverständnis erreichen als durch das analoge Modell. Hypothese H3c, dass
der kombinierte Einsatz von analogem Modell und Computersimulation für jeden Lernstil
Anknüpfungspunkte bietet, ist wiederum mit den Beobachtungen der Studie weitestgehend
konsistent (bestes Abschneiden der Gruppe „Kombination“ bei vier von fünf Lernstilen),
dabei jedoch mit den erhobenen Daten ebenfalls nicht statistisch belegbar.
Das thematisierte Forschungsdesiderat über den Zusammenhang zwischen dem situa-
tiv bevorzugten Lernverhalten und der Förderung vernetzenden Denkens besteht folglich
weiterhin, jedoch können durch die vorliegende Studie wichtige Anhaltspunkte zum De-
sign einer möglichen Folgestudie geliefert werden, da erstmalig Größenordnungen der zur
Stichprobenumfangsplanung erforderlichen Effektstärken ermittelt wurden.
Die Berücksichtigung individueller Lernstile und weiterer individueller Eigenschaften
der Lernenden spiegelt sich bereits in zahlreichen didaktischen Ansätzen zur Binnendiffe-
renzierung deutlich wider und auch die im Rahmen dieser Studie aufgezeigten Tendenzen
sprechen dafür, sich mit diesem Themenfeld vertiefend auseinanderzusetzen. Sieht man situa-
tive Lernstile als Begründung didaktischer Vielfalt an (vgl. Flechsig 1996), so steht dies
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im Einklang mit der in Abschnitt 6.1.1 ausführlich diskutierten unterrichtlichen Empfehlung
des kombinierten Einsatzes von analogen und digitalen Modellen.
6.1.4 Motivation
Die erlebteMotivation, hier im Sinne vonwahrgenommenemVergnügen/Interesse, wurde
stark angelehnt an die gleichnamige Skala des KIM-Fragebogens (vgl. Wilde u. a. 2009) auf
einer fünfstufigen Likert-Skale erfasst und in die beiden Bereiche „wenig“ (Werte <= 2,5)
und „viel“ (Werte > 2,5) klassifiziert (vgl. Abschnitt 2.2.3 sowie Abschnitt 5.2.3).
Motivation im Sinne eines hypothetischen Konstrukts, das menschlichem Verhalten
Richtung, Ausdauer und Intensität verleiht (Urhahne 2008), kann intrinsisch sein, z. B. wenn
eine Tätigkeit selbst als interessant, spannend und herausfordernd erlebt wird (Schiefele &
Köller 2006), oder aber extrinsisch, wenn die Handlung nicht aus Freude an der Tätigkeit
erfolgt, sondern weil ein bestimmtes Ergebnis erzielt werden soll (Ryan & Deci 2002). Der im
Rahmen der Studie ausgewertete Fall bezieht sich folglich auf einen Teilaspekt intrinsischer
Motivation, nämlich das beim Ausführen der Tätigkeit (Treatment) verspürte Interesse und
Vergnügen. Zahlreiche weitere Aspekte intrinsischer sowie extrinsischer Motivation sind
im Rahmen der Studie ebenfalls miterfasst und die diesbezüglichen Daten in Anhang C.3
vollständig aufgelistet, sodass sie für weiterführende Auswertungen zur Verfügung stehen.
F4:Wie wirken sich die unterschiedlichen methodischen Zugänge bei unterschiedlicher
Motivation (Interesse/Vergnügen) aus?
H4a: Bei SuS, die bei der Arbeit in ihrer jeweiligen Gruppe (Modell, Simulation, Kombina-
tion) mehr Interesse/Vergnügen empfinden, wird ein größerer Zuwachs an geographischer
Systemkompetenz erreicht.
Zur Beurteilung der Hypothese H4a werden die in Abschnitt 5.4.4 gezeigten Ergebnisse
(Tabellen 5.27 bis 5.29) im Folgenden diskutiert: Weder der F-Test zum FaktorMotivation
(i. S. v. Interesse/Vergnügen) noch der F-Test zum Interaktionseffekt Gruppe:Motivation
sind signifikant. Für den im Sinne der Forschungsfrage relevanten Interaktionseffekt zwischen
Gruppe und Motivation besteht eine äußerst kleine Effektgröße f nach Cohen (1988) von
0,013.
DieTeststärke für den empirisch gefundenen Interaktionseffekt „Gruppe:Motivation“
mit sechs Ausprägungen (3 Gruppen x 2 Motivationsstufen) beträgt lediglich 0,33, d. h. mit
einer Wahrscheinlichkeit von nur 5% liefert der entwickelte Test ein signifikantes Ergebnis
für den Interaktionseffekt der Größe 0,013. Die o. g. Hypothese kann folglich im Rahmen
dieser Studie nicht beantwortet werden, da der Test keine signifikanten Interaktionseffekte
der Motivationsstufen mit den Treatmentgruppen aufdeckt.
Aufgrund der nicht ausreichenden Teststärke kann daraus ebenfalls nicht abgeleitet
werden, dass die Faktorstufen-Unterschiede lediglich zufallsbedingt sind. Um eine Power von
mindestens 0,80 zu erzielen müsste bei künftigen Untersuchungen der Stichprobenumfang auf
rund 12 000 Probanden pro Gruppe (bei balanciertem Design) erhöht werden. In Folgestudien
würde daher zur Klärung der o. g. Hypothese ein ambitionierter Stichprobenumfang von
mindestens 72 000 Probanden benötigt.
Da die ermittelten Effekt- und Teststärken deutlich zu klein sind, um statistisch belastbare
empirische Aussagen zu Forschungsfrage 4 und der abgeleiteten Hypothese zu treffen, werden
in der folgenden Diskussion die Tendenzen bezüglich der Frage besprochen, welche Interak-
tionen von Motivationsstufen und methodischen Zugänge sich vergleichsweise förderlich auf
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den Systemkompetenzzuwachs auswirken und welche Erklärungen es hierfür möglicherweise
gibt.
Hierzu sei zunächst auf Abb. 5.15 verwiesen, die die Ergebnisse in Form eines Interakti-
onsdiagramms graphisch visualisiert.
Unabhängig von den Interaktionseffekten mit Treatmentgruppe fällt zunächst auf, dass
höher Motivierte beim Faktor „wahrgenommenes Interesse/Vergnügen“ die durchschnitt-
lich leicht höheren Systemkompetenzzugewinne erzielen, bei deutlich geringerer Streuung
(Abb. 5.15).
Bei anschließender Betrachtung der Interaktionseffekte in Abb. 5.15 zeigt sich, dass
unabhängig vom wahrgenommenen Interesse/Vergnügen die auch beim Treatmentgruppen-
vergleich beobachtete Rangfolge (1) Kombination, (2) Modell, (3) Simulation“ ausgebildet
ist.
Während bei den Treatmentgruppen „Modell“ und „Simulation“ bei höherem Interes-
se/Vergnügen auch durchschnittlich höhere Systemkompetenzgewinne erzielt wurden, sind
die Mittelwerte in der Gruppe „Kombination“ praktisch identisch – hierbei fällt zudem die
deutlich höhere Streuung in der Gruppe der wenig Motivierten ins Auge. Beim kombinierten
Einsatz von analogemModell und Computersimulationwirken sich folglichMotivationsun-
terschiede geringer auf den Lernerfolg aus, auch SuS mit geringerer Motivation erzielen
im Mittel gleich gute Ergebnisse.
Hypothese 4a, dass von SuS, die bei der Arbeit in ihrer jeweiligen Gruppe (Modell,
Simulation, Kombination) mehr Interesse/Vergnügen empfinden, ein größerer Zuwachs an
geographischem Systemverständnis erreicht wird, ist in den vorliegenden Daten folglich nur
für die beiden Gruppen „Modell“ und „Simulation“ zu beobachten, während in der Gruppe
„Kombination“ kein Leistungsunterschied auftritt. Aufgrund der äußerst geringen Effekt-
und Teststärke sind diese Beobachtungen, wie oben erläutert, mit den erhobenen Daten jedoch
statistisch nicht belegbar und können dem Zufall geschuldet sein.
Dass analoge und digitale Lernmethoden unterschiedliches Interesse/Vergnügen bei
den Anwendern hervorrufen (vgl. z. B. Chrisman & Harvey 1998; Freundschuh & Helleviks
1999; Jain & Getis 2003; Linn 1997; Urhahne & Harms 2006, und laufende Dissertation Krü-
ger), ist in zahlreichen empirischen Studien untersucht und in diesem generellen Sinne nicht
Gegenstand der Fragestellung der vorliegenden Studie. Im Fokus steht hier vielmehr die Fra-
ge, wie sich unterschiedliche methodische Zugänge bei unterschiedlicher wahrgenommener
Motivation (Interesse/Vergnügen) auf die Systemkompetenz der SuS auswirken.
Ossimitz (2000, S. 242) konstatiert in diesem Kontext, dass zur Förderung systemischen
Denkens die Motivation entscheidender sei als der Einsatz von Modellbildung und Si-
mulation. Dieser Aussage kann, gestützt durch die Ergebnisse der vorliegenden Studie,
widersprochen werden, da der gefundene Effekt minimal ist (wahrgenommenes Interesse/
Vergnügen: Cohens f von rund 0,01), während sich der methodische Einsatz von Modellen
und/oder Simulationen mit etwa Faktor zehn höherer Effektstärke auf die Systemkompetenz-
förderung auswirkt (Treatmentgruppe: Cohens f von rund 0,1).
Aufgrund der beschriebenen äußerst geringen Effektgröße und damit einhergehenden
geringen Relevanz zur Verbesserung von Unterricht scheint eine vertiefende Untersuchung
des Faktors Motivation, Aspekt wahrgenommenes Interesse/Vergnügen, als wirksame Ein-
flussgröße zur Systemkompetenzförderung in Folgestudien nicht angezeigt.
6.2 Neue Impulse hinsichtlich Theorie und Empirie geographischer Sys-
temkompetenzstrukturmodelle
Die theoretische Basierung der vorliegenden Studie bildet das in Abschnitt 2.1.3 ausführlich
beschriebene Freiburger heuristische Kompetenzstrukturmodell (vgl. Bräutigam 2014;
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Rieß u. a. 2015) mit den vier Dimensionen „A: Deklaratives/konzeptuelles systemisches Wis-
sen“, „B: Systemmodellierungsfähigkeit“, „C: Fähigkeit zur Nutzung von Systemmodellen
beim Lösen von komplexen dynamischen Problemen“ sowie „D: Bewertung von Systemmo-
dellen und Ergebnissen der Modellanwendung“. Fanta u. a. (2017) weisen in Bezug auf dieses
Modell darauf hin, dass für weiterführende Untersuchungen zum Konstrukt systemisches
Denken Untersuchungen zur faktoriellen Validität der Subskalen erforderlich sind. Die
Faktorenstruktur und statistische Güte sowie Gesamtanpassung des Freiburger Modells
werden dabei nun erstmalig anhand der empirischen Prätest-Daten der vorliegenden Studie
überprüft (Kapitel 4).
Strukturentdeckende statistische Verfahren (exploratorischeMaximum-Likelihood-Fak-
torenanalyse) finden hier zunächst Anwendung, da der Stand der Forschung bezüglich der
Anzahl von Systemkompetenz-Dimensionen, wie in Abschnitt 2.1.3 dargelegt, kontrovers ist.
Sowohl Parallelanalyse als auch Modellgüte-Vergleich im Rahmen der vorliegenden Studie
lassen in dieser Frage auf vier zugrunde liegende Faktoren schließen. Die Ergebnisse stehen
dabei in Einklang mit den eingangs getroffenen theoretischen Annahmen (vgl. Abschnitt 4.1).
Da es sich im Fall des verwendeten Freiburger heuristischen Kompetenzstrukturmo-
dells um ein theoretisch fundiertes vierdimensionales Modell handelt, dessen empirische
Passung mit den Daten getestet und mit alternativen Modellen verglichen werden soll, ist
die strukturbestätigende konfirmatorische Faktorenanalyse (vgl. Abschnitt 4.2) schließlich
Mittel der Wahl. Verschiedene Indizes der Modellgüte und Modellanpassung wiesen auf das
Vorliegen eines vier- oder fünffaktoriellen Konstrukts hin (vgl. ausführliche Besprechung
in Abschnitt 4.2.2). Hierbei zeigte das vergleichend analysierte fünfdimensionale Modell
einen etwas besseren Modell-Fit als das vierdimensionale (Tabelle 4.6). Dies bedeutet, dass
Systemkompetenz entweder, entgegen der Theorie, ein fünfdimensionales Konstrukt ist,
oder dass eine Erklärung des Befundes in den Testitems liegen muss. In Tabelle 4.2 ist
dargestellt, dass lediglich die Items C4 und D1 der Dimension D inhaltliche Einfachstruktur
aufweisen, während Items D2 und D3 zu fast gleichen Anteilen auf die Dimensionen C und
D laden. Die beiden Items mit „Doppelladung“ sind Basis für die statistische Ausweisung
einer fünften Dimension. Da es keine inhaltlichen Anhaltspunkte in den beiden Items gibt,
die grundlegend neue oder einzigartige Facetten von Systemkompetenz beinhalten, wird das
vierdimensionale Modell, das ebenfalls eine statistisch akzeptable Modellpassung aufweist,
bevorzugt, denn die Faktorenanzahl soll in allererster Linie danach bestimmt werden, was
theoretisch begründet und sinnvoll interpretierbar ist (Eid u. a. 2011, S. 898). Diese Ent-
scheidung ist sowohl mit der zu Grunde gelegten Theorie (Rieß u. a. 2015) als auch mit den
Resultaten der exploratorischen Faktorenanalyse vereinbar.
Aufbauend auf diese konfirmatorische Faktorenanalyse erster Ordnung konnte ein Struk-
turgleichungsmodell (Konfirmatorische Faktorenanalyse zweiter Ordnung, Second Order
Model) aufgestellt werden, in welchem die Korrelationen zwischen den vier Faktoren (=
Kompetenzdimensionen A–D) auf einen übergeordneten Faktor, nämlich das übergeordnete
Gesamtkonstrukt Systemkompetenz, zurückgeführt werden konnten (Abschnitt 4.3). Hierbei
konnte gezeigt werden, dass das theoretisch angenommene übergeordnete Konstrukt Sys-
temkompetenz als Faktor zweiter Ordnung auf vier Subkonstrukte (Kompetenzdimensionen,
Faktoren erster Ordnung) lädt, wobei die zugehörigen Ladungskoeffizienten deutlich ungleich
ausfallen.
Diese Analyse stellt eine methodische Neuerung bei der Untersuchung des Konstrukts
Systemkompetenz dar, die aus der Intelligenzforschung (vgl. z. B. Gignac 2015; Valerius &
Sparfeldt 2015) inspiriert wurde. Zurückgehend auf die Zwei-Faktoren-Theorie von Spearman
(1914) mit einem übergeordneten Generalfaktor (G-Faktor) und diversen voneinander unab-
hängigen untergeordneten spezifischen Faktoren (S-Faktoren), die allesamt vomGeneralfaktor
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beeinflusst werden, wird dieses Konzept auf Systemkompetenz übertragen: Eine übergeord-
nete „generelle Systemkompetenz“ beeinflusst die Fähigkeitsausprägung/Personenleistung in
den zugehörigen Subfaktoren (hier: den vier ausgewiesenen Kompetenzdimensionen).
Zunächst wurde hierbei die Gültigkeit des Modells erster Ordnung, spezifiziert durch die
jeweiligen Items als Indikatoren (vgl. Abb. 4.2), gezeigt. Anschließend wurde diesem Modell
der übergeordnete Faktor zweiter Ordnung (Systemkompetenz „sys“, vgl. Abb. 4.3) zugefügt,
um im Anschluss die beiden Modelle gegeneinander vergleichen zu können (Abschnitt 5.3.2).
Tabelle 4.9 zeigt akzeptable Modellanpassungsgüten beider Modelle. Das Second Order
Modell kann aufgrund leicht besserer Modellvergleichskoeffizienten statistisch angenommen
werden. Insbesondere bei den informationstheoretischen Maße AIC sowie BIC, die neben
der Modellgüte zusätzlich die Modellsparsamkeit berücksichtigen, ist das Second Order
Model dem First Order Model überlegen. Dies lässt, zusätzlich zu der bereits durch die
konfirmatorische Faktorenanalyse erster Ordnung gezeigte Erfassung von unterschiedlichen
Fähigkeiten in den vier ausgewiesenen Dimensionen, zudem auf deren gemeinsamen
Beitrag zum übergeordneten Konstrukt schließen.
Das heuristische vierdimensionale Freiburger Systemkompetenzstrukturmodell
(Rieß u. a. 2015) konnte somit anhand des Datensatzes der vorliegenden Studie empirisch
fundiert werden. Was bedeutet dies nun für die (geographiedidaktische) Systemkompetenz-
forschung?
Von der Arbeitsgruppe um Mehren und Rempfler (Mehren u. a. 2015b, 2016, 2018) liegt
ebenfalls ein theoretisch fundiertes und empirisch überprüftes Systemkompetenzstruktur-
und -stufenmodell vor, welches die beiden Dimensionen „Systemorganisation und System-
verhalten“ sowie „Systemadäquate Handlungsintention“ umfasst, die sich mit den o. g. Di-
mensionen B und C weitgehend decken. Mehren u. a. (2016, S. 154) stellen dar, dass die
beiden weiteren Freiburger Dimensionen „deklaratives/konzeptuelles systemisches Wissen“
(hier: Dim. A) sowie „Bewertung von Systemmodellen“ (hier: Dim. D), welche eher me-
tareflexiven Charakter aufweisen, im eigenen Modell im Sinne des sozial-ökologischen
Systemverständnisses in die Stufung integriert und im Sinne schwierigkeitsgenerierender
Merkmale operationalisiert, also implizit enthalten seien. Hier bilden sie in dieser Lesart
als integrale Bestandteile keine zusätzlichen (grundsätzlich neuen) Kenntnis- oder Fähig-
keitsausprägungen ab (ebd., S. 154).
Davon abweichend ergeben sich aus dem Fallbeispiel und den Daten der vorliegenden Stu-
die jedoch empirische Hinweise auf eine explizite eigenständige Bedeutung der Theorie-
sowie der Reflexionsebene (Dimensionen A und D) für das Konstrukt Systemkompetenz.
Zusätzlich zu einer auf Wissenserwerb bzw. ein retrospektives/gegenwärtiges System-
verständnis fokussierten Dimension (ebd., S. 154, Dimension „Systemorganisation und
Systemverhalten“) – hier parallelisiert mit Dimension B „Systemmodellierungsfähigkeit“
– und einer Dimension, die überwiegend auf die Wissensanwendung bzw. prospektivem
Systemverständnis abzielt (ebd., S. 154, Dimension „Systemadäquate Handlungsintention“) –
hier parallelisiert mit Dimension C „Fähigkeit zur Nutzung von Systemmodellen beim Lösen
von komplexen dynamischen Problemen“ (vgl. Tabelle 2.1) – lässt der in der vorliegenden
Studie analysierte Datensatz darauf schließen, dass die genannten Dimensionen A und D als
eigenständige Dimensionen zum Konstrukt Systemkompetenz gehören. Dimension A bildet
hierbei mutmaßlich eher ein den drei Dimension B, C und D insgesamt vorgelagertes system-
theoretisches Basiswissen ab, während Dimension D eher als eine den drei Dimensionen A,
B, und C nachgelagerte übergreifende Reflexionsebene zu werten ist.
Hierbei sei erneut darauf hingewiesen, dass Dimension A im zugrunde liegenden Erhe-
bungsinstrument schwächer, nämlich nur mit zwei Items und einer entsprechend geringen
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internen Konsistenz von 0,54 abgebildet ist als die Dimensionen B bis D, jeweils gekennzeich-
net durch mindestens jeweils drei Items und mindestens akzeptable interne Konsistenzen
(> 0,7). Die erreichten internen Konsistenzen der vier Skalen sind insgesamt zufriedenstel-
lend, dies gilt auch im Vergleich zu einem von Fanta u. a. (2017) ebenfalls auf Basis des
vierdimensionalen Freiburger Systemkompetenzstrukturmodells entwickelten und validier-
ten Messinstruments für die Zielgruppe „Angehende Lehrkräfte“ mit Cronbachsα-Werten
von 0,44 (Dim. 1), 0,54 (Dim. 2), 0,63 (Dim. 3) und 0,35 (Dim. 4).
Für ein vertieftes Verständnis des Konstrukts Systemkompetenz sind neben der Art und
Anzahl der zugehörigen Dimensionen insbesondere auch die Beziehungen zwischen diesen
von Interesse.
In der vorliegenden Studie (Abschnitt 4.3) zeigen darauf bezugnehmend Abb. 4.2 und
Tabelle 4.7 die gefundenen Kovarianzen (unstandardisierte Korrelationen) zwischen den vier
Dimensionen. Diese fallen zwischen den Dimensionen B, C und D deutlich höher aus als
zu Dimension A. Der Faktor zweiter Ordnung „sys“ kann, wie in Abb. 4.3 und Tabelle 4.8
ersichtlich wird, den höchsten Beitrag zur Aufklärung der Varianz in Dimension B aufklären.
Nur unwesentlich geringer ist der Beitrag in Dimensionen C und D, während in Dimension A
deutlich weniger Varianzaufklärung erfolgt. Die geringe Faktorladung insbesondere auf Kom-
petenzdimension A deutet möglicherweise darauf hin, dass hier (mehr als in den anderen drei
Dimensionen)weitere Konstrukte (jenseits von Systemkompetenz) „mitgemessen“ werden,
dies könnte im Falle des „deklarativen/konzeptuellen systemischen Wissens“ beispielsweise
Intelligenz, funktionales Denken oder kognitive Grundfertigkeiten sein. Da der Einfluss der
genannten Fertigkeiten in der vorliegenden Studie nicht kontrolliert wurde, ist hierzu keine
zuverlässige Aussage möglich. In der Studie von Mehren u. a. (2016, S. 160) zeigte sich, dass
ein bedeutsamer Anteil Residualvarianz in den Testwerten der geographischen Systemkom-
petenz verblieb, nachdem der Einfluss von kognitiver Grundfähigkeit und Leseverständnis
kontrolliert wurde.
Zur besseren Vergleichbarkeit mit der o. g. Studie von Fanta u. a. (2017) sind im Exkurs
Abschnitt 4.4 zusätzlich zu den oben angegebenen Kovarianzen die Korrelationen (Pearson’s
r) der Systemkompetenztestergebnisse nach Dimensionen und mit dem Gesamttest dargestellt
(Abb. 4.4 sowie Tabelle 4.10). Der deutliche Zusammenhang des Gesamttests mit seinen
vier Testteilen ist durch die hier ermittelten mittleren bis hohen Korrelationskoeffizienten r
erkennbar, der auf den gemeinsamen Beitrag zum übergeordneten Konstrukt schließen lässt.
Der starke Zusammenhang der drei Dimensionen B, C und D mit dem Gesamttest (r zwischen
0,68 und 0,71) ist wiederum gegenüber dem mittleren Zusammenhang der Dimension A
mit dem Gesamttest (r = 0,60) auffällig. Bei der Betrachtung des Zusammenhangs der vier
Testdimensionen untereinander fällt, bei insgesamt geringen Korrelationen, der schwächere
Zusammenhang der Dimension A zu den Dimensionen B bis D (r zwischen 0,21 und 0,37)
sowie der etwas stärkere Zusammenhang der letztgenannten drei Dimensionen untereinander
(r zwischen 0,42 und 0,46).
Die im Rahmen der vorliegenden Studie dokumentierten Ergebnisse sind jenen der
Studie von Fanta u. a. (ebd.) teilweise ähnlich: Auch hier lassen die niedrigen bis mittleren
Korrelationen der Ergebnisse der einzelnen Dimensionen miteinander (r zwischen 0,12 und
0,52) auf die Erfassung unterschiedlicher Fähigkeiten in den vier Dimensionen schließen,
und auch hier lassen die höheren Korrelationen mit dem Gesamttest (r zwischen 0,43 und
0,84) darauf schließen, dass die getesteten Dimensionen Teile des Konstrukts systemisch
Denken sein können. Diese von Fanta u. a. (ebd.) vorsichtig formulierte Annahme wird durch
die faktorenanalytischen Ergebnisse der vorliegenden Studie untermauert.
Beim detaillierten Vergleich der einzelnen Dimensionen A bis D (entsprechend 1 bis
4 bei ebd.) wird ein bedeutender Unterschied augenfällig: Kontrastierend zur vorliegenden
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Studie mit ihrer niedriger korrelierten Dimension A ist es bei Fanta u. a. (ebd.) Dimension 4
(entspricht Dimension D), die mit r = 0,43 deutlich niedriger mit dem Gesamttest korreliert
als die drei weiteren Dimensionen (r zwischen 0,66 und 0,84), und zudem durch ihre schwache
Korrelation mit den Dimensionen 1 bis 3 (entspricht A bis C) auffällt (ebd., Tab. 3), während
die Dimensionen 1, 2 und 3 untereinander mittel korrelieren (r zwischen 0,31 und 0,52).
Die bei Fanta u. a. (ebd.) auffällige Dimension 4 ist dort, wie in der vorliegenden Studie
die Dimension A, durch lediglich zwei Testitems erfasst, woraus wahrscheinlich die in
beiden Studien ähnlichen statistischen Schwierigkeiten (z. B. geringere interne Konsistenzen)
resultieren. EineMindestanzahl von drei bis vier Items pro Dimension wird vor diesem
Hintergrund unbedingt angeraten. Ein detaillierter Vergleich der Testitems beider Studien
hinsichtlich der Formate, Inhalte und erfassten Kompetenzbereiche in einer Folgestudie kann
helfen, die gefundenen Gemeinsamkeiten und Unterschiede vollständig zu analysieren und
beide Testinstrumente entsprechend der Erkenntnisse weiterzuentwickeln und zu optimieren.
Abschließend wird der Vergleich von Systemkompetenz und schulischer Leistung
diskutiert. Fanta u. a. (ebd.) finden eine signifikante negative Korrelation zwischen Abitur-
schnitt und Testergebnis der angehenden Lehrkräfte (r = −0,34; ebd., Tab. 4). Teilnehmende
mit einem besseren Notendurchschnitt im Abitur erzielen folglich ein besseres Testergebnis.
In der vorliegenden Studie (Abschnitt 4.4) zeigen sich ebenfalls geringe, jedoch signifikante
negative Korrelationen zwischen Testleistung und Zeugnisnoten in den Fächern Mathema-
tik und Deutsch (Spearmans ρ von −0,23 bzw. −0,19 im Prätest und −0,33 und −0,27 im
Posttest, vgl. Abb. 4.5 und Abb. 4.6 sowie Tabelle 4.11 und Tabelle 4.12). Systemkompetenz
unterscheidet sich also, trotz der signifikanten Korrelation, erkennbar von der allgemeinen
Schulleistung. Der Zusammenhang der Systemkompetenztest-Ergebnisse mit den Schulnoten
in Mathematik und Deutsch ist hierbei in Dimension B am höchsten und in Dimensionen C
und D am geringsten ausgebildet.
Mit den Noten im Schulfach Geographie fallen die Systemkompetenz-Korrelationen
noch geringer aus als mit Mathematik oder Deutsch (Spearmans ρ von −0,16 im Prätest
und −0,22 im Posttest, vgl. Abb. 4.5 und Abb. 4.6 sowie Tabelle 4.11 und Tabelle 4.12).
Dieser unerwartet geringe Zusammenhang zwischen Systemkompetenz-Testergebnis und
Geographienote kann Hinweis darauf sein, dass Aufgabenformate, die Systemdenken er-
fordern, noch nicht ausreichend Eingang in den aktuellen Geographieunterricht (und die





Vor demHintergrund der kontroversen theoriebasierten bzw. empirischen Erkenntnisse zur Di-
mensionalität und Messung des Konstruktes „(Geographische) Systemkompetenz“ (vgl. z. B.
Mehren u. a. 2018; Rieß u. a. 2015; Viehrig u. a. 2017) war es Ziel dieser Arbeit, einerseits zur
theoretischen Weiterentwicklung des Kenntnisstandes zur Systemkompetenzstruktur beizutra-
gen und andererseits evidenzbasierte unterrichtspraktische Empfehlungen zur Förderbarkeit
von Systemkompetenz durch den Einsatz analoger und digitaler Modelle abzuleiten.
Dabei ist es zunächst gelungen, ein Messinstrument für SuS der gymnasialen Ober-
stufe zu entwickeln, das Systemkompetenz im Kontext raumwirksamer Mensch-Umwelt-
Beziehungen am Fallbeispiel Bodenerosion valide, reliabel, objektiv und ökonomisch erfasst.
Dieses Messinstrument basiert auf den theoretischen Überlegungen des heuristischen Freibur-
ger Kompetenzstrukturmodells zum systemischen Denken (Rieß u. a. 2015). Die dafür postu-
lierte vierdimensionale Kompetenzstruktur konnte mittels konfirmatorischer Faktorenana-
lyse am Datensatz der vorliegenden Studie erstmalig empirisch bestätigt werden. Hierdurch
wird, in Ergänzung des von der Arbeitsgruppe umMehren und Rempfler ebenfalls theoretisch
fundierten und empirisch überprüften zweidimensionalen Systemkompetenzstruktur- und
-stufenmodells mit den beiden Dimensionen „Systemorganisation und Systemverhalten“ und
„Systemadäquate Handlungsintention“ (z. B. Mehren u. a. 2018), die den Dimensionen B und
C des Freiburger Modells entsprechen, die zusätzliche inhaltliche Bedeutung einer Theorie-
bzw. einer Reflexionsebene (Dimensionen A bzw. D) für das Konstrukt Systemkompetenz
deutlich. Der statistische Nachweis der Modellgültigkeit eines vierdimensionalen Modells
mit übergeordnetem Second Order-Faktor lässt den Schluss auf die Existenz von (mindes-
tens) vier Kompetenzdimensionen zu, die gemeinsam ein übergeordnetes Konstrukt, hier
Systemkompetenz, abbilden.
In Übereinstimmung mit den Ergebnissen von Mehren u. a. (2016) wurde in den statisti-
schen Analysen der vorliegenden Studie ein hoher Anteil nicht erklärter Varianz aufgedeckt,
aus der sich die weitere Entschlüsselung dieser geringen Varianzaufklärung als Desiderat der
Systemkompetenzforschung ergibt. Zur Klärung sind u. a. Studien zur weiteren theoretischen
und empirischen Abgrenzung verwandter Konstrukte von Systemkompetenz angezeigt. Hier-
zu erscheint insbesondere die statistische Anwendung von Latent-Change Modellen sinnvoll,
welche beispielsweise zur Beantwortung der Frage beitragen können, ob die Veränderung
in einem Konstrukt mit einer Veränderung in einem weiteren Konstrukt einhergeht oder ob
die Veränderung in einem Konstrukt die spätere Veränderung in einem anderen Konstrukt
vorhersagen kann.
Einschränkungen der Aussagekraft der vorliegenden Studie resultieren aus den dargeleg-
ten Schwächen des Messinstruments. Zum einen ist das durch Dimension A beschriebene
systemtheoretische Grundwissen durch lediglich zwei Testitems erfasst, nachdem im Zuge
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des Pilotierungsprozesses zwei weitere Items entfallen mussten. Eine Mindestanzahl von drei
bis vier Items pro Dimension zur Optimierung des Messinstruments vor dem weiteren Einsatz
in Folgestudien ist, auch den Literaturempfehlungen in dieser Frage folgend, angezeigt. Zum
anderen enthält das Instrument zwei Testitems mit Doppelladungen in den beiden Dimension
C und D. Ein inhaltlicher Überlappungsbereich zeigt sich dabei bereits in der theoretischen
Abgrenzung dieser beiden Dimensionen (vgl. Rieß u. a. 2015). Neben der Entwicklung von
trennscharfen Testitems wird daher insbesondere eine Fortsetzung des wissenschaftlichen
Diskurses der verschiedenen Arbeitsgruppen zur Systemkompetenz zur Schärfung und ge-
meinsamen Weiterentwicklung der Theoriebasierung angeregt, der sowohl das natur- wie das
sozialwissenschaftliche Systemverständnis integrieren sollte.
Mit ihrer integrativen Betrachtung raumwirksamer Mensch-Umwelt-Beziehungen kann
die Geographie im Kontext einer Bildung für nachhaltige Entwicklung einen zentralen Beitrag
zu einem kompetenten Umgang mit den Herausforderungen und Dynamiken des globalen
Wandels leisten. Zweites zentrales Ziel der vorliegenden Studie ist daher die Ableitung
evidenzbasierter Empfehlungen zur Methodik und Didaktik der Förderung von Sys-
temkompetenz. Eine Interventionsstudie von Rieß und Mischo (2008) kam in dieser Frage
zu dem Ergebnis, dass der kombinierte Einsatz klassischen Unterrichts mit Computersimu-
lationen die höchste Förderwirkung bezüglich Systemkompetenz entwickelt, jedoch ohne
dass sich signifikante Unterschiede zu den Gruppen mit jeweiligem Einzeleinsatz zeigten.
Zudem bestand hier die Schwierigkeit einer nicht einheitlichen Dauer der Interventionen in
den Vergleichsgruppen. Neben dem alleinigen Einsatz analoger bzw. digitaler Modelle zur
Förderung von Systemkompetenz im Kontext des Phänomens Bodenerosion wurde in der
vorliegenden Studie dabei erstmalig auch die Kombination beider Modelle bei identischer
Zeitdauer der Interventionen vergleichend untersucht. Die generelle Wirksamkeit aller drei
methodischen Varianten des Modelleinsatzes konnte hierbei zwischen den beiden Messzeit-
punkten des eingesetzten Prä-Post-Testverfahrens varianzanalytisch nachgewiesen werden.
Der direkte Vergleich der Treatmentgruppen untereinander ergab beim kombinierten Einsatz
beider Modelle eine signifikant bessere Förderwirkung auf die Systemkompetenz gegenüber
dem isolierten Einsatz digitaler Modelle mit geringster Förderwirkung. Zwischen diesen
beiden Varianten rangiert der isolierte Einsatz analoger Modelle.
Aus diesen Ergebnissen ergibt sich die schulpraktische Empfehlung eines kombinier-
ten Einsatzes analoger und digitaler Modelle im Unterricht, da Systemkompetenz auf
diese Weise ohne erhöhten Zeitaufwand optimal gefördert werden kann, ohne dass dies
eine Entscheidung für bzw. gegen einen der Modelltypen erforderlich macht. Zur Ablei-
tung von Aussagen über eine Generalisierbarkeit dieser Empfehlung sind Folgestudien mit
weiteren thematischen Kontextualisierungen erforderlich. Für zukünftige Vergleichsstudien
analoger und digitaler Methoden zur Systemkompetenzförderung wird dabei aufgrund der
hier gefundenen kleinen Effektgröße des Treatmentfaktors ein größerer Stichprobenumfang
angeraten: Um eine wünschenswerte Teststärke von 80% zu erreichen, wären ausgehend von
den Ergebnissen der vorliegenden Studie mindestens 388 Probanden pro Treatmentgruppe
erforderlich.
Neben einer quantitativen Aussage zur besten Förderwirkung auf Systemkompetenz
durch den analogen, digitalen oder kombinierten Modelleinsatz ist aus didaktischer Sicht
auch eine qualitative Analyse der Kompetenzentwicklung von Interesse. Im Rahmen der
durchgeführten Treatments haben alle 203 Studienteilnehmer/innen Wirkdiagramme ihres
Vorwissens zu den Einflussfaktoren auf Bodenerosion erstellt und später im Zuge der je-
weiligen Modellarbeit weiterentwickelt. Die in Ergänzung zur vorgelegten Studie geplante
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Auswertung dieser Wirkdiagramme, die den jeweiligen Testergebnissen über Codes zuor-
denbar sind, kann zu einem umfassenderen Verständnis der Lernprozesse beitragen, die
kennzeichnend für die Entwicklung von Systemkompetenz sind.
Der eingangs dieser Forschungsarbeit postulierte Zusammenhang zwischen dem situativ
bevorzugten Lernverhalten (nach Kolb 1976) und dem Zugewinn an Systemkompetenz in
den verschiedenen Treatmentgruppen konnte durch die vorliegende Studie aufgrund zu gerin-
ger Effekt- und Teststärken letztlich nicht aufgeklärt werden. Die Ergebnisse liefern jedoch
eine Reihe von Anhaltspunkten für das Design einer möglichen Folgestudie zu dieser Frage:
Um eine Teststärke von mindestens 0,80 zu erzielen, müsste bei künftigen Untersuchungen der
Stichprobenumfang auf 35 Probanden pro Gruppe (bei balanciertem Design) erhöht werden,
gleichbedeutend mit einer Erhöhung des Stichprobenumfangs auf mindestens 525 Probanden.
Eine solche Folgestudie wird aufgrund der durch die vergleichsweise hohe Effektgröße des
Interaktionseffekts indizierten Relevanz und aufgrund der hohe unterrichtlichen Bedeutung
der Fragestellung, v. a. auch vor dem Hintergrund zunehmend heterogener Lerngruppen
und den damit einhergehenden Herausforderung einer inklusiven Didaktik, ausdrücklich
angeregt. Bei der Akquise ausreichend großer Stichproben kann ggf. das Besucherpotenzial
von Schülerlaboren genutzt werden.
Bei insgesamt hohem Motivationsniveau der an der vorliegenden Studie teilnehmenden
SuS konnte, anders als von Ossimitz (2000, S. 242) konstatiert, in der vorliegenden Studie
keine hohe Relevanz vonMotivation als Einflussfaktor zur Förderung systemischen Denkens
nachgewiesen werden. Im Gegensatz ergab sich eine ausgesprochen geringe Effektgröße
dieses Faktors, sodass vor dem Hintergrund der im Gesamtkontext geringen Bedeutung
des Einflussfaktors Motivation (im Sinne von wahrgenommenem Interesse/Vergnügen) der
Aufwand einer umfangreichen Folgestudie hierzu nicht sinnvoll erscheint.
Zusammenfassend ist zu unterstreichen, dass ein in Bezug auf die Haupt- und Neben-
gütekriterien von psychometrischen Tests überprüftesMessinstrument zur Erfassung von
Systemkompetenz von SuS im Kontext Bodenerosion vorgelegt werden konnte, welches – ggf.
im Rahmen der zuvor dargestellten Indikationen weiterentwickelt – auch in Folgestudien ein-
gesetzt werden kann. Zudem leistet die vorliegende Studie einen Beitrag zu dem von Mehren
u. a. (2016, S. 161) konstatierten Desiderat empirisch überprüfter Kompetenzmodelle in der
Geographiedidaktik. Die heuristischen Annahmen einer vierdimensionalen Kompetenzstruk-
tur zum systemischen Denken nach Rieß u. a. (2015) konnten auf Grundlage des Datensatzes
der vorliegenden Studie erstmalig empirisch fundiert werden. Somit tragen die Ergebnisse
zum Diskurs bezüglich der theoretischen Annahmen zur Struktur von Systemkompetenz
und den ihr zugrunde liegenden Fähigkeiten bei. Nicht zuletzt ist es mit der vorliegenden
Studie gelungen, einen empirischen Beitrag zur Klärung des von Bollmann-Zuberbühler und
Kunz (2008, S. 52) benannten Forschungsdesiderates zu der Frage zu leisten, wie sich Sys-
temverständnis bei SuS im Schulunterricht fördern lässt. Der kombinierte Einsatz analoger
und digitaler Modelle zur Erarbeitung des Themas Bodenerosion führt, verglichen mit dem
alleinigen Einsatz digitaler Modelle, bei gleichem Zeitaufwand zu einer signifikant besseren
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TESTBEWERTUNGSMATRIX - Bewertungsraster Systemkompetenztest 
 
Bewertungsraster Aufgabenteil A (max. 28 P.) 
 
A1 (max. 7 Punkte, 1 Punkt je richtige Antwort) 
1. Trifft zu 
2. Trifft nicht zu 
3. Trifft zu 
4. Trifft nicht zu 
5. Trifft nicht zu 
6. Trifft zu 
7. Trifft zu 
 
A2 (max. 7 Punkte, 1 Punkt je richtige Antwort) 
1. Trifft nicht zu 
2. Trifft zu 
3. Trifft nicht zu 
4. Trifft zu 
5. Trifft nicht zu 
6. Trifft zu 
7. Trifft nicht zu 
 








A4 (8 P.) 
[Fällt weg, Item nicht inhaltsvalide!] 
 
Bewertungsraster Aufgabenteil B (max. 28 Punkte) 
 






+ / (-) 
Ertrag / (- Ertragsrisiko)  
 
B2 (max. 7 Punkte, 1 Punkt je richtige Antwort) 
1. Trifft nicht zu 
2. Trifft zu 
3. Trifft nicht zu 
4. Trifft nicht zu 
5. Trifft zu 
6. Trifft zu 








B3 (6 Punkte bei richtiger Antwort) 
Diagramm D 
 




Bewertungsraster Aufgabenteil C (max. 28 Punkte) 
 
C1 (max. 6 Punkte insgesamt, maximal eine Wertung pro Kontext): 
 
Antwortbeispiele 
Kontext Erosion (2 P.) Kontext Langzeitfolgen (4 P.) 
Je weniger Vegetationsbedeckung vorhanden ist, 
desto mehr nimmt die Bodenerosion zu. 
Ist der Bestand bis zu einem bestimmten Grad 
geschädigt, ist es auf lange Sicht nicht mehr 
möglich, diesen wieder aufzuforsten. 
Je höher/stärker die Bodenerosion, desto 
schwieriger die Wiederaufforstung/Anpflanzung 
von Vegetation. 
Der Boden kann sich irgendwann nicht mehr 
erholen und die Vegetation kann nicht mehr 
wachsen. 
Abholzung und Rodung führen zu erschwerten 
Bedingungen für den Boden (keine Vegetation 
mehr). 
Das Land verändert sich, es fällt wüst/es wird zu 
Ödland. 
Kontext Schutzstrategien (2 P). Es kann keine Nutzung des Lands mehr erfolgen. 
Es muss rechtzeitig eine Wiederaufforstung 
erfolgen. 
Regeneration kann nicht mehr erfolgen. 
Der Mediterranraum muss neu genutzt werden. Ggf. weiterer Kontext (2 P). 
Es sind hohe Schutzmaßnahmen nötig. … 
 
 
C2 (maximal 8 Punkte insgesamt, maximal drei Wertungen pro Kontext): 
 
Antwortbeispiele 
Kontext Vergangenheit (2 P.) Kontext Zukunft (2 P.) 
In der Vergangenheit geringe(re) 
Bodenerosion(sgefahr). 
In der Zukunft höhere/hohe 
Bodenerosion(sgefahr). 
Viel Niederschlag und Anstieg von Temperaturen 
im Frühjahr/in den Monaten März, April, Mai, 
führt zu gutem Wachstum (Wachstumsmonate), 
somit kommt es zu einem hohen 
Bedeckungsgrad (Bodenschutz). 
Der Bedeckungsgrad (Bodenschutz) ist durch die 
geringen Niederschläge geringer (als in der 
Vergangenheit). 
Gutes Wachstum in den Sommermonaten/den 
Monaten Juli, August, September (durch hohe 
Temperaturen und ausreichend Niederschlag)  
Höhere Niederschläge in den Wintermonaten 
mit einhergehender Erosionsgefahr für den 
brachliegenden/unbedeckten Boden 
Gutes Wachstum führt zu einem hohen 
Bedeckungsgrad/Bodenschutz. 
Weniger Niederschläge (und höhere 
Temperaturen) in den Wachstumsmonaten, 
dadurch ein gehemmtes Wachstum (Juli, August, 
September), weniger Bodenschutz. 
… … 
 








Kontext Erosionsschutzmaßnahme (1 P.) Kontext Nachteil (exemplarisch) (1 P.) 
Quer zur Hangneigung 
pflügen/Parallelpflug/Auflockerung 
Zeitintensiv, da oft gepflügt werden muss; 
kostspielig; Auflockerung kann ggf. 
Erosionsprozess verstärken; … 
Winterfrucht anbauen Kosten- und Zeitaufwand; … 
Fruchtfolge mit Flächenfruchtanteil Kosten; andere/neue 
Anforderungen/Bedürfnisse; Absatzmarkt?; … 
Mulchsaat Begünstigt einige Flächenkrankheiten/ 
Pilze/Schädlinge; … 
Nicht Pflügen Unkrautausbreitung;  
Bodenbedeckung (bzw. mehr Vegetation) Wasser- und Nährstoffkonkurrenz; Aufwand und 
Kosten; … 
Planenbedeckung Umweltverträglichkeit?; Wasser muss zugeführt 
werden; … 
Auflagen (Stroh/Mulch/Geotex) Kostenfaktor; Arbeitsaufwand beim Ausbringen  
Bewässern/Gießen Extremer Wasserverbrauch, Kosten; zeitl. 
Aufwand; ggf. technischer Aufwand; … 
Anbau von Sorten, die eine höhere Bedeckung 
erreichen 
Absatzmarkt?; Konkurrenzgefahr, Kosten; … 
Besteinung Behindert Wassereintritt u. Pflügen u. 
Pflanzenwachstum; … 
Neuen Standort wählen oft nicht gegeben/möglich; kostspielig; 
Existenzaufgabe; … 




C4 (max. 4 Punkte, 0,5 Punkte je richtige Antwort): 
 
1. trifft zu 
2. trifft nicht zu 
3. trifft zu 
4. trifft zu 
5. trifft zu 
6. trifft nicht zu 
7. trifft nicht zu 
8. trifft zu 
 
 
Bewertungsraster Aufgabenteil D (max. 28 Punkte) 
 
D1 (max. 10 Punkte, 1 Punkt je richtiger Antwort): 
 
1. trifft nicht zu 
2. trifft nicht zu 
3. trifft zu 
4. trifft zu 
5. trifft nicht zu 
6. trifft zu 
7. trifft nicht zu 






9. trifft nicht zu 
10. trifft nicht zu 
 
 
D2 (maximal 8 Punkte, maximal eine Wertung pro Kontext): 
 
Antwortbeispiele 
Kontext Modellzweck nicht erreichbar (2 P.) Kontext Modellerweiterung nötig (6 P.) 
Das Vorhaben ist nicht möglich bei dem 
vorgeschlagenen Modell, das nur 
Niederschlagsstärke und Hangneigung 
berücksichtigt. 
Die Bearbeitungsmethode oder Anbaufrucht 
muss im Modell variiert werden können, wenn 
Prognosen zu den Auswirkungen 
unterschiedlicher Bewirtschaftung getroffen 
werden sollen. 
Es fehlen andere Faktoren, die zu 
berücksichtigen sind. 
 
Es fehlen Einflussfaktoren wie Bepflanzung/ 
Bearbeitung/ Fauna/ Bodenart/ Klima /… . 
Niederschlagsstärke“ und „Hangneigung“ sind 
sehr wichtig, diese Faktoren reichen jedoch nicht 
aus für das Vorhaben. 
Unterschiedliche Ackerfrüchte bzw. 
Pflugtechniken müssten realisierbar 
sein/untersucht werden im Modell. 
 
Das Modell ist für eine Prognose nicht 
ausreichend. 
Unterschiedliche Bewirtschaftung/Bearbeitung 




D3 (max. 10 Punkte insgesamt, max. 3 Wertungen pro Kontext): 
 
Antwortbeispiele 
Kontext Realitätscheck (2,5 P.) Kontext Messgenauigkeit (2,5 P.) 
Standortabhängig wird im Modell nicht 
ausreichend berücksichtigt. 
PC-Modell liegen Durchschnittswerte zugrunde, 
die die spezielle Situation nicht exakt abbilden. 
Der Maßstab des Erosionsmodells ist zu klein und 
verzerrt die realen Prozesse. 
Im haptischen Modell wird die Erosionsmenge 
nur qualitativ geschätzt; bzw. verglichen 
Es können in der Realität auch weitere Faktoren 




Reale Einflussfaktoren wie Sonne, Wind oder 
Bodenfauna sind ausgeblendet 
Computersimulation gibt Exaktheit vor, die sie 
aufgrund der einfließenden Durchschnittswerte 
nicht halten kann. 
Die Tiefe des Bodens kann nicht dargestellt 
werden, da die Modellbox eine künstliche Grenze 
setzt. 
Computersimulation als „black box“ / 
Modellgleichungen dem Anwender nicht 
bekannt. 
Es wird keine natürliche Bodenschichtung im 
Modell beachtet. 
… 
Modell entspricht nicht Realität/Realität wird nur 
bedingt (vereinfacht) abgebildet. 
 







KODIERSCHLÜSSEL - Codebook Dissdatensatz 
 
ID_lfd: fortlaufende ID 
Klasse: Stufe 10, 11, 12 (zum Zeitpunkt der Intervention) 
Schule: IGH (1), Leon-Rot (2), MBG (3), LDVG (4), LGOE (5) 
ID_int: interne laufende ID zur Ordner-Zuordnung  
Code: persönlicher Code aus Vornamenbeginn der Eltern und eigenem Geburtsmonat/Jahr 
Geschl: Geschlecht m (1) männlich, w (2) weiblich 
Missing values: 99 
KE_1 bis KE_10: Konkrete Erfahrung  
RB_1 bis RB_10: Reflektiertes Beobachten 
AB_1 bis AB_10: Abstrakte Begriffsbildung  
AE_1 bis AE_10: Aktives Experimentieren 
Anm.: vgl. Lernstildiagnose Haller/Nowack 
Wertebereich für KE, RB, AB, AE:  
1 = ich stimme dieser Aussage nicht zu 
2 = ich stimme dieser Aussage kaum zu 
3 = ich stimme dieser Aussage ziemlich zu 
4 = ich stimme dieser Aussage voll zu 
Anm.:  
AE minus RB gleich Aktivitätsskala (AEmRB),  
AB minus KE gleich Abstraktitätsskala (ABmKE) 
Errechnete Variable Lernstil:  
1=Konvergierer (Aktivitäts- und Abstraktitätsskala positiv) 
2=Akkomodierer (Aktivitätsskala positiv und Abstraktitätsskala negativ) 
3=Divergierer (Aktivitäts- und Abstraktitätsskala negativ) 
4=Assimilierer (Aktivitätsskala negativ und Abstraktitätsskala positiv) 
5=Mischtypen (Aktivitäts- oder Abstraktitätsskala gleich 0) 
 
Wertebereich für die folgenden pr…-Items:  
1 = ich stimme dieser Aussage nicht zu 




3 = ich stimme dieser Aussage ziemlich zu 
4 = ich stimme dieser Aussage voll zu 
Anm. randlich orientiert an FAM Eingangsmotivation 
prERF_CS: vorhandene Vorerfahrung mit Computersimulationen 
prERF_MO: vorhandene Vorerfahrung mit haptischen Modellen 
prERF_WD: vorhandene Vorerfahrung mit Wirkdiagrammen 
prERF_BE: vorhandene Vorerfahrung mit dem Thema Bodenerosion 
prERF_KW: vorhandene Vorerfahrung mit dem Thema Klimawandel 
prMIS_CS: vorhandene Misserfolgsbefürchtung (Angst Fehler zu machen) mit Computersimulationen 
prMIS_MO: vorhandene Misserfolgsbefürchtung (Angst Fehler zu machen) mit haptischen Modellen 
prMIS_WD: vorhandene Misserfolgsbefürchtung (Angst Fehler zu machen) mit Wirkdiagrammen 
prINT_CS: vorhandenes Vorinteresse an Computersimulationen 
prINT_MO: vorhandenes Vorinteresse an haptischen Modellen 
prINT_WD: vorhandene Vorinteresse an Wirkdiagrammen 
prINT_BE: vorhandenes Vorinteresse an dem Thema Bodenerosion 
prINT_KW: vorhandenes Vorinteresse an dem Thema Klimawandel 
prNUT_CS: vorhandenes Nützlichkeitsempfinden von Computersimulationen 
prNUT_MO: vorhandenes Nützlichkeitsempfinden von haptischen Modellen 
prNUT_WD: vorhandene Nützlichkeitsempfinden von Wirkdiagrammen 
prNUT_BE: vorhandenes Nützlichkeitsempfinden des Themas Bodenerosion 
prNUT_KW: vorhandenes Nützlichkeitsempfinden das Themas Klimawandel 
errechnete Variablen: 
prINT: vorhandenes Vorinteresse an Modellen und Computersimulationen 
prERF: vorhandene Erfahrung mit Modellen und Computersimulationen 
prMIS: vorhandene Misserfolgsbefürchtung mit Modellen und Computersimulationen 
prNUT: vorhandenes Nützlichkeitsempfinden von Modellen und Computersimulationen 
IntVerg_prae: 1 „wenig“ kleinergleich 2,5; 2 „viel“ größer 2,5; (bezogen auf prINT) 
 
N_Ma: Vornote Mathe 
N_De: Vornote Deutsch 
N_Geo: Vornote Geographie 
C.2 Kodierschlüssel
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A1_pr bis D3_pr: Systemkompetenztest Prätest, A bis D = Dimensionen, Punkte siehe 

















Gruppe: „Interventionsgruppe“ 1 = Erosionmodell, 2 = Computersimulatio, 3 = Kombination 
Wertebereich für die folgenden WD- und MS-Items (Posttest):  
1 = ich stimme dieser Aussage nicht zu 
2 = ich stimme dieser Aussage kaum zu 
3 = ich stimme dieser Aussage ziemlich zu 
4 = ich stimme dieser Aussage voll zu 
Anm.: diese Items siehe KIM (Kurzskala Intrinsischer Motivation, vgl. Wilde et al. 2009, ZfDN) 
WD_K1 bis WD_K3: Wirkdiagramme – wahrgenommene Kompetenz 
WD_W1 bis WD_W3: Wirkdiagramme – wahrgenommene Wahlfreiheit 
WD_D1 bis WD_D3: Wirkdiagramme – Druck/Anspannung 
WD_V1 bis VD_V2: Wirkdiagramme – Vergnügen/Interesse 
MS_K1 bis MS_K3: Modell bzw. Simulation – wahrgenommene Kompetenz 
MS_W1 bis MS_W3: Modell bzw. Simulation – wahrgenommene Wahlfreiheit 
MS_D1 bis MS_D3: Modell bzw. Simulation – Druck/Anspannung 
Anhang C. Auswertung
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MS_V1 bis MS_V3: Modell bzw. Simulation – Vergnügen/Interesse 
Errechnete Variablen: 
MS_K (aus MS_K1 bis MS_K3): Modell bzw. Simulation – wahrgenommene Kompetenz 
MS_W (aus MS_W1 bis MS_W3): Modell bzw. Simulation – wahrgenommene Wahlfreiheit 
MS_D (aus MS_D1 bis MS_D3): Modell bzw. Simulation – Druck/Anspannung 
MS_V (aus MS_V1 bis MS_V3): Modell bzw. Simulation – Vergnügen/Interesse 
IntVerg_post: 1 „wenig“ kleinergleich 2,5; 2 „viel“ größer 2,5; (bezogen auf MS_V) 
 
WD_Zeitdruck/ WD_Ze: Für das Erstellen/Überarbeiten des Wirkdiagramms hätte ich mehr Zeit 
benötigt. 
WD_Verstaendnis/ WD_Ve: Durch das Erstellen/Überarbeiten des Wirkdiagramms habe ich das 
Thema besser verstanden. 
WD_schw_Elemente/ WD_sE:  Beim Erstellen/Überarbeiten des Wirkdiagramms hatte ich 
Schwierigkeiten Begriffe (Elemente) zu finden. 
WD_schw_Pfeile/ WD_sP: Beim Erstellen/Überarbeiten des Wirkdiagramms hatte ich 
Schwierigkeiten, Beziehungen zwischen den Elementen (Verbindungspfeile) einzuzeichnen. 
WD_schw_Benennung/ WD_sB: Beim Erstellen/Überarbeiten des Wirkdiagramms hatte ich 
Schwierigkeiten, die Richtung der Zusammenhänge (Beschriftung der Pfeile mit +/-) zu benennen. 
MS_Zeitdtruck/ MS_Ze: Für das Modellieren/Simulieren hätte ich mehr Zeit benötigt. 
MS_Verstaendnis/ MS_Ve: Durch das Modellieren/Simulieren habe ich das Thema besser 
verstanden. 
MS_schw_Bedienung/ MS_sB: Ich hatte Schwierigkeiten damit, das Modell/die Simulation zu 
bedienen. 
MS_schw_Problemloesung/ MS_sP: Ich hatte Schwierigkeiten damit, das Modell/die Simulation für 
die Lösung der Fragestellungen einzusetzen. 
MS_schw_Realitaetsbezug/ MS_sR: Ich hatte Schwierigkeiten damit, das Modell/die Simulation mit 
der Realität zu vergleichen. 
A1_po bis D3_po: Systemkompetenztest Posttest, A bis D = Dimensionen, Punkte siehe 






















1 11 IGH 101 m
2 11 IGH 102 w
3 11 IGH 103 m
4 11 IGH 104 w
5 11 IGH 105 w
6 11 IGH 106 m
7 11 IGH 107 m
8 11 IGH 108 w
9 11 IGH 109 w
10 11 IGH 110 m
11 10 Leon-Rot 201 w
12 10 Leon-Rot 202 m
13 10 Leon-Rot 203 w
14 10 Leon-Rot 204 w
15 10 Leon-Rot 205 m
16 10 Leon-Rot 207 w
17 10 Leon-Rot 208 w
18 10 Leon-Rot 209 w
19 10 Leon-Rot 210 w
20 10 Leon-Rot 212 w
21 10 Leon-Rot 214 w
22 10 Leon-Rot 215 w
23 10 Leon-Rot 217 m
24 10 Leon-Rot 301 m
25 10 Leon-Rot 302 m
26 10 Leon-Rot 303 m
27 10 Leon-Rot 304 m
28 10 Leon-Rot 305 m
29 10 Leon-Rot 306 m
30 10 Leon-Rot 307 m
31 10 Leon-Rot 308 w
32 10 Leon-Rot 309 w
33 10 Leon-Rot 310 w
34 10 Leon-Rot 311 m
35 10 Leon-Rot 312 w
36 10 Leon-Rot 313 w
37 10 Leon-Rot 314 m
38 10 Leon-Rot 315 m
39 10 Leon-Rot 316 m
40 10 Leon-Rot 317 m
41 10 Leon-Rot 318 w
42 10 Leon-Rot 319 w
43 10 Leon-Rot 320 w
44 10 Leon-Rot 321 w
45 10 Leon-Rot 322 w
46 10 Leon-Rot 401 m
47 10 Leon-Rot 402 m















48 10 Leon-Rot 403 m
49 10 Leon-Rot 404 m
50 10 Leon-Rot 405 m
51 10 Leon-Rot 406 m
52 10 Leon-Rot 407 m
53 10 Leon-Rot 408 w
54 10 Leon-Rot 409 m
55 10 Leon-Rot 410 m
56 10 Leon-Rot 411 w
57 10 Leon-Rot 412 w
58 10 Leon-Rot 413 w
59 10 Leon-Rot 414 w
60 10 Leon-Rot 415 w
61 10 Leon-Rot 416 w
62 10 Leon-Rot 417 m
63 10 Leon-Rot 418 m
64 10 MBG 501 m
65 10 MBG 502 m
66 10 MBG 503 m
67 10 MBG 504 m
68 10 MBG 505 w
69 10 MBG 506 m
70 10 MBG 507 m
71 10 MBG 508 m
72 10 MBG 509 m
73 10 MBG 510 m
74 10 MBG 511 w
75 10 MBG 512 w
76 10 MBG 513 m
77 10 MBG 514 m
78 10 MBG 515 w
79 10 MBG 516 w
80 10 MBG 517 w
81 10 MBG 518 m
82 10 MBG 520 m
83 10 MBG 521 w
84 12 Leon-Rot 701 w
85 12 Leon-Rot 702 w
86 12 Leon-Rot 703 w
87 12 Leon-Rot 704 w
88 12 Leon-Rot 705 m
89 12 Leon-Rot 706 m
90 12 Leon-Rot 707 m
91 12 Leon-Rot 708 m
92 12 Leon-Rot 709 m
93 12 Leon-Rot 710 w
94 12 Leon-Rot 711 w
95 12 Leon-Rot 712 m
96 12 Leon-Rot 713 m
97 12 Leon-Rot 714 w
98 12 IGH 801 m
99 12 IGH 802 m















100 12 IGH 803 m
101 12 IGH 804 m
102 12 IGH 805 w
103 12 IGH 806 m
104 12 IGH 807 w
105 12 IGH 808 m
106 12 IGH 809 m
107 12 IGH 810 m
108 12 IGH 811 w
109 12 Leon-Rot 901 w
110 12 Leon-Rot 902 w
111 12 Leon-Rot 903 w
112 12 Leon-Rot 904 w
113 12 Leon-Rot 905 m
114 12 Leon-Rot 906 w
115 12 Leon-Rot 907 m
116 12 Leon-Rot 908 w
117 12 Leon-Rot 909 m
118 12 Leon-Rot 910 w
119 12 Leon-Rot 911 m
120 12 Leon-Rot 912 w
121 12 Leon-Rot 913 w
122 11 LDVG 1001 m
123 11 LDVG 1002 m
124 11 LDVG 1003 w
125 11 LDVG 1004 m
126 11 LDVG 1005 m
127 11 LDVG 1006 m
128 11 LDVG 1007 w
129 11 LDVG 1008 w
130 11 LDVG 1009 m
131 11 LDVG 1010 m
132 11 LDVG 1011 m
133 11 LDVG 1012 m
134 11 LDVG 1013 w
135 10 MBG 1101 w
136 10 MBG 1102 w
137 10 MBG 1103 w
138 10 MBG 1104 w
139 10 MBG 1105 w
140 10 MBG 1106 w
141 10 MBG 1107 w
142 10 MBG 1108 w
143 10 MBG 1109 m
144 10 MBG 1110 m
145 10 MBG 1111 m
146 10 MBG 1112 w
147 10 MBG 1113 m
148 10 MBG 1114 w
149 10 MBG 1115 m
150 10 MBG 1116 w
151 10 MBG 1117 w















152 10 MBG 1118 w
153 12 Leon-Rot 1201 m
154 12 Leon-Rot 1202 m
155 12 Leon-Rot 1203 m
156 12 Leon-Rot 1204 w
157 12 Leon-Rot 1205 w
158 12 Leon-Rot 1206 w
159 12 Leon-Rot 1207 w
160 12 Leon-Rot 1208 w
161 12 Leon-Rot 1209 m
162 12 Leon-Rot 1210 m
163 12 Leon-Rot 1211 m
164 12 Leon-Rot 1212 m
165 12 Leon-Rot 1213 w
166 12 Leon-Rot 1214 w
167 12 Leon-Rot 1215 w
168 12 Leon-Rot 1216 w
169 10 LGOE 1301 m
170 10 LGOE 1302 w
171 10 LGOE 1303 m
172 10 LGOE 1304 m
173 10 LGOE 1305 m
174 10 LGOE 1306 w
175 10 LGOE 1307 m
176 10 LGOE 1308 w
177 10 LGOE 1309 w
178 10 LGOE 1310 m
179 10 LGOE 1311 m
180 10 LGOE 1312 w
181 10 LGOE 1313 m
182 10 LGOE 1314 m
183 10 LGOE 1315 w
184 10 LGOE 1316 m
185 10 LGOE 1317 w
186 10 LGOE 1318 m
187 10 LGOE 1319 m
188 10 LGOE 1320 w
189 10 LGOE 1321 w
190 10 LGOE 1322 w
191 10 LGOE 1323 w
192 11 LGOE 1401 w
193 11 LGOE 1402 w
194 11 LGOE 1403 w
195 11 LGOE 1404 w
196 11 LGOE 1405 m
197 11 LGOE 1406 m
198 11 LGOE 1407 m
199 11 LGOE 1408 w
200 11 LGOE 1409 w
201 11 LGOE 1410 m
202 11 LGOE 1412 w







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































C.4 Datenanalyse mit R (Auszüge des Skripts)
Zur Auswertung der Daten wird das Softwaresystem R (R Core Team 2018) eingesetzt. Die benutzten
Pakete sind in Tabelle C.8 aufgelistet. Wenn auf konkrete mit R Paketen erzeugte Ergebnisse in der
Studie eingegangen wird, erfolgt ein Verweis im betreffenden Text.
Tabelle C.8: R Systemkonfiguration und Paketversionen
Pakete Autor Version
R core R Core Team (2018) 3.5.1
psych Revelle (2018) 1.8.4
QuantPsyc Fletcher (2012) 1.5
Hmisc Harrell Jr u. a. (2018) 4.1-1
polycor Fox (2016) 0.7-9
vcd Meyer u. a. (2017) 1.4-4
stats R Core Team (2018) 3.6.0
gplots Warnes u. a. (2016) 3.0.1
car Fox und Weisberg (2011) 3.0-0
pwr Champely (2018) 1.2-2
nortest Gross und Ligges (2015) 1.0-4
MBESS Kelley (2018) 4.4.3
GPArotation Bernaards und Jennrich (2005) 2014.11-1
lavaan Rosseel (2012) 0.6-1
irr Gamer u. a. (2012) 0.84
lpSolve Berkelaar u. a. (2015) 5.6.13
phia De Rosario-Martinez (2015) 0.2-1
ez Lawrence (2016) 4.4-0
lsmeans Lenth (2016) 2.27-62
effects Fox und Hong (2009) 4.0-2
semPlot Epskamp und Stuber (2017) 1.1
corrplot Wei und Simko (2017) 0.84
PerformanceAnalytics Peterson und Carl (2018) 1.5.2
C.4.1 Funktion zur standardisierten Bereitstellung der Daten
1 # Funktion zum standardisierten Einlesen der auszuwertenden Daten
2
3 returnDissData <- function (path="./"){
4 s="/"
5 if (substr(path,nchar(path),nchar(path)) == "/") s=""
6 p <- c(paste(path, "Dissdatensatz.csv",sep=s))
7 sk <- read.table(p, header = T, sep = ";", na = "99", dec = ",")
8 sk$KE <- rowMeans(sk[c("KE_1", "KE_2", "KE_3", "KE_4", "KE_5", "KE_6",
9 "KE_7", "KE_8", "KE_9", "KE_10")], na.rm=T)
10 sk$RB <- rowMeans(sk[c("RB_1", "RB_2", "RB_3", "RB_4", "RB_5", "RB_6",
11 "RB_7", "RB_8", "RB_9", "RB_10")], na.rm=T)
12 sk$AB <- rowMeans(sk[c("AB_1", "AB_2", "AB_3", "AB_4", "AB_5", "AB_6",
13 "AB_7", "AB_8", "AB_9", "AB_10")], na.rm=T)
14 sk$AE <- rowMeans(sk[c("AE_1", "AE_2", "AE_3", "AE_4", "AE_5", "AE_6",
15 "AE_7", "AE_8", "AE_9", "AE_10")], na.rm=T)
16 sk$AEmRB <- sk$AE - sk$RB
17 sk$ABmKE <- sk$AB - sk$KE
18 sk$Lernstil[1:length(sk$AEmRB)] <- "NaN"
314
C.4 Datenanalyse mit R (Auszüge des Skripts)
19 sk$Lernstil[which(sk$AEmRB > 0 & sk$ABmKE > 0)] <- 1
20 sk$Lernstil[which(sk$AEmRB > 0 & sk$ABmKE < 0)] <- 2
21 sk$Lernstil[which(sk$AEmRB < 0 & sk$ABmKE < 0)] <- 3
22 sk$Lernstil[which(sk$AEmRB < 0 & sk$ABmKE > 0)] <- 4
23 sk$Lernstil[which(sk$AEmRB == 0 | sk$ABmKE == 0)] <- 5
24 sk$Lernstil.f <- factor(sk$Lernstil, levels = c(1,2,3,4,5),
25 labels = c("Konvergierer", "Akkomodierer", "Divergierer",
26 "Assimilierer", "Mischstil"))
27 sk$prINT <- rowMeans(sk[c("prINT_CS", "prINT_MO")], na.rm=T)
28 sk$prMIS <- rowMeans(sk[c("prMIS_CS", "prMIS_MO")], na.rm=T)
29 sk$prNUT <- rowMeans(sk[c("prNUT_CS", "prNUT_MO")], na.rm=T)
30 sk$prERF <- rowMeans(sk[c("prERF_CS", "prERF_MO")], na.rm=T)
31 sk$MS_K <- rowMeans(sk[c("MS_K1", "MS_K2", "MS_K3")], na.rm=T)
32 sk$MS_W <- rowMeans(sk[c("MS_W1", "MS_W2", "MS_W3")], na.rm=T)
33 sk$MS_D <- rowMeans(sk[c("MS_D1", "MS_D2", "MS_D3")], na.rm=T)
34 sk$MS_V <- rowMeans(sk[c("MS_V1", "MS_V2", "MS_V3")], na.rm=T)
35 sk$IntVerg_prae[1:length(sk$prINT)] <- -1
36 sk$IntVerg_prae[which(sk$prINT <= 2.5)] <- 1
37 sk$IntVerg_prae[which(sk$prINT > 2.5)] <- 2
38 sk$IntVerg_prae.f <- factor(sk$IntVerg_prae, levels = c(1,2),
39 labels = c("wenig", "viel"))
40 sk$IntVerg_post[1:length(sk$MS_V)] <- -1
41 #sk$IntVerg_post[which(sk$MS_V == "NaN")] <- -1
42 sk$IntVerg_post[which(sk$MS_V <= 2.5)] <- 1
43 sk$IntVerg_post[which(sk$MS_V > 2.5)] <- 2
44 sk$IntVerg_post.f <- factor(sk$IntVerg_post, levels = c(1,2),
45 labels = c("wenig", "viel"))
46 sk$A_pr <- rowSums(sk[c("A1_pr", "A2_pr")])
47 sk$A_po <- rowSums(sk[c("A1_po", "A2_po")])
48 sk$B_pr <- rowSums(sk[c("A3_pr", "B1_pr", "B2_pr", "B3_pr", "B4_pr")])
49 sk$B_po <- rowSums(sk[c("A3_po", "B1_po", "B2_po", "B3_po", "B4_po")])
50 sk$C_pr <- rowSums(sk[c("C1_pr", "C2_pr", "C3_pr")])
51 sk$C_po <- rowSums(sk[c("C1_po", "C2_po", "C3_po")])
52 sk$D_pr <- rowSums(sk[c("C4_pr", "D1_pr", "D2_pr", "D3_pr")])
53 sk$D_po <- rowSums(sk[c("C4_po", "D1_po", "D2_po", "D3_po")])
54 sk$A_pr.s <- 2.4285714 * (sk$A_pr)
55 sk$A_po.s <- 2.4285714 * (sk$A_po)
56 sk$B_pr.s <- 1 * (sk$B_pr)
57 sk$B_po.s <- 1 * (sk$B_po)
58 sk$C_pr.s <- 1.4166667 * (sk$C_pr)
59 sk$C_po.s <- 1.4166667 * (sk$C_po)
60 sk$D_pr.s <- 1.0625 * (sk$D_pr)
61 sk$D_po.s <- 1.0625 * (sk$D_po)
62 sk$ABCD_pr.s <- rowSums(sk[c("A_pr.s", "B_pr.s","C_pr.s", "D_pr.s")])
63 sk$ABCD_po.s <- rowSums(sk[c("A_po.s", "B_po.s","C_po.s", "D_po.s")])
64 sk$diffABCD <- sk$ABCD_po.s - sk$ABCD_pr.s
65 sk$diffA <- sk$A_po.s-sk$A_pr.s
66 sk$diffB <- sk$B_po.s-sk$B_pr.s
67 sk$diffC <- sk$C_po.s-sk$C_pr.s
68 sk$diffD <- sk$D_po.s-sk$D_pr.s
69 sk$Gruppe.f <- factor(sk$Gruppe, levels = c(1,2,3),
315
Anhang C. Auswertung
70 labels = c("M", "S", "K"))
71 sk$Klasse.f <- factor(sk$Klasse, levels = c(10,11,12),
72 labels = c("10", "11", "12"))
73 sk$A.1 <- 1 * (sk$A_pr.s)
74 sk$A.2 <- 1 * (sk$A_po.s)
75 sk$B.1 <- 1 * (sk$B_pr.s)
76 sk$B.2 <- 1 * (sk$B_po.s)
77 sk$C.1 <- 1 * (sk$C_pr.s)
78 sk$C.2 <- 1 * (sk$C_po.s)
79 sk$D.1 <- 1 * (sk$D_pr.s)
80 sk$D.2 <- 1 * (sk$D_po.s)
81 sk$G.1 <- 1 * (sk$ABCD_pr.s)








4 sk <- returnDissData()
5 sem9.txt <- 'A=~ A1_pr + A2_pr
6 B=~ A3_pr + B1_pr + B2_pr + B3_pr + B4_pr
7 C=~ C1_pr + C2_pr + C3_pr
8 D=~ C4_pr + D1_pr + D2_pr + D3_pr
9 sys=~ A + B + C + D'
10 sem9.fit <- sem(sem9.txt, data=sk)
11 summary(sem9.fit, fit.measures=TRUE, standardized=TRUE, rsq=TRUE)
12 semPaths(sem9.fit, whatLabels = "est", layout="spring", layoutSplit = F,
13 rotation = 2, edge.label.position=0.45)





5 sk <- returnDissData()
6
7 attach(sk)
8 error.bars.by(data.frame(G.1, G.2), Gruppe.f, within = T, lty=c(1,2,3),
9 eyes = F, ylim = c(50, 100))
10 error.bars.by(data.frame(G.1, G.2), Gruppe.f, within = T, lty=c(1,2,3),
11 eyes = F, ylim = c(50, 100),legend("topleft",




C.4 Datenanalyse mit R (Auszüge des Skripts)
15 auswahl.anova <- sk[c("A.1", "A.2", "B.1", "B.2", "C.1", "C.2", "D.1",
16 "D.2", "G.1", "G.2", "ID_lfd", "Schule", "Geschl",
17 "Lernstil.f", "IntVerg_prae.f", "IntVerg_post.f",
18 "Gruppe.f", "Klasse.f")
19 ]
20 auswahlanova.red <- na.omit(auswahl.anova)
21 anova.long <- reshape(auswahlanova.red, idvar="ID_lfd",
22 varying = c("A.1", "A.2", "B.1", "B.2", "C.1", "C.2",
23 "D.1", "D.2", "G.1", "G.2"),
24 timevar = "zeitpunkt", direction = "long")
25 anova.long$ID_lfd.f <-factor(anova.long$ID_lfd)
26 anova.long$zeitpunkt.f <- factor (anova.long$zeitpunkt,
27 levels = c(1,2), labels = c("1", "2"))
28
29 anova.mixed <- ezANOVA(anova.long, dv = G, wid =ID_lfd.f,




34 group_plot = ezPlot(
35 data = data.frame(G, Gruppe.f, ID_lfd.f, zeitpunkt.f)
36 , dv = G
37 , wid = ID_lfd.f
38 , within = zeitpunkt.f
39 , between = Gruppe.f
40 , x = Gruppe.f
41 , do_lines = F
42 , do_bars = F
43 , x_lab = 'Gruppe'
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