The main contribution of this paper is to show how visual representations of information can be based on ontological class@cations of that information. We first discuss the central r6le of ontologies on the Semantic Web. We subsequently outline our general approach to the construction of ontology-based visualisations of data. This is followed by a set of examples of ontology-based visualisations which all differ in interesting respects. The paper concludes with a brief discussion of related work.
Introduction

The Context
We are on the brink of a new generation of World Wide Web (WWW) which, in his recent book Weaving the Web, Tim Bemers-Lee calls the Semantic Web [I] . Unlike the existing WWW, where data is primarily intended for human consumption, the Semantic Web will provide data that is also machine processable. This will enable a wide range of intelligent services such as information brokers, search agents, information filters etc., a process that Bemers-Lee describes as "Bringing the Web to its full potential". The importance of research in this area is indicated by the recently announced DAML initiative' in the USA, under whose aegis projects aimed at developing the Semantic Web will receive DAWA funding totalling $70 million [6] . In Europe, the newly launched Semantic Web activity of the I ~I I~~: / / W W W . J P I I~I . O~~ AIdministrator Nederland BV, Amersfoort, http://www.aidministrator.nl European Union's IST programme illustrates the same importance'. Finally, the World Wide Web consortium has recently announced its Semantic Web activity to oversee and coordinate the development of standard technologies in this area3.
Ontologies
The development of ontologies is seen as central in all of these efforts (they are mentioned as key technologies in all of the aforementioned Web-pages). Ontologies are metadata, providing a controlled vocabulary of terms, each with an explicitly defined and machine processable semantics. By defining shared and common domain theories, ontologies help both people and machines to communicate more effectively. They will therefore have a crucial r61e in enabling content-based access, interoperability and communication across the Web. Examples of the use of ontologies to support content-based access and interoperability can already be seen in e.g., the American SHOE project' [SI, in which HTML is being extended with ontology based semantic markup codes, and the European IST-project OnTo-Knowledge' [4] , in which ontologies are being used to facilitate access to large intranets.
Ontologies on the Semantic Web will be crucial to the development of Web applications such as e-commerce, providing users with much more sophisticated searching and browsing capabilities as well as support from intelligent agents such as shopbots (shopping "robots" that access vendor Web sites, compare prices etc. For the purposes of this paper however, we will restrict ontologies to simple concept-hierachies: each ontology is a simple subclass-hierarchy, where subclasses can be incomplete and overlapping. Thus, the only guarantee is that all subclasses are a subset of their superclass. Taken together, the subclasses may not completely cover their superclass; also, the subclasses may overlap, i.e. there may be some instances that belong to more than one of the subclasses. In fact, it will turn out that much of the power of our visualisation techniques derives from the potential overlap of the subclasses.
Uses of ontology-based visualisation
In this paper, we illustrate how ontologies can be used as the basis for effectively visualising the contents of Web-resources for the purposes of navigating, searching, analysing and browsing such ri:sources. We will first give a general outline of our approach to visualisation. This will be followed by a sequence of examples of this approach applied to various kinds of Web resources. Each of these examples uses the visualisation technology to support a different task:
to do data analysis, either by organising a data-set under a single ontology, or by applying multiple ontologies to the same data-set (section 3), to do data comparison between related information resources by visualising them under the same ontology (section 4), and to do query-relaxation, i.e. to use ontologies to find near-hits to queries for which no exact answers exist (section 5).
Our approach
From information to visual representation
Ontologies can be used for many different purposes. The literature on Knowledge Representation contains research on the use of ontologies for data-interchange, for dataintegration, for data-querying, for data-verification, etc. In this paper, we are concerned with the use of ontologies for data-visualisation.
In general, visualisation of information can be seen as a two-step process, as depicted in figure 1. In a first step, the information is transformed into some intermediate semantic structure. This structure organises the raw information into a meaningful structure. In this step, a variety of operations are typically applied to obtain this structure: selecting, transforming, filtering, classifying, merging, etc. In a second step, this semantic structure is then used as the basis for a visual representation. The first step can be characterised as deciding what to visusalise, while the second step is concerned with how to visualise the result of the first step.
The figure depicts a very general process. Even processes such as constructing a lecture or designing a website are captured by this diagram. In each case, one would make different choices for the representation of the semantic structure and for the visual presentation. Obviously, the first choice limits the options for the second choice.
In the case of this paper, we apply this process to generating visualisations of Web resources. In that specific case, the raw data consists of traditional web-pages. These Webpages are classified into a predefined ontology which plays the role of the "semantic structure". The resulting classification of Web pages is the basis for generating the visual presentation.
We have written elsewhere on how we proceed to semiautomatically classify web-pages in different classes of a predefined ontology [9, 81, i .e. the first part of the above diagram. In this paper, we only discuss the second part of the diagram, namely which visual representations we generate from a dataset that is classified according to a given ontology.
Visualisation of ontological structures
Before we discuss the various visualisations in more detail, we briefly explain how to read the diagrams, and we will give a little background on how they have been generated (although the details of the algorithms are non-trivial, and beyond the scope of this paper). We use figure 2 as an example to illustrate our explanation.
Each text-label in the diagram corresponds to a class in the ontology (e.g. "secretarial"). Each circle corresponds to a data-element (an instance) that has been classified in one or more ontological classes. A line between an instance (i.e. a circle) and a class (i.e. a text-label) indicates that the instance is a member of the class; a line between two classes indicates that one is a subclass of the other (for instance the class of "secretarial" jobs is a subset of the most general class "vacancies").
Raw data
Semantic structure Visual presentation
Figure 1. General approach to generating visual presentations
Notice that an instance may belong to multiple classes, because we allow overlapping classes in our ontologies. The organisation of the diagram is computed fully automatically by a variant of a "spring-embedder"-algorithm (originally proposed in [3] ): On the one hand, all nodes (classes and instances) repel1 each other (and therefore try to fill the plane), while all edges (between two classes or between an instance and class) produce an attracting force (i.e. the edges work as "springs").
The central aim of the layout-algorithm is that objects which are "semantically close" in the ontology should also be graphically close in the diagram. To this end, we use the following simple but effective definition of semantic closeness9:
0 Two classes are semantically close when they share many instances;
0 Two instances are semantically close when they belong to the same classes.
For example, in figure 2 the classes "finance" and "commerce" share a number of instances, and are therefore semantically close.
The forces in the spring-embedder algorithm have been chosen such that the resulting layout of the objects captures their "semantic closeness". The layout-algorithm computes a stable configuration of the objects under these forces.
We discuss different examples of such visual representations in the next few sections.
One dataset, multiple ontologies
Jobs organised by economic sector
The first example of an ontology-based visualisation is shown in figure 2. This figure was generated from the contents of the web-site of a major Dutch job-agency. Each circle represents a job offering by the agency (represented as a web-page on the agency's web-site). The ontology classifies the different jobs by economic sector: agricultural, technical, financial, etc.
9We only give the intuitive definition, but this can of course be formalised. This formal definition is omitted from this paper This visualisation can be effectively used for dataanalysis. A few observations follow immediately from this visualisation.
First of all, it is immediately clear which classes in the ontology are larger than others: many jobs are available in the technical sector, while very few are available in sport, for example.
Secondly, and more importantly, the visualisation also makes it immediately clear which jobs are classified in multiple ontological classes (i.e. in multiple economic sectors). For example, there are quite a few jobs from the administrative sector which are also classified as either management, marketing or secretarial. Such multiple classifications make it immediately clear to users which jobs are or are not relevant to their interests.
Similarly, it is also directly clear which ontological classes (i.e. which economic sectors) do not overlap at all in the given dataset. Classes which have a large overlap will tend to be located closer together in the diagram. As a result, we can see immediately (and perhaps surprisingly), that the classes sport and recreation do not contain any joint elements. If they would have had joint elements, these classes would not have been placed at opposite ends of the diagram.
Finally, it is worth emphasising the compactness of this representation. Figure 3 shows the same dataset as figure 2 , but this time organised in a different ontology. The ontology of figure 3 is based on geographical region (in fact, it simply lists all 12 provinces of The Netherlands plus jobs abroad). The figure shows a radically different organisation of the same dataset, according to this different ontology. Again, it is clear that there are many more jobs on offer in some provinces than in others. It is also clear which jobs are located in multiple provinces (for example work on different locations). It
Jobs organised by region
Figure 2. Jobs organised by economic sector
is amusing to note that the layout algorithm has more or less reconstructed the geography of the Netherlands. This is of course because provinces that are geographically clause in reality are likely to share jobs. and are therefore likely to appear next to each other in the visualisation.
Combining multiple ontologies
now sees the resulting jobs organised in a meaningful way, namely by economic sector. (As a minor point: dark circles are those jobs which are in both Utrecht and NorthHolland, while the lighter circles are in either Utrecht or North-Holland, but not in both).
This example shows that ontology-based visualisations can be effectively used to display query-results over information sources. 
One datasets
query). The crucial point here is that, while the layout is based on the economic-sector ontology, the query was based on the geography of the jobs: "give me all jobs in either Utrecht or Noord-Holland". Thus, the query was phrased using one ontology, and the results were displayed in a map based on another ontology. Rather than simply getting a list of the few dozen jobs that satisfied the query, the user Whereas in the previous section, we used two different ontologies to organise the same data-set, it is of course also possible to display multiple datasets using a single ontology.
An example of this is shown in figure 5 . This shows the toplevel pages on the Web-site of two major Dutch banks, both organised with the same ontology. Such a visualisation can Figure 3 . Jobs organised by region be used to analyse the differences between the two data-sets. For example, notice the location of the pages on "beleggen" (investing in shares) in both images. In the image on the right, these pages are tightly integrated with the pages from other clusters, showing that the banks offerings on on shareinvestment products mention many of their other products and services. In the image on the left, share-investment pages are rather isolated from the other clusters. Incidentally, both images contain a nice example of the usefulness of overlapping classes: both banks offer rather many pages on the Euro. Due to the spring-layout algorithm, it is immediately clear which of these web-pages are concerned with the Euro on holidays ("vakantie"), and which of these web-pages are dealing with other matters such as investment ("beleggen") or businesses ("ondememen"). Figure 6 shows an altogether different use of ontologybased visualisation. It is an example taken from an ecommerce site selling computer printers. The ontology that is driving this website describes various properties of printers such as speed (in pages-per-minute, ppm), resolution (in dots-per-inch, dpi), price (in Deutsch Mark DM), whether the printers are ink-jet or laser, color or black-and-white, and the make of the printer (HP, Compaq, etc). Customer to the site areasked to specify their preferences for a printer in terms of these properties.
Visualising query relaxation
A major problem with e-commerce is that often no single
4
Figure 4. Combining two ontologies
product exists which exactly satisfies the wishes of the customer (high-resolution, high-sjpeed, high-quality, low-price printers simply do not exist@). This will retum an empty answer in response to the customer's query. In the absence of a qualified sales-person, there is a serious risk that the customer will abandon the site at this point, thinking that no interesting products are available. What a qualified salesperson in a shop would do at this point is to analyse the customers requirements, and to explain to the customer that although no printer completely satisfies the requirements, there are printers which satisiy almost all of the requirements, and which are therefone still interesting options for the customer.
The visualisation in figure 6 does exactly that. It shows that no product exists that matches the given query (an inkjet color printer by Compaq 1" then DM 700 and faster then 12 ppm) but that a matching product does exist if we drop the requirement that it must be from Compaq. Even better, we also see that 4 printers exist that match all of the criteria except that they will be slower then 12ppm. Lighter shades indicate products that match fewer of the customers requirements.
What is happening here is that the ontology is being used for queryrelaxation: when no perfect answer exists, the semantic structure of the ontology enables the system to retum answers that are close the required answer. Furthermore, the system is also able to show in which respect these answers deviate from the requirements.
Notice that in figure 6 the query and its outcome are actually determining the layout of the diagram. This is different from figure 4 , where the the query is only used to highlight instances in a layout which is determined by another ontology (namely economic sector).
The example from figure 6 is based on a flat set of re-c h Figure 5 . Two datasets with the same ontology quirements. The possibilities of this visualisation become more interesting when the requirements are organised in a proper hierarchy, for example by putting "speed" and "resolution" together in a superclass "printer quality", while "ink" and "color" would go together in a superclass "printer type". It is then possible to do query relaxation based on the hierarchical structure of the ontology. This will allows users to choose if they would rather choose a different printer type, or compromise on printer quality instead.
In fact, the query-relaxation shown in figure 6 could also have been done in a simple relational database-schema. It is only with such hierarchical structures that the additional value of ontologies become apparent.
Related work
Quite a few surveys on visualisation-techniques for webresources are available (for example [7] ). The Atlas of Cyberspacesl' provides one of the best on-line overviews of visualisations. This paper is not the place to give an exhaustive overview and analysis of the plethora of different approaches to visualising web-resources, and we will only discuss two that are most closely related to our work. These are The Brain and the Hyperbolic Tree by Inxight, because these visualisations have the same nature as the technology described in this paper.
The Brain: only local neighbourhood, not global overview
The main difference with The Brain'' is that The Brain only shows the local neighbourhood in a large network of relations. The visualisation changes while the user navigates in the large network. The advantage is that this allows in principle to display an arbitrarily large network. Experience shows that our technologies can display hundreds of nodes before screen real-estate overflows. However, the disadvantage of The Brain's approach is that the constantly changing nature of the display makes it hard for the user to orient themselves, and to obtain a sense of global location.
Hyberbolic Trees: only trees, not arbitrary hierarchies
Another well-known visualisation technique is the Hyperbolic Tree ServerI2 by Inxight (exploiting Xerox technology). It emphasises focussing techniques to focus on The main limitation of all of these is that they assume that the visualised data-structure is a tree (i.e. subclasses are non-overlapping and exhaustive). The main power of the approach illustrated in this paper is that it can deal with non-tree-like hierarchies, and that it actually exploits the overlap between different subtypes to organise the diagrams in a meaningful way.
The Brain and Hyperbolic Trees: general graphs, not ontologies
A final import difference is that the both the Brain and the Inxight system visualise a graph structure without any assumption on what this structure represents. As far as these systems are concerned, the graph might be a hypertextstructure, a class-hierarchy, a semantic network, or anything else. Our technique, on the other hand, is based on the knowledge that the hierarchy it visualises is an ontology, and this knowledge is exploited in the visualisation. For example, the forces which determine the spring-embedder algorithm are chosen with this in mind.
Conclusion
In this paper we have shown that ontologies are a very useful semantic structure as the basis for visual presentations of web-resources. Since ontologies are expected to play a central role in the infrastructure of the Semantic Web, we expect that such ontology-based visualisations will become an important tool for navigation, searching and queryanswering on the Semantic Web.
We have briefly described how ontologies can be used in fully automatic spring-embedder layout algorithms, with the attractive result that classes and instances which are semantically close in the ontology will also appear spatially close in the visualisation. We have shown a number of examples of how medium-sized data-sets (up to a few hundred items) can be displayed in a meaningful way using this technology.
