We describe and analyze a Monte Carlo (MC) sampling framework for accelerating the estimation of statistics of computationally expensive simulation models using an ensemble of models with lower cost. Our approach uses control variates, with unknown means that must be estimated from data, to reduce the variance in statistical estimators relative to MC. Our framework unifies existing multi-level, multi-index, and multi-fidelity MC algorithms and leads to new and more efficient sampling schemes. Our results indicate that the variance reduction achieved by existing algorithms that explicitly or implicitly estimate control means, such as multilevel MC and multifidelity MC, is limited to that of a single linear control variate with known mean regardless of the number of control variates. We show how to circumvent this limitation and derive a new family of schemes that make full use of all available information sources. In particular, we demonstrate that a significant gap can exist, of orders of magnitude in some cases, between the variance reduction achievable by current schemes and our generalized schemes. We also present initial sample allocation approaches for exploiting this gap, which yield the greatest benefit when augmenting the high-fidelity model evaluations is impractical because, for instance, they arise from a legacy database.
samples q (i) = Q(z (i) ). The MC estimate of the mean
is unbiased, that is E[Q] = E[Q], and conveges a.s. For Q with bounded variance, the Central Limit Theorem implies that the error in the estimate becomes normally distributed with variance N −1 V[Q], as N → ∞.
2.1. Traditional control variate estimation. The MC-based 1 linear CV algorithm seeks a new estimatorQ CV that has smaller variance thanQ while still requiring only N evaluations of Q. The algorithm works by first introducing an additional random variable Q 1 with known mean µ 1 . Then it requires computing an estimatorQ 1 of µ 1 using the same samples that were used forQ. Finally, these quantities are assembled into the following estimator
for some scalar α 2 . As we will see shortly, the variance ofQ CV is strongly influenced by the correlation betweenQ andQ 1 , and greater variance reduction is achieved for higher correlation. To this end we will call Q 1 the CV correlated mean estimator (CME), and we will refer to µ 1 as the control variate mean (CVM). This approach can be extended to M information sources Q i :
, see e.g., [18, 20, 19] , using
where the estimator now uses a vector of CV weights α ≡ (α 1 , . . . , α M ) 3 .
The effectiveness of the control variate algorithm is measured by the variance reduction ratio ratio between the variances ofQ CV andQ: Following [20] , let C ∈ R M×M denote the covariance matrix among Q i and c ∈ R M denote the vector of covariances between Q and each Q i . The solution to Equation (2.5) is α * = C −1 c. If we further definē
where ρ i is the Pearson correlation coefficient between Q and Q i , then the variance reduction corresponding to these weights becomes
where R 2 CV =c T C −1c . When R 2 CV = 0, then we have no advantage over MC, and when R 2 CV = 1, we have the maximum variance reduction possible. When there is only a single approximate information source, this quantity is equivalent to R 2 CV = ρ 2 1 .
for some 1 ≤ j ≤ L 1 and 1 ≤ k ≤ L 2 . Because we must now use extra samples to estimate µ i , we will have to account for the additional cost this imposes. Let N denote the number of available realizations of Q and N i = ⌊r i N ⌋ denote the total number of available evaluations of the i-th CV Q i for scaling factor r i ∈ R + . Let w i < 1 denote the ratio between the cost of a single realization of control variates Q i and the cost of obtaining a realization of the high-fidelity Q. Then the cost of the CV estimator is
For fixed α, the estimatorQ is unbiased when each component,Q,Q i , andμ i for i = 1, . . . , M is unbiased. The variance ofQ is given in the following proposition. Proof. This result follows directly from the the rules regarding the variance of MC estimators, the variance of scaled random variables, and the variance of sums of random variables. We have
where the middle term on the first line is the definition, the last term follows from the variance of sums of random variables, and the second line factors out the baseline estimator variance.
This result means that the variance ratio of the approximate control variate (ACV) estimator is
The optimal approximate CV estimator consists of the α which minimizes this ratio. The properties of this optimal estimator are given in the following proposition.
Proposition 2.2 (Optimal approximate CV). Assume Cov [∆, ∆] is positive definite and Var Q > 0. The CV weight that provides the greatest variance reduction for the approximate CV Equation (2.7) is given by Proof. The variance reduction γ ACV is a quadratic function of α and so its extremum can be found by setting the gradient to zero
If we substitute this weight into Equation (2.9), we obtain the stated result
Proposition 2.2 provides a means to construct and theoretically compare different control variate estimators. In the following, we will use this tool to derive a number of existing estimators which use different sampling strategies to compute Cov ∆, ∆ and Cov ∆,Q . (MLMC) . The MLMC estimator [8] is inspired by ideas drawn from multigrid solvers for PDEs. It posits that if a stochastic process can be simulated using various resolution methods, then low resolution simulations can be used to obtain a reduction in the variance of the statistics of higher resolution simulations. An initial set of motivating applications included stochastic differential equations [7, 9, 13] , but it has been extended also to elliptic problems [30] (among others), filtering problems [15] and a large number of other scientific and engineering applications [16, 6, 4, 10] .
Multilevel Monte Carlo
In this section, we provide several new contributions. First, we derive a novel expression for the variance reduction provided by MLMC that is a function of the correlations between each model. Second, we identify that MLMC is sub-optimal in that it cannot provide a greater variance reduction than the optimal control variate estimator with one control variate (OCV-1), regardless of how many resolutions or how much data is used. Third, we provide a simple enhancement to the standard MLMC assembly strategy to provide a provably greater variance reduction for virtually no additional cost.
Let {P 0 , . . . , P L } be a sequence of random variables, ordered bottom-up 4 from coarsest resolution at level 0 to finest resolution at level L. The MLMC estimator seeks the expectation of P L by rewriting it as a telescopic sum E [P L ] = E [P 0 ] + L ℓ=1 E [P ℓ − P ℓ−1 ]. Then MLMC calls for (by definition) estimating the expectation using independent sample sets for each level ℓ, by summing the following sequence of estimators (2.13) 
From the cancellation of terms, we see that this estimator is still an unbiased estimate of E [P L ].
To link this expression to Eq. (2.7), we make the following associations: the number of control variates is M = L, the finest resolution level is our quantity of interest Q = P L , and the order of P i is reversed to obtain our control variates Q i = P L−i for i = 1, . . . , L. Using this assignment it is clear that the the same sum can be written as
where we have introduced independent sample sets z 2 i for each level with z 2 i ∩z 2 j = ∅ for i = j and z 2 i ∩z = ∅. From here it is clear that two estimators of each QoI Q i are obtained; one estimator uses z 2 i and the other z 2 i−1 . Thus we can identify the ECVM of Q i with the estimator that uses z 2 i since this is the set with more samples. Accounting for the sample set for the high fidelity model we can rewrite this equation aŝ
Finally, re-pairing terms to reflect the same level but different sample sets, we arrive at the form of the approximate CV in (2.7)
where we have set z 1 1 = z and z 2 i = z 1 i+1 for i = 1, . . . , M − 1 and α i = −1 for all i. It is important to note that the sampling strategy implies a recursive underpinning to the MLMC strategy. In this sense, MLMC can be derived by starting with a single Q 1 with unknown CVM. Then we introduce Q i as a control variate for the ECVM. It is for this reason that the samples betweenμ i andQ i+1 are shared.
Given this partitioning, the receptive cardinality of z 2 i and z 1 i isr i N andr i−1 N , and
for i = 1, . . . , M . Here the evaluation ratios for each model are r i =r i +r i−1 andr 0 = 1 because z 2 i ∩ z 1 i = ∅. The sampling scheme is illustrated in Figure 2 .1a for reference. The variance reduction of the MLMC estimator is given in the following proposition. 
with the sampling strategy: z = (z, z 1 , . . . , z M ). Each ordered set of samples z i is partitioned according to
The variance of this estimator is
is the ratio of the standard deviations, ρ ij is the Pearson correlation coefficient between (Q i , Q j ), andr i are defined recursively according tō
The proof is provided in Appendix A. MLMC provides a smaller variance reduction than the single optimal CV. Theorem 2.4 (Maximum variance reduction of MLMC). The variance reduction of MLMC is bounded above by the optimal single CV i.e.,
The proof is provided in Appendix B. This bound is a result of the sampling strategy used by MLMC, which does not allocate any of the samples used to evaluate the high fidelity model to the models Q i for i > 1.
Because Q i and Q do not share samples there is no correlation between the estimators of ∆ i andQ for i > 1. Ignoring these correlations limits the maximum attainable variance reduction of the final estimator to the one corresponding to OCV-1; specifically, the control variates Q i , for i > 1, are used to accelerate convergence ofQ MLMC to OCV-1 using model Q 1 . Note that the bound given in Theorem 2.4 does not depend on the number of samples of each Q i . Even with an infinite number of samples of the CVs, the manner in which the samples are distributed restricts the variance reduction achieved. As far as we are aware, this sub-optimality has not been discussed previously in the literature, where the focus has been to show some variance reduction as compared with MC.
This sub-optimality property can have a significant effect in practice. We will show that significantly greater variance reduction can be obtained with essentially no additional computational expense by simply redistributing the sample allocation (even within the two components of ∆ i ).
Finally, we briefly mention that multi-index Monte Carlo MIMC algorithm [12] is a multidimensional analogue of MLMC in that it considers a two-(or multi-) dimensional hierarchy of models P ij . This estimator can also be written in the language of control variates; whereas MLMC introduces a single Q i to reduce the variance in estimating the ECVMμ i−1 , MIMC introduces several control variates Q j , Q k to reduce the variance of the ECVMμ i−1 . As a result MIMC can be more efficient because it has the potential for greater variance reduction; however, it still suffers from a similar suboptimality, with respect to γ metric, because it still uses lower-fidelity models to only accelerate convergence of the µ i of the immediate higher-fidelity models rather than of Q -in other words they are still recursive.
Weighted Multilevel Monte Carlo.
A small modification of the MLMC algorithm can reduce its variance with no additional computational cost. This improvement is obtained by replacing the weights α i = −1 with the optimal weights α ACV given by Proposition 2.2. Since these weights guarantee that the estimator achieves the greatest variance reduction, using these weights will yields an estimator that employs the same sampling strategy as the standard MLMC algorithm (i.e., sampling in a sequence of model pairs), but has a lower variance (error).
Pseudo-code for constructing the optimal multi-level MC estimator is given in Algorithm 2.1. The values of Cov ∆, ∆ and Cov ∆,Q are provided in Appendix A. Here we assume that the allocation of the samples z is given a priori. For example a typical MLMC allocation strategy that attempts to balance physical prediction bias and statistical error can be used. Such an allocation may no longer be optimal. We discuss how to construct an optimal allocation strategy in Section 3.3.
Multifidelity Monte Carlo (MFMC)
. An alternative to MLMC, called Multifidelity Monte Carlo (MFMC), was recently proposed in [26, 22, 24, 27] . In this section, we provide several new results regarding this sampler. First, we derive a new variance reduction expression, an alternative to [26, Lemma 3.3] , that relates the correlation of the CVs to the variance reduction. Second, we use this expression to 
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demonstrate that MFMC is a recursive estimator, like MLMC, and therefore is also sub-optimal. That is, the maximum variance reduction provided by this estimator is limited to that provided by the single optimal CV, regardless of how many samples are used to evaluate Q i .
The MFMC estimator can be obtained from the following recursive procedure. Samples z are used to obtainQ and the CME (Q 1 ) of Q 1 . Then an enriched set of samples z 1 are used for the ACVM (μ 1 ) of Q 1 to obtain
where we have chosen z 1 1 = z and z 2 1 = z 1 . In other words, z 1 consists of the original z samples along with an additional set. Now, let us introduce another CV to reduce the variance of theμ 1 according tõ
where we have again set z 1 2 = z 1 and z 2 2 = z 2 . Continuing in this recursive pattern and collapsing α-products, we obtain the MFMC estimator 22) and the sampling strategy partitions z i into z 1 i and z 2 i according to z 1 i = z i−1 and z 2 i = z i . for i = 2, . . . , M and z 1 1 = z and z 2 1 = z 1 . The sampling scheme for the MFMC estimator is illustrated in Figure 2 .1b for reference.
Unlike the MLMC estimator, this estimator has free weights that we can tune, and the optimal weights are given in the following Lemma.
Lemma 2.5 (Optimal CV weights for MFMC). The optimal weights for the MFMC estimator are
The proof is provided in Appendix C, and provides an alternate derivation to the identical result in [26, Th. 2.4] , but it does not require the same assumptions; in the prior work, these weights were derived using assumptions on model costs and correlation orderings. The next Lemma provides a new representation of the variance reduction of this estimator in terms of the correlations between model pairs.
Lemma 2.6 (Variance reduction of the optimal MFMC). Assume |ρ 1 | > 0 and let r 0 = 1. The variance reduction of the optimal MFMC estimator is
The proof is provided in Appendix D. Under the assumption made in [26] that, without loss of generality (can be constructed by reordering), |ρ 1 | ≥ |ρ i | for i = 2, . . . , M , we can use Lemma 2.6 to show that the MFMC estimator cannot perform better than the optimal single CV, regardless of how many samples are allocated to the control variate models.
Theorem 2.7 (Maximum variance reduction of MFMC). The variance reduction of MFMC is bounded above by the optimal single CV, i.e.,
The proof is provided in Appendix E. The variance reduction R 2 MFMC of MFMC approaches ρ 2 1 in the limit of infinite data. Though the MFMC estimator is limited by the highest correlation ρ 2 1 , it will be able to approach this limit more efficiently than a single low-fidelity CV because r M is often larger than r 1 , given the (assumed) decreasing computational cost in the sequence from the first to the last low-fidelity model M . Similarly to the MLMC case, the suboptimality of MFMC is due to the recursive nature of this estimator. Each successive CV Q i is used to enhance convergence ofμ i−1 .
2.5. Summary and example. Table 2 .1 below summarizes the sample distribution and the variance reduction ratio of the state-of-the-art methods described above, and Figure 2 .1 pictorially illustrate the existing variance reduction algorithms that do not require a known mean.
Algorithm
Relation between z and z i z 1 . The estimators OCV and OCV-1 refer to optimal CV estimator with known means, where OCV-1 only uses a single CV and OCV uses all M . For these estimators, no samples are required to estimate µ and therefore z 2 i is empty. As summarized in the final column, the greatest variance reduction possible with MLMC and MFMC is strictly less than or equal to the optimal CV using a single model, regardless of the number of models or data used for MLMC and MFMC, since Theorem 2.4 shows that R 2 MLMC < ρ 2 1 and Theorem 2.7 shows that R 2 MFMC < ρ 2 1 .
To demonstrate these results we consider the following simple monomial example: let Q(ω) = ω 5 and Q i (ω) = ω 5−i for i = 1, . . . , 4, where ω ∼ U(0, 1). The correlation matrix for this problem is given in Table 2 .2. As we have not yet introduced a cost model, we first explore the performance of these methods through the lens of an assumed sample ratio r i = 2 i+x so that r(x) = [2 × 2 x , 4 × 2 x , 8 × 2 x , 16 × 2 x ] for x = 0, 1, . . . , 29. As a result, the sample allocations across i are prescribed by r i , rather than computed 9 (a) MLMC sampling strategy. We explore the introduction of w i and resulting optimal allocation strategies later in Sections 3.3.1 and 4.1. These two views highlight two critical features for these algorithms: (a) the existence of a significant gap between OCV-1 and OCV, and (b) an effective ability to exploit this gap to achieve computational savings. Figure 2 .2 shows the variance reduction ratio γ for the described algorithms. The dotted horizontal lines provide baseline variance reduction ratios corresponding to MC (γ = 1), the single OCV (OCV-1), double OCV (OCV-2), triple OCV (OCV-3), and the optimal control variate that uses all the models (OCV). We clearly see that the variance reduction of the existing estimators is bounded by that provided by OCV-1, as established by Theorems 2.4 and 2.7 and summarized in Table 2 .1.
To summarize, this example shows that when the number of high fidelity samples is fixed, the existing state-of-the-art estimators are sub-optimal. As such, in applications where it is infeasible to obtain more samples of the highest fidelity model, we can potentially achieve orders of magnitude greater variance reduction. We want to emphasize that we are aware of no existing methods in the form (2.7) that can converge to the OCV estimator (with known means) as the amount of data increases. This defines our goal for the 3. Approximate CV. In this section we use Propositions 2.1 and 2.2 to derive approximate CV (ACV) estimators that converge to the known-mean optimal control variate (OCV) estimators with increasing data.
3.1. Two convergent estimators. The most straightforward way to guarantee convergence of an ACV estimator to an OCV estimator is to set z 1 i = z for each CV and then to use all available samples to estimateμ i , i.e., z 2 i = z i . In other words, we use the exact same input samples forQ i as those used forQ; any additional samples available for each control variate to evaluateμ i .
The formal definition of this estimator, which we coin approximate CV-IS (ACV-IS) where IS stands for "independent samples", is
. . , M . Then the estimator ACV-IS is defined as
The estimator only requires shared evaluations for the N input samples that make upQ and eachQ i . The rest of the samples z i \ z 1 i for each control variate are completely independent. As a result, an attractive feature of the sample distribution strategy for ACV-IS is that each control variate can be evaluated separately and in parallel. The sampling scheme for the ACV-IS estimator is illustrated in Figure 3 .1a for reference.
The optimal control variate weights and variance reduction ratio for ACV-IS are now given. 5
Theorem 3.2 (Optimal CV-weights and variance reduction for ACV-IS). The optimal CV weights and resulting estimator variance for the ACV-IS estimator are
The proof is provided in Appendix F.
Next we consider the case where the samples in the sets z i \ z 1 i are not independent among models, but rather use overlapping sets. We call this estimator ACV-MF.
Note that this estimator can use an identical set of samples to the MFMC estimator and can thus be considered a drop-in replacement. The only difference is thatQ i is evaluated using only the first N samples instead of r i−1 N . Furthermore, using less samples forQ i does not cause loss of accuracy because the control variates method does not require an accurate estimate ofQ i in terms of how close it is to µ i , it requires an estimatorQ i that is correlated toQ and unbiased. The sampling scheme for the ACV-MF estimator is illustrated in Figure 3 .1b for reference.
The optimal weights and resulting variance reduction of the ACV-MF estimator are now provided.
Theorem 3.4 (Optimal CV-weights and variance reduction for ACV-MF). The optimal CV weights and resulting estimator variance for the ACV-MF estimator are
The proof is provided in Appendix G. A visual illustration of thee above two schemes is given in Figure 3 .1. Interestingly, the form of the optimal estimators for ACV-IS and ACV-MF only differ in terms of the matrices F (IS) and F (MF ) . The way in which these matrices enter is algebraically identical, and they differ only in the C • G term since their diagonals are identical. We analyze the conditions under which this algebraic form converges to the optimal CV. Proposition 3.5 (Convergent estimators). If an approximate CV estimator with r = [r 1 , . . . , r M ] yields an optimal variance reduction with Theorem 3.6 (Convergence of ACV-IS and ACV-MF estimators to the optimal CV.). The variance reduction of ACV-IS and ACV-MF converges to that of the optimal CV with increasing data.
The proof is provided in Appendix H. We now return to the monomial example of Section 2.5. In Figure 3 .2, we add the proposed estimators ACV-IS and ACV-MF. As expected, these estimators converge to the OCV baseline. They also converge with a similar rate and magnitude. The choice of estimator, in this case, may depend on which sampling strategy is more suitable for a given computing environment.
When the ratios r i are small (left side of Figure 3 .2), we are in a regime where the variance reduction is less than the single optimal CV. In this regime, the recursive estimators (MLMC, W-MLMC, and MFMC) perform better because their goal is to accelerate convergence to the single optimal CV. This suggests that a hybrid approach may be possible where, for a given set of r i , we determine what is the "maximum" attainable variance reduction and then use recursion to accelerate the estimator to this optimum. Such a hybrid approach approach is described in the next section.
To summarize, the key features of ACV-IS and ACV-MF, are given in Table 3 .1 and Figure 3 .1.
3.2.
Accelerating the approximate CV. Sections 2.3 and 2.4 show that a recursive CV estimator limits the maximum achievable variance reduction. However these strategies may be useful to accelerate convergence to a target CV level in cases where there is not enough data from higher-fidelity models to 
Algorithm
Relation between z and z i z 1 Table 3 .1: Summary of the two convergent estimators ACV-IS and ACV-MF. The main difference between the two estimators is that the sets z 2 i are independent between two distinct models for ACV-IS, whereas we have z 2 i+1 ∩ z 2 i = z 2 i for ACV-MF. ACV-MF is closely related to MFMC; the main difference is that only N samples are used for z 1 i . The variance reduction of both ACV-IS and ACV-MF in the limit of infinite samples of Q i is greater than or equal to ρ 2 1 (R 2 ACV-IS ≥ ρ 2 1 and R 2 ACV-MF ≥ ρ 2 1 ). For reference, the reverse is true for MLMC and MFMC.
achieve the targeted performance directly. This targeted level could be the single or two-level optimal CV (OCV-1 and OCV-2), or any other level up to OCV (all available CVs). The recursive techniques we have discussed all had sampling strategies that accelerated the convergence ofμ i by CV Q i+1 , and as such was limited to convergence to OCV-1. Nevertheless, these algorithms converged to OCV-1 faster than either ACV-IS or ACV-MF did. In this section we seek to develop an algorithm to show how our framework can be used to create new schemes that accelerate to any given target. Our proposed algorithm is only one realization of a myriad of possible approaches. Our intention is to provide an example of how the framework can be used to achieve such an objective.
The scheme is conceptually very simple. We first partition all of the control variates into two groups; the first K variables form a K-level approximate control variate, and the last M − K variables are used to reduce the variance of estimating µ L for some L ≤ K. The resulting estimator accelerates quickly to OCV-K, and L provides a degree of freedom for targeting a control variate level that contributes the greatest to the estimator variance.
Definition 3.7 (ACV-KL: accelerated CV). Let K, L ≤ M and K ∈ Z + with 0 ≤ L ≤ K. The ACV-KL estimator is given by the following expression and sampling scheme
where we used that z 1 i = z for i ≤ K and z 1 i = z L for i > K. Furthermore z 2 i = z i for all i. The sets z i \ z 1 i can be chosen in several ways. Here we choose the same sampling strategy as ACV-MF:
To identify the manner in which this CV estimator differs from previous recursive estimators, consider Eq. (3.14). The first two sums correspond to an ACV-MF estimator with K CVs and the last term adds a CV scheme to the ACV-MF estimator, i.e.
The inclusion of the ACV-MF estimator enables the ACV-KL estimator to converge to the OCV estimator and the last term reduces the variance ofμ L , thereby accelerating convergence of the scheme. The optimal weights and variance reduction for the ACV-KL estimator are now provided.
Theorem 3.8 (Optimal CV-weights and variance reduction for ACV-KL). Assume r i > r L for i > L, then the optimal weights for the ACV-KL control variate are
and the estimator variance is
The diagonal elements are F
The proof, provided in Appendix I, is constructive in that it provides an explicit expression for the variance reduction and resulting estimator. Algorithm 3.1 provides pseudocode that summarizes this procedure. The algorithm requires (an estimate of) the covariances C and c and the variance of Q. Using these quantities, the algorithm provides an (approximate) optimal control variate weight and associated variance reduction for any given sample sizes defined by the ratios r i and the parameters K and L. Note that, for this algorithm, F (K,L) does not converge to 1 M×M as the number of samples goes to infinity, unless K = L = M for which ACV-KL becomes ACV-MF. Furthermore, since this ACV-KL approach generalizes the ACV-MF sampling strategy, it is also a drop-in replacement of MFMC.
The convergence of the ACV-KL estimator for various (K, L) parameters is shown in Figure 3 .3. The plot highlights that the ACV-MF estimator can be accelerated to any target baseline level, outperforming the baseline ACV-MF algorithm. Furthermore, the results demonstrate that it is possible for ACV-KL to achieve similar performance to the fully recursive algorithm in the low r i region. if i ≤ K then 5:
if i ≤ K and j ≤ K then 12:
else if i > K and j > K then 14 :
else if L < i ≤ K and j > K then 16 :
end for 20: end for 21: 
The best choice of K and L is problem dependent; however, they can be estimated at negligible cost. Specifically, we can embed Algorithm 3.1 inside an outer loop that, for a given evaluation strategy, searches over all combinations of parameters K and L to minimize the variance. This approach would essentially follow the lowest-variance line of the (K, L) options shown in the combined left and middle panels of Figure 3.3 . Figure 3 .3c shows the performance of the ACV-KL estimator that chooses the best (K, L) combination. As a result of these discrete choices, it has "kinks" as increasing sample sizes lead to different combinations.
Sample allocation.
As mentioned previously, there are two ways to achieve variance reduction within a control variate approach: (1) increasing the number of high fidelity evaluations and (2) leveraging the correlations of the low-fidelity models to the greatest extent possible. Thus far, we have emphasized the second approach, and in this section, we consider the overall distribution of the samples.
Optimization setup.
We will seek to minimize the estimator variance subject to a constraint on the total cost. The form of the MLMC and MFMC estimators enable analytic closed-form solutions to similar minimization problems, and their optimal allocation strategies can be found in [8] and [26] , respectively. In our case the W-MLMC, ACV-MF, and ACV-KL estimators do not yield analytic solutions, as far as we are aware, because of the complex inversion of Cov ∆, ∆ . In this paper, we rely on optimization approaches. Let J ACV (N, r) = 1 − R 2 
where we recall that w and w i denote the cost of obtaining a sample of Q and Q i . Note that for this problem to be well posed we require C ≥ w + M i=1 w i , i.e., that the cost allowable is larger than that which corresponds to evaluating the quantity of interest and each control variates a single time.
In terms of implementation, we use a local gradient-based optimization procedure, in particular the interior point method SLSQP, to optimize over N and r i . We use the automatic differentiation tool of the python PyTorch 7 library to obtain gradients of the objective with respect to the optimization variables. A couple of comments are in order:
1. We minimize the log of the cost function since we have empirically found that it yields a more well-conditioned objective function without affecting the solution. 2. The covariances among the QoI and the control variates are not known, rather they are estimated from pilot samples; these pilot samples are considered offline and their expense is not included in the cost constraint. 3. We enforce r i ≥ r i−1 , which is only necessary for the W-MLMC ACV. The ACV-MF and ACV-KL estimators do not strictly require this constraint; however, in practice we have found that it yields consistent solutions. 4. This is a mixed-integer nonlinear program (MINLP) where N is a non-categorical integer variable, r i N are derived integer quantities, and, in the case of ACV-KL, (K, L) are categorical integer variables. We address the categorical variables through enumeration, i.e., by optimizing for each possible (K, L) pair and choosing the estimator with the best objective function. We address the noncategorical variable by simple relaxation, i.e. by optimizing for continuous N and r i and rounding the resulting sample counts for each model to the nearest integer, ignoring any induced infeasibility in the cost constraint. We leave the development of additional optimization formulations for future work. Our goal here is to obtain a baseline sample allocation procedure for use in studying the estimators. 4.1. Model problem. First, we again consider the monomial example from Section 2.5. Recall, that the efficiency of our methods depend on the particular problem only through the correlation matrix and the costs. The correlation matrix in Table 2 .2 is reasonable for what might be observed in practice. However, the costs have thus far been unspecified. Here we investigate the effects of various cost prescriptions.
In Figure 4 .1, we plot the actual variance reduction for two different costs prescriptions. Both have w = 1, but they differ in the gap between the QoI and the first control variate; in the left panel we have w i = 10 −i and in the right panel we have w i = 10 −i−1 for i = 1, 2, 3, 4. These results are based on solving (3.20) to select the number of samples assigned to each model. We see that all of the recursive estimators MLMC, W-MLMC, and MFMC perform virtually identically, while ACV-KL provides greater variance reduction.
The performance of all the sampling algorithms discussed in this paper are dependent on the relative cost of the models used. In Figure 4 .2, we compare the variance reduction of W-MLMC and ACV-KL, when they are applied to the three monomial models, as we vary the costs of the two control variates. We constrain our search space to the case where the second control variate is less expensive to evaluate than the first, i.e., w 2 < w 1 . Our goal is to demonstrate the scales at which the ACV-KL approach is able to provide significant variance reduction over recursive estimators. We only consider W-MLMC for this test because the results for other estimators are very similar (e.g., see Figure 4 .1). Figure 4 .2 demonstrates that ACV-KL is able to achieve significant performance gains over the recursive approaches when the cost of the first control variate is at least 100 times lower than the truth model (w 1 < 0.01). Above this threshold, MLMC performs better. In virtually all cases, ACV-KL performs better than regular Monte Carlo.
A parametric model problem.
We now introduce a parametric model problem that enables us to quantify the performance of the different algorithms under several scenarios. We consider three twodimensional functions; the first describes the high-fidelity quantity of interest and the next two serve as control variates. Q = A cos θ x 5 + sin θ y 5 , where x, y ∼ U(−1, 1) and all A and θ coefficients are real. We choose to set A = √ 11, A 1 = √ 7 and A 2 = √ 3 to obtain unitary variance for each model. This choice of unit variance for each model reduces the number of degrees of freedom in the problem parameterization since the correlation and covariance matrices are identical. Specifically, the analytic correlation/covariance matrix is given in Table 4 .1. To further reduce the number of degrees of freedom, we fix θ = π/2 and θ 2 = π/6 and let θ 1 vary uniformly in the bounds θ 2 < θ 1 < θ. Each particular value of θ 1 induces a different correlation ρ 1 between Q 1 and Q and a different correlation ρ 12 between Q 1 and Q 2 , whereas the correlation ρ 2 between Q 2 and Q remains fixed. These correlations are reported for different settings of θ 1 in Figure 4 .3a.
First we demonstrate that the variance reduction ratio of the control variate that considers both models OCV is larger than the one obtained using only a single control variate OCV-1. This ratio of the estimator variance of OCV-1 and OCV is reported in Figure 4 .3b. In Figure 4 .3b we also report the variance reduction obtained by OCV and OCV-1 with respect to MC. The greatest gap between OCV and OCV-1 occurs when θ 1 is approximately π/3 (the middle of its range).
Next we consider the effect of different cost relationships among the three models. For these purposes, we assign a relative cost of 1 for Q, 1/w for Q 1 and 1/w 2 for Q 2 . For an equivalent total cost of 100 runs of Q, we consider the effects of w on the performance of each estimator. These results are given in Figure 4 Several interesting features are present in these results. First, the ACV-KL estimator generally outperforms all other estimators across the range of cost ratios enumerated in plots (a) through (e), and across the range of θ 1 from π/6 to π/2. The ACV-KL is nearly identical to ACV-MF since large deviations in (K, L) cannot occur when there are only 2 control variates. In most of the scenarios, these two estimators also outperforms OCV-1. Second, we see a gradual convergence of the recursive estimators to OCV-1 and optimal estimators (ACV-IS, ACV-MF, ACV-KL) to OCV as w increases. Qualitatively, the relationship of the performance of these two groups of estimators, with θ 1 , is very similar to their OCV-1 and OCV counterparts. In particular MFMC, MLMC, and W-MLMC, seem to decay almost linearly, just like OCV-1; and ACV-IS, ACV-MF, and ACV-KL seem to plateau with a similar shape to OCV.
Next, we see that for small cost ratios (e.g., plot (a)), MLMC can perform worse than MC. The other estimators also approach MC for these small cost ratios when θ 1 is small. As expected, the correction of MLMC to obtain W-MLMC ensures that the W-MLMC estimator does not behave worse than MC. In virtually all cases, W-MLMC performs almost identically to MFMC, and this will continue in the PDE examples to follow. Finally, we see that the greatest advantage of our proposed estimators correspond to the cases of θ 1 for which there is the greatest gap between OCV-1 and OCV. As this gap shrinks, our advantage decays.
In Figure 4 .5, we directly compare the ACV-KL estimator, representing the pursuit of OCV performance, with the MFMC estimator, representing the pursuit of OCV-1 performance, over the range of θ 1 for an expanded range of w values. For the central portion of this plot, the ACV-KL estimator outperforms MFMC. MFMC gains an advantage for the more extreme values of θ 1 , and these are the same regions for which the OCV-1 and OCV gap is small according to Figure 4 .3b.
Burgers equation.
In our next example, we consider the viscous Burger equation utilizing a definition similar to that described by Peherstorfer and colleagues [25] . Define Ω = [−1, 1] ⊂ R as the spatial domain, T ∈ R as the end time, and u : Ω × [0, T ] → R as the time-dependent solution of
We treat Z as a random variable whose distribution is uniform in [10 −2 , 10 −1 ], and we use a viscosity ν = 0.2. Our quantity of interest is Q[u] = u(0), and we obtain a sequence of models discretized on grids of sizes (512, 256, 128, 64, 32), with the finest discretization corresponding to our high-fidelity truth model. This discretization hierarchy leads to costs w = 1 and w i = 2 −i for i = 1, . . . , M . 1000 samples of each model were used to evaluate the statistics and to provide the optimal variance reduction for the single and full control variates. Using these samples, the correlation among models is shown in Figure 4 .7a. Recall that all of our methods work directly with this correlation matrix, and the variances of each model. In other words, no other aspects of the original problem matter with respect to the variance reduction. In Figure 4 .6a we show that, for this problem, when there is a possibility of increasing the number high fidelity samples then all of the control variates (aside from MLMC) perform similarly. However, when there is no additional capability to evaluate the high fidelity model, then we can achieve a significant advantage. Interestingly, the un-weighted MLMC estimator actually performs worse than standard MC. In this problem, the variance does not immediately decay, which induces greater need for computing optimal weights in order to manage this non-monotonicity. Moreover the cost scales only linearly with the levels and the slow variance decay cannot be efficiently compensated. This scenario demonstrates how the simple introduction of the weights for MLMC may significantly improve the performance of the plain algorithm whenever the cost separation between the models is not sufficient to make it competitive with respect to MC. The performance is similar amongst the optimally weighted CV schemes because it seems that limiting the variance reduction to a single control variate does not hurt because one can also increase the number of high-fidelity evaluations.
To this end, we next study what happens where we cannot increase the number of high-fidelity evaluations. In Figure 4 .6b we demonstrate the variance reduction achieved by each estimator for a fixed number of high fidelity samples. Here we assume only 10 high fidelity samples are available and optimize the number of samples, using (3.20) , assigned to each control variate. Our ACV estimators are able to achieve more than four orders of magnitude improvement over the recursive schemes. Remarkably, this indicates that we 21 Target cost 2 5 2 6 2 7 2 8 2 9 2 28
The optimal values reach (4, 1) quickly and converge to the full ACV-MF given by (5, 5) after a cost of 2 28 , or 2 28 equivalent high fidelity evaluations. can reduce the variance of the estimator quite significantly with no additional evaluations of the high fidelity model. Such performance would be highly desirable in the scenario where high fidelity model evaluations were obtained on supercomputers with significant resources, and additional evaluations are unattainable. For the new algorithms we propose, ACV-KL significantly outperforms ACV-MF in the regime in the middle of the graph. Nevertheless, with enough data, these two estimators converge to the same performance, as expected. In Table 4 .7b we show the optimal choices of (K, L) chosen at several target costs throughout the run. Note that the classical MLMC scheme does not even converge to the optimal single CV estimator OCV-1. However, with the simple modification proposed in Section 2.3, our optimally-weighted MLMC scheme does converge to OCV-1 and moreover exhibits a convergence profile that is now competitive with MFMC.
The sample distributions for certain target costs are shown in Figure 4 .8. The distributions across levels for all of the estimators aside from MFMC are virtually identical as the target cost increases. However, at lower target costs (2 5 − 2 10 ), there is some variability in the sample distributions which eventually stabilizes. where the random diffusivity k is a random field represented by the Karhunen-Loéve expansion expansion (KLE)
Steady-state diffusion. Consider the steady-state diffusion equation in one spatial dimension
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where σ = 10. Here {λ k } d k=1 and {φ k (x)} d k=1 are, respectively, the eigenvalues and eigenfunctions of the covariance kernel with correlation length set to l = 1 100 . The mean of the field isk(x) = log(1 + 1 2 cos( π 2 x)) and the KLE is truncated at d = 100 terms with each variable assumed to be an independently and identically distributed uniform random variable Z k ∈ [−1, 1], k = 1, . . . , d.
We wish to determine the expected value of the quantity Q(Z) = u(x = 1 2 , Z). The diffusion equation (4.2) cannot be solved analytically, so we solve the equation numerically using central finite differences. Let Q be obtained from the numerical solution which uses 321 mesh points and let h 1,α = h 1,0 2 −α denote the mesh sizes in the spatial directions x used to compute each of the control variates Q i , i = 1 . . . 5, where h 1,0 =0.1. The number of points in a spatial mesh is n h1,i = h −1 1,α + 1. Solving (4.2) requires solving the structured finite-difference linear system. We assume that the cost of solving this system grows linearly with total number of degrees of freedom n h1,i . The relative computational cost of, and the correlation (computed with 1000 samples)) between, each model approximation is given in Figure 4 .9b.
In this problem we saw (results not shown for brevity) that optimizing over both the number of high fidelity samples and the ratios leads to similarly performing estimators. Instead, we show again what happens when we fix the number of high fidelity samples. The results are shown in Figure 4 .9a. We assume only ten high fidelity samples are available and optimize the number of samples, using (3.20) , assigned to each control variate. Again our ACV estimators are able to achieve at least two orders of magnitude improvement over the recursive schemes in the limit of computational resources. The distribution of the number of samples found by the optimizer is shown in Figure 4 .10. The distributions across levels for all of the estimators, aside from MFMC, are virtually identical as the target cost increases. However, at lower target costs (2 10 − 2 15 ), there is again some variability in the sample distributions that eventually stabilizes.
Conclusion.
We have presented a framework that unifies existing control variate and multi-level Monte Carlo sampling methods. In doing so, we have proven that the structure of existing recursive estimators is fundamentally limited in the amount of information that is extracted from multifidelity data sources. Regardless of the number of control variates these recursive schemes use, the estimators they produce can only converge to the performance of the optimal control variate that uses a single model with known mean. This sub-optimal behavior can limit the efficiency and accuracy of these estimators, especially in applications where the ability to obtain additional samples of the high-fidelity models is restricted.
Proportion of Evaluations Per Model
To overcome this sub-optimal behavior, we proposed new estimators that leverage all existing correlations among information sources. In other words, the formulations we propose break through the sub-optimality barrier of existing recursive approaches and converge to the optimal multi-model control variate. In a number of numerical examples, our proposed methods produce estimators that, in the computational resources for the control variates, have variance levels that are several orders of magnitude smaller than that of existing estimators.
In terms of numerical results, our monomial test problem shows strong benefit with significant variance reduction both in the case of increasing numbers of high-fidelity evaluations and with fixed-numbers of high fidelity evaluations. Although the monomial test problem is quite simplified, the correlation matrix that it produces is representative of what may be encountered in practice. Since our algorithm only requires access to this correlation (or covariance) matrix, this indicates that there are potentially significant benefits to using our proposed approach. In order to gain even more insight regarding the relation between the performance of the schemes, the correlation matrix and the cost ratio between models, we introduce a parametric model problem that allows to explore a large variety of scenarios. In particular, this example shows that ultimately the performance of our approach are related to the existence of a gap between OCV and OCV-1 and that this gap can be numerically exploited under certain cost conditions. As this gap shrinks, the advantage of the strategies proposed here with respect to the other state-of-the-art-techniques diminish. In the two highlycorrelated multi-model cases (viscous Burgers with ρ i > 0.99 and the steady-state diffusion problem), it is shown that recursive approaches are generally adequate if one can generate evaluations of the high fidelity model since the first control variate reduces the bulk of the variance. However, if the computational expense between models is great, we can still achieve orders of magnitude improved reduction in the variance.
Future work will focus on developing optimal sample allocation schemes for the approximate control variate estimators. We conjecture that different optimization formulations can lead to better exploitation of the variance gaps between the single and multiple control variate estimators. These optimal sample allocation schemes will most likely require sub-selecting groups of control variates that should be further evaluated and bypassing those whose uncertainty cannot be sufficiently reduced.
Within our framework, other estimators can also be developed. In particular, optimal groupings of control variates can be investigated. Our ACV-KL estimator uses a particular scheme, where the last (M − K) control variates enhance the convergence of the Lth mean. Other groupings must exist that can potentially provide greater variance reduction, and the development of automated ways of determining such groupings is required. MLMC sampling strategy. We begin with Cov ∆, ∆ . Equation (2.16) implies this matrix is tridiagonal because CVs i and i + 2 are never evaluated at overlapping samples. The diagonal elements of this matrix are the variances of ∆ i and can be evaluated as follows
for i = 1, . . . , M wherer 0 = 1. The second line follows because the two sums are uncorrelated due to a lack of shared samples, i.e., z 1 i ∩ z 2 i = ∅. A similar calculation yields that the off-diagonals are
for i = 1, . . . , M − 1 and where in the second equality we used the fact that z 2 i = z 1 i+1 . Symmetry requires the same values for Cov [∆ i+1 , ∆ i ].
If we introduce the ratio between the standard deviations
where ρ ij is the Pearson correlation coefficient between Q i and Q j .
The covariance vector Cov ∆,Q is equal to [−Cov(Q, Q 1 )/N, 0, . . . , 0] because only the estimator for the first LF model ∆ 1 shares samples withQ. Therefore
Using this equation within Proposition 2.1 we obtain our stated result
Appendix B. Proof of Theorem 2.4.
Proof. We seek to find an upper bound for R 2 MLMC . Our approach is to show that R 2 MLMC increases monotonically with data, and that, in the limit of infinite data, it is less than ρ 2 1 . We begin by restating the definition of R 2
We need to show that both summations exhibit monotonic behavior. Consider the coefficients of the first summation (B.2) g(r i ,r i−1 ) =r i +r i−1 r iri−1 . 27 We need to show that this function monotonically decreases as the data is increased:
in which case R 2 MLMC would increase with increasing data. Therefore, we have
This function is continuous over the domain, and we can show that it is monotonically decreasing with a by showing that its derivative with respect to a is negative:
where D(a) is the denominator of Equation (B.4) whose square is positive. The last equality follows from the fact that each term is positive. Furthermore the denominator of Equation (B.4) is positive so that lim a→∞ g(r i + a,r i−1 + a) = 0.
The second summation has coefficients h(r i ) = 1/r i . Clearly, we have h(r i +a) < h(r i ) and lim a→∞ h(r i + a) = 0 for positive a. Together these imply Note that we separated out g(r 1 ,r 0 ) becauser 0 is a boundary condition that is fixed tor 0 = 1. This limit is maximized when τ 1 = −ρ 1 . Proof. Our result follows from computing Cov ∆, ∆ and Cov ∆,Q and applying Proposition 2.2. For this estimator we have
Next we partition this quantity into three sums that contain non-overlapping (independent) sets of samples. The first sum is partitioned according to
The second sum is partitioned according to
where we dropped the superscripts because it is no longer necessary to distinguish between z 1 i and z 2 i . Now we consider the diagonal of Cov ∆, ∆ . Since the sums are independent, the variance of the sums is the sum of the variances
Next we consider the off-diagonal terms of Cov ∆, ∆ . Without loss of generality, consider ∆ i and ∆ j for j > i. The nested structure of the sampling set means that z
for the jth. Only the first two sums in this last expression share samples with the ∆ i , and these sums correspond to the samples delegated toQ j . Therefore we have
To summarize Cov ∆, ∆ is diagonal
Next we turn to Cov ∆,Q . From Equation C.2 we see that samples that each CV shares with the high fidelity model are entirely contained in the first sum. Therefore Cov Q , ∆ i becomes
Appendix F. Proof of Theorem 3.2.
For reference we recall the definition of F (IS)
Proof. This proof again makes use of Propositions 2.1 and 2.2, which require the computation of Cov ∆, ∆ and Cov ∆,Q . We begin with Cov ∆, ∆ by noticing that ∆ i (z i ) =Q i (z) −μ i (z i ) and that for i = j, ∆ i is correlated with ∆ j only through the first N samples. This pattern will emerge for all the various quantities that we require and so we first split each ∆ i into two sums that have independent samples:
Now that these two sums are independent, the covariance between ∆ i and ∆ j for i = j is due to the first summation:
Using the same splitting we can derive the diagonal terms (variances) as
Ths result can be succinctly represented as
where • denotes the Hadamard (elementwise) product. Now we consider the Cov ∆,Q term. The covariance betweenQ and ∆ i is again a result of the first N samples of z i all the samples used forQ i and for the first N samples used forμ i . The splitting (F.1) then yields
More succinctly we have
Using Cov ∆, ∆ and Cov ∆,Q and Propositions 2.1 and 2.2, we obtain our stated result
Appendix G. Proof of Theorem 3.4. For reference, recall the definition of F (MF )
Proof. The difference between ACV-IS and ACV-MF is that the samples used to estimateμ i are reused for the first min(r j N, r i N ) samples ofμ j when j ≥ i. As a result, we have different expressions for the off-diagonal terms of Cov ∆, ∆ , but we retain the same expressions for the diagonal terms Var [∆ i ] and for Cov ∆,Q . Therefore, we need to derive a new expression for Cov [∆ i , ∆ j ] for this estimator, and then reuse the previous results within Propositions 2.1 and 2.2 to obtain our results.
We have two cases to consider, when r j ≥ r i and when r j < r i . Our derivation begins by splitting ∆ i and ∆ j into sums with independent samples and assuming that r j ≥ r i . The split for ∆ i is the same as Equation (F.1) and is repeated here for convenience
The splitting for ∆ j now includes the samples z i
where for the third summation in the second equality we used the fact that z
for k ≤ r i N . Now, we see that the covariance between ∆ i and ∆ j is due to the samples from the first two summations. This fact implies
Next we consider the case where r i > r j . This requires a different splitting of ∆ j
where the difference is that the first equation doesn't have an extra term to account for samples in z j that are not in z i . Using the same reasoning as above we have
We combine these two cases into a single formula
The expression for Var [∆ i ] is identical to that of estimator ACV-IS (Equation (F.2)) because the same splitting strategy can be used. The expression for Cov ∆,Q is also identical to that of estimator ACV-IS (Equation (F.5)) for the same reason. Therefore, the stated result follows by using these expressions within Propositions 2.1 and 2.2 as before.
Appendix H. Proof of Theorem 3.6.
Proof. Using the previous proposition we need to show that F (IS) → 1 M×M and that F (MF ) → 1 M×M . Since these two matrices share the diagonal entry, we begin with the diagonal because the minimum value goes to infinity since both r i and r j go to infinity.
Appendix I. Proof of Theorem 3.8.
Proof. Again we rely on Propositions 2.1 and 2.2. The separated nature of this estimator implies that the computation of Cov ∆,Q and Cov ∆, ∆ can be separated into three regimes: (1) i, j ≤ K; (2) when both i, j > K; and (3) either i ≤ K and j > K, which is symmetric to j ≤ K and i > K. The first two cases are the most straight forward because they essentially follow from ACV-MF.
Case 1: i, j ≤ K. This case is identical to ACV-MF for a CV estimator with K CVs. Therefore we have where we have used the fact that the N shared samples used in ∆ i are contained in the first sum in Equation (I.1), and that this sum has the coefficient ri−rL rirL 1 N . Next we have the covariance between the control variates. These estimators share several groups of independent samples that we will first consider separately and then sum together. The first group of shared samples is z L which consists of r L N samples. These samples correspond to the first two summations of Equation (I.1), and therefore their covariance becomes
Next, these estimators share an additional (min(r i , r j ) − r L )N . If r j > r i for j > i then these shared samples arise in the third sum of the splitting (I.1) and we obtain 1 rirj (r i − r L ) . Together these imply for j > i we have
Finally, we have the diagonal component, which considers both components of Equation (I.1)
Case 3: Now we consider the final case i ≤ K, and j > K. The reverse follows from symmetry. This case itself can be broken into three subcases: (a) i = L, (b) i < L, and (c) i > L. First we consider case (3a). In this case, we have the splitting from Equation (F.1) and the one just derived above (I.1). As for Case 2, we compute and add together the covariances resulting from the sums of independent samples from each splitting to obtain
For case (3b) all of the samples in z i are shared and we need to use a different splitting ∆ j to elucidate this fact. The relevant splitting for ∆ i is given by Equation (F.1), and the necessary splitting for ∆ j becomes Therefore we can collect the terms that share z and z i to obtain
Finally, we consider case (3c) where L < i ≤ K and j > K. We now need a new splitting for ∆ i
and we can use the splitting Equation (I.1) for ∆ j to obtain components from three summations with shared samples 
