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INTRODUCTION
The past two decades have witnessed an explosion in the development of theoretical schemes for simulating the dynamics of molecular systems. Motivated by major advances in time-resolved spectroscopic techniques and catalyzed by the availability of powerful computational resourses, numerical simulations allowed for the first time a glimpse into the course of fundamental chemical processes and the microscopic changes that accompany the transformation of reactants to products. Perhaps the most useful and widespread of these schemes continues to be the molecular dynamics (MD) method, which integrates the classical equations of motion. Because of its simplicity, MD is routinely applicable to systems of thousands of atoms. In addition, interpretation of the MD output is straightforward and allows direct visualization of a process. The major shortcoming of the MD approach is its complete neglect of quantum mechanical effects, which are ubiquitous in chemistry: The majority of chemical or biological processes of interest involve the transfer of at least one proton or electron, which exhibits large tunneling or nonadiabatic effects; water, the most common solvent, is organized into a complex network of hydrogen bonds whose continuous rearrangement is inherently a quantum mechanical phenomenon; and zero-point motion constrains the energy available in a chemical bond to be smaller than that predicted by the ? potential depth, and thus, MD calculations often result in spurious dissociation events.
Significant efforts in the field of chemical dynamics have been devoted to the development of quantum mechanical methods. Because of the delocalized nature of quantum mechanics, full representation of the wavefunction on a grid or basis set requires effort that grows exponentially with the number of interacting degrees of freedom. This scaling is the major stumbling block that restricts, in practice, full solution of the Schrödinger equation to small systems. Furthermore, apart from storing the wavefunction, integration of the Schrödinger equation requires application of the Hamiltonian or the time-evolution operator, and these procedures scale worse than linearly with the number of grid points or basis functions employed. Finally, the simulation of processes described by mixed ensembles, such as thermally averaged rate coefficients or correlation functions, requires propagation of a density matrix whose size is equivalent to the square of that required for storage of a wavefunction.
A number of efficient methods are now available for numerically exact wavefunction propagation in systems of a few degrees of freedom. These methods, which generally use spectral representations or polynomial expansions of the time evolution operator, have been reviewed extensively and are not elaborated in this article. Calculations in large polyatomic systems require the use of various approximations, which in a broad sense are built around mixed quantumclassical, variational, semiclassical, or path integral ideas. An exception is a class of condensed-phase processes involving a particle in a dissipative bath of phonons, whose dynamics can now be followed within numerically exact calculations.
This review focuses on time-dependent methods that are applicable to processes in large clusters and condensed phases, described by nonrelativistic Hamiltonians of distinguishable particles. Methods that scale exponentially with system size are not discussed, even though numerical applications on polyatomic molecules may have been reported. Furthermore, it focuses on strictly numerical schemes requiring large-scale computation and refrains from discussing elegant theoretical treatments that are primarily analytic in nature, such as advances in the correlation function formalism of reaction rates and molecular spectroscopy, instanton methods, or the Redfield approach. The goal is to offer the reader the general ideas underlying available methods and their range of application, rather than an exhaustive review of the literature. For this reason, only selected references are cited, which can serve as a starting point for further study.
A few words about terminology and classification of the various methods are also in order. The various schemes reviewed are grouped in sections according to the type of idea on which they are based. The term semiclassical is used to indicate the rigorous theory based on the asymptotich → 0 limit of quantum mechanics and does not include other approximations that are intermediate in spirit between quantum and classical formulations.
The next section discusses the time-dependent self-consistent field method and its various extensions. The section following that focuses on hybrid quantum-classical, Gaussian wavepacket, and surface hopping schemes. A number of appealing semiclassical ideas are next reviewed, followed by discussion of path integral methods and their application to condensed-phase dynamics and finally some concluding remarks.
TIME-DEPENDENT SELF-CONSISTENT FIELD METHODS
The time-dependent self-consistent field (TDSCF) approximation arises from timedependent variational principles (1, 2) if the latter are applied to a product wavefunction. For a system of n degrees of freedom described by the coordinates x i , the TDSCF ansatz for the wavefunction at a time t is
where ϕ(t) is an insignificant phase. The evolution of the single-particle functions ψ i is easily determined by substituting Equation 1 in the time-dependent Schrödinger equation and projecting on each of these functions. The result is (1, 3-7)
For Cartesian Hamiltonians, in which the kinetic energy operator is separable, the last equation can be rewritten in the form
where
According to the last equation, the evolution of each single-particle wavefunction is governed by an effective one-dimensional Schrödinger equation that involves the average potential with respect to all other degrees of freedom. Thus, Equation 2 is a mean field approximation. Its main attraction is the apparent reduction of computational effort for solving the full n-dimensional problem to that required to integrate n one-dimensional ones. In actual calculations, however, determination of the effective mean field potential requires multidimensional integration and thus is not practical for polyatomic systems unless the potential itself can be approximated by low-order polynomial expansions. The TDSCF scheme can be shown to conserve the norm of the wavefunction and the total energy. Note that the TDSCF equations are nonlinear, and thus the accuracy of the method depends on the choice of coordinate system as well as the initial condition. Rom et al (8) concluded that normal mode coordinates are optimal for systems that do not undergo substantial structural isomerization; this is so because the normal coordinate transformation eliminates potential couplings through quadratic order.
The so-called classical separable potential (CSP) method (9) aims at enhancing the practicality of the TDSCF approximation by eliminating the expensive averaging of the multidimensional potential. According to the CSP scheme, the initial wavefunction is transformed to the Wigner phase-space representation (10) , which is used to generate the weights w α of coordinates x (α) j and momenta p (α) j that serve as initial conditions for classical trajectories. The latter are used to construct a time-dependent CSP according to the prescription
where M is the number of sampled trajectories andV (t) is the potential average with respect to the given time-evolved distribution. The CSP potential is then used to propagate the wavefunction of each mode separately. Although self consistency is no longer satisfied, causing lack of strict energy conservation, test calculations have shown that for moderately quantum mechanical systems and relatively short time periods, the CSP method gives results in quantitative agreement with full TDSCF while reducing enormously the computational effort required (11, 12) . By virtue of the time-dependent effective potential terms, the TDSCF equations allow energy flow among the various modes. This effect is illustrated nicely in simulations of the photodissociation of van der Waals clusters (5, 13, 14) and also in studies of the transition-state dynamics of ClHCl − (15). Recent calculations of argon scattering from a cluster of 11 water molecules (16) revealed the importance of quantum effects in low-energy collisions, which are adequately captured by the TDSCF approximation as long as structural rearrangements of the cluster are not large. Specifically, the quantum TDSCF treatment resulted in appreciable energy transfer only into the softest vibrational modes of the cluster, whereas a classical MD treatment allowed excitation of modes corresponding to a wide range of frequencies.
On the other hand, dynamical correlations are completely neglected in TDSCF, implying the method can break down if the true wavefunction has a strong nonproduct character. Indeed, TDSCF fails to describe important phenomena, such as wavepacket splitting, that are ubiquitous in chemistry. This is because the averaging inherent in the TDSCF approach completely wipes out important features of the potential. Consider, for example, tunneling in a double-well potential coupled bilinearly to an oscillator (see Figure 1) . If the initial wavefunction is centered around one of the stable minima, the mean force of the oscillator results in a TDSCF Schrödinger equation with a skewed effective potential for the tunneling Figure 1 Contour sketch of a symmetric double-well potential and the effective onedimensional mean field potential corresponding to a wavefunction that is localized about the right minimum. The shaded region indicates the wavefunction. The asymmetry of the effective mean field potential prevents tunneling.
coordinate, and thus (unless the coupling forces are extremely small) tunneling is blocked (17) .
A number of approaches have been introduced in order to amend the shortcomings of TDSCF. Perhaps the simplest improvement is to add important twobody correlations explicitly (18) . The most systematic remedy is the inclusion of multiple product-type configurations. The multiconfigurational extension (MC-TDSCF) (17, 19) expands the wavefunction as follows:
where L is the total number of configurations. The expansion coefficients are given by differential equations, which are solved self-consistently with the single-mode wavefunctions. The appeal of this idea is that even a small number of configurations can lead to physically meaningful results, although the ability to identify those important configurations rests solely on one's insight into a particular problem.
In the limit where the number of configurations becomes large, the MC-TDSCF scheme reverts to a full basis set expansion and is accompanied by the conventional exponential scaling, although generally with a smaller exponent (20) . With a moderate number of configurations, MC-TDSCF leads to semiquantitative results for systems with several atoms while retaining practicality. Typical applications of the method include the study of the dissociation dynamics of NO 2 (21) and the absorption spectrum of pyrazine in a model environment of 24 harmonic vibrational modes (22) . Another, perhaps simpler, possibility is the configuration interaction version (CI-TDSCF) (23, 24) , which optimizes variationally the coefficients in an expansion of the type
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In this sense, the TDSCF ansatz is used here only as a physically meaningful basis set, and thus the CI-TDSCF scheme converges to the exact results in the L → ∞ limit. Finally, note that with proper adjustment, the TDSCF scheme can be cast into a form suitable for ensemble averaged quantities (25) (26) (27) ; however, the latter is practical only if the majority of degrees of freedom (those of the bath) are harmonic.
MIXED QUANTUM-CLASSICAL METHODS
The idea of treating select degrees of freedom in a polyatomic system quantum mechanically while retaining a classical trajectory description for those degrees of freedom that surround the coordinate of interest dates back to the first attempts to describe the dynamics of complex chemical systems. The appeal of hybrid quantum-classical (QC) schemes is that tunneling or interference phenomena that may be important for one or two reaction coordinates can be fully accounted for while-by treating the remaining degrees of freedom classically-conventional exponential scaling is avoided. Unfortunately, no rigorous ways of mixing quantum and classical mechanics are known, and several hybrid schemes retain a strong mean field flavor.
A variety of mixed QC approximations can be derived from the TDSCF equations. Consider, for example, a Hamiltonian where the reaction coordinate s is described quantum mechanically and the solvent coordinates x are treated via classical mechanics. Unfortunately, the structure of quantum mechanics is different from the classical mechanical formalism, and describing the dynamics between classical and quantum variables is not easy. Once the mean field factorization is imposed, one can imagine propagating the wavefunction ψ 0 for the quantum particle according to a Schrödinger equation in which the mean potential interaction due to the solvent is computed in terms of classical trajectories (1, 28) :
At the same time, each classical variable is subjected to a quantum force that is calculated as the expectation value with respect to the wavefunction of the system.
The initial conditions for these trajectories can be selected according to a Wigner prescription (10) or, in cases of locally integrable dynamics, from an action-angle variable transformation (29) .
Although the above equations are intuitively appealing, their interpretation and numerical implementation is not unique. Perhaps the strictest interpretation is to use in Equation 7 the average of the potential with respect to all solvent trajectories at a given time (5, 30, 31) . This idea, sometimes referred to as the self-consistent trajectory bundle, closest in spirit to the mean field approach, is plagued by problems similar to those of the fully quantum version of TDSCF. Namely, too much averaging is performed, and essential features of the potential are lost. An attractive alternative is a local QC scheme where the solvent potential felt by the quantum degree of freedom is given by a single trajectory (32) . This version, which also follows from Ehrenfest's theorem (33) , retains local aspects of the potential and thus generally performs considerably better, at the cost of solving a separate Schrödinger equation for each propagated classical trajectory. Numerical tests on a double well coupled to a thermal bath of harmonic oscillators indicate that the local QC TDSCF can be almost quantitative in describing the tunneling dynamics of an initially localized state when the overall coupling strength is not very large (34) . Other recent work has shown that significant discrepancies can still arise in the estimation of rate constants, especially at moderate-to-strong system-bath couplings (35) . Given that the equations are nonlinear, the significant differences in the conclusions reached by these works are likely to originate from their use of different initial conditions. Nevertheless, QC methods are inherently inadequate for calculating quantities that are sensitive to phase factors and time-dependent wavefunction overlaps. For example, they fail even qualitatively to yield the absorption cross section, as the latter is determined by the autocorrelation function of the nuclear coordinates, which is missing from the QC treatment (31, 36) . Furthermore, recent studies of coupled oscillator models have shown that mixed QC treatments can in some situations be less satisfactory than a classical treatment of all modes (37) (38) (39) .
Mixed QC ideas are also relevant in the treatment of nonadiabatic processes in large molecules or the condensed phase. Even if the MD method is adequate for the purpose of describing the dynamics on a single Born-Oppenheimer potential surface, it does not allow for a change of electronic state. The mixed QC schemes described above can be extended to deal with electronic nonadiabaticity (40, 41) . Problems may arise because the average force that drives the nuclear motion can be vastly different from the true force that should govern the time evolution on each individual potential surface. The averaging inherent to these methods can lead to unphysical results, as the wavepacket may exit the nonadiabatic region experiencing an average potential rather than the true Bohn-Oppenheimer potential of a given electronic state (43) . An elegant extension of the Ehrenfest model that properly incorporates boundary conditions specific to the electronic states of interest is the classical electron model of Meyer & Miller (42) .
Electronically nonadiabatic effects can be included in trajectory simulations according to a number of ad hoc procedures generally known as surface-hopping methods. In the original scheme of Tully & Preston (44), a swarm of classical trajectories with initial conditions selected to represent the desirable state are propagated on a single electronic surface until an avoided surface crossing is reached. At such points, the trajectory swarm is split into two branches, each of which follows a different potential surface. Each hopping event amounts to adjusting the velocity with a hopping probability, which is given by the semiclassical Landau-Zener formula (45) (46) (47) . The method has been generalized to allow hops at any time according to a "fewest-switches" algorithm (43) . This way, the need to know the location and geometry of the avoided crossing regions is avoided. The hopping probability is estimated from amplitudes obtained by solving the electronic Schrödinger equation self-consistently with the classical mechanical equations of motion. If a switch occurs, the component of velocity in the direction of the nonadiabatic coupling vector is adjusted to conserve the total energy. The surface-hopping method is practical for large systems, and several applications to nonadiabatic dynamics of molecule-surface collisions and excess electrons in atomic fluids (48) have been presented.
The ideas of surface hopping have been extended to treat processes associated with quantum mechanical transitions of a light particle (e.g. a proton) on a single electronic potential surface (49) . The heavy atoms are described by classical trajectories that evolve on vibrationally adiabatic potential surfaces associated with the quantum particle, and transitions between these surfaces are treated as hopping events. The method has been applied to complex chemical processes, such as the dynamics of proton transfer in liquid methyl chloride (49) . Extensions to a multiconfigurational scheme have been formulated (50, 51) , and applications to proton transfer along water chains have been reported (51) . These calculations indicate that fluctuating electric fields and structural constraints strongly affect the dynamics of proton transport in biological water channels.
Three decades ago, Pechukas formulated a rigorous self-consistent trajectory treatment of nonadiabatic dynamics (52) . In this theory, the quantum system influences the classical dynamics via a quantum force. In turn, the quantum force on the classical degrees of freedom is obtained self-consistently with the classical trajectory. As a consequence, the force required to solve Newton's equations is not known a priori, and thus the implementation of Pechukas' elegant theory is not easy. Recent theoretical efforts have discussed the close connections of the surface-hopping method with this rigorous semiclassical approach (53) .
Another way of accounting for electronic transitions in condensed-phase MD simulations has also been motivated by the semiclassical nonadiabatic theory of Pechukas. In this stochastic version of surface hopping, a hopping probability is constructed from the nonadiabatic transition amplitude corresponding to a particular time interval over which coherent propagation is implemented (54) . This time length is not understood as a convergence parameter but rather must be chosen on the order of the decoherence time characterizing the process of interest. Coherence is dropped for times longer than that time interval. Stochastic surface hopping reverts to Tully's method (43) in the limit of very small decoherence time intervals. In the limit of very small decoherence time intervals, Webster et al (55) used the method to study the solvation dynamics of an electron injected into a simulation box comprising 200 water molecules at equilibrium in an attempt to explain the two-phase time evolution of the experimental transient absorption spectrum of the hydrated electron (56) . The calculations revealed the formation of a relatively long-lived solvated excited state of approximate p-type symmetry, in qualitative agreement with the experimental findings. Recent efforts have resulted in schemes that combine the fewest-switches surface-hopping approach with a mean field force (57) .
A fundamental problem common to methods that treat only some degrees of freedom quantum mechanically while resorting to classical descriptions for the remaining particles is their inability to guarantee the correct equilibrium distribution over long time periods. The origin of this flaw is the fundamental incompatibility of quantum and classical mechanical laws and characterizes even the most rigorous QC methods.
A conceptually different approach is the Gaussian wavepacket (GWP) propagation method pioneered by Heller (58) . This is based on the ansatz that a Gaussian initial state remains Gaussian during the course of evolution:
Subject to this constraint, Heller (58) obtained equations of motion for the center, width, and phase of the wavepacket. Specifically, the center x t and mean momentum p t of the wavepacket follows the classical equations of motion in the full Hamiltonian, whereas the remaining parameters are specified by the locally quadratic time-dependent harmonic approximation to the potential around the given classical trajectory. In this sense, the GWP "dresses" a classical trajectory, introducing quantum effects in an otherwise classical MD calculation. Even more practical is the frozen Gaussian approximation (59), in which the width of the wavepacket is fixed during evolution. The above remarks suggest that the GWP method should be adequate for studying photodissociation or radiationless transitions in some polyatomic systems. Such processes are often characterized by broad and structureless spectra, implying that the dynamics must be followed for short time intervals. Vibrational structure is associated with recurrences in the correlation function, which are captured correctly as long as they originate from the harmonic part of the potential. Early applications of the method on the photodissociation of CH 3 I and of ICN demonstrated the feasibility and potential accuracy of the method for such "direct" dynamical processes (60, 61) .
The GWP ansatz is exact for quadratic Hamiltonians. When anharmonic problems are considered, the major shortcomings of GWP methods arise from the localized nature of the Gaussian assumption: Splitting is prohibited, and as a result, dynamical effects in considerably anharmonic systems are described properly only over short time intervals. Classically forbidden regions are penetrated only by the tail of the wavepacket. In addition, the average energy of the wavepacket is not conserved because the underlying locally harmonic potential is time dependent. Improved descriptions are achieved by employing a set of frozen Gaussians as a time-dependent basis set in terms of which the wavefunction of interest or the propagator is expanded at select time intervals (62, 63) . Unfortunately, as with any basis set method, the numerical effort involved grows exponentially with the number of coupled degrees of freedom. However, if the single Gaussian approximation already provides a physically meaningful description for a given problem, it is likely that adequate results can be obtained with a small number of such basis functions.
Another method in the spirit of QC ideas is the multiple spawning method for nonadiabatic dynamics (64, 65) . The nuclear wavefunction associated with each electronic state is represented as a linear combination of multidimensional frozen Gaussian basis functions whose centers follow the classical equations of motion. Whenever a basis function enters a region of significant nonadiabatic coupling, additional basis functions are spawned in the new electronic state and evolve according to amplitudes obtained from the time-dependent Schrödinger equation. Deletion of linearly dependent functions prevents the basis from growing too large. The method has been shown to provide an accurate description of model nonadiabatic events in two spatial dimensions (66) . Approximation of the wavefunction of each electronic state by a single traveling Gaussian makes the method practical for multidimensional systems, and application to studies of electronic quenching in polyatomic molecules (64, 67) and to the cis-trans isomerization of bacteriorhodopsin (68) have been reported.
SEMICLASSICAL METHODS
Semiclassical theory was developed in the early days of quantum mechanics as a means of merging the gap between the new theory and the established classical laws. The WKB method and its time-dependent analog, the semiclassical propagator, offer a sufficiently satisfactory connection in the smallh regime. The semiclassical approximation to the propagator can be obtained directly as the stationary-phase limit of the path integral and takes the form (69)
10.
Here S is the classical action and µ is the Maslov phase, which (for standard Cartesian Hamiltonians) increments by unity every time the trajectory encounters a focal point or caustic. Note that in this endpoint formulation there can be multiple classical trajectories satisfying the appropriate boundary conditions. Equation 10 was first obtained by Van Vleck (69) . As the stationary-phase limit of the path integral expression, it is exact for quadratic Hamiltonians. It is capable of describing semiquantitatively important quantum phenomena, (29, 70, 71) . Furthermore, the semiclassical propagator has been shown to be highly accurate in nontrivial situations (72) , including two-dimensional chaotic systems, thereby providing a very desirable alternative to full quantum dynamics for many-body problems.
However, numerical implementation of time-dependent semiclassical theory has in the past been problematic. One of the major drawbacks of the Van Vleck expression is that the relevant trajectories must satisfy double-ended boundary value conditions. An attractive alternative is offered by Miller's initial value representation of the survival amplitude or similar correlation functions (73) . In this, one changes the integration variable associated with the propagator endpoint to an initial momentum, bringing the expression in the form of an integral over phase-space variables that specify the trajectory initial conditions:
11.
Note that the sum over multiple paths has been absorbed in the integral over initial conditions. Apart from eliminating the cumbersome root search, another attractive feature of Equation 11 is that the divergence associated with caustics has been eliminated, as the zeros of the prefactor now appear in the numerator. From the numerical standpoint, an attractive representation is in terms of coherent states. Herman & Kluk (74) have shown that the semiclassical propagator can be expressed in the form
Here x f , p f are the endpoints of a classical trajectory with initial conditions x 0 , p 0 .
is the appropriate prefactor, and the coherent state wavefunctions are
14.
?
Another convenient form is the cellular representation by Heller (75) , which employs Gaussian basis sets. A mixed treatment, employing the coherent state representation for the most important degrees of freedom while retaining a GWP description of the remaining coordinates, has been found useful and applied to diatomics in rare gas hosts (76, 77) . A combination of the coherent state representation and the cellular dynamics approach has also been proposed (78) . Given the above numerically advantageous representations, the remaining problem is the highly oscillatory structure of the semiclassical propagator, which obviates the use of importance sampling procedures and thus limits applications to low-dimensional problems. Grossmann (79) discussed the technical issues in detail. To circumvent the phase cancellation problem, Walton & Manolopoulos (78) have resorted to a filtering procedure in the spirit of stationary-phase smoothing techniques developed earlier for the real time path integral (80, 81) . Using this approach, Brewer et al (82) recently reported semiclassical calculations of the photodetachment spectrum of a negatively charged argon-iodine cluster treating explicitly up to 15 vibrational degrees of freedom.
In order to describe ensemble-averaged correlation functions or density matrices, one needs to square the time-dependent amplitude prior to performing the necessary trace operation. This procedure results in expressions that involve two time-evolution operators, one of which can be interpreted as a backward propagation step. The presence of two propagators leads to a double phase-space integral, increasing further the difficulty of the calculation. Sun & Miller (83) introduced a linearization approximation in which the phase of the integrand is expanded through linear terms in the difference of these integration variables, and one of these phase-space integrals is performed analytically. The result, also obtained by Pollak & Liao in the context of quantum transition state theory (84) , is an appealing expression that involves the product of Wigner functions for the initial density evaluated at the initial and final phase-space values of each sampled classical trajectory. Phase oscillation is no longer problematic, making the method easily applicable to polyatomic problems. Model calculations have shown the linearized approximation to be successful for describing quantum dynamics at short time intervals, including interference phenomena (85) . Nevertheless, quantum effects enter only via the Wigner functions of the initial and final states, and the real time dynamics are treated in a purely classical fashion. For this reason, the linearized semiclassical approximation cannot describe quantum interference phenomena associated with long-time recurrences (86) .
Makri & Thompson (87-89) have pointed out that it is possible to exploit the structure of ensemble-averaged correlation functions or expectation values in order to alleviate the severe phase cancellation without introducing uncontrolled approximations. The key idea is that the forward and reverse time-evolution operators for the degrees of freedom that are not probed in a calculation can be combined in a single operator and evaluated semiclassically. The advantage is that the backward propagation results in considerable cancellation, and the resulting accumulated action is small on the scale of Planck's constant, such that the integrand is smooth. Consider, for example, a correlation function of the type
where ρ(0) is the density operator of the initial ensemble and A and B are operators that depend only on the position s of the observable system whose conjugate momentum is denoted as p. The remaining n degrees of freedom not probed in the calculation (the solvent) are denoted collectively by the canonically conjugate variables represented by the n-dimensional vectors R and P. One can show that using the semiclassical approximation, Equation 15 can be brought in the form (89)
16.
Here s + cl (t ) and s − cl (t ) are the system components of classical trajectories in the forward and backward time direction, with phase-space endpoints (s 0 p 0 , s t p t ) and (s t p t , s f p f ), respectively; R cl is the solvent component of these trajectories along the entire forward-backward contour; and S for-back is the corresponding action functional. Note that the solvent trajectory is continuous at the time t, whereas the presence of the operators in Equation 15 introduces a discontinuity in the system component of the forward-backward paths. Miller has arrived at slightly different versions by writing the system operators in exponential form according to Weyl transformations (90) . The fact that the forward and backward propagation steps are combined for the majority of degrees of freedom leads to action integrals that are small, thus dramatically reducing the oscillatory character of the integrand. In essence, the major advantage of the forward-backward semiclassical dynamics (FBSD) approach is that the bulk of the cancellation occurs in the action rather than via the rapid oscillations of the integrand. As a result, Monte Carlo evaluation is easily feasible. Equation 16 can be expressed in the coherent state representation in which the integration variables are the initial positions and momenta (89) .
PATH INTEGRAL METHODS
Feynman's path integral formulation of time-dependent quantum mechanics (91) provides, at least in principle, an attractive alternative to the Schrödinger approach. By representing the quantum mechanical propagator as a sum over paths, the path integral avoids the storage problems of the wavefunction description. However, even for small systems, explicit summation requires astronomical numbers of paths, and the latter proliferate at exponential rates with spatial dimension and propagation time. For these reasons, exact path integral calculations in general many-body systems appear to suffer from problems similar to those plaguing the traditional wavefunction approach. Nevertheless, the path integral provides the starting point for the formulation of numerical schemes that allow exact simulation of the dynamics in certain important situations, and the prospect for rigorous quantum-semiclassical treatments appears excellent.
The idea underlying the path integral formulation is the superposition principle. For a particle of mass m in one dimension, the amplitude to get from a point x 0 to the point x f in time t is expressed in the path integral formulation as a sum of contributions from all conceivable paths that connect these points (92) . The contribution of each path x(t) is proportional to a phase given by the action functional S[x(t)] along that path in units of Planck's constanth:
Classical and nonclassical paths enter this expression with the same weight. In the classical limith → 0, small variations of a path generally result in large changes in the phase S/h. Because of destructive phase interference, the contributions of most paths sum to zero in this limit. Constructive interference results from paths whose actions are stationary, which are the classical trajectories. Using Equation 17 and the superposition principle for the evolution of a wavefunction, one can recover the conventional time-dependent Schrödinger equation (92) . Conversely, one can derive the path integral from the Schrödinger formulation of quantum mechanics. By slicing the total time t into N short time steps of length t and using the Trotter factorization of the short time-evolution operator, one arrives at the discretized path integral expression of the propagator (92):
which becomes an equality in the limit N → ∞. Here, each realization of points x 0 , x 1 , . . . , x N−1 , x N ≡ x f defines a path that connects the initial and final point in the specified time. With finite values of the time step, the Feynman paths in Equation 18a are discretized. The exponent in that expression is easily recognized as the trapezoid rule discretization of the action in Feynman's ansatz, Equation 17.
In the continuous time limit, the propagator becomes a functional integral, for which Feynman employed the symbolic notation
Another alternative to the slicing employed in Equation 18a involves expansion of the paths in Fourier series (93) . The storage requirements of Equation 18 are minimal, but the large dimension of the integral involved appears to necessitate the use of Monte Carlo methods. However, as all paths enter the discretized path integral with the same weight, one needs to sample the entire volume of integration, and importance sampling does not offer an advantage. Most important, the rapid phase oscillation of the integrand results in enormous cancellation, which cannot be dealt with by Monte Carlo procedures (94) .
The situation can be improved by constructing improved propagators that employ appropriate projection operators (94) or physically motivated reference systems (95) in the discretization of the path integral. These schemes lead to path integral expressions where the integrand is relatively localized and only mildly oscillatory with respect to each path integral variable. However, the effect of the residual oscillations (which are essential for reproducing quantum interference effects) is amplified in multidimensional space, leading to dramatic cancellation that renders Monte Carlo schemes inadequate for calculating the dynamics beyond a few time steps (94) . Another attractive possibility is to bias the sampling near classical paths, where the phase is stationary and therefore phase cancellation is minimal (80, (96) (97) (98) . This approach also suffers from the sign problem at longer times, as many stationary-phase paths begin to contribute with different phases that generally interfere destructively. In this sense, stationary-phase-based Monte Carlo path integral techniques cannot be less demanding than forward-time semiclassical propagation (discussed in the previous section), and usually the larger number of integration variables increases the numerical difficulty. In light of the analysis presented there, the use of a forward-backward representation in conjunction with stationary-phase sampling ideas may lead to a robust path integral scheme for simulating the quantum dynamics of large systems (99) . Finally, an attractive idea that has been suggested is to rewrite the path integral in terms of the density of actions (100),
which is directly amenable to computation by Monte Carlo methods. Using this concept, the propagator takes the form
The major advantage of this simple rearrangement is that the oscillatory component of the integrand is now one-dimensional and thus can be evaluated by quadrature. Preliminary application to one-dimensional models has been met with success, and the method appears promising. Note, however, that multidimensional calculations may require a high degree of accuracy in the density of actions, which may be difficult to attain by means of stochastic sampling. Another possibility for extracting dynamical properties is via analytic continuation of imaginary time quantities (101) (102) (103) , which are relatively straight forward to calculate. Analytic continuation methods are successful only if accurate data points are available. As a consequence, the presence of statistical error in the imaginary time data renders the process of analytic continuation to real time unstable in general. Moreover, the convergence radius of the propagator is not large in general, and this fact restricts the applicability of analytic continuation to fairly short times.
Maximum entropy image enhancement techniques (104) have been successfully applied to a variety of ill-conditioned problems, including the inversion of imaginary time quantities to obtain spectral properties. The maximum entropy method (105) finds the spectrum that corresponds to the largest number of ways of reproducing the data. By construction, the resulting spectrum has maximum entropy (in the information theoretic definition) subject to a number of constraints (106) . Recent applications (107) indicate that the maximum entropy method can yield semiquantitative estimates of absorption spectra in solution and the corresponding real-time correlation functions up to moderate times. However, the method is not suitable for long time propagation.
An attractive idea is to infer useful dynamical information from statistical properties alone, avoiding the instability problems associated with real time calculations or inversion procedures. This is a fruitful strategy for estimating finite temperature reaction rates according to the centroid density formalism of Voth et al (108, 109) . Following the work of Gillan (110, 111) , the rate constant is expressed in terms of a constrained partition function, where the centroids
of all cyclic quantum paths are forced to lie at the transition state. The centroid partition function
where is the action in imaginary time and x TS denotes the location of the transition state, is then evaluated using the imaginary time path integral method (112) . As real time dynamical effects are neglected, the centroid scheme is essentially a form of quantum mechanical transition-state theory. The method generally leads to a faithful estimation of the rate when the system-solvent coupling (the friction) is sufficiently strong. However, it fails to reproduce the so-called Kramers turnover, i.e. the nonmonotonic variation of the rate observed in the activated regime for small friction values, and can significantly underestimate the rate in the deep tunneling regime (113) . As classical transition-state theory can lead only to an overestimation of the reactive flux, it is clear that the latter effect has a quantum mechanical origin. A semiclassical analysis (114) has shown that enhancement of the rate at low temperature and weak friction is a consequence of coherence effects that survive even in a regime where the population dynamics are purely exponential. Centroid density ideas have also been employed to formulate a centroid molecular dynamics (CMD) scheme in which the centroids evolve classically on a potential of mean force generated by integrating over quantum fluctuations of imaginary time paths (115, 116) . In a recent application of the CMD method, Lobaugh & Voth (117) studied the quantum dynamics of an excess proton in liquid water. The potential interactions were described using a two-state empirical valence bond model for the H 5 O + 2 . The exchange of the proton between two water molecules was found to be an activationless quantum process, and the quantum infrared spectrum of the transferring proton was calculated. The authors concluded that quantum effects for the transferring proton are significant, qualitatively changing the radial distribution functions with respect to classical MD results.
To date, no stable fully quantum mechanical simulation methods are known that are applicable to arbitrary many-particle systems over long time periods. However, significant progress can be made by adopting the influence functional ideas pioneered by Feynman & Vernon (118) . It is argued that rather than attempt to calculate the dynamics of a polyatomic system directly in full dimensionality, it is advantageous to partition the Hamiltonian into an observable, highly quantum mechanical subsystem (the reaction coordinate) and a bath of less interesting degrees of freedom, which are not probed directly. A generic Hamiltonian is then written as
Here s is the coordinate of the system of interest that is coupled to a generally nonlinear bath described by the coordinates x j , which are denoted collectively by the vector x. It is assumed that the system-bath interaction does not depend on momentum terms. The idea is to exploit linear response theory or semiclassical approximations to evaluate the influence of the environment on the observable system and to devise feasible schemes for evaluating the remaining sum over system paths. Observables pertaining to the system of interest are conveniently expressed in terms of the reduced density matrix,
where ρ(0) is the initial density operator and the trace is with respect to the bath.
The reduced density matrix can be expressed as a double path integral in the form
Here S 0 is the action for the bare (or renormalized) system,ρ 0 is its initial density matrix, s + and s − are forward and backward paths with endpoints (s , s f ) and (s , s 0 ), respectively, and F is the corresponding influence functional (118) . Assuming that the system and bath are initially uncorrelated and that the bath is described by a canonical ensemble at a temperature 1/k B β, the influence functional is given by the expression
In the last equation, U is the time-evolution operator that corresponds to the (timedependent) Hamiltonian H b + V int along a given system path and Z is the partition function for the isolated environment. The assumption that the system and bath are initially uncorrelated is employed here only for the sake of simplifying the equations that follow; the general case of a bath that is equilibrated with respect to the system of interest can be treated via a straightforward (though slightly more cumbersome) extension of the procedures described below. A special case of considerable significance is that of a low-dimensional nonlinear system coupled to a dissipative bath of harmonic oscillators. The systembath model can often provide a realistic description of the effects of common condensed-phase environments on the observable dynamics of the microscopic system of interest. A typical example is that of an impurity in a crystalline solid, where the harmonic bath arises naturally from the small-amplitude lattice vibrations. The harmonic picture is often relevant even in situations where the motion of individual solvent atoms is very anharmonic; in such cases, validity of the linear response approximation can lead to Gaussian behavior of appropriate effective modes by virtue of the central limit theorem (92, 114, 119, 120) . The system-bath Hamiltonian under consideration can be written in the form (121)
Here s denotes the coordinate of the quantum particle and x j are the coordinates of the harmonic oscillator modes, which are linearly coupled to the system and which constitute the bath. For simplicity, the coupling functions are assumed linear in the system coordinate as well, although extension of the procedure that follows to a more general coupling form of the type f j (s)x j is straightforward. Accurate propagators for the Hamiltonian of Equation 26 are constructed by adding to the conventional kinetic energy reference (92) the potential along the one-dimensional adiabatic path defined by the relations x j = c j s/m j ω 2 j to construct a reference Hamiltonian:
27.
The reference propagator is calculated numerically (122, 123) in terms of the M lowest-energy eigenfunctions k and eigenvalues E k of H 0 :
The remaining terms in the system-bath Hamiltonian correspond to linearly displaced harmonic oscillators, which enter the path integral in a Gaussian fashion. Following the procedure of Feynman & Vernon (118), these Gaussian variables are integrated out, leading to an influence functional that incorporates nonadiabatic corrections to the exact dynamics along the adiabatic path contained in the reference propagator. The resulting quasiadiabatic propagator path integral (QUAPI) expressions (95) converge with relatively large time steps.
In the discretized path integral language, the reduced density matrix takes the form ρ(s , s ; t) = ds
Here {s 
where the coefficients η kk are discretized versions of the bath force autocorrelation function, which depends on the spectral features of the harmonic medium as well as the system-bath coupling coefficients. The influence functional contains interactions between path integral variables that may be separated by many time steps. This structure is reminiscent of the memory friction kernel in the classical generalized Langevin equation (124) . Monte Carlo methods can be used successfully at short time intervals, for which the dimensionality of the integral in Equation 28 is not too high and phase cancellation is not extreme (125) . However, the severity of the sign problem increases exponentially with the number of time steps, and evaluation of the reduced density matrix by multidimensional Monte Carlo sampling is still problematic at intermediate-to-long time periods. Fortunately, progress can be made in cases where the bath corresponds to a condensed medium. Because condensed-phase correlation functions decay within a finite interval, the effective length of nonlocal influence functional interactions is finite. Dropping negligible long-range correlations allows decomposition of the multidimensional path integral into a sequence of lower-dimensional operations (126, 127) (see Figure 2 ). Specifically, a reduced density functional (a multitime object) of path segments that span the pertinent memory length can be propagated forward in time via multiplication with an appropriate propagator functional (128) . Restricting attention to those paths that enter the path integral with significant weight dramatically reduces the memory requirements of the method, and the filtered propagator functional (FPF) allows iterative evaluation of the path integral over very long time periods. In discrete time language, the reduced density functional becomes a vector and the propagator a matrix, such that the scheme reduces to matrix-vector multiplication. The essential difference from wavefunction propagation schemes is that the current case requires the use of larger matrices. Because the solvent memory length enters only as a convergence parameter, the scheme converges to the exact quantum mechanical result, and therefore the computed state populations approach the correct thermodynamic limit at long time periods. Golosov et al (129) recently showed that further correlations can also be neglected without significant loss of accuracy, leading to a convolution scheme with an integral equation kernel that drastically reduces the numerical effort required to simulate processes in long-memory solvents.
Using the FPF scheme, Sim & Makri (130) studied the dynamics of primary charge separation in bacterial photosynthetic reaction centers. By comparing the path integral simulation results to those from available time-resolved experiments, they concluded that the 3-ps electron transfer from the photoexcited special pair to the bacteriopheophytin proceeds via a two-step mechanism that utilizes the bacteriocholorophyll as a kinetic intermediate; however, as the second step of this sequential transfer is fast, the reduced bacteriochlorophyll state is depleted rapidly. The path integral time step employed in the simulations varied between 3 and 13 fs, such that the maximum propagation time in some of the calculations exceeded 5000 time steps.
The major limitation of the above real time path integral methodology is its restriction to processes occurring in harmonic media. To go beyond that assumption, one must resort to numerical methods for evaluating the influence functional from arbitrary polyatomic environments. Doing so at the level of full quantum mechanics does not appear feasible, as it amounts to calculating the dynamics of a many-body Hamiltonian. However, given the ensemble-averaged structure of the influence functional, the FBSD methodology described earlier is ideally suited. Using the coherent state representation (74), Makri & Thompson (87) arrived at the following forward-backward expression for a rigorous evaluation of the influence functional:
Here x f , p f are the endpoints of a classical trajectory that starts with initial conditions x 0 , p 0 , evolves to time t under the combined forces as a result of the solvent and its interaction with the system along the given forward path s + , and subsequently returns to zero time, experiencing a force exerted on the solvent by the system along its backward path s − . Finally, D is the Herman-Kluk prefactor in forwardbackward time. Equation 31 is evaluated by a Monte Carlo procedure, which by virtue of the cancellation effected in the forward-backward action converges very well for system path pairs that lead to influence functionals appreciably different from zero (87) . Numerical applications to a chain of 10 anharmonically coupled atoms modeling solvation shells in the radial direction around a chromophore (88) demonstrated that the method is robust and that calculations on moderate-size clusters are well within the power of current computer technology. Note also that the prospect of treating truly large systems appears good, as solvent atoms that are distant to the system of interest and thus weakly coupled to the latter make negligible contribution to the net action and therefore do not increase the difficulty of the calculation.
SUMMARY AND OUTLOOK
In recent years, time-dependent methods have advanced to the point that calculations on polyatomic systems are often feasible and reliable. Currently, the most widely used methods constitute a compromise between accuracy and feasibility. Typically, such schemes are based on one or more ad hoc approximations whose accuracy is hard to quantify. In general, dynamical approximations tend to perform well at short time periods, typically on the order of one period of the fastest degree of freedom treated explicitly, while often failing to describe long time events.
Thus, the development of economical methods capable of describing the dynamics beyond the first collision event remains a challenge. The most rigorous of the available methods are computationally demanding, and their domain of applicability is not fully understood. It is therefore imperative to improve the efficiency of newly developed semiclassical and path integral methods in order to make them easily accessible. At the same time, an important goal is to use accurate methods for the purpose of testing less-expensive approximate schemes to establish their adequacy for treating complex chemical problems. These goals remain at the forefront of current research in theoretical quantum dynamics.
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