Abstract -Constraints play an important role in the efficient query evaluation in deductive databases. In this paper, constraint-based query evaluation in deductive databases is investigated, with the emphasis on linear recursions with function symbols. Constraints are classified into three classes: (i) rule constraints, (ii) integrity constraints, and (iii) query constraints. Techniques are developed for the maximal use of different kinds of constraints in rule compilation and query evaluation. Our study on the roles of different classes of constraints in set-oriented evaluation of linear recursions shows that (i) rule constraints should be integrated with their corresponding deduction rules in the compilation of recursions; (ii) integrity constraints, including finiteness constraints and monotonicity constraints, should be used in the analysis of finite evaluability and termination for specific queries; and (iii) query constraints, which are often useful in search space reduction and termination, should be transformed, when necessary, and be pushed into the compiled chains as deeply as possible for efficient evaluation. Our constraint-based query processing technique integrates query-independent compilation and chain-based query evaluation methods and demonstrates its great promise in deductive query evaluation.
Introduction
Constraint programming and constraint-based reasoning has been studied extensively in logic programming and artificial intelligence [12, 13] . Since many application problems in deductive databases, such as traversal recursion [24] , the manipulation of lists and complex data objects [9] , etc. may involve huge search space and may encounter termination problems, it is important to explore constraint-based query evaluation in deductive databases [15, 16] .
Relational database query optimizers apply query constants and constraint information for efficient retrieval [27] . A popular heuristic in relational query optimization, performing selection first, can be considered as an example of constraint-based query evaluation in relational database systems. Similar techniques apply to deductive databases without recursion. However, when there is recursion, it is nontrivial to enforce constraints for efficient query evaluation. In this paper, the techniques are investigated towards an integration of constraint-based reasoning with set-oriented database processing, with an emphasis on the incorporation of different kinds of constraints in the compilation and efficient evaluation of function-free and functional linear recursions. Our study shows that constraint-based evaluation plays an important role in search space reduction and termination of query evaluation in deductive databases.
First, various kinds of constraints are classified into three classes: (i) rule constraints, the constraints added to the bodies of deduction rules, (ii) query constraints, the constraints enforced on query predicates; and (iii) integrity constraints, the constraints reflecting the relationships among data in databases and/or the arguments of functions and predicates in deduction rules. These three kinds of constraints play different roles in search space reduction and termination of query evaluation.
Secondly, technique are developed in this paper for the incorporation of different kinds of constraints in the compilation and evaluation of linear recursions. According to our previous studies, a function-free linear recursion can be compiled into a bounded recursion or a highly regular chain form [8] , and a functional linear recursion can be
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rectified into its function-free counterpart and be compiled accordingly [7] . The compilation greatly facilitates the application of constraints in query analysis.
Different kinds of constraints should be treated differently in rule compilation and query evaluation. Rule constraints should be compiled together with the recursions to reduce search space in iterative processing. Integrity constraints, which include finiteness constraints and monotonicity constraints, should be applied, together with query constraints, to determine finite evaluability and termination conditions. Further, query constraints should be transformed, when necessary, and be pushed into compiled chains as deeply as possible for efficient evaluation. Techniques are developed for correct and maximal use of these constraints in the evaluation of deductive database queries.
To illustrate the general principles of constraint-based recursive query evaluation, two application examples are used throughout the paper. One is the popularly discussed ancestor problem, a simple function-free linear recursion; and the other is a traversal recursion problem, scheduling a sequence of connected flights for travelers, a typical functional linear recursion. The analysis of the two examples shows that expert knowledge, user requirements and integrity constraints are useful constraint information which can be used effectively in the termination of iterative search, reduction of search space and derivation of desirable answers.
The paper is organized as follows. In Section 2, the compilation of function-free and functional linear recursions is outlined. In Section 3, a method is developed for the incorporation of rule constraints in the compilation of linear recursions. In Section 4, methods are investigated for the incorporation of query constraints and integrity constraints in the testing for finite evaluability and termination of query evaluation. Constraint-based query evaluation techniques are developed in Section 5. Possible enhancement of the technique and a comparison of the method with others are presented in Section 6. Finally, the discussion is summarized in Section 7.
Compilation of Function-Free and Functional Linear Recursions

Function-Free and Functional linear recursions
Like many researchers [11, 12, 15, 21, 27] , we assume that a deductive database is partitioned into three components: (i) an extensional database (EDB) (a set of stored data relations), (ii) an intensional database (IDB) (a set of deduction rules), and (iii) a set of integrity constraints (ICs).
Definitions.
A rule is linearly recursive if the head predicate is the sole recursive predicate and appears exactly once in the body. (Notice that mutual recursions are excluded here for simplicity of discussion). A recursion is linear if it consists of one linearly recursive rule and one or more nonrecursive (exit) rules. A recursion is function-free if it does not contain function symbols; otherwise, it is functional [21] .
Example 1. A function-free linear recursion, ancestor, is presented below. The notations used here are similar to Prolog [26] . The rule set, (1a ) and (1b ), which defines an IDB predicate ancestor (Des , Anc ), indicates that Anc is an ancestor of Des if Anc is a parent of Des or an ancestor of the parent of Des .
A functional linear recursion, travel, is presented below.
The rule set, (2a ) and (2b ), which defines an IDB predicate travel , represents one flight or a sequence of connecting flights, leaving a departure city Dep at DepTime , arriving at a destination city Arr at ArrTime , with a total fare equivalent to Fare .
Rectification of logic rules
To facilitate the analysis of functional recursion, a function-predicate transformation is performed which maps a function together with its functional variable to a predicate (called functional predicate), where the functional variable is the variable which unifies (or holds) the returned value(s) of the function (or the object identity if the function represents an object structure). That is, each function of arity n is transformed to a predicate of arity n + 1, with the last argument (in our convention) representing the functional variable. The mapping is performed recursively when there are nested functions. To make explicit the linkage between a function and its functional predicate, we use the name of the function to represent its corresponding functional predicate. For example, V = f (X 1 , ..., X k ) is transformed to f (X 1 , ..., X k , V ). If there is a predicate in the original program carrying the same name but with one more argument than the function, the transformed functional predicate can be easily renamed to avoid ambiguity. A similar transformation is also discussed in [17, 22, 27] .
Since the function-predicate transformation maps a functional logical rule to a function-free one, the analysis of a functional recursion can be performed in the framework of a function-free recursion. Such a transformation converts constructors to predicates. Since constructors mainly serve as constraints in the unification process, and our transformation merely delays such constraint solving (in unification), the transformation is theoretically sound. However, a transformed functional predicate usually represents a potentially infinite relation constructible by the corresponding term or list construction function, such as cons, etc., or computable by the corresponding computational function, such as sum, etc. Such a relation cannot be represented by a finite EDB relation. Therefore, the evaluation of a functional predicate should still rely on its corresponding function definition. Notice that the characteristics of a function, such as its range, the domains of its arguments, the evaluation characteristics and restrictions, etc., should not be lost by the transformation. They should be registered as integrity constraints and be used in the analysis of the transformed recursions, which will be discussed later. A functional predicate can also be transformed back to its functional form, when necessary, by a predicate-function transformation.
To facilitate the compilation and analysis of rules, logical rules in different forms should be rectified [27] . The rules for predicate p are rectified if all the functions are mapped to the corresponding functional predicates by the function-predicate transformation, and all the heads of the rules are identical and of the form p (X 1 , ..., X k ) for distinct variables X 1 , ..., and X k .
Example 2.
The rule set, ancestor , of Example 1 is already in the rectified form. The rule set, travel , of Example 1 can be rectified as follows, where sum is a functional predicate for the arithmetic function "+", and cons is a functional predicate for the corresponding list construction function.
Compilation of linear recursions
Function-free linear recursions can be compiled into highly regular chain forms or bounded forms [8] . Obviously, a functional linear recursion, after being transformed into its function-free counterpart, can be so compiled as well. Here we briefly outline the compilation of linear recursions and refer a detailed discussion to [8] .
Definitions. In the compilation of a linear recursion with a recursive predicate r , we consider that the first expansion of r is the recursive rule itself. The k-th expansion of r (k > 1) is the unification of the recursive rule of r with the (k − 1)-st expansion of r . The 0-th expanded exit rule set is the set of nonrecursive rules of r . The k-th expanded exit rule set (k ≥ 1) is generated by the unifications of the set of nonrecursive rules of r on the k -th expansion of r . The compiled formula of r is the union of the set of formulas generated by all of the expanded exit rules of r .
Definitions.
A chain of length k (k > 1) is a sequence of k predicates with the following properties: (1) all k predicates have the same name, say P , and the l -th P of the chain is denoted as P (l ) , (2) there is at least one shared variable in every two consecutive predicates, and if i is the variable position in the first predicate, j the variable position in the second, and the two positions contain shared variables, then (i , j ) is an invariant of the chain, i.e., the i -th variable of P (l ) is shared with the j -th variable of P (l +1) for every l where 1 ≤ l ≤ k − 1. Each predicate of the chain is called a chain element. A chain element may be formed by a sequence of connected nonrecursive predicates, which is called a chain generating path.
In general, a linear recursion can be compiled into an n -chain recursion or a bounded recursion defined below.
A linear recursion is an n-chain recursion defined as follows. For any positive integer K , there exist a k -th expansion of the recursion consisting of one chain (when n = 1) or n synchronous (of the same length) chains (when n > 1) each with the length greater than K , and possibly some other predicates which do not form a chain. It is a single-chain recursion when n = 1, or multi-chain recursion when n > 1. The recursive rule of an n -chain recursion is called an n-chain recursive rule. A recursion is bounded if it is equivalent to a set of nonrecursive rules.
For example, the ancestor recursion is a single-chain recursion, and the same_generation recursion is a doublechain recursion [1].
Example 3. The compilation of the recursion ancestor derives the compiled formula, (1c ).
where the notation parent i (I i , I i +1 ) represents a chain, i.e., a sequence of i parent-predicates, that is,
The compiled formula (1c ) indicates that each pair of variables, I i and I i +1 , passes information between each two consecutive chain elements.
Example 4.
The recursive rule of travel contains three nonrecursive predicates, f light , sum, and cons, which are connected (having shared variables). The compilation derives the compiled formula (2c ) for travel , which consists of one chain.
The compiled formula (2c ) indicates that there are three pairs of variables, I i and I i +1 , S i and S i +1 , and L i and L i +1 , which pass information between every two consecutive chain generation path occurrences.
To view clearly the variable connections among predicates, the formula with the chain length two is presented in (2d ).
Clearly, the travel recursion is a single-chain recursion with " f light
The compilation of a linear recursion facilitates its analysis. First, compilation leads to the recognition of three basic categories: bounded recursions, single-chain recursions and multi-chain recursions [8] . Dedicated algorithms should be applied to each category: for bounded recursions, nonrecursive query processing algorithms are adequate; for single-chain recursions, transitive closure algorithms (such as [14] ) are applicable; whereas for multi-chain recursions, more general linear recursive query processing techniques, such as the counting method and the magic sets method [2] , should be considered. Further, constraints can be incorporated with the compilation results for query analysis.
Incorporation of Rule Constraints in the Compilation of Recursions
A constraint which adds one or more conjuncts (conditions) to the body of a deduction rule is called a rule constraint. Let a rule constraint be one or a set of constraint predicates c 1 , ..., and c m enforced on the deduction rule, r :− r 1 , ..., r n . Logically, it is equivalent to a set of predicates anding with the body in the deduction rule as below,
In the rule, r 1 , ..., r n , c 1 , ..., and c m are predicates, and X ,
Since a rule constraint forms a conjunction with the predicates in the body of a rule, it modifies the original rule to a new, more constrained one. Clearly, the compilation should be performed on the modified set of deduction rules. In the case of recursion, when the constraint information is added to a chain generating path, it will usually enforce stronger constraints, generate smaller intermediate relations, and thus reduce search space and/or facilitate the termination of computation.
Example 5.
We examine the use of rule constraints for the recursion travel. A travel agent may add the following rule constraints to travel .
(1) big transfer airport constraint: A transfer airport should be reasonably big.
(2) lay-over time constraint: The lay-over time should be within one to three hours. These constraints can be added to the body of (2b ) as new conjuncts. For example, constraint (1) can be incorporated in the rule by adding big_air_port (Int ) to the body of rule, constraint (2) is enforced by adding 1 ≤ IntDepTime − IntArrTime ≤ 3, and similarly, constraint (3) by adding same_direction (Dep , Int , Arr ). Adding rule constraints confines the original rule. For example, the big transfer airport constraint confines the search for connecting flights to big airports only, which reduces the size of the relations to be participated in iterative processing; and the layover time constraint restricts the time between two connecting flights being one to three hours, which reduces the join results of two connecting flights. Similar is the role of the same flight direction constraint. Further, rule constraints may facilitate not only search space reduction but also termination of computation. For example, the same flight direction constraint can be used to terminate iterative computation, which will be further elaborated in sections 4 and 5.
Notice that a powerful system should allow rule constraints to be added and/or deleted flexibly. This can be performed by dynamic association of rule constraints and incremental compilation of such constraints with deduction rules. In general, we have,
Theorem 1. If a rule constraint enforces restrictions on a set of deduction rules, the compilation of rule constraints together with the corresponding rules reduces the cost of query evaluation.
Proof sketch. It is straightforward to reason on the effectiveness of the compilation of a rule constraint with its corresponding deduction rule(s) if the rule set is nonrecursive or belongs to a bounded recursion. We examine the case of single-chain recursions. Let the recursive rule of a single-chain recursion be,
where X , Y and Z are variable vectors and p is a chain generating path. Suppose c 1 (V 1 ), ..., and c i (V i ) are rule constraints. By adding them to the body of the rule, the modified rule becomes,
The newly added constraints form conjunctions with the predicates p and r . Since they enforce restrictions on the deduction rule, if they are compiled together with the rule, stronger constraints are enforced on the rule, which reduces the size of r to be iteratively generated and thus the cost of query evaluation.
The case of a multi-chain recursive rule can be reasoned similarly.
Testing for Finite Evaluability and Termination
A query constraint is a constraint which adds one or more conjuncts to the query. For example, a traveler may inquire flight schedules by providing a departure airport, an approximate departure time, an arrival airport and the range of air-fare. Such provided information can be considered as query constraints. In general, any query instantiation can be viewed as a query constraint [15] . In the analysis, some query instantiations are treated as constants for initialization whereas others as constraints during the search. The appropriate use of query constraints will be discussed in the following two sections.
A deduction rule may contain functional predicates or built-in predicates (such as arithmetic, comparison or list operations) whose arguments are usually defined on infinite domains. To ensure that an evaluation strategy computes all the answers and terminates properly, two issues should be examined: (1) finite evaluability, that is, the evaluation is performed on finite relations and generates finite intermediate relations at each iteration, and (2) termination, that is, the evaluation generates all the answers and terminates at a finite number of iterations.
Query evaluation needs first to determine the finite evaluability and termination of a query. This is performed by incorporation of query constraints with two kinds of integrity constraints, finiteness constraints and monotonicity constraints [17] .
Finiteness constraints and finite evaluability
Definition. A finiteness constraint over a predicate r is of the form X → Y where X and Y are sets of arguments (more exactly, argument positions) of r . An instance of r satisfies this constraint if and only if for each tuple t in r , the set of
} is finite, where s is a tuple in r .
In other words, a finiteness constraint X → Y over a predicate r implies that each value of attribute X corresponds to a finite set of Y values in r . Finiteness constraint is strictly weaker than functional dependency studied in database theory [27] . It holds trivially for all finite predicates. Since all the EDB relations are finite, all the arguments in EDB predicates satisfy the finiteness constraint.
In a functional predicate f (X 1 , ..., X n , V ), if all the domains for arguments X 1 , ..., X n are finite, V must be finite no matter whether f is a single-or a multiple-valued function. Thus the finiteness constraint, (X 1 , ..., X n ) → V always holds. Notice that many built-in predicates do not have such a property. For example, it is impossible to assert Y is finite for the built-in predicate X > Y when X is finite. However, it is possible to do so for X = Y .
Specific finiteness constraints should be explored for specific functions. In many cases, one argument of a function can be computed from the values of the other arguments and the value of the function. For example, in the functional predicate sum (X , Y , Z ), every argument can be finitely computed if the other two arguments are finite. Such a relationship can be represented by a set of finiteness constraints, such as (X , Z ) → Y , and (Y , Z ) → X . However, not all the functions have such a property. For example, for a functional predicate round (X , Y ) where Y is the round-up integer value of a rational number X , one cannot assert the finiteness of X given round (X , 5). For the functional predicate cons (X , Y , Z ), there exists an interesting finiteness constraint, Z → (X , Y ), which indicates that if the list Z is finite, there is only a finite number of choices of X and Y . Functional dependency and multi-valued dependency studied in relational database theory are special cases of finiteness constraints. Functional dependency, which indicates that a set of given attribute values correspond to a single attribute value in the database, is useful not only in finiteness analysis but also in quantitative analysis of query evaluation costs, which will be discussed in the next section.
Definition.
A query is finitely evaluable in a deductive database if the query, being evaluated in the database, produces a finite intermediate relation (i.e., produces a finite relation at each iteration if the query is recursive).
Since query constants may bind some infinite domain(s) to a finite set of arguments, the analysis of finite evaluability should incorporate query instantiation information. Similar to the notations used in the magic sets transformation [1, 27], a superscript b or f is used to adorn a variable to indicate the variable being bound (finite) or free (infinite), and a string of b 's and f 's is used to adorn a predicate to indicate the bindings of its corresponding arguments. Algorithm 1. Testing the finite evaluability of a query in an n -chain recursion.
Input.
(1) An n -chain recursion consisting of an n -chain recursive rule and a set of exit rules, (2) a set of finiteness constraints, and (3) query instantiation information.
Output. An assertion of whether the query is finitely evaluable.
Method.
1. Initialization: Every variable which is in an EDB predicate or is equivalent to a constant is finite.
2. Test the finite evaluability of (1) the exit rule set, and (2) the first expanded exit rule set, by pushing the query instantiation information into the rules being tested and propagating the finiteness bindings iteratively based on the following two finiteness propagation rules:
3. Return yes if every variable in the two sets of rules being tested is finite after the finiteness binding propagation or no otherwise.
Theorem 2. Algorithm 1 correctly tests the finite evaluability of an n -chain recursion in O (k ) time, where k is the number of predicates in the recursion.
Proof sketch. For an n -chain recursion, the following three properties hold [8] : (1) each expansion adds the same set of predicates to the body of the last expanded rule, (2) the corresponding variable connections between two neighboring chain elements remain the same at each expansion, and (3) each variable in the same argument position in the recursive predicates in the head and the body are connected via a set of chain elements at every expansion.
First, the algorithm correctly tests the finite evaluability of the exit rule set and the first expanded exit rule because a rule is not finitely evaluable if and only if there exists at least one variable which is not bound after the propagation.
In the testing of the first expanded exit rule, the propagation passes the bindings through the chain elements. Suppose in rule (3), the i -th argument of the recursive predicate r in the body, X i ′, is finite and it passes the bindings through the chain element a to make the i -th argument in the head predicate, X i , finite. Since the finiteness binding propagation at each expansion goes through the same set of chain elements and with the same set of variable bindings, a finite X i ′ will make X i bound in the next expansion. The same is true if the binding propagation is from X i to X i ′. Therefore, if all the variables are finitely evaluable, further expansions are also finitely evaluable.
Further, since the test traverses each variable in the predicates of the rules being tested only once and the arity of each predicate is a constant in the rules being tested, the algorithm terminates at O (k ) time, where k is the number of predicates in the rules being tested, that is, the number of predicates in the recursion.
Example 6.
Following the algorithm, one can easily verify that the recursion travel is finitely evaluable for any query instantiations. First, all the variables in the exit rule are finitely evaluable because all the variables except L are in the EDB predicate, and L is finitely evaluable since it is in cons (Fno , nil , L ) . Secondly, all the variables in its first expanded exit rule are finite after finiteness binding propagations, which is verified as follows. Suppose the initial bindings of the head predicate are travel
, where the superscript x means either b or f (i.e., for any query). After the finiteness binding propagation, the rule is shown in (4 ).
The binding propagation proceeds as follows: (i) Fno , D , DT , I , IAT , and F 1 are finite because they are in an EDB predicate, and also Fno 2 , IDT , A , AT and F 2 ; (ii) F is finite because both F 1 and F 2 are finite and there is a finiteness constraint, (F 1 , F 2 ) → F , in sum; and (iii) L and L 2 are finite because both Fno and Fno 2 are finite and there are finiteness constraints, (Fno 2 , nil ) → L 2 , and (Fno , L 2 ) → L , in cons. Since the finiteness of every variable is not dependent on query bindings, the recursion is finitely evaluable for any query.
Similarly, the recursion ancestor is finitely evaluable for any query. It is easy to prove that function-free linear recursions containing no built-in predicates are always finitely evaluable. However, linear recursions containing functions and/or built-in predicates may not be finitely evaluable for certain queries. For example, suppose a functional linear recursion append is defined as,
Following Algorithm 1, the query, "? − append ([a , b ] , V , W ).", is not finitely evaluable but the query, "? − append (U , V , [a , b , c ]) .", is. The detailed verification is left to interested readers.
Monotonicity constraints and testing for termination of evaluation
A nonrecursive query, if finitely evaluable, will terminate and derive a finite set of answers. However, a finitely evaluable recursive query guarantees only a finite intermediate relation at each iteration but not the termination of the iterative processing [4] . It is often essential to apply monotonicity constraints to terminate the evaluation of a functional recursive query.
Definition.
A monotonicity constraint is a relationship X i ∼> X j , (∼>: a partial order), where X i and X j are two arguments of some predicates in a rule set r . The constraint holds in r if and only if the value of X i is strictly greater than that of X j in the deductive database, according to some partial order ∼>.
Example 7.
There are some typical monotonic behaviors in functions and EDB relations, which should be specified as monotonicity constraints and be used in query evaluation.
1. An arithmetic operation often implies the monotonicity of a function. For example, F 1 > 0, S 1 > 0, and F 1 + S 1 = F imply that F > F 1 and F > S 1 .
2. The monotonicity of a list manipulation function usually lies at the growing or shrinking of the length of the list. For example, cons results in a list longer than the original one, whereas cdr does the reverse.
3. The monotonicity of a term constructor/de-constructor is similar to that of a list operation. The repetitive application of a term constructor results in an increasingly deeply-nested sequence of functors, such as f (f (... f (X )...)), whereas the repetitive application of a term de-constructor, such as f −1 , does the reverse.
4. Some attributes in an EDB relation may have certain monotonic behavior. For example, the arrival time of a flight is always later than its departure time. An acyclic EDB relation can also be viewed as a partially ordered finite relation.
5. One may like to terminate a recursion after a certain number of iterations when there is no appropriate termination condition. It essentially treats the number of iterations as a monotonically increasing function.
Monotonic behavior is useful in the judgement of termination. An argument in the head predicate is monotonic if the argument has certain monotonic behavior as the number of iteration increases. In most cases, a monotonic argument is not convergent to a limit. A query terminates in the evaluation of the recursion if there exists a termination restraint which blocks the growth or shrinkage of a monotonic argument. A termination restraint can be provided by a query or a rule or implied in an EDB relation.
Example 8.
In Example 1, the value of Fare in travel is monotonically increasing but not convergent to a limit. Thus a restraint on the maximum value of Fare , such as Fare < 600, in the recursive rule or a query ensures the termination of query evaluation.
Similarly, the length of L in travel is monotonically increasing since length (L ) > length (L 1 ). Thus a restraint on the maximum length of L , such as, length (L ) < 3, ensures the termination of query evaluation.
Moreover, some argument, seemingly having no monotonic behavior, could be monotonic under certain mappings. For example, under the rule constraint, same flight direction, departure and arrival airports have monotonic behavior when they are mapped to geographic locations, such as longitude or latitude. Thus a departure or arrival airport given in the query can be used as a termination restraint in iterative search.
Finally, an integrity constraint which represents some EDB data characteristics can be used as a termination restraint. For example, Fare > 0 in the f light relation can be used to terminate the search when the iterative evaluation starts at the other end of the compiled chain (i.e., in the Fare -decreasing direction).
Let ψ be a mapping function which maps an argument A to ψ(A ) and indicates the monotonicity of the argument. The mapping ψ can be an identity mapping, such as Fare , or from a list or a term to an integer, such as length (FnoList ), or from a nonnumerical value to a numerical one, such as longitude (Airport ). In general, we have,
Lemma 1. If there exists a mapping function ψ which maps an argument A of a recursive predicate to a numerical value, and ψ(A ) is (1) monotonic, that is, the value of ψ(A ) at the (i + 1)-th iteration is greater (or less) than the corresponding value at the i -th iteration (for any i > 0), and (2) not convergent to a limit, then the constraint which satisfies ψ(A ) > / c (or ψ(A ) < / c ) terminates the query evaluation, where c is a finite value, and > / (or < / ) means "not greater" (or "not less").
Proof sketch. ψ maps an argument A of a recursive predicate to a numerical value. If ψ(A ) is not convergent to a limit and the value of ψ(A ) at the (i + 1)-th iteration is greater than the corresponding value at the i -th iteration (for any i > 0), and there is a constraint which satisfies ψ(A ) > / c , the query terminates. This is because the value of ψ(A ) increases at each iteration, and it will eventually be restrained by the constraint, ψ(A ) > / c , where c is a finite value. Further iterations on such a tuple can never generate any tuple satisfying the query, and thus the tuple should be eliminated. Query processing terminates when all such generated tuples are eliminated. Similar arguments hold for the case of decreasing values.
A single-chain recursion can be evaluated in two different directions: forward evaluation, which proceeds from the i -th chain element to (i +1)-th one, and backward evaluation, which proceeds in the reverse direction. Suppose that the values of ψ(A ) monotonically increase in the forward evaluation. The termination restraint template of the argument is set to ψ(A ) > / C for the forward evaluation and ψ(A ) < / C for the backward evaluation, respectively, where C is a variable which can be instantiated by a specific constraint. In the forward evaluation, if there is a constraint in the form of ψ(A ) < c , ψ(A ) = c , or ψ(A ) ≤ c , where c is a finite value, the constraint is consistent with the template. Thus the constraint instantiates the variable C to a concrete value, ψ(A ) > / c , which is called a (concrete) termination restraint. On the other hand, if the constraint is in the form of ψ(A ) > c or ψ(A ) ≥ c , it is not consistent with the template, and it cannot instantiate a termination restraint. If there are several constraints which instantiate the same template, the one which subsumes the others should be taken as the (final) termination restraint. A termination restraint can be instantiated similarly in the backward evaluation.
As an example, the termination restraint template for Fare is Fare > / C in the forward evaluation of the recursion travel . The constraint, Fare < 600, or Fare = 600, instantiates the template to a termination restraint, Fare > / 600. Since Fare > 400 is not consistent with the template, it cannot be used for instantiation. If there were another constraint, Fare < 500, the termination restraint, Fare > / 500, should have overwritten the previous one since it subsumes the restraint, Fare > / 600.
In general, we have,
Theorem 3. The evaluation of a single-chain recursion terminates if there exists a termination restraint in a query, in a rule, or in an EDB.
Proof sketch. Based on the definition, a termination restraint can be an integrity constraint, a query constraint, or a rule constraint. Further, according to Lemma 1, the termination restraint blocks the growth of a monotonic argument in the direction of its growth. Therefore, it terminates the evaluation of a single-chain recursion.
Constraint-Based Query Evaluation
Incorporation of query constraints in recursive query evaluation
A popular heuristic of query optimization in both traditional and deductive database systems is to push selection as deeply as possible into a relational expression [3, 27] . Since a selection is often represented by a query constraint, the heuristic can be simply rephrased as pushing query constraints as deeply as possible into a compiled expression in the query evaluation. However, the realization of this heuristic for the evaluation of compiled chains may not be as straightforward as that for relational expressions. This is shown in the following analysis.
Let the query consist of a recursive predicate p (X 0 ), called a query predicate, and a set of query constraints, c 1 (X 1 ), c 2 (X 2 ), ..., c i (X i ), where X 0 , ..., X i are variable vectors. That is, a query is of the form,
Suppose the recursion p is compiled into one compiled chain. It is often unwise to start query evaluation at both ends of the chain since one end may be poorly instantiated by given query constraints. To reduce the size of the start set in iterative processing, a sharply selective end should be taken as the start point. This can be accomplished by (1) tentatively assuming that the processing starts at one end and instantiating the initial relation (or estimating the size of the initial relation) using the constraints relevant to this end, (2) performing the same for the other end, and (3) comparing the size (or estimated size) of the starting sets and selecting the end with a smaller initial relation as the starting end. However, care should be taken for those constraints not associated with the start end of the chain. They could be used at the end of iterative processing, however, it is beneficial to explore them during the iterative processing, when possible. Here is one such example. Query constraints:
Since the query constraints associated with the arrival end provide more selective information than those at the departure end, the processing should start at the arrival end, and the constraints (c ), (d ) and (e ) should be pushed into this end of the chain.
What about the remaining query constraints? Of course, they can be applied at the end of the chain processing. However, it is beneficial to apply them as early as possible.
The constraint (g ), Fare ≤ 600, implies the termination restraint, Fare > / 600, which can be pushed into the compiled chain and be applied at each iteration. This is because the value of Fare , defined by the function sum, is monotonically increasing. A Fare generated at an iteration, if greater than 600, will never generate any satisfiable answers in later iterations.
The constraint (b ), DepTime ≥ 8, implies a termination restraint, DepTime < / 8, which should be pushed into the chain for iterative processing. This is because DepTime is a monotonic argument based on the fact that fly and transfer take time, that is, based on the integrity constraints DepTime < IntArrTime , and IntArrTime < IntDepTime in (2b ).
The constraint (a ), Dep = "vancouver" , cannot be directly used as a termination restraint. However, with the rule constraint, "same flight direction", and the information about the locations of the airports, the termination restraint, longitude (Dep )> / longitude ("vancouver" ), can be derived, and the tuples generated at any iteration with the departure airports located to the west of Vancouver are pruned in the chain processing.
However, the constraint ( f ), Fare ≥ 400, is not consistent with any termination restraint template. It cannot be pushed into the chain during the iterative processing but should be used at the end of the chain processing.
At the end of the chain processing, a constraint should be enforced on the processing results if it is related to the current end of the chain but not equivalent to its corresponding termination restraint. For example, since (a ) is not equivalent to its termination restraint, (a ) should be used at the end of the chain processing to select those departing at Vancouver . However, (b ) and (g ) are equivalent to their termination restraints, and it is unnecessary to apply them again at the end of chain processing.
Notice that a query constraint may be associated with both starting and finishing ends of a compiled chain. For example, "ArrTime − DepTime ≤ 10" (the total travel time between the final arrival and the initial departure must be within 10 hours) is a query constraint associated with both ends of the compiled chain. Such a case can be handled by minor extension of the constraint-pushing technique as follows: once the starting end is determined, the information at the starting end is available and can be treated as query constants in further analysis. For example, if the arrival end is taken as the starting end, i.e., ArrTime is known, the constraint can be transformed into "DepTime ≥ ArrTime − 10", which can be mapped into a termination restraint in a way similar to the technique stated above and be pushed into the chain during iterative processing.
Chain-split and partial evaluation in constraint-based query processing
The above analysis shows that query constraints should be selectively pushed into a compiled chain for iterative evaluation based on the analysis of finite evaluability, termination and query constraints. However, the available constraints may not always make all the predicates in a compiled chain immediately finitely evaluable, where a chain is immediately finitely evaluable if every predicate in the compiled chain is finitely evaluable based on the currently available constraints. When some predicates in the compiled chain are not immediately finitely evaluable, the evaluation may proceed by evaluating the immediately finitely evaluable portion and buffering the non-immediately finitely-evaluable portion of the compiled chain, or more exactly, buffering the values of the variables shared between the portion being evaluated and the portion being buffered. The evaluation of the buffered portion can proceed only when it becomes finitely evaluable. Such a evaluation technique is called chain-split evaluation [10] because a compiled chain is split into two portions, the immediately evaluable portion and the buffered portion, in the chain evaluation.
Furthermore, partial evaluation can be performed in many cases on the buffered portion to reduce the overhead of book-keeping. That is, instead of storing a sequence of buffered values, the values shared between the portion being evaluated and the portion being buffered can be pushed into the buffered predicates and be evaluated partially. Since the buffered predicates are partially evaluated, the partially evaluated values rather than the buffered predicates are carried along the evaluation path. This avoids the storage of the entire sequence of buffered values, reduces the effort of patching the buffered values, often simplifies the judgement of termination and facilitates the pushing of query constraints. One such example is examined here.
Example 10. On the same travel recursion (shown in Example 9), let the query enforce stronger constraints at the departure end, for example, to find (connected) flights departing at Vancouver between 8am and 9am and arriving at Ottawa before 7pm, with the fare between $400 to $600. That is, for the same query predicate:
the query constraints become,
The information at the departure end is: (1) D = I 1 = "vancouver" , (2) 8 ≤ DT = IDT 1 ≤ 9, and (3) 400 ≤ F = S 1 ≤ 600; whereas the information at the arrival end is:
Since the query provides more selective information at the departure end than the arrival one, the processing should start at the departure end. In this case, the principles of pushing query constraints at the finishing end discussed in Example 9 still apply. That is, the termination restraints, "longitude (Arr ) < / longitude ("ottawa" ) and "ArrTime > / 19", should be pushed into the chain for iterative processing.
Unfortunately, if the evaluation starts at the departure end, the two functional predicates sum and cons are not finitely evaluable because S i is uninstantiated in the sequence of functional predicates sum,
and L i is uninstantiated in the sequence of functional predicates cons,
Notice that if F = S 1 were exactly $600 in the query, it would be possible to start from this value and derive S 2 (where S 2 = S 1 − F 1 ), S 3 (at the next iteration), and so on, and use S j < / 0 (for any j ) as the termination restraint in the evaluation. Unfortunately, F is not constrained to a concrete value. Thus, the predicate is not finitely evaluable.
This evaluation difficulty can be overcome by buffering the uninstantiated variable in the chain processing. Buffered evaluation can be performed by buffering a sequence of Furthermore, since S and length (L ) are monotonic arguments, they can be used in the determination of constraint pushing and termination. When S > 600, the continued search following this intermediate tuple will be hopeless, and such intermediate tuple should be pruned from the intermediate result buffer. That is, the constraint Fare ≤ 600 can be transformed into S ≤ 600 and be pushed into the iteration.
Chain-based query evaluation algorithm
As a summary of the previous analysis, an algorithm on constraint-based query evaluation of single-chain recursions is presented below. A similar algorithm can be derived for constraint-based query evaluation of multi-chain recursions.
Algorithm 2. Constraint-based query evaluation of a compiled single-chain recursion.
Input. A compiled functional single-chain recursion, a set of integrity constraints, a query predicate, and a set of query constraints.
Output. A query evaluation plan which incorporates these constraints.
Method.
1. Test whether the query is finitely evaluable and terminable. If it is not, stop and inform the user.
2. Determine the starting end of the chain processing based on the relative selectivity of the query constraints at both ends of the compiled chain. This is accomplished by (1) tentatively assuming that the processing starts at one end and instantiating the initial relation (or estimating the size of the initial relation) using the constraints relevant to this end, (2) performing the same for the other end, and (3) comparing the size (or estimated size) of the two initial relations and selecting the one with the smaller initial relation as the starting end. Apply the query constraints at this end as query instantiations to reduce the size of the initial set.
3. Derive termination restraints using the monotonicity constraints and the remaining query constraints. This is accomplished by setting termination constraint templates using the monotonicity constraints and instantiating such templates using the remaining query constraints. The derived termination restraints are then pushed into the chain expression for iterative evaluation. The iterative evaluation can also be performed by chain-split partial evaluation if a portion of the compiled chain is not immediately finitely evaluable based on the currently available constraint information.
4. When the iteration terminates, select the set of answers to the query using the query constraints which are neither used as query instantiations nor being equivalent to the termination restraints.
Theorem 4. Algorithm 2 correctly incorporates query constraints in the evaluation of compiled single-chain recursions.
Proof sketch.
Step 1 is necessary since a query must be finitely evaluable and terminable. The test for finite evaluability and termination is performed using the methods discussed in Section 4.
Step 2 is necessary and correct since the most selective information should be pushed into the compiled chain for initial processing.
Step 3 is correct since at some iteration if the value of a monotonic argument in a generated tuple cannot satisfy a termination restraint, future derivations based on it can never satisfy the termination restraint (based on the monotonicity constraint).
Step 4 is obviously necessary since the remaining query constraints which are not equivalent to the termination restraints must be applied at the end of query processing to make the query satisfiable. Notice that other query constraints have been used either at the beginning of or during the iterative processing.
Discussion
In this section, possible enhancement of the constraint-based evaluation technique is examined, and our approach is compared with other related methods.
Variations of constraint-based query evaluation
First, one should distinguish a rule constraint from a query constraint. A query constraint is enforced on a query predicate. It cannot interact with any nondistinguished variable (the variable appearing only in the body of the rule) of a deduction rule. Some user requirement, though seemingly like a query constraint, may essentially be a rule constraint. For example, a traveler may require that (i) the lay-over time between each pair of connecting flights be within two hours, or (ii) all the connecting flights belong to the same airline company. Such constraints must include some nondistinguished variable(s) in the body of the recursive rule, which cannot be specified at the query level (by the firstorder logic). Therefore, they should be rule constraints, being added to the body of the recursive rule rather than to the query predicate.
Secondly, some constraints cannot be specified in the Horn-clause logic. They need the incorporation of other programming primitives, such as higher-order logic, aggregation functions, etc. For example, in the travel example, a constraint like "finding the connecting flights with the minimum fare" has to be represented using aggregation functions. It is interesting to investigate constraint-based reasoning involving aggregation functions and higher-order logic.
Thirdly, our study has been focused on the static control of query execution, in which the flow of execution is predetermined at query compilation and analysis time, which is different from most expert systems which adopt dynamic control in query execution [13] . Although static control, exercised by a query optimizer, is suitable for finding all the answers to the query, dynamic control, exercised by the system at run time, often benefits the queries for finding one or a few good answers.
To facilitate the dynamic control of query execution, our approach can be enhanced by a dynamic constraint enforcement method which consists of the following techniques:
1. Prioritization of the rule and query constraints. A rule or query constraint can be prioritized by assigning a priority scale value which reflects the strength of the constraint [20] . This can be done by experts and users since they know the relative strength of their knowledge and requirements. In compilation, priority scales are associated with the compiled constraints. During the query execution, such priorities can be used to dynamically control the search space.
2. 
Integration of set-oriented and constraint priority-based search.
Further, a set-oriented, priority-based best-first search can be applied by partitioning the search space according to the scales of constraint priorities. The search is performed first on the data with higher priority and backtracks later to continue the search on the data with lower priority when more answers are needed.
Clearly, a constraint-based dynamic control of the search process may substantially reduce the search space, enhance query evaluation performance, and produce knowledgeable answers.
A comparison with other query evaluation methods
Our study of constraint-based query evaluation of linear recursions is based on previous studies on safetiness, termination, compilation and efficient evaluation of recursions with or without function symbols [8, 16, 20, 22, 23, 25, 27] . Here we compare our approach with some related methods.
Functional recursions can be evaluated by Prolog implementations [26] . However, the termination, efficient evaluation and constraint enforcement in a Prolog program are primarily determined by programmers. Moreover, the evaluation is tuple-oriented, which is inefficient for search in large databases.
Recent studies in deductive databases have proposed the use of the magic sets method and its variants in the evaluation of recursions [1, 23, 27] . The method applies set-oriented processing and reduces the search space to the portion of the database relevant to a query, which improves search efficiency. However, without compiling linear recursions into chain forms and performing a detailed analysis of the behavior of a compiled recursion, such as monotonicity and finiteness, it is difficult to fully explore various kinds of constraints in the processing. For example, the push of termination restraints into the chain expression for efficient processing cannot be realized in the current magic sets evaluation, which is demonstrated in the following example.
Example 11. Let a query be to find John's ancestors who were born in 1820, as presented below.
Let the integrity (monotonic) constraint be that a parent is older than his/her children. Obviously, the start end of the compiled parent -chain should be at the variable X because of the highly selective constraint, "X = john ". The constraint at the other end of the compiled chain, "person (Y , BirthYr ), BirthYr = 1820", is then mapped to a termination restraint, "person (Y , BirthYr ), BirthYr (Y ) < / 1820", and be pushed into the chain during the iterative processing. That is, any derived ancestor Y with his/her BirthYr less than 1820 will be tossed away immediately during iterative processing since the birth year is monotonically decreasing in the evaluation. Finally, the constraint "BirthYr = 1820" is used for the final selection at the end of the chain processing.
Unfortunately, using the magic sets method, the constraints associated with the variable Y cannot be transformed into a termination restraint, "person (Y , BirthYr ), BirthYr (Y ) < / 1820", nor be pushed into the chain during the iterative processing because the method does not perform a detailed analysis of the structure of the recursion, thus lacks the knowledge about the chain structure for sophisticated constraint analysis.
Notice that the magic sets method is applicable to general function-free recursions. The technique presented here, although handles functional recursions, is confined to linear ones or those compilable into chain forms [6] . Within the domain of function-free recursions, our constraint analysis technique is less generally applicable than the magic sets approach. However, our method to constraint-solving can reduce search space more accurately than the magic sets method. Therefore, it represents an interesting direction towards constraint-based query evaluation in deductive databases.
There have been many interesting studies on constraint logic programming [13, 20] . The major difference of our method from constraint logic programming is at (1) the compilation of recursions into chain or bounded forms, (2) the systematic incorporation of rule constraints, integrity constraints and query constraints based on the analysis of compiled chains, and (3) the evaluation of the compiled chains in order-independent, set-oriented manner in databases. In general, our method can be viewed as a bottom-up constraint-based evaluation of recursive logic programs, whereas most constraint logic programming techniques are top-down evaluation of logic programs [27] . Such distinct features make our method suitable for set-oriented processing of recursive queries in deductive databases.
There have also been some interesting studies on semantic query optimization in relational and deductive databases [5, 18, 19] which explore database query optimization using integrity constraints. Our method is related to semantic query optimization in the sense that both methods explore query optimization using constraint information. However, current semantic query optimization confines the studies on query optimization using integrity constraints only. Our approach studies rule constraints, integrity constraints, query constraints and their integrations. Moreover, our study is focused on the incorporation of constraints with the compiled forms, the analysis of termination and efficient evaluation of recursions based on the available query constraints and the monotonicity behavior of compiled chains; whereas the semantic query optimization does not analyze the termination of a recursion and the monotonicity of data or rules. In this sense, constraint-based query evaluation deals with a superset of constraint-based query processing problems studied in semantic query optimization, and semantic query optimization can be considered as a sub-problem of constraint-based query evaluation in deductive databases. Many interesting techniques have been developed in the study of semantic query optimization in deductive databases [5, 18, 19] . Further study should be performed on the integration or application of such techniques in constraint-based query processing.
Our constraint-based query processing technique has been confined to linear recursions or recursions compilable into chain-forms. Unfortunately, not all kinds of recursions can be compiled into highly regular chain forms. More research is needed to extend our technique to those recursions which are not compilable into chain forms.
Conclusions
We studied constraint-based query evaluation in deductive databases, with the focus on set-oriented, constraintbased processing of linear recursions. A technique is developed based on the compilation of recursions into chain or bounded forms and the analysis of the processing of compiled chains by incorporation of different kinds of constraints. Our study shows that rule constraints should be compiled together with the corresponding recursions; finiteness constraints and monotonicity constraints should be used in the analysis of finite evaluability and termination; and query constraints should be transformed, when necessary, and be pushed into the compiled chains, when possible, for efficient set-oriented evaluation. Moreover, constraint-based query evaluation can be enhanced by some variations of the technique and dynamic constraint enforcement.
Our constraint-based query processing technique is illustrated using some simple linear recursion problems. However, the principles developed here are useful for a large set of deductive database and logic programming problems defined by linear recursions, nested linear recursions, or recursions compilable into highly regular chain forms [9] . It is an interesting research issue to further develop the constraint-based query evaluation technique to handle recursions containing aggregation functions and more complex forms of recursions not compilable into highly regular chain forms.
