Abstract-Automated analysis of human affective behavior has attracted increasing attention in recent years. Driver's emotion often influences driving performance which can be improved if the car actively responds to the emotional state of the driver. It is important for an intelligent driver support system to accurately monitor the driver's state in an unobtrusive and robust manner. Ever changing environment while driving poses a serious challenge to existing techniques for speech emotion recognition. In this paper, we utilize contextual information of the outside environment as well as inside car user to improve the emotion recognition accuracy. In particular, a noise cancellation technique is used to suppress the noise adaptively based on the driving context and a gender based context information is analyzed for developing the classifier. Experimental analyses show promising results.
I. INTRODUCTION
The automotive industry is integrating more and more technologies into modern cars. They are equipped with numerous interactive technologies including high quality audio/video systems, satellite navigation, hands-free mobile communication, control over climates and car behavior. With increasing use of such on-board electronics and in-vehicle information systems, the evaluation of driver task demand is becoming an area of increasing importance to both government agencies and industry [1] . With potentially more complex devices for the driver to control, risk of distracting driver's attention increases. Current research and attention theory have suggested that speech-based interactions are less distracting than interaction with visual display [2] . Therefore, to improve both comfort and safety in the car, the driver assistance technologies need effective speech interface between the driver and the infotainment system. The introduction of speech-based interactions and conversation into the car brings out potential importance of linguistic cues (like word choice and sentence structure) and paralinguistic cues (like pitch, intensity, and speech rate etc.). Such cues play a fundamental role in enriching human-human interaction and incorporate among other things, personality and emotion [3] . Driving in particular presents a context in which a user's emotional state plays a significant role. Emotions have been found to affect cognitive style and performance. Even mildly positive feeling can have a profound effect on the flexibility and efficiency of thinking and problem solving [4] . The roadrage phenomenon [5] is a well recognized situation where emotions can directly impact safety. Such phenomenon can be mitigated and driving performance can be improved if the car actively responds to the emotional state of the driver. Research studies show that matching in-car voice and driver's emotional state has great impact on driving performance [6] . While number of studies have shown the potential of emotion monitoring, automatic recognition of emotion is still a very challenging task, specially when it comes to real world driving scenario. The car setting is far from the ideal environment for speech acquisition and processing need to deal with reverberation and noisy conditions inside car cockpit. Speech recognition and rendering technology need to make sure not to negatively influence the user, e.g. user can become frustrated by poor voice recognition. In this paper, we show the potential of utilizing contextual information of outside car environment and inside car driver towards improved emotion classification.
II. DRIVER AFFECT ANALYSIS: BRIEF OVERVIEW
Automated analysis of human affective behavior has attracted increasing attention in recent years. With research shift towards spontaneous behavior, real world database collection strategies [7] , new feature sets [8] , use of context information (e.g subject, gender) and development of application specific systems [9] are encouraged for improved system performance. In [10] a good overview of recent advancement towards spontaneous behavior analysis in audio, visual and audiovisual domains is presented. We focus our attention in driving specific application. [11] performs stress level recognition analysis in real world driving tasks by monitoring physiological changes using biometric measurements. The analysis shows that three stress levels could be recognized with an overall accuracy of 97.4%. [7] estimates driver's irritation level using physiological signals and Bayesian Networks. No quantitative analysis is presented, however, qualitative analysis sugests the possibility of irritation estimation to certain extent. In [12] , driving similator along with other peripherals (microphones and speakers) are employed for the analysis of emotion recognition. The system uses 10 acoustic features including pitch, volume, rate of speech and other spectral coefficients. The recognition performace is assessed by comparing the human emotion transcript against the output from the auto-matic emotion recognition system. The qualitative analysis sugests that the system is capable of detecting driver's emotion with sufficient accuracy in order to support and improve driving. This study, however, ignores the presence of background noise. [9] shows the feasibility of detecting driver's emotional state via speech in presence of various noise scenario. The speech signal is superimposed with car noise of several car types and various raod surfaces. The emotion conveyed in noisy speech signal was automatically classified using 20 acoutic features. Training of classifiers are performed using clean speech and noisy speech. Later provides a matched training and test conditions and shows better performance. Next, it shows usefulness of highpass filtering to reduce noise level for improved performance for the case of training with clean speech. In this work, we extend this idea and incorporate contexual information of outside and inside car environment. In particular, we show the potential of using adaptive filtering techinique to reduce the noise level. Further, we demonstrate the use of gender information (user context) for improved emotion classification.
III. SPEECH TO EMOTION: COMPUTATIONAL FRAMEWORK
Our focus in this paper is to analyze the performance of a system which can adapt to the continually changing outside environment as well as the inside user of the car. While it is true that it is matter of time when the cars would be fitted with camera technology, we have adopted a speech based emotion recognition system since the speech interaction system is commonplace in today's cars. The major challenge in speech processing technology is presence of non-stationary noise, specifically during driving, due to ever changing outside car environment. Adaptive noise cancellation technique seems an obvious choice to enhance the speech quality based on the context of the outside environment. On the other hand, use of the user context information (e.g. gender) can improve the emotion recognition [13] , [14] , [15] . We explore usefulness of such context information in driving task. Fig. 1 shows the block diagram representing the three fundamental steps of information acquisition and preprocessing, extraction and processing of parameters, and classification of semantic units. The pre-processing stage consists of speech enhancement module which adopts to the context of the outside environment. Time series of acoustic features are extracted from the enhanced speech, which in turn are postprocessed to provide the statistical information over the segment to be analyzed. The classification system has three different phases: feature extraction and selection (phase 1) to identify features to be used during classification; the model training phase (phase 2) and finally, testing phase (phase 3) to evaluate the performance of the system in terms of classification accuracy. Remainder of the paper is organized based on these phases. 
IV. COMPUTATIONAL MODULES

A. Adaptive speech enhancement
During last decades, several speech enhancement techniques have been proposed ranging from beamforming through microphone arrays to adaptive noise filtering approaches. In this work, we utilize a speech enhancement technique based on the adaptive thresholding in wavelet domain [16] . Objective criterion for parameter selection, however, used in our experiments was the classification performance as opposed to Signal-to-Noise-Ratio (SNR). Fig. 2 shows the visualization of the output of the speech enhancement technique.
B. Feature extraction
A variety of features have been proposed to recognize emotional states from speech signal. These features can be categorized as acoustic features and linguistic features. We avoid using latter since these demand for robust recognition of speech in first place and also are a drawback for multi-language emotion recognition. Hence we only consider acoustic features. Within the acoustic category, we focus on prosodic features like speech intensity, pitch and speaking rate, and spectral features like mel frequency cepstral coefficients (MFCC) to model emotional states. For pitch calculation, we used the auto-correlation algorithm similar to [17] . Speech intensity is represented by log-energy coefficients calculated using 30ms frames with shift interval of 10ms.
Value of framewise parameters extracted from a few milliseconds of audio is of little significance to determine an emotional state. It is, on the contrary, of interest to capture time trend of these features. In order to capture the characteristics of the contours, we perform cepstrum analysis over the contour. For this, we first interpolate the contour to obtain samples separated by sampling period of speech signal, which is then used to calculate cepstrum coefficients as follows:
where X(k) demotes the N -point discrete Fourier transform of the windowed signal (x(n)). Cesptrum analysis is a source-filter separation process commonly used in speech processing. Cepstrum coefficients c(0) to c(13) and their time derivative (first and second order), calculated from 480 samples, are utilized to obtain the spectral characteristic of the contours. For pitch contour analysis only voiced portion is utilized. Other features that we utilized are 13 MFCCs C 1 −C 13 with their delta and acceleration components. Input signal is processed using 30ms hamming window with frame shift interval of 10ms. For all these sequences following statistical information is calculated: mean, standard deviation, relative maximum/minimum, position of relative maximum/minimum, 1st quartile, 2nd quartile (median) and 3rd quartile. Speaking rate is modeled as fraction of the voiced segments. Thus, the total feature vector per segment contains 3 · (13 + 13 + 13) · 9 + 1 = 1054 attributes.
C. Feature Selection
Intuitively, a large number of features would improve the classification performance, however, in practice a large feature space suffers from the phenomenon of 'curse of dimensionality'. Therefore in order to improve the classification performance, a feature selection technique is utilized.
One such method to eliminate redundant and irrelevant features is to identify features with high correlation with the class but low correlation among themselves. We used CFSSubsetEval with best-first search strategy feature selection technique provided by WEKA [18] . We used stratified 10 fold selection procedure, where one fold is removed and rest is used for feature selection. Thus, we have 10 different sets of selected attributes. An attribute may get selected in nnumber of times in different sets. We group the attributes which are selected at least n-number of times and call them 'n-10' aggregate. Fig. 3 shows the performance results for different aggregates with SVM classifier for gender dependent and independent analysis. '2-10' aggregate provided the best results for 'combined' (male+female) and 'male only' context, and '4-10' aggregate provided best results for 'female-only' context.
V. IN-VEHICLE DATA COLLECTION
Collecting real world driving data is certainly useful for researchers interested in design and development of intelligent vehicular system capable of dealing with different situations in traffic. Real world data, as opposed to driving simulator recordings, are much more closely related to the day to day situations and can provide valuable information on drivers' behavior. In our ongoing research on driver assistance systems [19] and audiovisual scene understanding [20] , emotion recognition using multi-modality will certainly help us improve the interface. With this motivation, we have put in significant effort on collection of audiovisual affect database in a challenging ambient of car settings.
A. LISA audio-visual affect database
The user at the driver's seat was prompted by a computer program specifying the emotion to be expressed. It also provides example of an utterance that can be used by the driver. We also recorded free conversion between passenger and driver. The database is collected in stationary and moving car environment. The cockpit of automobile does not provide the comfort of noiseless anechoic environment. In fact, moving automobile with a lot of road noise has a drastic effect on SNR for audio channel as well as challenging illumination condition for video channel. In this study, we analyze emotional speech data in the stationary car setting which gives the effect of the cockpit of the car with relatively high SNR value.
The database is collected with the use of an analog video camera facing the driver and an directional microphone beneath steering wheel. Fig. 4 shows settings of the camera and microphone. Video frames were acquired approximately 30 frames per second and the audio signal, captured, is resampled to 16 kHz sampling rate. A version of a software for synchronizing as well as labeling the data is developed. Fig. 5 shows a snippet of the tool. The emotional speech has been labeled into 3 groups 'pos', 'neg' and 'neu' for positive, negative and neutral expressions respectively. The data has been acquired with 4 different subjects: 2 male and 2 female. Distribution of data for different categories is: 82 pos, 82 neg, and 60 neu.
VI. EXPERIMENTAL ANALYSIS
In this section, we provide series of experiments using context information based on outside and inside of the car system. The recognition system requires to incorporate different noise conditions and changing environment while driving. To study the feasibility of emotion detection while driving, we aim to emulate the vehicle conditions. To reflect Development platform for audiovisual scene synchronization, cropping and labeling. It has capability of voice activity detection (VAD) to decide precise onset of speech signal. the reality adequately, several noise scenarios of approximately 60 seconds were recorded in the car while driving. Interior noise depends on several factors such as vehicle type, road surfaces, outside environment etc. In this study, an instrumented Infinity Q45 on-road testbed is used to record the interior noise in following scenarios: highway (FWY), parking lot (PRK) and city street (CST). To cover a wide range of car conversations, speech should be superimposed by the recorded noise with the correct Signal-to-Noise Ratio (SNR). To estimate the SNR level, We analyze SNR level based on real world data collection. Fig. 6 shows distribution of SNR levels at two extreme cases of freeway driving and parking lot scenario. Hence different noise models as explained in section III are added to clean speech at three SNR levels: 15 dB, 10 dB and 5 dB.
All results are calculated from 10-fold cross validation. For classification we use Support Vector Machines (SVM) with linear kernel and 1-vs-1 multiclass discrimination. SVMs are trained with the Sequential Minimal Optimization (SMO) algorithm. Table I provides the performance measurement in clean speech. Over all recognition accuracy of over 87% is achieved for three class emotion detection. This baseline results show the usefulness of our feature set and classification technique. Further the use of the gender information increases overall accuracy to 94%. Over all recognition accuracy with and without front end processing (speech enhancement) are reported in Table III . It is evident Similar trend can also be observed for database collected in controlled studio settings [21] .
VII. CONCLUSION AND DISCUSSION
Recognition of emotions in the speech signal is highly sensitive to the acoustic environment. We have shown that adapting to the context of outside environment and the users of the car greatly improves the system's performance. In particular, adaptive noise cancellation technique and use of gender information provide better overall recognition accuracy. It would be interesting to see the performance of system which can combine the two technique together. We propose to investigate that as part of our future work. We would also like to evaluate the performance of overall system when added with automatic gender detection as preceding stage. Analysis also suggested that at higher SNR levels even the noisy speech can provide good recognition due to relatively matched training and testing environment. This strengthens our determination to collect more real world driving data. In our ongoing effort, we have been acquiring data of natural conversations between driver and passenger in both audio and video domain. In future, we will analyze video modality and extend the framework for emotion analysis for audiovisual cues. 
