Abstract.-A principal objective for phylogenetic experimental design is to predict the power of a data set to resolve nodes in a phylogenetic tree. However, proactively assessing the potential for phylogenetic noise compared with signal in a candidate data set has been a formidable challenge. Understanding the impact of collection of additional sequence data to resolve recalcitrant internodes at diverse historical times will facilitate increasingly accurate and cost-effective phylogenetic research. Here, we derive theory based on the fundamental unit of the phylogenetic tree, the quartet, that applies estimates of the state space and the rates of evolution of characters in a data set to predict phylogenetic signal and phylogenetic noise and therefore to predict the power to resolve internodes. We develop and implement a Monte Carlo approach to estimating power to resolve as well as deriving a nearly equivalent faster deterministic calculation. These approaches are applied to describe the distribution of potential signal, polytomy, or noise for two example data sets, one recent (cytochrome c oxidase I and 28S ribosomal rRNA sequences from Diplazontinae parasitoid wasps) and one deep (eight nuclear genes and a phylogenomic sequence for diverse microbial eukaryotes including Stramenopiles, Alveolata, and Rhizaria). The predicted power of resolution for the loci analyzed is consistent with the historic use of the genes in phylogenetics. [Experimental design; noise; phylogeny; polytomy; power; resolution; saturation; signal.] The most challenging problems in phylogenetic inference tend to be characterized by short deep divergences followed by ensuing long branches. Short divergences provide very little phylogenetic signal of branching order, and subsequent long branches hinder inference both by obscuring erstwhile signal and by imposing misleading characters. Phylogenetic noise from fast-evolving sites misleads phylogenetic inference of difficult nodes, resulting in weak support or support for incorrect hypotheses (Hillis and Huelsenbeck 1992; Mooers et al. 1995; Brown 1997, 1998; Wenzel and Siddall 1999; Springer et al. 2001; DeBry 2003; Rokas and Carroll 2006) . Selecting sets of characters to assay that are evolving at an appropriate pace can assist in cost-effectively maximizing the likelihood of correct phylogenetic inference (Goldman 1998; Townsend 2007 ), but does not necessarily characterize whether the enterprise of gathering character sets is worthwhile, nor does it characterize its chance of success. In phylogenetic experimental design, the question is often "how much data will be sufficient?" Gathering larger and larger data sets might enable signal to outweigh noise (Saitou and Nei 1986; Walsh et al. 1999 ), but larger sets of characters contribute to both phylogenetic signal and noise. Large data sets can support incorrect inferences (Phillips et al. 2004; Jeffroy et al. 2006; Nishihara et al. 2007) , and augmenting the data sets without consideration may simply justify further confidence in false results. Furthermore, some evolutionary questions might regard aspects of deep history so remote and the relevant signal so minute compared with the corresponding noise that no amount of effort will uncover anything but spuriously resolved trees. Such a cynical outlook cannot be countered without a quantitative approach to characterizing signal and noise in phylogenetics.
The most challenging problems in phylogenetic inference tend to be characterized by short deep divergences followed by ensuing long branches. Short divergences provide very little phylogenetic signal of branching order, and subsequent long branches hinder inference both by obscuring erstwhile signal and by imposing misleading characters. Phylogenetic noise from fast-evolving sites misleads phylogenetic inference of difficult nodes, resulting in weak support or support for incorrect hypotheses (Hillis and Huelsenbeck 1992; Mooers et al. 1995; Brown 1997, 1998; Wenzel and Siddall 1999; Springer et al. 2001; DeBry 2003; Rokas and Carroll 2006) . Selecting sets of characters to assay that are evolving at an appropriate pace can assist in cost-effectively maximizing the likelihood of correct phylogenetic inference (Goldman 1998; Townsend 2007 ), but does not necessarily characterize whether the enterprise of gathering character sets is worthwhile, nor does it characterize its chance of success. In phylogenetic experimental design, the question is often "how much data will be sufficient?" Gathering larger and larger data sets might enable signal to outweigh noise (Saitou and Nei 1986; Walsh et al. 1999 ), but larger sets of characters contribute to both phylogenetic signal and noise. Large data sets can support incorrect inferences (Phillips et al. 2004; Jeffroy et al. 2006; Nishihara et al. 2007) , and augmenting the data sets without consideration may simply justify further confidence in false results. Furthermore, some evolutionary questions might regard aspects of deep history so remote and the relevant signal so minute compared with the corresponding noise that no amount of effort will uncover anything but spuriously resolved trees. Such a cynical outlook cannot be countered without a quantitative approach to characterizing signal and noise in phylogenetics.
Recently, efforts to quantify phylogenetic information for resolving deep phylogenies have led to a number of advances. Time-consuming and scenario-specific simulation approaches (such as Yang 1998) have been matched by theoretical treatments by Goldman (1998) that introduce an analytical approach for estimating optimal rates of evolution to resolve phylogenies. Utilizing Markov models of nucleotide substitution to trace all possible character site patterns in a sequence alignment, the Goldman (1998) approach yields predictions of total character information content with respect to a variety of tree topology parameters of common study interest. The approach offers a promising and appealingly comprehensive tool for optimizing experimental design and selecting markers. However, applying the Goldman approach to reasonably sized phylogenies appears to be computationally challenging. Furthermore, it has not been implemented in a way that accommodates an empirical distribution of site rates. Townsend (2007) introduced an asymptotic normalized probability density for a true synapomorphy occurring in a short deep internode of time length t 0 at historical time T for an ultrametric four-taxon tree under an infinite states Poisson model of character evolution. By applying empirical estimates of character evolution rates in a data set and the state space in which these characters evolve, the metric yields a profile across history of predicted true parsimony informativeness based on a canonical four-taxon polytomy. However, the phylogenetic informativeness (PI) metric does not account for homoplasy, defined as the misleading effects of repeated gains of the same character state in different lineages, be it by convergence or parallelism, selected or neutral (cf. Wiens et al. 2003) . PI should perform well at estimating the utility of markers when the inverse of their rate of evolution is at or lower than 4T, with T denoting the divergence time SYSTEMATIC BIOLOGY VOL. 61 of an internode, as at those slow rates, there will tend to be little repeated acquisition of character states and thus little phylogenetic noise (Townsend 2007) . However, when attempting to resolve short internodes, even very little homoplasy due to convergence or parallelism can utterly overwhelm an even smaller amount of signal. Correspondingly, Fischer and Steel (2009) analyzed a two-state Jukes-Cantor model for a symmetric fourtaxon tree much like that in Townsend (2007) , finding similar asymptotic results. In their analysis, the terminal branches were a constant factor times the length of the internode, facilitating determination of a lower bound on the rate of sequence length growth necessary to reconstruct the tree with a given probability. Fischer and Steel's theory provides a useful guide for determination of the relative branch lengths required for resolving a deep and/or rapid divergence. However, the results did not provide clear metrics of the relative utility of data sets, explicitly characterize the impact of homoplasy, or account for empirical rate variation across sites.
To improve upon the existing theory, modeling the impact of convergence and parallelism alongside the strength of signal thus is potentially informative not just about phylogenetic signal but also about the power to resolve specific polytomies. Accurate modeling of convergence and parallelism facilitates prediction of more than just which character sets are likely to provide informative signal but also of which character sets possess more signal relative to noise to correctly resolve a deep internode.
Based on the fundamental unit of the tree graph, the phylogenetic quartet (Bandelt and Dress 1986), we develop an approach that applies estimates of the state space and the evolutionary rates of characters to approximate the probability of phylogenetic signal and of phylogenetic noise due to convergence or parallelism. In our approach, we use an s-state Poisson model (i.e., all events occur at equal rates, equivalent to JC, JukesCantor Model, when s = 4) to track the evolution of character site pattern in a symmetric ultrametric four-taxon tree. At every site, based on the rate of character evolution and the character state space, phylogenetic signal is characterized by the probability of observing a parsimony informative synapomorphic site pattern at the leaves of the taxa, and phylogenetic noise is characterized by the probability distribution function over time for homoplasious site patterns that mimic the correct pattern and mislead parsimony and other analyses. Ensuing probabilities of incorrect, polytomous, and correct resolution given rates of evolution and the state space for the whole character set can then be estimated by Monte Carlo methods or by rapid analytic approximation methods. These methods can be used to approximate the probability that a data set will be successful in resolving a phylogenetic problem, providing a much needed tool for phylogenetic experimental design.
We illustrate our approach by its application to two data sets. First, to demonstrate the utility of the method in predicting the impact of phylogenetic noise on phylogenetic resolution achieved, we analyze the signal and noise distribution for CO1 and 28S sequences from Diplazontinae parasitoid wasps. Klopfstein et al. (2010) recently pointed out the extent to which CO1 exceeds 28S in its Townsend (2007) PI profile throughout the history of this group, yet support based on CO1 drops compared with 28S for deeper nodes in the phylogeny. Klopfstein et al. (2010) attributed this discrepancy to quartet-based theory inaccurately predicting performance for higher taxon sampling, whereas Townsend and Leuenberger (2011) argue consistently with Townsend (2007) that the discrepancy should be attributed to phylogenetic noise. We apply our theory incorporating signal and noise to ascertain whether it can explain the discrepancy.
To ascertain the impact of increased sequence sampling on a deep phylogenetic problem, we analyzed data on the eukaryotic clade Alveolata, including dinoflagellates, apicomplexans, and ciliates. This clade has historically been well supported by both morphological and molecular data (e.g., Taylor 1999), so individual genes would be typically expected to have the power to resolve the relevant deep internode. We additionally assess a short deep branch unifying Stramenopiles, Alveolates, and Rhizaria (SAR), which includes diverse eukaryotic microbial lineages. The relationship among these three lineages tends to be poorly resolved with individual genes and is controversial, with two major hypotheses. Some phylogenomic studies show stramenopiles (S) and alveolates (A) related as ((SA)R), thus more closely related to each other than they are to Rhizaria (R; Hackett et al. 2007; Burki et al. 2009 ). Other studies indicate ((SR)A), placing stramenopiles as closest relatives of Rhizaria rather than alveolates (Burki et al. 2007; Parfrey et al. 2010) . Both Alveolata and SAR have been studied using highly conserved traditional molecular markers and phylogenomic scale analysis (Burki et al. 2007 (Burki et al. , 2009 Tekle et al. 2008; Parfrey et al. 2010) . Among the single-gene markers that have been employed for inferring deep relationships among eukaryotes are two commonly used ribosomal genes (SSU-rDNA and LSU-rDNA) and eight protein-coding genes (histone H3, RAD51, gamma-tubulin, actin, HSP 90, beta-tubulin, alpha-tubulin, and EF-2; Table S1 ; doi:10.5061/dryad.61cg073t). We ascertain the potential for increasing numbers of loci to resolve challenging short deep internodes in the tree of life.
THEORY

Phylogenetic Signal and Noise
To model the additional influence of noise caused by homoplasy, we will start with the canonical four-taxon tree problem of a short deep internode of length t o with long subtending branches of equal length T (Bandelt and Dress 1986; Townsend 2007; Fig. 1) . Our theory of signal and noise is based on three key assumptions. We assume an ultrametric four-taxon tree graph as in Townsend (2007) and Fischer and Steel (2009) . For the FIGURE 1. Schematic diagram for the approach to modeling signal and noise based on canonical phylogenetic quartets. Phylogenetic signal and noise can be assessed by tracking the character site pattern of the subtending lineages, where the four letters represent the character site pattern or the diversity among the taxa for the character states. For example, AAAA indicates that all taxa exhibit the same state, whereas ABCD indicates that all taxa exhibit different states. a) Phylogenetic signal arises when a character state change during the deep short internode (hatched) is not obscured by subsequent changes on the subtending lineages. In the case of signal, the character site pattern at the beginning of the four branches after the change in the internode, AABB, is preserved at the leaves of the four branches. b) Both phylogenetic signal and noise can contribute to correct resolution of the quartet, and noise contributes to incorrect resolution of the quartet. Three possible topologies (τ 1 ,τ 2 , and τ 3 ) exist for the quartet, although only τ 3 is correct. Phylogenetic noise arises when character state changes on subtending lineages (gray) lead to a character site pattern that erroneously resembles phylogenetic signal, that is, supporting τ 1 or τ 2 . The arrows indicate all possible ways in which evolution in the quartet can result in a character site pattern favoring the correct or two incorrect topologies, accompanied by symbols representing the probability of each respective path. During the internode, either at least one unreversed character state change (solid), or no change, or reversed character state changes (dot dashed) may occur, resulting in an initial character site pattern AABB or AAAA, respectively. Subsequently, along the branches (gray), the path represented by the solid line arrow indicates the one in which the same AABB character site pattern is observed at the leaves and the original phylogenetic signal is not masked; all other paths represent ways in which noise by homoplasy can randomize either of the two initial character site patterns to result in τ 1 ,τ 2 , or τ 3 . Patterns that do not provide parsimony-informative support to these three topologies are not shown. molecular evolution model, we relax the assumption of Fischer and Steel (2009) of two states to an s-state Poisson model, where s 2 possible character states occur at equal equilibrium frequencies and all character state substitutions occur at equal rates. Whereas Fischer and Steel (2009) assume uniform rates of evolution for all characters, we allow all n characters their own evolutionary rates λ i , 1 i n as in Townsend (2007) . For tractability, as in Fischer and Steel (2009) , our approach is to estimate phylogenetic signal and noise as observed in parsimony-informative sites as used by maximum parsimony (MP). In the ultrametric case, Maximum likelihood (ML) and Bayesian methods obtain additional information, albeit of lesser impact per site, from other site patterns, which is not assessed by our methods.
Predicting homoplasy requires estimating the state space for the character states that could be sampled. To characterize homoplasy, we need to evaluate the frequency of the states that represent convergence and parallelism. The four-taxon tree has three possible topologies. All three topologies can be supported by a parsimony-informative character site pattern of AABB, denoting that at a site, two taxa have an identical character state and the other two taxa share another character state. Only one of the three topologies (τ 3 ) matches the actual clade dichotomy of the four-taxon tree, whereas the other two subtrees (τ 1 and τ 2 ), arising as homoplasy, are incorrect. Therefore, although the informative synapomorphic state is characterized by an AABB site pattern, AABB also represents the potentially powerfully misleading state arising from convergence or parallelism, a state that is interpreted parsimoniously as a synapomorphy, and that in a likelihood or Bayesian, substitution-mapping framework would be evaluated similarly unless the rate of change of the site was categorized as very high. Consequently, tracking the site pattern AABB can yield the predicted probabilities of signal and noise for resolving the quartet (Fig. 1) . All site patterns other than AABB (such as AAAA, four identical states; AAAB, three identical states and one divergent state; etc.) correspond to polytomy and do little to contribute to or detract from correct resolution of the four-taxon tree.
Let C 1 , C 2 , C 3 , and C 4 denote the character states at the four leaves, and C 1A , C 2A , C 3A , and C 4A the ancestral character states of taxa 1, 2, 3, and 4 in the quartet, respectively. Also let i, j, k, . . . represent s different possible character states. We can, with no loss of generality, arbitrarily specify that synapomorphic changes of character states in the internode result in four-taxon character states of AABB
No character state changes over the internode result in character states of AAAA = (C 1A = C 2A = C 3A = C 4A ). At the leaves, let E 3 denote the event that a parsimonyinformative pattern for topology τ 3 arises at the site. E 3 is thus defined as C 1 = C 2 , C 3 = C 4 , C 1 = / C 3 . Similarly, E 1 , the event that a pattern for topology τ 1 arises, can be defined as C 1 = C 3 , C 2 = C 4 , C 1 = / C 2 and the event E 2 for τ 2 as C 1 = C 4 , C 2 = C 3 , C 1 = / C 2 .
The site-specific probability function, given the rate of molecular evolution, λ, of a character supporting the correct topology, τ 3 , is y(λ ; t o , T) = P(E 3 |AABB)P(AABB)
In Equation 1, the probability of one or more unreversed character state changes occurring over the internode is denoted by P(AABB). P(E 3 |AABB) denotes the probability of observing a character site pattern of AABB at VOL. 61 the leaves that supports τ 3 , either through no changes (i.e., actual signal is preserved) or through convergent or parallel changes (i.e., noise by homoplasy leads to "pseudosignal"), starting from AABB. Noise from homoplasy may also contribute to the correct topology in the absence or presence of state changes over the internode. P(AAAA) denotes the probability of AAAA occurring as a consequence of either no state changes or reversed state changes over the internode. From the ancestral character site pattern of AAAA, convergent or parallel changes along the branches can give rise to the pattern at the leaves that supports τ 3 . P(E 3 |AAAA) denotes this conditional probability. The probabilities of support, x 1 (λ;t o , T) and x 2 (λ;t o , T), for the two incorrect topologies, τ 1 and τ 2 , respectively, may be similarly constructed such that (2) x 2 (λ ; t o , T) = P(E 2 |AABB)P(AABB)
Because there are no distinctions between them, the probabilities of support for the two incorrect subtrees, x 1 (λ ; t o , T) and x 2 (λ ; t o , T), are equal. By symmetry, P(E 1 |AAAA) = P(E 2 |AAAA) = P(E 3 |AAAA), and P(E 1 |AABB) = P(E 2 |AABB). It then follows from Equations 3 and 4 that x 1 (λ ; t o , T) = x 2 (λ ; t o , T). Assuming a model for state changes, these probabilities of support may be calculated, as well as their complement, z(λ ; t o , T), the probability of polytomy. Closed-form equations for y(λ ; t o , T), s−1 Tλ , (5)
By specifying different values of s in Equations 4-7, resolution based on phylogenetic signal and noise can be predicted for a binary character (s = 2), such as a morphological trait; a tertiary character (s = 3), such as nucleotide characters under selective pressures, which reduce the effective state size to three (Simmons et al. 2004a ); a quaternary character (s = 4), such as a nucleotide in the third position of an unbiased 4-fold degenerate codon; a quinary character (s = 5), such as amino acid characters under selective pressures that reduce the effective state space to five (Simmons et al. 2004a ); or a 20-state character, such as an amino acid site varying without any constraint, although use of that nominal state space would generally be regarded as a highly unrealistic model (Lartillot and Philippe 2004; Lartillot et al. 2007; Rokas and Carroll 2008) . Calculations of Equations 6 or 7 demonstrate that the probability for incorrect quartet resolution decreases as the state space increases (Fig. 2 ).
Monte Carlo Formulation of Signal and Noise
Equations 4-7 reduce the question of the power to resolve the topology to a "random race" comprising four unidirectional random walks, three of which are relevant to inference. Each site represents a potential "step" that occurs and is assigned to competitors by a stochastic decision rule. In this random race, each site has disjunct probabilities x 1 (λ ; t o , T) and x 2 (λ ; t o , T) of contributing toward the two incorrect topologies of the three possible topologies of a four-taxon tree, has a disjunct probability y(λ ; t o , T) of contributing toward the correct topology, and has a disjunct probability z(λ;t o , T) of having a polytomous site pattern. To determine if FIGURE 2. Probability of one character providing incorrect resolution of the quartet by convergence or parallelism over time T, from Equations 5 and 6 with λ = 1 and to = 0.1. The probability curves for incorrect resolution are depicted for state spaces of 2, 3, 4, 5, and 20 states, respectively, from top to bottom, demonstrating lower probabilities as the state space increases. suites of n characters with known evolutionary rates λ i , i = 1, . . . , n, are likely to resolve a polytomy, one can calculate the probability that the random race based on those rates will end with more site patterns consistent with the correct topology than site patterns consistent with either of the two incorrect topologies. In principle, the probabilities for every possible race can be calculated along with the resolution thereby achieved, and an exact probability of every level of resolution can be specified. However, with four possible outcomes for every site, there are 4 n races for every data set, so that the exact calculation occurs in exponential time, O(k n ). For large data sets, the time necessary for exact calculation can easily exceed computational capacity, an issue that leads to practical difficulty in applying the approach of Goldman (1998) to calculate the Fisher information in a tree. Fortunately, the probability distribution for the level of resolution achieved in this random race can be approximated to a desired precision by a Monte Carlo algorithm that simulates sites as supporting either a particular topology or polytomy according to Equations 4-7. The total numbers of sites for the two incorrect and correct topologies can be denoted as random variables X 1 , X 2 , and Y, respectively. The process is repeated 10,000 times, and the probability that a given sample has more parsimony-informative sites for the correct quartet than for either of the two incorrect quartets is estimated by the proportion of times Y is larger than both X 1 and X 2 .
Analytical Solution of Signal and Noise
Despite its virtues, Monte Carlo sampling of sequential random races remains computationally intensive, time consuming, and stochastic. By assuming large samples of characters (such as those typical of gene sequences) and therefore Gaussian distributions for X 1 , X 2 , and Y, it is possible to derive equivalent, rapidly calculable, analytical Gaussian approximations of the probability of signal, noise, and polytomy that yield nearly identical results to the stochastic Monte Carlo procedure (See Examples 1 and 2 below). Unlike the Monte Carlo procedure, the deterministic approximation requires a trivial amount of computation time and provides a result with no stochastic component.
To derive an analytical solution, the expectation and variance for each dimension of the three-dimensional random race can be calculated. To simplify notation hereafter, we will suppress the routine but continuing functional dependencies on T and t 0 . We will continue to denote the functional dependencies on the evolutionary rates of the characters, λ i , as these dependencies are relevant within sums across the index i. For one of the two incorrect quartet subtrees, τ 1 , we define n discrete random variables X 1i , where 1 i n. Each variable X 1i is an indicator random variable such that:
if the ith site is in favor of τ 1 , with a probability of x 1 (λ i ) otherwise.
X 1i is independent across all the n sites. Define X SUM 1 = n i=1 X 1i , the cumulative number of parsimonyinformative sites in favor of the incorrect topology, τ 1 . Similarly, we can define the same for τ 2 and τ 3 as
A problem in one dimension would be more analytically tractable than one in three. In accordance with our Monte Carlo approach, we can simplify calculation of predicted support by contrasting the support for the correct bipartition with the support for the more supported of the two incorrect bipartitions that could in principle relate to a given quartet. We characterize this predicted support by a random variable,
We can formulate probabilities of a given a character set providing incorrect, polytomous, or correct resolution of the phylogenetic quartet by specifying an appropriate distribution for Q. By calculating the expectations, variances, and covariances for
, and Y SUM , the mean μ and variance σ 2 for Q can be derived (Appendix 2). They are
and
The random variables
, and Y SUM , and therefore their sums or differences, can all be approximated to be distributed as Gaussians (see Appendix 2). The distribution of the maximum of two Gaussians (e.g.,
is not distributed as a Gaussian. However, when the means of the two Gaussians and variances of the two Gaussians are equal, and the means are of the same order of magnitude as the standard deviations, as they are for
−Y SUM in Q, then the distribution of their maximum is very close to Gaussian (Nadarajah and Kotz 2008). Thus, parameterized by Equations 9 and 10, Q is approximately distributed as N (μ, σ 2 ). Therefore, an approximation of the probability of a given a set of characters evolving at known rates with known state space leading to incorrect, polytomous, or correct resolution of the phylogenetic quartet relation can be calculated in a purely analytical fashion by integrating over portions of N (μ, σ 2 ) :
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2σ 2 dr. (13) The domain between − 1 2 and 1 2 represents a polytomy (i.e., no difference between the number of misleading AABB characters and the number of correct AABB characters), in accordance with the continuous normal approximation to the true discrete distribution. Equations 11-13 can be used to evaluate potential character sets to predict confidence for resolving a particular four-taxon problem. Potential character sets can be compared with the aim of selecting the one that will be most powerful for resolving that problem, in a manner similar to that of Townsend (2007) , but focused on each node individually. Moreover, using the Monte Carlo or purely analytical approach accounts for the misleading effect of unbiased convergence or parallelism due to finite character states.
The asymptotic Gaussian assumptions in the analytical derivation are validated by comparisons that show that, for the following examples, differences between the Monte Carlo results and the analytical results from Equations 11-13 are negligible. EXAMPLE 1: CO1 AND 28S FROM THE DIPLAZONTINAE PARASITOID WASPS Using the estimated ultrametric tree of the Diplazontinae parasitoid wasps and the nucleotide site rate distributions for 28S and CO1 from Klopfstein et al. (2010) , we applied Monte Carlo sampling based (Equations 4-7) and approximate deterministic (Equations 11-13) calculations to predict the distribution of potential signal, polytomy, or noise for all possible nodes for each locus. We calculated results using the nominal state space of nucleotide characters (four states), as well as assuming three states, following empirical estimates that selective pressures reduce the average space of a nucleotide character to three states (Simmons et al. 2004a) .
The predicted distributions of signal, polytomy, and noise for a typical shallow node (less than 0.2 depth on the tree) support the use of CO1, a mitochondrially encoded gene containing numerous fast-evolving sites, as an informative locus over 28S (Fig. 3) . In the depicted example, 99% of the distribution of predicted resolution for CO1 lies with the correct quartet relationship for these very recently diverged lineages. Also, resolution is generally high, predicting considerably more characters in support of the correct quartet than for either incorrect FIGURE 3. Signal and noise analysis of two genes for a shallow node in the Diaplazontinae wasp phylogeny of Klopfstein et al. (2010) , performed by Monte Carlo with a state space of three. The frequency and resolution for incorrect (i.e., x 1 (λ ; t o , T) + x 2 (λ ; t o , T)), polytomous (i.e., z(λ ; t o , T)), and correct inference (i.e., y(λ ; t o , T)) are shown from left to right respectively as light gray, black, and blue columns (the blue column is mid-gray in print). Genes analyzed were a) mitochondrially encoded cytochrome c oxidase I, which featured a probability of 99% for correctly resolving the node, and b) 28S ribosomal rRNA, which featured a probability of 73% for correct node resolution.
quartet. In contrast, with 28S, only 73% of the predicted resolution distribution lies with the correct quartet relationship. Also, with 28S, resolution is minimal: at best, predicting a few more characters in support of the correct quartet than the incorrect quartet. Numerous other nodes are predicted to and are in fact resolved handily by both loci (>100 bootstrap as well as Bayesian posterior probability), in which case CO1 was predicted to provide greater numbers of steps of support.
The predicted distributions of signal, polytomy, and noise for a typical deep node support the use of 28S, with its more uniformly slower-evolving sites, as an informative locus over CO1 (Fig. 4) . For the node depicted, 49% of the distribution of predicted resolution of CO1 lies with an incorrect quartet. In fact, for this short internode and for others at a similar depth, results from analyses using CO1 alone are predicted to be wrong more frequently than they are right (only 44% correct, with 7% predicted to yield a polytomy). In contrast, with 28S, 60% of the distribution of predicted resolution corresponds to the correct quartet (30% incorrect, with 10% predicted to yield a polytomy). Because of the depth and the shortness of the internode, some noise is unavoidable. Thus, the distribution of potential resolution by 28S for a node like this one reveals a possibility of fairly strong support for an incorrect quartet relationship, but moreover predicts that finding strong support for the correct quartet relationship will be the considerably more frequent outcome.
Comparing the probability of correct resolution provided by signal and noise theory for every node in the Diaplazontinae wasp phylogeny for 28S and CO1 yields predictions of which marker of 28S and CO1 can better resolve each node. The phylogeny was inferred by a strict consensus of the ML and Bayesian majorityrule consensus tree derived from a combined data set of 28S and CO1 with an estimated model of evolution of GTR + I + Γ for all partitions, except SYM + FIGURE 4. Signal and noise analysis of two genes for a deep node in the Diaplazontinae wasp phylogeny of Klopfstein et al. (2010) , performed by Monte Carlo with a state space of three. The frequency and resolution for incorrect, polytomous, and correct inference are shown from left to right respectively as light gray, black, and blue columns (the blue column is mid-gray in print). Genes analyzed were a) mitochondrially encoded cytochrome c oxidase I, which featured a probability of 49% for correctly resolving the node, and b) 28S ribosomal rRNA, which featured a probability of 60% for correct node resolution.
FIGURE 5. Logistic regression of probability of correct marker prediction by MP bootstrap support (dotted line), Bayesian posterior probabilities (dash dotted line), PI values (dashed line), and probabilities of correct resolution provided by signal and noise theory assuming four character states (solid line), versus time in units scaled so that the deepest internode of the Diaplazontinae wasp phylogeny of Klopfstein et al. (2010) was at time T = 1. The optimal marker for every node was defined as the one providing highest ML bootstrap support in that study. The plus marks represent correct predictions (scored as 1) or incorrect predictions (scored as 0) of the better marker (28S versus CO1) for all nodes assessed in Example 1, versus time T, assuming four character states.
I + Γ for the 28S stem partition (cf. Fig. 3 and Table 2 of Klopfstein et al. 2010) . CO1 is predicted to significantly outperform 28S only for the most recent nodes in the phylogeny. Deeper nodes are more likely to be correctly resolved by 28S. These predictions of probabilities of correct resolution by signal and noise theory are consistent with MP, Bayesian, and ML node support (cf. Fig. 2 of Klopfstein et al. 2010 ) but contradict deep node predictions obtained from direct quantification of the Townsend (2007) PI profile, which without due consideration of noise would suggest that every node should be better resolved by COI. The discrepancy in predictions by signal and noise and PI becomes more significant for deeper nodes with longer subtending lineages, where noise is abundant. To visualize the utility of signal and noise theory to account for noise effects in selecting markers, we performed logistic regression analysis of successful marker prediction versus time (Fig. 5) , with the predictor being two correlates that should perform near optimally (MP bootstrap node support and Bayesian posterior probability), as well as two putative prediction approaches, PI values and probability of correct resolution provided by signal and noise theory assuming four states (Fig. 5) . At each node, we assumed that the optimal marker for use was the one that yielded the higher ML bootstrap support. Because all support measures were extremely highly correlated, assuming either higher MP bootstrap node support or higher Bayesian posterior probability perfectly identified the optimal marker made negligible difference to the results. The logistic regression of correct marker predictions by PI values decreased markedly from recent 841 SYSTEMATIC BIOLOGY VOL. 61 nodes where the effect of noise is small to ancient nodes where the effect of noise is significant. In contrast, the logistic regression line of correct marker predictions based on probabilities of correct resolution by signal and noise theory was higher for all but the most recent nodes, and increased from recent nodes to ancient nodes, approaching the ideal predictive success represented by other support values (Fig. 5) . The lower performance than PI for recent nodes is attributable to errors in prediction in the midrange between 0.2 and 0.4 (Fig. 5) , and a paucity of data points in recent time (<0.2), where most points had to be excluded because support achieved a maximum of 100 for both markers for most recent internodes. The region between 0.2 and 0.4 is expected to be the most difficult to accurately predict resolution because it is the region in which the general utilities of the loci cross (i.e., increasing noise brings the utility of CO1 in close proximity to the burgeoning signal of 28S). Correct marker predictions based on probabilities of correct resolution by signal and noise theory yielded essentially the same results when assuming three nucleotide states (logistic regression not shown), leading to exactly the same marker predictions for all nodes except one, compared with the marker prediction based on four states.
We obtained quantitative predictions of power when calculating these results via the deterministic approximation (Equations 11-13) for all 28S and CO1 nodes assuming both three states and four states, and these results were nearly identical to those obtained via Monte Carlo (Fig. 6a ).
EXAMPLE 2: STRAMENOPILES, ALVEOLATA, AND RHIZARIA We applied Monte Carlo sampling based (Equations 4-7) and approximate deterministic (Equations 13-A.16) calculations to describe the distribution of potential signal, polytomy, or noise for the Alveolates node and the SAR node in eukaryotic phylogenetics. We used r8s (Sanderson 2003) to estimate the ultrametric tree by penalized likelihood applied to the ((SA)R)-consistent topology arrived at by Burki et al. (2009) using the consensus between two independent Markov chains using Bayesian inference, run under the CAT model implemented in PhyloBayes. For the Alveolates node, the LSU-rDNA data set was predicted to yield a greater probability of correct resolution than incorrect resolution or polytomy (Table 1 ). In contrast, for the deeper more controversial node, ((SA)R), the predicted power of LSU-rDNA was weaker, featuring a greater probability of incorrect resolution due to noise than of correct resolution due to signal (Table 2) . Similarly, SSU-rDNA was predicted to provide higher power for resolution of the Alveolates node compared with the historically controversial ((SA)R) node.
Comparing the two loci, the power of SSU-rDNA was lower than the power of the LSU-rDNA data set for both internodes (Tables 1 and 2 ). The amino acid sequence of histone h3 was predicted to perform poorly, with high probability of polytomy and virtually equal, fairly low chances of correct versus incorrect resolution of the Alveolates internode (Table 1) . The amino acid sequences of the other protein-coding loci were predicted to more frequently yield conclusive results (i.e., show strong support for one hypothesis over another due to signal or noise). They were also predicted to perform better than histone H3 in terms of their relative chances of resolving the internode correctly (Table 1) , and they were more likely to resolve the node correctly than incorrectly. The same observations between histone h3 and other loci obtain in terms (Simmons et al. 2004a ). b A state space of five was applied to amino acid sequences (Simmons et al. 2004a ).
of resolving the historically controversial SAR node, except that for resolving SAR, all loci individually are generally more likely to resolve the node incorrectly than correctly (Table 2) . Interestingly, combining all eight individual proteincoding genes resulted in higher power for correctly resolving both internodes than did any individual genes, including the ribosomal genes (Tables 1 and 2) . Moreover, the large numbers of characters in the expressed sequence tag (EST) data set consisting of 26,050 aa outperformed all single genes and the combined protein data set in terms of predicted resolution of either node (Tables 1 and 2 ). The phylogenomic data set was predicted to resolve the Alveolates node correctly with 99.99% power (Table 1) . We analyzed the Burki et al. (2009) data with a constraint for the tree to be alternately consistent with ((SR)A) as in Burki et al. (2007) or with Parfrey et al. (2010) . Consequently, the branch length of the node in the r8s penalized likelihood ultrametric tree differed considerably, so that the ((SA)R) and ((SR)A) hypotheses were predicted to be discriminated correctly with 83-97% power, respectively, depending on the true topology (Tables S2 and S6 ). However, the relative utility of the loci did not significantly change.
To evaluate the robustness of our results to assumptions regarding the state spaces of the characters, we analyzed the nucleotide and amino acid data using alternative character state spaces that reflect different interpretations of the number of potential states the characters can adopt (Tables S2, S3 , and S6). For both types of character, we first analyzed power using minimal and maximal parameterizations of the state space. Our minimal estimates were a character state space of three for nucleotides and five for amino acids (Simmons et al. 2004a ). Our maximal parameterization was the natural 4 states for nucleotides and 20 states for amino acids, equating the actual state space to the nominal state space of the character. These parameterizations of state space resulted in some difference in resolution power, depending on the genes and depth of the node. In general, analyses corresponding to greater state space tended to give slightly higher power to resolve the internode correctly (Tables 1-2 and Tables S2-S7) . Interestingly, for loci providing little signal, higher state space also corresponded with increased probability of polytomy. For the phylogenomic EST data set, especially, we found a notable difference between outcomes in comparing the two enumerations of state space for the SAR clade. Although it did not change the relative utility of the various partitions of the data, an unrealistically high state space of 20 provided significantly increased resolving power compared with a more realistic state space of five (Tables S2,  S3 , and S6).
As in Example 1, we obtained nearly identical quantitative predictions of power when calculating these results via the deterministic approximation (Equations 11-13; Tables S4, S5 , and S7), compared with those obtained via Monte Carlo (Fig. 6b) .
DISCUSSION
We have derived a theory of phylogenetic signal and noise that, given estimates of the molecular evolutionary rates and state space of the data to be gathered, provides an evaluation of the power of a data set to resolve nodes in a phylogenetic tree. The theory can be implemented alternately as an O(k n ) exact calculation, an O(n) per iteration Monte Carlo method that is inherently stochastic, or as a fast analytical calculation that requires approximations to the normal distribution. The O(k n ) exact calculation rapidly becomes impractical for modern data sets but can be of use in evaluating very small data sets that are of special interest. For larger data sets, the stochasticity of the Monte Carlo approach can be diminished by increasing iterations. This increase in iterations exacerbates the time required for computation. Reasonable precision is manageable for phylogenomic data sets with sufficient computational power. However, the deterministic formulation based on the continuous normal approximations has a major advantage in that it is a single analytical calculation (albeit with O(n) terms) and therefore is not generally limiting in terms of computation time. It also features no stochasticity while yielding highly concordant results with the distributionfree Monte Carlo approach. Presumably, the continuous normal approximations might not fit the outcome of the random walk for data sets that have only a few sites with any potential to change. Nevertheless, even in small data sets, it seems highly unlikely that the relative utility of data sets will be significantly affected by any skew in the support distribution for the maximally supported incorrect tree or by any skew in the support distribution for the correct tree. Thus, the deterministic approximate approach is likely to be the most practical and effective implementation. Klopfstein et al. (2010) critiqued the performance of the Townsend (2007) profile height as a predictor of phylogenetic resolution achieved with reference to a comparison between a low-noise (28S) and a high-noise (CO1) gene, attributing the error to the theory's basis in the phylogenetic quartet. In contrast, Townsend and Leuenberger (2011) argued, consistent with the discussion in Townsend (2007) , that the discrepancy between signal height and resolution achieved should be attributed to the superposed effect of phylogenetic noise. Our analysis of the Klopfstein et al. (2010) results shows that a full signal and noise analysis accounts for the discrepancy observed and predicts accurately that CO1 becomes less useful in terms of resolving nodes than a slower evolving gene with lower signal (28S) for deeper internodes. A full signal and noise analysis is advisable for any prediction of phylogenetic utility for a particular node in a phylogeny but lacks the visual impact of the Townsend (2007) profile of signal. Pairing the two analyses facilitates simultaneous visualization of a timescale of signal appearance and decay as well as providing a node-by-node evaluation of utility that incorporates the impact of noise.
We have shown that the signal and noise theory successfully predicts that all the genes analyzed should provide robust support for the well-established clade, Alveolates, compared with the controversial deeper node, SAR. Moreover, the resolving power of the genes differed in accordance to their conservation and historical use. The method attributes the least power to histone H3, including a markedly higher probability of yielding a polytomy. This result, a consequence of its high conservation, is corroborated by previous phylogenetic studies based on this gene (Wells and McBride 1989; Wells and Brown 1991) . The rest of the protein-coding genes that have been extensively used in inferring deep relationships provided fairly similar resolving power for nodes, also reflecting their historic utility in phylogenetics (e.g., Nakamura et al. 1996; Baldauf et al. 2000; Hackett et al. 2007; Tekle et al. 2008; Parfrey et al. 2010) .
We also applied this signal and noise analysis to assess how much data would be required to resolve the shorter more controversial deep branch unifying stramenopiles, alveolates, and rhizaria. A clade containing SAR was originally recovered using molecular data; there exists no morphological synapomorphy in support of this hypothesis. The ((SA)R) hypothesis has generally been supported in phylogenomic analyses (Hackett et al. 2007; Burki et al. 2007 Burki et al. , 2009 ). However, a recent multigene study that included more taxon sampling also consistently recovered the ((SR)A) clade (Parfrey et al. 2010) . A comparison of the respective predictions for all data sets based on rates estimated from the two trees that have been argued to apply to the SAR node indicates that the tree used for calculating the rates makes little difference to the relative power predicted for loci but may lead to significant differences in the probability of correct resolution, just as would a difference in the estimated branch length. Our predictions imply that increasing the amount of data will lead to a robust conclusion regarding the correct resolution for the SAR assemblage. All extensively sampled loci so far have fairly restricted levels of signal compared with noise. Although our analysis indicated that combining the loci should help signal become emergent, exploring the power of distinct novel loci, perhaps derived from sequences from EST data sets, could also assist greatly by revealing key signal at the epoch where the split occurred.
This signal and noise analysis will facilitate the design of phylogenetic experiments, by improving the selection of appropriate molecular markers that are most informative at a node of interest. Furthermore, signal and noise analysis can be applied to inform decisions of which character sets to include for inference of which nodes. If the character set does not provide at least an equal chance of supporting the correct resolution of a tree compared with the incorrect resolution of a tree, it might be justified to exclude it from analysis. However, as demonstrated in Table 2 , when additional character sets are available for analysis, by combining sufficiently many individual data sets that characterize higher probability for incorrect resolution than correct resolution, the combined data set may provide higher probability for correct resolution than incorrect resolution. This synergy can occur because signal, which tends to scale linearly with increasing data, grows faster than the accumulation of nonsystematic noise, which increases less than linearly with increasing data. Within a given data set, moreover, it is the individual sites that tend to contribute signal or noise, and approaches that triage sites within phylogenomic data sets merit further attention. Accordingly, our formulation of signal and noise clarifies that the character sets that are appropriate for use depend not on the data set or upon the clade but upon the actual node to be inferred. Intriguingly, this dependence implies that inference of distinct nodes within a single phylogenetic tree could be served best by use of distinct subsets of any available character set.
The analyses for both nucleotides and amino acid characters predicted a slightly to moderately increased power when noise was modeled with the larger but less realistic (Lartillot and Philippe 2004; Simmons et al. 2004a; Lartillot et al. 2007; Rokas and Carroll 2008) "replete" state spaces (corresponding to s = 4 and s = 20). This correlation between size of state space and power is as expected because characters with larger state spaces are less prone to homoplasy (Simmons et al. 2004b) . Rigorously estimating the correct state space for individual characters remains a significant challenge (Simmons et al. 2004a; Lartillot and Philippe 2004; Lartillot et al. 2007; Rokas and Carroll 2008) . Nonetheless, it is reassuring that the state space assigned did not play a significant role in the relative utility of loci assessed.
There are several additional significant challenges toward increasing the complexity of this theory of phylogenetic experimental design that would be of interest to pursue but that the solution of which is not straightforward. First, it would be appropriate to expand the multistate noise calculations to encompass models more highly parameterized than, for instance, the Jukes-Cantor model (corresponding to s = 4). It is possible to specify noise for more complex models into the theory by incorporating larger numbers of four-taxon character site patterns that, for instance, differentiate between purines and pyrimidines as in the K2P model. However, the corresponding calculations become large and cumbersome. Preliminary theoretical work specifying more complex evolutionary models has shown less impact of the model on the outcome of the calculation of the probability of convergence or parallelism due to phylogenetic noise than that observed herein based on the size of the character state space. Whereas supplying a sufficiently complex model can be vitally important to correct inference of phylogenetic trees from tip lineages exhibiting known character states (Sullivan and Joyce 2005) , more complex evolutionary models might have a lower impact on the convergence probability due to phylogenetic noise. This difference in impact between assessing power and making inference would not be surprising because the identity of the state at the tip is highly relevant to the inference of the relationships between terminal branches within phylogenetic inference. In contrast, only the average rate of state transition is significantly relevant to the prediction of phylogenetic noise due to convergence or parallelism without knowledge of the identity of state at the tips of a phylogenetic tree. Nonetheless, the construction of analytical predictions of signal and noise that instantiate more complex evolutionary models would constitute a significant further development of the theory.
A second significant challenge to be addressed is the incorporation of all possible quartets of states and quantitation of their signal and noise, in addition to the most influential component of signal and noise that is based on the site pattern AABB. ML and Bayesian methods can pick out slight differences in likelihood of one tree or another based on site patterns other than AABB. When the similarity between character states indicated by these alternate site patterns is a product of identity by descent, they represent true signal. Although each of these minor site patterns has small individual impact on likelihood, these slight impacts might add up enough to make a significant contribution over many sites. However, since these "minorly informative" site patterns can arise both due to phylogenetic signal and due to phylogenetic noise, it would appear that their incorporation into this analysis would contribute an increase in precision but not as much of a gain in accuracy. Increasing the precision of the method by incorporating minorly informative site patterns is a challenge for future theoretical development, keeping in mind that the "missed" precision of estimation of the power that could be gained by incorporating other site patterns would likely be increasingly dependent on correct model specification.
Perhaps the most significant theoretical challenge to be addressed is the formal domain of the approach, which is solely over quartet trees. Our analysis of the Klopfstein et al. (2010) data suggests that this challenge, though relevant and interesting, is not critical to its utility. Sampling in that data set was much greater than four taxa, yet the predictions of relative utility correspond well with observed support. This correspondence may be attributed to the fact that the phylogenetic quartet is the fundamental unit of the tree graph (Bandelt and Dress 1986) . Every internode in a bifurcating phylogenetic tree has an inherent quartet structure. In cases where there is no additional taxon sampling near the internode, it effectively is only a quartet in terms of 845 SYSTEMATIC BIOLOGY VOL. 61 phylogenetic inference (Townsend and Lopez-Giraldez 2010) . Furthermore, even when significant numbers of taxa are sampled near the internode of interest, optimal rates for phylogenetic inference do not change dramatically (Townsend and Leuenberger 2011) . Increased taxon sampling, however, does contribute significantly to resolution of individual nodes in a phylogenetic tree (Hillis 1996; Graybeal 1998; Rannala et al. 1998; Zwickl and Hillis 2002; Hillis et al. 2003; Soltis et al. 2004; Brockington et al. 2009; Wang et al. 2009; Townsend and Lopez-Giraldez 2010; Crawley and Hilu 2011) . Thus, in instances where significant amounts of deep taxon sampling near the internode of interest are possible, this quartet-based approach will, across all character sets, significantly underestimate the power to resolve the internode. Such underestimation should not, however, dramatically change the predictions of the relative utility of data sets. A next challenge would be to incorporate increased taxon sampling into this signal and noise theory, so that in situations where extensive deep taxon sampling is possible, a prediction of the resolution could be calculated that would be less conservative.
SUPPLEMENTARY MATERIAL Supplementary material, including data files and/or online-only appendices, can be found in the Dryad data repository (DOI:10.5061/dryad.61cg073t). APPENDIX 1: PHYLOGENETIC SIGNAL AND NOISE For one subtending branch of length T in the quartet, the probability of observing a specific change of states (i.e., from a state i to a state j) across the two ends can be calculated. Assuming an s-state Poisson model,
The probability of observing the same character state on the two ends of the branch is
For the internode of length t o , the probability of no net change of character state occurring over the internode is given by Equation A. Tracking all possible substitutions in the four taxa that can result in the expected site pattern and summing up the individual probabilities using P d and P s (Equations A.1 and A.2), we can obtain, P(E 3 |AABB) = P(C 1 = C 2 , C 3 = C 4 , C 1 = / C 3 |AABB) = P(C 1 = C 2 , C 3 = C 4 , C 1 = / C 3 |AABB and C 1A = i, C 3A = j) = P(C 1 = C 2 = i, C 3 = C 4 = j|AABB and C 1A = i, C 3A = j) + P(C 1 = C 2 = i, C 3 = C 4 = / i, j|AABB and C 1A = i, C 3A = j) + P(C 1 = C 2 = j, C 3 = C 4 = / j|AABB and C 1A = i, C 3A = j) + P(C 1 = C 2 = / i, j, C 3 = C 4 = j|AABB and C 1A = i, C 3A = j) + P(C 1 = C 2 = / i, j, C 3 = C 4 = / j, C 1 |AABB and C 1A = i, C 3A = j) = P taxa that can result in the expected site pattern, and then summing up their individual probabilities, P(E 1 |AABB) = P(C 1 = C 3 , C 2 = C 4 , C 1 = / C 2 |AABB) = P(C 1 = C 3 , C 2 = C 4 , C 1 = / C 2 |AABB and C 1A = i, C 3A = j) = P Substituting Equations A.1 and A.2 into Equations A.5-7, and then substituting Equations A.3-7 into Equations 1-3 leads to the analytical solution of probabilities of resolution of the quartet, correctly, y(λ ; t o , T), Equation 4; incorrectly, x 1 (λ ; t o , T) and x 2 (λ ; t o , T), Equations 5 and 6; and as a polytomy, z(λ ; t o , T), Equation 7. 
x 1 (λ i ), and (A.8)
x 1 (λ i )(1 − x 1 (λ i )).
(A.9)
By symmetry, the expectation and the variance for X SUM 2 = n i=1 X 2i are the same:
x 1 (λ i ) and (A.10)
(A.11)
For a large number of characters n, the unidirectional random walk distributions of X SUM 1 and X SUM 2 will be well approximated by two exchangeable Gaussian distributions N (μ X , σ 2 X ) whose means are equal and whose variances are equal, and whose joint distribution features a small negative correlation. Support for the correct quartet tree must be characterized differently because the unidirectional random walk toward the correct tree takes more frequent steps due to the presence of phylogenetic signal as well as noise. For a large number of characters n, this random walk with an inclination due to potential phylogenetic signal for each character also asymptotically converges onto a continuous Gaussian distribution. Invoking the probability of correct quartet resolution, y(λ i ) (Equation 4), the expectation and variance for the random walk in support of the correct tree are calculated as in Equations A.8 and A.9:
y(λ i ), and (A.12)
y(λ i )(1 − y(λ i )). (A.13)
Similarly, the level of support for the correct quartet is then approximately distributed as N (μ Y , σ Because X 1i and Y j are independent for different sites (i.e., when i= / j), the covariance terms when i= / j are zero. Therefore, by the bilinearity property of covariance,
0−x 1 (λ i )y(λ i ) = To solve for θ in Equation A.14, we need to calculate the correlation coefficient ρ. Because the standard deviations σ 1 and σ 2 are also exchangeable,
