The notion of a separating time for a pair of measures on a filtered space is helpful for studying problems of (local) absolute continuity and singularity of measures. In this paper, we describe a certain canonical setting for continuous local martingales (abbreviated below as CLMs) and find an explicit form of separating times for CLMs in this setting.
Introduction
1. The notion of a separating time for a pair of measures on a filtered space was introduced in [1] and applied there to studying problems of (local) absolute continuity and singularity of measures (see also [2] ). The definition and basic properties of separating times are recalled in Section 2.
In Section 3, we describe a certain canonical setting for continuous local martingales (henceforth abbreviated as CLMs), which was introduced in [14] . By the DambisDubins-Schwarz theorem, each CLM is a time-changed Brownian motion. An element of the canonical space for CLMs will be the pair consisting of a Brownian trajectory and a trajectory of a time-change. This amounts to saying that a CLM can be constructed by an appropriate probability kernel from the Wiener space into the time-change path space. Thus, the canonical setting can be viewed as converse to the Dambis-DubinsSchwarz theorem.
In Section 4, we find an explicit form of separating times for CLMs in this canonical setting. In particular, we consider the special case of pure continuous local martingales (abbreviated as PCLMs). Pure continuous local martingales form an important subclass of CLMs and play a major role in the theory of stochastic processes (cf. Revuz and Yor [13] ). Therefore, the Appendix contains some discussion of PCLMs difficult of access in the literature, and their relation to the canonical setting.
2. We adopt the usual convention inf ∅ = ∞. We say that the process M is a CLM if it is a CLM with respect to its natural filtration F 0,M t = σ(M s ; s ∈ [0, t]), t ≥ 0.
In the sequel, we use the following two well-known facts without further explanation: (i) If M is a CLM and N law = M , then N is a CLM.
(ii) Let (F t ) be an arbitrary filtration. If M is an (F t )-CLM, then it is a CLM and an (F 
Separating times
All results introduced in this section are taken from [1] (see also [2] ).
Let (Ω, F) be a measurable space endowed with a right-continuous filtration (F t ) t∈[0,∞) . We recall that the σ -field F τ , for any (F t )-stopping time τ , is defined by F τ = {A ∈ F : A ∩ {τ ≤ t} ∈ F t for any t ∈ [0, ∞)} .
In particular, F ∞ = F . Note that we do not assume here that F = t∈[0,∞) F t .
Let P and P be probability measures on F . As usual, P τ (resp., P τ ) denotes the restriction of P (resp., P) to F τ .
In what follows, it will be convenient for us to consider the extended positive halfline [0, ∞] ∪ {δ}, where δ is an additional point. We order [0, ∞] ∪ {δ} in the following way: we take the usual order on [0, ∞] and let ∞ < δ . In order to introduce the notion of a separating time, we need to formulate the following result.
Proposition 2.2. (i)
There exists an extended stopping time S such that, for any stopping time τ , P τ ∼ P τ on the set {τ < S} ,
P τ ⊥ P τ on the set {τ ≥ S} .
(ii) If S is another extended stopping time with these properties, then S = S P, P-a.s. Definition 2.3. A separating time for P and P (or, more precisely, for (Ω, F, (F t ), P, P)) is an extended stopping time S that satisfies (1) and (2) for all stopping times τ .
Remarks. (i) We stress that the separating time for P and P is determined P, P-a.s. uniquely.
(ii) Proposition 2.2 and all results below in this section remain true if P and P are σ -finite measures.
Informally, Proposition 2.2 states that two measures P and P are equivalent up to a random time S and become singular after that. The equality S = δ means that P and P never become singular, i.e., they are equivalent up to infinity. Thus, the knowledge of the separating time yields the knowledge of the mutual arrangement of P and P from the viewpoint of their absolute continuity and singularity. This is illustrated by the following result. Its proof is straightforward. Lemma 2.4. Let S be a separating time for P and P. Then (i) P ∼ P ⇐⇒ S = δ P, P-a.s.; (ii) P P ⇐⇒ S = δ P-a.s.;
(iii) P loc ∼ P ⇐⇒ S ≥ ∞ P, P-a.s.;
(iv) P loc P ⇐⇒ S ≥ ∞ P-a.s.; (v) P ⊥ P ⇐⇒ S ≤ ∞ P, P-a.s. ⇐⇒ S ≤ ∞ P-a.s. (vi) P 0 ⊥ P 0 ⇐⇒ S = 0 P, P-a.s.
⇐⇒ S = 0 P-a.s.
Remark. Other types of the mutual arrangement of P and P are also easily expressed in terms of the separating time. For example, for any t ∈ [0, ∞],
In the sequel, we need a formula expressing a separating time for P and P in terms of their density processes. We introduce Q = 2 −1 (P + P) and denote by (Z t ) t∈[0,∞] and
Q-càdlàg versions of the density processes of P and P with respect to Q.
In particular, we set
Proposition 2.5. The separating time S for P and P is given by the formula
where " inf " is the same as " inf ", except that inf ∅ = δ .
Note that the right-hand side of (3) is an extended stopping time. This follows, for example, from [12; III.3.6] .
Finally, we provide a statistical interpretation of separating times, which can also serve as one more informal explanation of this notion. Suppose that we deal with the problem of sequential distinguishing between two statistical hypotheses P and P, where the information available to us at time t is described by the σ -field F t . (In particular, if the filtration (F t ) t∈[0,∞) is the natural filtration of a process Y = (Y t ) t∈[0,∞) , this means that we observe sequentially a path of Y , and the information at time t is (Y s ) s∈[0,t] .) Then, until the separating time S occurs, we cannot say definitely what the true hypothesis is. And after S occurs we can say definitely what the true hypothesis is: In the notation of Proposition 2.5, on the set { Z S = 0}, this is P; and on the set {Z S = 0}, this is P.
3 A canonical setting for CLMs 1. Let C = C([0, ∞)) denote the space of continuous functions [0, ∞) → R. Below it will be interpreted as a canonical space for Brownian trajectories. We denote by b the generic element of C and by β = (β t ) the canonical process on C . We introduce the filtration (C Below V will be interpreted as a canonical space for trajectories of a continuous timechange. By a we denote the generic element of V and by α = (α t ) the canonical process on V . For any t ∈ [0, ∞), we introduce the σ -fields
We notice that (V 0 t ) is the smallest filtration with respect to which α = (α t ) is a time-change. We set Ω * = C × V , F * = C ⊗ V and define the filtration (F * t ) by
In the sequel, we consider α and β as processes defined on (Ω * , F * ). Let us introduce the process ξ = (ξ t ) by ξ t = β αt , t ∈ [0, ∞). The space (Ω * , F * ) will be interpreted as a canonical space for CLMs and the process ξ as the canonical version of CLMs. The following two theorems explain this canonical setting. They are taken from Walther [14] , where the subject is treated in another form.
Let us consider a probability kernel
We say that such a kernel K is nonanticipative. It can easily be seen from the right continuity of the filtration (C t ) that the notion does not change if the filtration (V 0 t ) is replaced by (V t ) = (V 0 t+ ). Given a nonanticipative probability kernel K from (C, C) into (V, V), by Q we denote the unique probability measure on (Ω * , F * ) which satisfies
where µ is the Wiener measure, now extended to (C, C).
Theorem 3.1. ξ is a CLM with respect to Q, and ξ = α.
We say that the kernels K and K from (C, C) into (V, V) are µ-indistinguishable if the probability measures K(b, ·) and K (b, ·) on (V, V) coincide for µ-almost all b.
Theorem 3.2. For any CLM X starting from 0 defined on an arbitrary (Ω, F, P), there exists a nonanticipative probability kernel K such that
where Q is defined through K as in (5) . If K and K are two such kernels, then they are µ-indistinguishable.
Remark. It will be clear from the proof of Theorem 3.2 that the kernel K from Theorem 3.2 can be constructed as a regular conditional distribution
where X = B X := (B X t ) is any Dambis-Dubins-Schwarz representation of the CLM X as a time-changed Brownian motion B . (Here B is defined, possibly, on an enlargement of (Ω, F, P).)
We identify µ-indistinguishable kernels. With this agreement Theorem 3.2 states that the correspondence between nonanticipative kernels and distributions of CLMs described in Theorem 3.1 is one-to-one. Below we shall specify the distribution of a CLM by specifying a kernel and work with the canonical version ξ of CLMs having such a distribution. Thus, the described canonical setting can be viewed as a converse to the Dambis-Dubins-Schwarz theorem, which states that each CLM is a time-changed Brownian motion.
2. Here we prove Theorems 3.1 and 3.2.
Proof of Theorem 3.1. We will prove that ξ is an (F * αt )-CLM and ξ = α with respect to Q. Since α is a continuous (F * t )-time-change, it is enough to prove that β is an (F * t )-Brownian motion. Clearly, β is a Brownian motion with respect to Q. Therefore, we need only to prove that β s − β t is independent of F * t for all s > t ≥ 0. Using the continuity of β and a monotone class argument, it is sufficient to verify that, for all
Here we have used that I D K(·, E) is C t -measurable in view of (4) and that the increment β s − β t is independent of C t . This completes the proof of Theorem 3.1.
For the proof of Theorem 3.2, we need the following two lemmas. Let us consider on an arbitrary stochastic basis (Ω, F, (F t ) t∈[0,∞) , P), an (F t )-Brownian motion B , and a finite continuous (F t )-time-change A = (A t ). By K(b, E) we now denote any version of the regular conditional distribution P(A ∈ E|B = b) (b ∈ C, E ∈ V). Lemma 3.3. K is nonanticipative, i.e., it satisfies (4).
Proof. Let t ∈ [0, ∞) and E ∈ V 0 t be fixed. We define G = σ(B s ; s ∈ [0, t]) and H = σ(B u − B t ; u ∈ [t, ∞)). As the σ -field C t contains all the null sets of the µ-complete σ -field C , it is enough to prove that P(A ∈ E|G) = P(A ∈ E|G ∨ H) P-a.s. 1 For any set A, I A denotes the indicator function of A We set F = {A ∈ E} and note that F ∈ F t . Now we consider arbitrary events G ∈ G and H ∈ H. It is enough to prove that
Clearly, the left-hand side of (6) equals
Lemma 3.4. The distribution of the process B A = (B At ) uniquely determines the distribution of the pair (B, A).
Proof. Without loss of generality we can assume that there exists a Brownian motion B on (Ω, F, P) which is independent of the filtration (F t ). Indeed, otherwise we consider a Brownian motion B on some (Ω , F , P ) and work with the stochastic basis (Ω × Ω , F ⊗ F , (F t ⊗ {∅, Ω }), P ⊗ P ). Now we set X = B A and define T = (T t ) as
, where B A∞ denotes the process B stopped at A ∞ . Since X is an (F At )-CLM with X = A, the distribution of X uniquely determines the distribution of the pair (X, A), hence that of (X A∞ , A). By the strong Markov property, the process B = ( B t ) defined by
is a Brownian motion independent of the σ -field F A∞ . Since the pair of processes (B A∞ , A) is F A∞ -measurable, the distribution of (B A∞ , A) uniquely determines the distribution of (B A∞ , A, B). We now define the mapping h :
It is easy to verify that h is Borel measurable. Clearly, h(A ∞ , B A∞ , B) = B . Thus, the distribution of (B A∞ , A, B) uniquely determines the distribution of (B, A). This concludes the proof.
Proof of Theorem 3.2. By the Dambis-Dubins-Schwarz theorem, there exists an enlargement (Ω , F , P ) of (Ω, F, P), a filtration (F t ) such that A = X is an (F t )-time-change, and an (F t )-Brownian motion B on (Ω , F , P ) satisfying X = B A = (B At ). We denote by K(b, E) any version of the regular conditional distribution P (A ∈ E|B = b) and by Q the measure defined through K as in (5) . By Lemma 3.3, K is nonanticipative. Since
the processes X = B A and ξ = β α = (β αt ) have the same distribution. For proving the uniqueness statement, we consider two kernels K and K satisfying (4) and the corresponding measures Q and Q on (Ω * , F * ). Suppose that with respect to Q and Q the process ξ has the same distribution. By Lemma 3.4,
Since K and K are the conditional distributions of α given β , K and K are µ-indistinguishable.
3.
Here we discuss an example, where specifying a CLM by specifying a nonanticipative kernel turns out to be very natural.
Let us consider the stochastic differential equation (SDE)
where W is a Brownian motion and σ : R → R a Borel function. We assume that σ satisfies the condition
where L 1 loc (R) denotes the class of locally integrable real functions on R. Engelbert and Schmidt [7] (see also [8] and [11] ) proved that under (8), Eq. (7) has a weak solution and uniqueness in law holds.
A weak solution of (7) can be constructed as follows (see [7] , [8] , or [11] ). For any (F t )-Brownian motion B on some stochastic basis (Ω, F, (F t ), P) satisfying the usual conditions, we define a finite (F t )-adapted strictly increasing continuous process T = (T t ) and a finite (F t )-time-change A = (A t ) by the formulas
(We notice that, for t ∈ [0, ∞), T t is P-a.s. finite because of (8), and A t is P-a.s. finite because of T ∞ = ∞ P-a.s.) Then, on the stochastic basis (Ω, F, (F At ), P), the pair (X, W ) with X = B A and
. Now it is clear how to embed the CLM X into our canonical setting: On the canonical space (Ω * , F * ), we define a (C t )-adapted process ρ = (ρ t ) and a (C t )-timechange κ = (κ t ) by the formulas
It follows from (9), (10) , and the formula X = B A that the kernel K corresponding to X is given by K(b, ·) = δ κ(b) where δ a denotes the Dirac-measure in a ∈ V (see the remark after Theorem 3.2).
4.
Here we discuss an interesting subclass of CLMs. Let us consider a CLM X on a filtered probability space (Ω, F, (F t ), P). By K we denote the (µ-a.s. unique) nonanticipative kernel that corresponds to X (see Theorem 3.2 and the remark after it).
Definition 3.5. We say that the CLM X is a pure continuous local martingale (abbreviated below as PCLM) if there exists a C|V -measurable mapping κ :
Remarks
Conversely, it is obvious that (13) implies that κ is C|V -measurable. We call a mapping κ : C → V nonanticipative if it satisfies (13).
(ii) It is clear from Definition 3.5 that if the distribution of the processes X and Y coincide and X is a PCLM, then Y is a PCLM.
The definition of PCLMs in the above shape is taken from Walther [14] . We emphasize that PCLMs form an especially distinguished subclass of continuous local martingales. PCLMs were originally introduced by Dubins and Schwarz [3] (in the case X ∞ = ∞) and later studied in papers by Engelbert and Hess [4] , [5] , [6] and in the book of Revuz and Yor [13] ) (see Chapter V: §4, Notes and Comments) and the references therein. In particular, PCLMs are of major interest because they possess the previsible representation property for continuous local martingales. For example, solutions of SDEs without drift are PCLMs (see the discussion above). Purity and previsible representation property are a key ingredient in deriving uniqueness (in law) of solutions of certain SDEs (see, e.g., [7] , [8] , [11] ) and, more generally, uniqueness of solutions of some martingale problems (see Engelbert and Schmidt [9; Theorems (3.54) and (3.57)] and [10] ). For the convenience of the reader, the Appendix gives some further information about PCLMs which cannot be found in the literature in this form or is difficult of access. In particular, it will be shown that the definition of PCLMs in 3.5 is equivalent to notions given previously. Note that in Revuz and Yor [13] PCLMs are always restricted to the case that X ∞ = ∞ P-a.s., an assumption which simplifies the situation considerably.
4 Separating times for CLMs 1 . In this section, we shall work on the canonical space (Ω * , F * ) equipped with the filtration (F * t ) introduced in Section 3. We shall also use the filtration (X * t ) and the σ -field X * ∞ defined by
(We recall that ξ = β α where α and β are the canonical processes on (Ω * , F * ).) We shall consider two nonanticipative probability kernels K and K from (C, C) into (V, V), i.e., probability kernels K and K satisfying (4) . By Q and Q we denote the probability measures on (Ω * , F * ) defined through K and K by (5). The problem is to find a separating time S for (Ω * , X * ∞ , (X * t ), Q, Q) in terms of K and K . Informally, this means the following. We deal with the problem of sequential distinguishing between Q and Q. The observations up to time t are (ξ s ) s∈[0,t] and the "infinitesimal future", where ξ is a CLM with respect to Q and Q. The problem is to determine the first time S at which we can definitely say what the true hypothesis is.
At first we need the following result. We introduce the kernel L = 2 −1 (K + K). Then for every b ∈ C , we obviously have
, by K t , K t and L t we denote the kernels from (C, C t ) into (V, V t ) that are the restrictions of K , K and L (in particular,
, and E ∈ V t (where V ∞ = V ),
We say that such a process z is a density process of K with respect to L and use the notation z t = dKt dLt , t ∈ [0, ∞]. In the same way, we introduce the density process of K with respect to L and set
Theorem 4.2. Suppose that the process α is Q-a.s. and Q-a.s. strictly increasing. Then the separating time S is given by
where " inf " is the same as " inf ", except that inf ∅ = δ . 
Proof. We will express the processes z and z in terms of the mappings κ and κ. To this end, for any b ∈ C and t ∈ [0, ∞], we set
and define D t (b) through κ by the analogous formula. Clearly, D t (b) and D t (b) are atoms of the σ -field
, we may take
Similarly we can construct the process z . Now the result follows from Theorem 4.2.
By applying Lemma 2.4, we obtain the following result. 
Now we state a result obtained by the application of Proposition 4.3 to the case of SDEs without drift (see Section 3.3). We consider SDE (7) and the analogous one with coefficient σ , where the functions σ and σ satisfy (8) . We embed the unique weak solutions of these SDEs into our canonical setting. This means that we assume here that the mapping κ is given by (11) and (12), and κ is given by the analogous formulas.
By λ we denote the Lebesgue measure on (R, B(R)). We say that a point x ∈ R is good if σ 2 = σ 2 λ-a.e. in some neighborhood of x. Let E denote the complement to the set of good points in R. Clearly, E is a closed set.
We notice that in case (ii), S < ∞ Q, Q-a.s. By applying Lemma 2.4, we obtain that in this case, Q ⊥ Q.
The proof easily follows from Proposition 4.3. (For this one should also use the occupation times formula.) This statement follows also from the results of [1] or [2] .
2. Now we prove Lemma 4.1 and Theorem 4.2.
Proof of Lemma 4.1. We denote by K 
Since the σ -fields V 0 t are countably generated, for any t ∈ [0, ∞], there exists a nonnegative C t ⊗ V 0 t -measurable random variable z t such that for any b ∈ C and
We now set
where Q denotes the set of rational numbers. Clearly, the process
we have the following property: for each t ∈ [0, ∞), lim s↓t,s∈Q z s exists and is finite. Thus, for any b ∈ C , the process z(b,
. It follows from (15) that (14) holds for t = ∞ and, hence, for all t ∈ [0, ∞].
In order to prove Theorem 4.2, we need several lemmas. We shall use the following agreement. Let (H t ) t∈[0,∞] be a filtration on some measurable space (H, H), where H ∞ is an arbitrary σ -field such that t∈[0,∞) H t ⊆ H ∞ ⊆ H. Then for any (H t )-stopping time τ , we define the σ -field H τ by the formula
Now we consider R = 2 −1 (Q + Q) and denote by F * the R-completion of the 
Since ξ = α, we have that α is (X * t )-adapted, and τ is an (X * t )-time-change.
Proof. Clearly, X * t ⊆ F * αt . Applying Lemma 4 of [5] or [13; V.(1.12)], we obtain
We now prove that
is just generated by the process (β, τ ). But τ t being always G * τt -measurable, we need only to prove that β t is G * τt -measurable. To see this, let F ∈ B(R). We then have {β t ∈ F } ∈ F * = G * ∞ . For any u ∈ (0, ∞), using ξ τt = β t∧α∞ and {α u > t} = {τ t < u}, we now get
By the right continuity of the filtration (G * u ), we obtain that β t is G * τt -measurable. The proof is completed.
Proof. Applying Lemma 4 of [5] or [13; V.(1.12)], we obtain from Lemma 4.6 that for
Let us set H * = t∈[0,∞) F * αt and notice that H * = X * ∞ under the assumption of Lemma 4.7. We need only to prove that β t − β t∧α∞ is H * ∨ K * -measurable. But this follows from the formula
Next we define ζ = dQ dR | H * and choose an arbitrary F ∈ F * . We have
Since the σ -field K * is trivial on the set {α ∞ = ∞}, F ∩ {α ∞ = ∞} ∈ H * , hence,
Thus, it is enough to prove that
This yields ζI {α∞<∞} = 0 R-a.s. and (16) is clearly satisfied. Hence we only need to consider the case Q(α ∞ < ∞) > 0, which implies R(α ∞ < ∞) > 0 because of the definition of R. Furthermore, in view of the first part of the proof, it is enough to check (16) for sets F = H ∩ K , where H ∈ H * , H ⊆ {α ∞ < ∞}, and K ∈ K * . By the strong Markov property, the σ -fields H * and K * are independent with respect to the measures Q(·|α ∞ < ∞) and R(·|α ∞ < ∞), and under these measures, (β α∞+t − β α∞ ) t∈[0,∞) is a Wiener process. Applying this, we obtain
This completes the proof.
Proof of Theorem 4.2. It is straightforward to verify that
. Applying Lemma 4.7, we obtain
Using additionally Lemma 4.8, we get
Similarly we have 
Appendix
Here we give several characterizations of PCLMs (see Definition 3.5) and discuss some related questions. Proposition A.1 below follows in part also from the results of Walther [14] . We use the notations of Section 3.
When we consider a CLM X defined on some probability space (Ω, F, P), we shall use the following terminology and notation. We set A = X and
and define the process W := X T = (X Tt ), where X ∞ = lim sup t→∞ X t . (Note that lim t→∞ X t exists and is finite P-a.s. on the set t∈[0,∞) {T t = ∞} = {A ∞ < ∞}.) The process W is a CLM such that
By ( Ω, F, P) we denote enlargements of (Ω, F, P), i.e., Ω = Ω × Ω , F = F ⊗ F , P = P ⊗ P for some (Ω , F , P ). Random variables defined on (Ω, F, P) can also be viewed as random variables on ( Ω, F, P). For example, the processes X and W can be viewed as processes on each of these spaces. The correct space will be determined each time by the context.
We say that B is a DDS Brownian motion of X if B is a (G t )-Brownian motion defined on some enlargement ( Ω, F, P) where (G t ) is some filtration on ( Ω, F, P), A = X is a (G t )-time-change, and X = B A P-a.s. The Dambis-Dubins-Schwarz theorem guarantees the existence of a DDS Brownian motion of any CLM X defined on some (Ω, F, P). It is clear that we have the relation B A∞ = W P-a.s. for any DDS Brownian motion B of X . This amounts to saying that the process W is a Brownian motion stopped at A ∞ . We call W the Brownian motion associated to the CLM X .
For example, β is a DDS Brownian motion of the canonical continuous local martingale ξ on (Ω * , F * , Q), and we have W = β α∞ (cf. Section 3). Furthermore, for the solution X of SDE (7), the Brownian motion B involved in the construction of X (cf. Subsection 3.3) is a DDS Brownian motion.
We denote by (F W t ) = (σ(W s ; s ∈ [0, t])) the natural filtration of W on (Ω, F, P). Also, we denote by (G B t ) = (σ(B s ; s ∈ [0, t])) and (G W t ) = (σ(W s ; s ∈ [0, t])) the natural filtrations of B and W on ( Ω, F, P). By F (resp., G ) we denote the completion of F (resp., G ) with respect to P (resp., P) and by (F Now let X be a continuous process starting from 0 defined on some probability space (Ω, F, P).
Proposition A.1. The following conditions are equivalent:
i) X is a PCLM; ii) there exists a nonanticipating mapping κ : C → V (i.e., κ satisfies (13)) such that X has the same distribution as the process Y = B κ(B) , where B is a Brownian motion;
iii) X is a CLM such that X ∞ is an (F W t )-predictable stopping time and
where " P-a.s.
⊆ " means that the inclusion holds up to P-negligible sets; iv) X is a CLM such that for any DDS Brownian motion B of X ,
v) X is a CLM, and there exists a DDS Brownian motion B of X such that (18) holds.
We notice that conditions iv) and v) require the enlargement ( Ω, F, P), while iii) does not.
Proof. i)⇒ii): We may take the canonical process ξ = β α as the process Y .
ii)⇒iii): It follows from (13) that κ(B) = (κ t (B)) is a time-change with respect to the completed filtration generated by B . This implies that Y is a CLM. Hence, X is a CLM.
Let us consider any DDS Brownian motion B of X . Since B X 
It follows from (19) and (13) Thus, we obtain (18). iv)⇒v): It is obvious. v)⇒i): It follows from (18) that there exists a C|V -measurable mapping κ : C → V such that X = κ(B). Now i) follows from the remark after Theorem 3.2.
Remarks. (i) The distribution of X determines the mapping κ in condition ii) of Proposition A.1 µ-a.s. uniquely. Indeed, each mapping κ that is appropriate to ii) satisfies K(b, ·) = δ κ(b) (K is the kernel corresponding to X ), and the distribution of X determines K(b, ·) up to µ-indistinguishability. W t )-predictable stopping time. In fact, this requirement is important. While the process W always contains in itself the information about X ∞ (because W = W X ∞ ), the DDS Brownian motion B may lose this information. This is the reason why (18) is enough for X to be a PCLM, while (17) is not. In particular, condition iii) implies that the associated Brownian motion W is a PCLM if and only if W ∞ (which is the same as X ∞ ) is an (F W t )-predictable stopping time. To conclude, we now state an example which shows that the requirement discussed here cannot be omitted.
Example. Let us consider a Brownian motion B and a non-constant random time τ on some (Ω, F, P) such that B and τ are independent. Then the process X = B τ is a CLM because it is a CLM with respect to the filtration (σ(τ ) ∨ σ(B s ; s ∈ [0, t])) t∈[0,∞) . In this case, X t = t ∧ τ , t ∈ [0, ∞), and thus W = X . Hence, (17) is satisfied. But here X is not a PCLM (or, equivalently, τ is not an (F 
