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Resumen: aunque el control borroso nacio´ como una metodologı´a heurı´stica, las formulaciones en
desigualdades matriciales lineales del control borroso se han convertido en la herramienta ma´s utilizada
en dicho a´rea desde los an˜os 90. Muchos sistemas no lineales pueden ser modelados como sistemas
borrosos (con la metodologı´a de sector no lineal) de modo que el control borroso puede considerarse
como una te´cnica para el control no lineal. Aunque se han obtenido muchos y buenos resultados, quedan
algunas fuentes de conservadurismo cuando se comparan con otros enfoques de control no lineal. Este
artı´culo discute dichas cuestiones de conservadurismo (sombras) y plantea algunas ideas (luces) para
resolverlas, aunque muchas de las propuestas tienen alto coste computacional. Copyright c© 2009 CEA.
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1. INTRODUCCI ´ON
El control borroso comenzo´ como una metodologı´a heurı´stica
en los an˜os 70, codiﬁcando reglas de control manualmente para
tratar de incorporar el razonamiento y la heurı´stica en los bucles
de control (Zadeh, 1973; Sugeno, 1985).
No obstante, muchas de las reglas heurı´sticas de control resul-
tantes no tienen una diferencia fundamental desde un punto de
vista conceptual con los reguladores PID cla´sicos a los que
tratan de sustituir, genera´ndose reguladores PD-borroso, PI-
borroso y similares (Pedrycz, 1993). Otros desarrollos resultan
en reglas particularizadas para una planta concreta de intere´s, de
modo que se pueden extraer muy pocas conclusiones de a´mbito
general (Burgos-Artizzu et al., 2007; Andu´jar et al., 2007) pese
a su e´xito en la aplicacio´n especı´ﬁca. Por estas razones, el ana´li-
sis basado en la heurı´stica y el razonamiento lo´gico en el control
borroso ha perdido empuje en la literatura moderna, y ha sido
sustituido por me´todos ma´s rigurosos orientados a garantizar
especiﬁcaciones de estabilidad, prestaciones, robustez a errores
de modelado, etc. en control borroso basado en modelos. El
enfoque formal de la lo´gica borrosa, no obstante, sigue siendo
una herramienta va´lida y activa en la literatura reciente en otros
a´mbitos aﬁnes al control (integracio´n (Albertos y Sala, 2004a),
cooperacio´n y supervisio´n (Evsukoff et al., 2000), diagno´stico
(Sala, 2008), modelado experimental (Diez et al., 2004), etc.).
Los sistemas a discutir en el presente trabajo son los modelos









con fi lineal siendo r el nu´mero de “reglas” y z variables
externas medibles 1 . Los te´rminos μi(x, z) se denotan como
funciones de pertenencia o antecedentes. En lo que sigue, se
abreviara´ μi(x, z) como μi. Los te´rminos fi se denominan mo-
delos ve´rtice, o consecuentes (tambie´n modelos locales si fuera
posible una interpretacio´n en ese sentido de su antecedente μi).
El intere´s de los modelos borrosos TS radica en que existe una
amplia clase de sistemas no lineales que pueden ser localmente
modelados como dicho tipo de sistemas mediante la metodo-
logı´a de sector no-lineal (Tanaka y Wang, 2001). De este modo,
sistemas no lineales pueden ser “insertados” en una dina´mica
lineal variante en el tiempo (linear time-varying (LTV) em-
bedding en la literatura inglesa) y aplicar (conservativamente,
como luego se discutira´) te´cnicas de control LTV que proveen
de condiciones suﬁcientes de estabilidad local para los sistemas
no lineales originales.
La ventaja del formalismo borroso es que existen herramientas
software razonablemente eﬁcientes (desigualdades matriciales
lineales (Boyd et al., 1994; Boyd y Vandenberghe, 2004)), que
siendo muy utilizadas en el a´mbito del control lineal pueden
ser casi directamente aplicadas a los sistemas no lineales en
discusio´n.
Desafortunadamente, hay un precio a pagar: el objetivo de este
artı´culo es discutir las desventajas “especı´ﬁcas” del enfoque
borroso respecto a otras alternativas que se podrı´an llamar de
control no-lineal “directo” (Khalil, 1996; Slotine y Li, 1991).
Para discusiones sobre las perspectivas y lı´neas de intere´s ac-
tuales en identiﬁcacio´n y control borroso desde una perspectiva
ma´s general, el lector puede consultar (Albertos y Sala, 2004c;
Sala et al., 2005; Feng, 2006; Al-Hadithi et al., 2007).
1 La planiﬁcacio´n de ganancia para sistemas lineales variantes en el tiempo
estudia u´nicamente aque´llos sistemas en la forma (1) en los que μi(z) no
depende de x.
ISSN: 1697-7912. Vol. 6, Núm. 2, Abril 2009, pp. 26-35
La estructura de la contribucio´n es la siguiente: la seccio´n
siguiente presenta informacio´n preliminar y notacio´n sobre la
transformacio´n de modelos no lineales en modelos borrosos
y algunas te´cnicas formales de ana´lisis. En la seccio´n 3 se
discuten brevemente las ventajas y desventajas del enfoque
heurı´stico. La seccio´n 4 discute las sombras y desventajas
respecto al control no-lineal directo que el enfoque borroso
en general podrı´a tener. En la seccio´n 5 se discuten algunas
contribuciones recientes, algunas de ellas trabajo propio de los
autores de este trabajo, de cara a solventar algunas fuentes
de conservadurismo. Una seccio´n de conclusiones cierra el
trabajo.
2. PRELIMINARES
2.1 Modelos borrosos Takagi-Sugeno
Como se ha mencionado en la introduccio´n, la metodologı´a
de sector no lineal (Tanaka y Wang, 2001) permite expresar
localmente las ecuaciones de un sistema no lineal en la forma
Takagi-Sugeno (1). Por ejemplo, el sistema:
x˙1 =−x1 + x2
x˙2 =− sin(x21)x1 − 10x2 + u (2)





μi(Aix + Bu) (3)











En efecto, dado que f(x1) = sin(x21) ∈ [−1,+1] para todo
valor de x1, se puede expresar como una interpolacio´n entre el
ma´ximo y el mı´nimo, esto es: f(x1) = μ1 ∗ (+1) + (1− μ1) ∗
(−1) para algu´n valor de μ1 entre cero y uno; evidentementeμ1
depende de x1. En efecto, sustituyendo μ1 = 0,5(sin(x21) + 1)
se tiene:
0,5(sin(x21) + 1)− (1− 0,5(sin(x
2
1) + 1)) = sin(x1)
2
Denotando μ2 = 1 − μ1, tenemos f(x1) = −μ1 + μ2 y, dado
que μ1 + μ2 = 1:
x˙1 = (μ1 + μ2)(−x1 + x2)
x˙2 =−(−μ1 + μ2)x1 + (μ1 + μ2)(−10x2 + u) (4)
con lo que escribiendo las ecuaciones en forma matricial,
obtenemos (3). Una interpretacio´n lingu¨ı´stica del modelo (3)
podrı´a ser el par de reglas:
si sin(x21) es alto, x˙ = A1x + Bu;
si sin(x21) es bajo, x˙ = A2x + Bu.
En este caso el universo de discurso (regio´n donde se deﬁnen
las funciones de pertenencia) es toda la recta real donde puede
tomar valores x1: el modelo es global.
Si se deseara analizar la estabilidad local del sistema (ver
seccio´n siguiente), por ejemplo, en la zona
Ω = {(x1, x2) | |x1| < 0,5}
podrı´a hacerse mediante un modelo local.
En efecto, calculando el mı´nimo y el ma´ximo en esa zona de
la no-linealidad sin(x21), que valen 0 y sin(0,52) = 0,2474












y unas nuevas funciones de pertenenciaμ1 = sin(x21)/ sin(0,52)
y μ2 = 1 − μ1. Evidentemente, el nuevo modelo local esta´ in-
cluido estrictamente en la envoltura convexa del modelo global.
En general, cualquier funcio´n continua f(x) puede ser expre-
sada localmente en una regio´n compacta Ω como una inter-
polacio´n entre su ma´ximo y su mı´nimo, por lo que el pro-
cedimiento ejempliﬁcado es de una gran generalidad y sirve
para modelar localmente sistemas dina´micos que puedan ser
expresados como x˙ =
∑n
i=1 fi(x, u)xi +
∑p
j=1 gi(x, u)ui,
donde n es el nu´mero de variables de estado (orden del sistema)
y p el nu´mero de entradas, si fi, gi son continuas. Por brevedad,
se omite el detalle del procedimiento general, y se remite al
lector a (Tanaka y Wang, 2001) para consultarlo.
Nota: Una caracterı´stica importante de los modelos TS es que si
el taman˜o de la regio´n de intere´s tiende a cero, todos los conse-
cuentes tienden al modelo linealizado cla´sico (Albertos y Sala,
2004b) alrededor de x = 0: el modelado TS es una extensio´n,
pues, del modelado basado en la linealizacio´n: la “zona de vali-
dez” de un modelo linealizado es inﬁnitesimal, mientras que la
de un modelo TS no lo es. En general, si las no-linealidades no
son acotadas (por ejemplo, reemplazando sin(x21) por x21 en el
ejemplo), no se pueden obtener modelos globales. Los modelos
TS comparten con los modelos linealizados el hecho de que son
modelos adaptados a un punto de funcionamiento (que, con los
adecuados cambios de variable es el origen). El que los modelos
dependan del punto de funcionamiento elegido, como en el caso
de la linealizacio´n, puede ser inconveniente en ciertos casos,
como se discute en la seccio´n 4.4.
2.2 Comparacio´n con otros modelos borrosos.
Existen otras metodologı´as que obtienen modelos en la forma
(1) (por ejemplo, neuronales (Haykin, 1994) o ANFIS, neuro-
fuzzy (Wang, 1994)) basadas en la idea de aproximador fun-
cional universal (Kosko, 1994). Esa idea dice que se puede
expresar una funcio´n continua arbitraria en la forma (1) para
un μi de estructura preﬁjada a priori (por ejemplo, una funcio´n
de activacio´n de una neurona gaussiana) con una precisio´n
(ma´ximo error de aproximacio´n en una regio´n compacta Ω)
determinada por el nu´mero de reglas, r (mejor cuanto ma´s
reglas).
Es importante remarcar que los modelos Takagi-Sugeno son
exactos al poder utilizar formas arbitrarias en μi (relacionadas
con el modelo no-lineal del sistema), en vez de antecedentes
preﬁjados.





μi(Aix + Biu + γi) (5)
Aunque estos modelos tienen una mayor capacidad de repre-
sentacio´n, en el caso que nos ocupa (modelado y ana´lisis alre-
dedor de un punto de equilibrio) los modelos TS ordinarios son
suﬁcientes, como se ha esbozado en esta seccio´n. Adema´s, las
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herramientas de ana´lisis y disen˜o de controladores para mode-
los aﬁnes no esta´n tan desarrolladas como las de los sistemas
TS no aﬁnes (algunas de ellas se revisan en (Al-Hadithi et al.,
2007; Arin˜o et al., 2007)). Adema´s, dichos modelos, cuando
se obtienen mediante identiﬁcacio´n experimental (Diez et al.,
2004), no son exactos.
Tambie´n existen otras concepciones del modelado borroso,
como descriptor de sistemas inciertos generando una distri-
bucio´n de posibilidad en una familia de ellos (Bondia et al.,
2005, 2006). Esta concepcio´n esta´, no obstante, alejada de los
objetivos del trabajo que aquı´ se discute.
2.3 Ana´lisis de estabilidad y prestaciones
El objetivo de este trabajo es analizar que´ te´cnicas de ana´lisis
de estabilidad y prestaciones (y de disen˜o de controladores)
existen en la literatura basadas en modelos borrosos (1) y
co´mo son de potentes comparadas con aque´llas que usan,
directamente, el modelo no-lineal original a partir del cual se
ha obtenido el modelo Takagi-Sugeno.
Como se comenta arriba, el conservadurismo del enfoque bo-
rroso no esta´ en el modelado, sino en el uso posterior de dichos
modelos (donde, normalmente, la u´nica suposicio´n que se hace
sobre las funciones de pertenencia μ es que son positivas y
suman uno), segu´n se discute in la Seccio´n 4.
En efecto, el lector podrı´a preguntarse por que´ obtener un mo-
delo borroso TS si ya se dispone de las ecuaciones no lineales.
La respuesta es que, al expresarlo como combinacio´n convexa
de modelos lineales, el ana´lisis de estabilidad y disen˜o de con-
troladores en el modelo TS podra´ realizarse mediante te´cni-
cas que derivan de las lineales, con software de optimizacio´n
nume´rica convexa muy eﬁciente (ver ma´s adelante). El precio a
pagar vendra´ determinado por dos factores:
El ana´lisis, en muchos casos, sera´ so´lo local.
El ana´lisis (considerando so´lo los modelos ve´rtices) es
conservativo, como se comenta en la seccio´n 4, y reducir
su conservadurismo conlleva en algunos casos un alto
incremento del coste de co´mputo.
En esencia, si la linealizacio´n da como resultado un sistema
estable, se sabe que existe un dominio de atraccio´n del ori-
gen, pero no su taman˜o. La metodologı´a borrosa puede probar
que una zona compacta (obviamente, de dimensiones no inﬁ-
nitesimales) pertenece al dominio de atraccio´n (Sala y Arin˜o,
2006); para ello sustituira´ el modelo linealizado por los mo-
delos ve´rtice en, pra´cticamente, las mismas expresiones que
usaba en el primer caso. Dado que la te´cnica es conservativa, si
las no-linealidades son suﬁcientemente sencillas, podra´n apli-
carse te´cnicas no-lineales especı´ﬁcas para hallar dominios de
atraccio´n mayores (Khalil, 1996). Lo que, en esencia, discute
este trabajo es cua´les son las razones de esa “distancia” entre lo
alcanzable con el me´todo borroso y lo teo´ricamente alcanzable
con otras te´cnicas 2 .
Como se menciona en la introduccio´n y en los pa´rrafos prece-
dentes, las te´cnicas de optimizacio´n convexa, en particular las
basadas en desigualdades matriciales lineales (en lo sucesivo
2 Otras te´cnicas no-lineales tambie´n pueden tener un coste computacional alto
para procesos complejos, necesitar complejos pasos de ca´lculo simbo´lico, o
necesitar una cierta estructura cano´nica del sistema que puede no ser la de las
ecuaciones disponibles.
LMI, usando el acro´nimo fuertemente establecido en la litera-
tura inglesa, linear matrix inequalities), se han convertido en
la herramienta ma´s utilizada para disen˜ar controladores cuando
el proceso viene dado en la forma Takagi-Sugeno. Las LMI
fueron introducidas a ﬁnales de la de´cada de los 80 en el control
lineal (Boyd et al., 1994) y importadas al dominio borroso
por (Tanaka y Wang, 2001) teniendo una vertiginosa expansio´n
en los u´ltimos 10 an˜os. Existen resultados para sistemas con
incertidumbre, retardo, en forma descriptor, etc.. tanto lineales
como borrosos.
Ba´sicamente, una de las estrategias de control ma´s usadas
es la compensacio´n paralela distribuida (PDC en la literatura
inglesa) en el que el controlador tiene tambie´n la forma TS





















Conside´rese una funcio´n cuadra´tica de Lyapunov V (x) =
xTPx, con P sime´trica positiva deﬁnida (en adelante P > 0).
Se desea comprobar la tasa de decrecimiento α, esto es, que
existe M > 0 tal que ‖x(t)‖ ≤ Me−αt. Ello es equivalente
a comprobar que V˙ ≤ −2αV (Khalil, 1996; Tanaka y Wang,
2001). Como V˙ = xTP x˙ + x˙TPx, sustituyendo la expresio´n
(7) se llega a:












i P + 2αP (9)
debiendo ser (8) negativo. Introduciendo ahora la notacio´nR =
P−1,Mj = KjP−1, y haciendo el cambio de variable x = Rz,






μiμjQij > 0 (10)
con





La expresio´n (10) es denominada como doble suma borrosa.
Condiciones para determinar su signo se discuten en la Seccio´n
2.4 a continuacio´n.
En general, muchos otros problemas de disen˜o 3 de controla-
dores (ganancia inducida H∞, sistemas discretos, etc.) pueden
3 Los problemas de ana´lisis de estabilidad, norma inducida, etc. en bucle
abierto son mucho ma´s sencillos. Por ejemplo, analizar la estabilidad de
un sistema borroso, haciendo Kj = 0 en (9), simpliﬁca (8) a una suma
unidimensional:




con Gi = PAi + ATi P + 2αP .
28 Reduciendo distancias entre el control borroso y el control no lineal: luces y sombras
expresarse en la forma (10) con expresiones diferentes de Qij .
Por ejemplo, usando como Qij la matriz (Tuan et al., 2001):⎛
⎝ PATi + RTj BT2i + AiP + B2iRj B1i PCTi + RTj DT12iBT1i −γI DT11i
CiP + D12iRj D11i −γI
⎞
⎠
si se prueba (10), se demuestra que existe un regulador (6) que
hace que la norma H∞ (esto es, la norma inducida L2 to L2)








μi(z)(Cix + D11iv + D12iu) (13)
es menor que γ.
El lector puede consultar (Tanaka y Wang, 2001) y las referen-
cias en los artı´culos de revisio´n (Sala et al., 2005; Feng, 2006)
para obtener detalles acerca de estas y otras formulaciones
para Qij . Algunos otros problemas (observadores, sistemas en
forma descriptor, funciones de Lyapunov no cuadra´ticas, etc.)
acaban en una expresio´n similar a (10) donde el sumatorio es
triple o cua´druple (Tanaka y Wang, 2001; Guerra y Vermeiren,
2004; Tanaka et al., 2003b), apareciendoQijk oQijkl en vez de
Qij . Estos casos se denotaran como sumas multidimensionales
borrosas.
2.4 Positividad de sumas borrosas.
Como se ha discutido en el texto precedente, una gran canti-
dad de problemas de ana´lisis o disen˜o de reguladores pueden
plantearse en te´rminos de “demostrar que una suma borrosa
(doble (10), simple (11), o multi-dimensional) es positiva”. Esta
seccio´n discute especı´ﬁcamente co´mo abordar dicho problema.
El ana´lisis de estabilidad de sistemas, por ejemplo mediante
(11), resulta en una suma borrosa unidimensional. Una con-
dicio´n suﬁciente de estabilidad es Gi > 0.
Dicha condicio´n permiten su expresio´n en forma de desigual-
dad matricial lineal (LMI) (Boyd et al., 1994), para las que
existe software (incluso gratuito, (Lo¨fberg, 2004)) eﬁciente y
sencillo de usar. En efecto, comprobar que el sistema no lineal
(2) es estable con una tasa de decrecimiento de, al menos, 0.6,




y, tras 0.14 segundos se obtiene una respuesta aﬁrmativa.
En general, tal y como se ha argumentado anteriormente, mu-
chos problemas de relevancia en control borroso pueden ser
solucionados si se encuentran valores para las variables de
decisio´n que intervienen en la expresio´n particular de Qij de
modo que se veriﬁque (10).
Condiciones suﬁcientes para (10) son, evidentemente,Qii > 0,
Qij + Qji > 0 (Tanaka y Wang, 2001). La prueba es evidente
sin ma´s que considerar un ejemplo de 2 reglas donde se tiene
que (10) se puede expresar como:
μ21Q11 + μ1μ2(Q12 + Q21) + μ
2
2Q22 > 0
con lo que, dado que μ1 y μ2 son positivos, si Q11 > 0, Q12 >
0 y Q12 + Q21 > 0 se habra´ probado (10). El razonamiento se
puede generalizar inmediatamente a ma´s de dos reglas.
Estas condiciones han sido mejoradas por (Liu y Zhang, 2003a)
y, posteriormente, (Fang et al., 2006) las mejora au´n ma´s, con
el teorema que a continuacio´n se enuncia.
Teorema 1. La expresio´n (10) se veriﬁca si existe un conjunto
de matrices Xijk tal que




Qii + Qij + Qji ≤ Xiij + Xiji + Xjii i < j
Qij + Qik + Qji + Qjk + Qki + Qkj ≤
Xijk + Xikj + Xjik + Xjki + Xkij + Xkji i < j < k⎛









Xir1 . . .Xirr
⎞
⎠ > 0 ∀i
Otras condiciones recientes ma´s potentes (Sala y Arin˜o,
2007a), que tambie´n se aplican a casos de sumas borrosas
multi-dimensionales, sera´n discutidas posteriormente.
La idea clave es que todas esas condiciones son de tipo LMI
y, por tanto, unas pocas lı´neas de co´digo permiten su reso-
lucio´n eﬁciente con un algoritmo de complejidad polinomial
en tiempo y memoria.
3. LUCES Y SOMBRAS EN EL ENFOQUE
HEUR´ISTICO/L ´OGICO DEL CONTROL BORROSO
Como se comenta en la introduccio´n, el enfoque “heurı´stico” al
disen˜o de controladores (un “experto humano” provee de reglas
de control que se codiﬁcan) ha sido ampliamente utilizado
y provee de soluciones satisfactorias en muchos casos. No
obstante, las “sombras” del enfoque heurı´stico en cuanto a sus
posibilidades de aportar resultados de control no-lineal en el
futuro son:
o bien son resultados no muy diferentes a las acciones de
control usuales (con lo cual la contribucio´n es ba´sicamente
introducir “suavizamientos” o saturaciones en leyes PID
(Driankov, 1996), o usar ideas borrosas para suavizar
controles deslizantes (Al-Hadithi et al., 2005)),
o bien son bases de reglas especializadas para una planta
en concreto (por ejemplo, (Ruusunen y Leiviska¨, 2004;
Macia´n et al., 2006; Burgos-Artizzu et al., 2007)), inno-
vadoras en su campo de aplicacio´n, pero que no aportan
grandes conclusiones generales al grueso de investigado-
res en control por su excesiva dependencia de las carac-
terı´sticas especı´ﬁcas del proceso controlado, requiriendo
en muchos casos un sintonizado ﬁno manual por ensayo y
error.
Se puede decir, por tanto, que el enfoque heurı´stico, histo´rica-
mente de importancia dado que el control borroso nacio´ con
e´l (Zadeh, 1973), tuvo su apogeo en la de´cada de 1975 a 1985
pero que casi ningu´n nuevo resultado de importancia general en
control de procesos se ha producido desde entonces (excepto la
extensio´n de su aplicacio´n a plantas concretas).
Desde el punto de vista de la utilidad en control de argumenta-
ciones en el a´mbito de la lo´gica borrosa formal, algunos ana´lisis
de las reglas de control borroso pueden ser realizados desde un
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punto de vista formal estudiando contradiccio´n, redundancia,
ambigu¨edad (Sala y Albertos, 1998, 2001). No obstante, el
tener unas reglas en un sistema experto de control “lo´gicamente
va´lidas” no garantiza que lo sean “funcionalmente”: el ana´lisis
de estabilidad de los controladores heurı´sticos puede resul-
tar complicado, requiriendo aproximaciones en zonas, funcio´n
descriptiva, etc. (Aracil et al., 1989; Aracil y Gordillo, 2000;
Al-Hadithi et al., 2007). En efecto, las anteriores herramientas
son, en algunos casos restringidas al control borroso de plantas
lineales, en otros no pueden generalizarse al caso multivariable,
los planos de fase no permiten discutir fa´cilmente sistemas de
orden mayor de 2, etc. Adema´s, las posibles variaciones en
la estructura de las reglas heurı´sticas pueden diﬁcultar ana´lisis
uniﬁcados generales.
Como punto positivo, es un hecho que, dada la capacidad
de aproximacio´n de los sistemas borrosos, las reglas pue-
den integrar distintas capas de control directo, supervisio´n o
diagno´stico en una aplicacio´n compleja por lo cual el enfoque
heurı´stico sigue teniendo validez como metodologı´a integra-
dora (Albertos y Sala, 2004a). Asimismo, desde el punto de
vista de un control, diagno´stico y supervisio´n a ma´s “alto ni-
vel”, de creacio´n de modelos y aprendizaje, colaboracio´nmulti-
agente, etc., la relevancia de la lo´gica borrosa en enfoques
heurı´sticos y otras ideas de inteligencia artiﬁcial sı´ que con-
tinua siendo importante (Evsukoff et al., 2000; Gentil, 2006;
Innocenti et al., 2007; Sala, 2008).
4. SOMBRAS EN EL CONTROL BORROSO: ENFOQUE
LMI
En cuanto al enfoque formal basado en teorı´a de Lyapunov y
LMI, ba´sicamente, hay varias fuentes de conservadurismo en
los resultados actuales de control borroso. Los siguientes sera´n
discutidos en este trabajo:
1. Eleccio´n de la clase de funciones de Lyapunov a explorar
2. conservadurismo de las condiciones de positividad de
sumas borrosas,
3. independencia de los resultados respecto a la forma de la
funcio´n de pertenencia
4. Consideracio´n de puntos de funcionamiento ﬁjos
5. coste computacional.
Algunas ideas para superar dicho conservadurismo sera´n discu-
tidas en la seccio´n 5.
La seleccio´n de los temas obedece a la experiencia de los
autores en ellos. Otras cuestiones muy relevantes, como las es-
tructuras de incertidumbre, enfoques adaptativos, observadores,
sistemas neuro-borrosos, etc. son tambie´n de suma importancia,
pero no han sido elaboradas aquı´ por brevedad y para centrar la
discusio´n. El lector puede consultar (Labiod y Guerra, 2007;
Guerra et al., 2006; Chen et al., 2007) para estudiar contribu-
ciones recientes en algunas de estas a´reas.
Discutamos algunas de las antes mencionadas “sombras” del
enfoque LMI.
4.1 Conservadurismo del enfoque de Lyapunov.
En control borroso, la bu´squeda de funciones de Lyapunov se
hace so´lo en una particular clase de funciones candidatas (por
ejemplo, las formas cuadra´ticas xTRx). Por tanto, un sistema
estable puede no tener una funcio´n de Lyapunov en la clase
buscada. El problema, no obstante, es comu´n a la mayor parte
de a´mbitos del control no lineal: el enfoque de Lyapunov no es
constructivo.
Las funciones cuadra´ticas han sido exploradas en profundidad
en la literatura. Algunas mejoras en el a´mbito TS han sido
sugeridas recientemente; por ejemplo, funciones cuadra´ticas
“a trozos” (Feng, 2003; Johansson et al., 1999), funciones
de Lyapunov borrosas para sistemas continuos (Tanaka et al.,
2003a) o discretos (Guerra y Vermeiren, 2004).
Aparte de eso, si el modelado del sistema no lineal como mo-
delo TS es local, entonces no se prueba estabilidad o presta-
ciones ante condiciones iniciales dentro del conjunto modelado
(por ejemplo, la zona |x1| < 0,5 del ejemplo en la Seccio´n
2), que serı´a el objetivo deseado, sino ante el ma´ximo conjunto
invariante resultante de la funcio´n de Lyapunov; en el caso
cuadra´tico es una elipse. Si esa elipse resulta estar mal con-
dicionada, so´lo se prueba estabilidad en un pequen˜o dominio
dentro del conjunto de deﬁnicio´n que puede resultar muy poco
u´til en te´rminos pra´cticos.
4.2 Conservadurismo de las condiciones de posi-
tividad de sumas borrosas.
La literatura actual esta´ ba´sicamente centrada en proveer de
condiciones suﬁcientes (Tuan et al., 2001; Tanaka y Wang,
2001; Liu y Zhang, 2003a; Fang et al., 2006) para que se ve-
riﬁque (10). Por tanto, podrı´a existir una funcio´n de Lyapunov
(incluso cuadra´tica) que veriﬁque (10) pero que no veriﬁque
las condiciones LMI referenciadas. De hecho, el problema de
la doble suma borrosa esta´ ı´ntimamente relacionado con el
problema de la copositividad que es co-NP completo (Murty
y Kabadi, 1987).
4.3 Conservadurismo “intrı´nseco” del enfoque
borroso respecto a un enfoque no lineal.
La u´ltima sombra a abordar es la independencia de los resul-
tados de la forma explı´cita de la funcio´n de pertenencia. En
efecto, no´tese que, por ejemplo, en el Teorema 1 en la seccio´n
2 no aparece μi ni ninguna condicio´n sobre la misma.
Sin embargo, de cara a implementar (6) es necesario conocer
el valor de μi (su forma explı´cita y la medida o estimacio´n
razonablemente ajustada de las variables de las que dependa).
La independencia de la forma de las pertenencias es, cuando
se obtiene una solucio´n, ventajosa: la solucio´n se aplica a
cualquier familia de plantas no-lineales variantes con el tiempo
a condicio´n de que compartan los ve´rtices. No obstante, es
evidentemente conservativa para un sistema en particular. Por
el contrario, los enfoques no-lineales usualmente toman en
cuenta, explı´citamente, la expresio´n de la no-linealidad para
derivar resultados que son mucho ma´s potentes que el enfoque
borroso para un sistema en particular.
Conside´rese el siguiente ejemplo trivial
x˙ = μ1(z) · x + (1− μ1(z)) · (−x) (14)
No puede probarse que sea estable para una μ1 arbitraria 0 ≤
μ1(z) ≤ 1 porque es, evidentemente, inestable para μ1 igual a
la funcio´n constante 1. Sin embargo, para μ1 = 0,2+0,2 sin(x)
es estable porque se puede probar que la funcio´n de Lyapunov
V (x) = x2 es decreciente.
Por tanto, este conservadurismo es una situacio´n que ocurre
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no lineal, una vez las funciones de pertenencia han sido sustitui-
das explı´citamente, se pueden obtener funciones de Lyapunov
(a veces, con gran facilidad) incluso si el enfoque LMI ha
fallado.
4.4 Puntos de funcionamiento ﬁjos.
La metodologı´a del sector no-lineal para obtener modelos TS
es en muchos casos local. El modelo TS resultante tiene como
punto de equilibrio x = 0 y los controladores son disen˜ados
para alcanzar x = 0 de forma estable y con prestaciones
adecuadas. No obstante, el cambio de punto de funcionamiento
(y no digamos el seguimiento de trayectorias) requiere un
cambio de variable “incremental” y el re-ca´lculo del modelo,
dado que la interpretacio´n de los modelos TS muchas veces no
tiene caracterı´sticas de “modelo local” (Sala et al., 2004; Diez
et al., 2007). Por tanto, muchos de los resultados de la literatura
son va´lidos so´lo en un punto de funcionamiento. En (Arin˜o et
al., 2007) se presenta un bloque adicional a los reguladores
PDC que permite dicho cambio de punto de funcionamiento
sin remodelar, pero so´lo se aplica a una clase cano´nica muy
restringida de sistemas borrosos TS; los sistemas no lineales de
los que provienen los sistemas TS admiten otras metodologı´as
de control relativamente sencillas por lo que quiza´s el control
no-lineal directo estarı´a recomendado. El cambio de punto de
funcionamiento en sistemas borrosos en general es un problema
abierto.
4.5 Coste computacional.
El nu´mero de variables de decisio´n y de condiciones LMI
en alguno de los resultados ma´s recientes es extremadamente
grande: incluso si los motores de ca´lculo LMI utilizan algo-
ritmos polinomiales en tiempo y memoria, el exponente sobre
el orden del sistema es grande y muchos resultados so´lo son
implementables computacionalmente para sistemas simples (de
orden bajo y de poco nu´mero de reglas).
4.6 Identiﬁcacio´n
El modelado Takagi-Sugeno en (Tanaka y Wang, 2001) es
apto para expresar en forma borrosa sistemas no lineales cuyas
ecuaciones de comportamiento en representacio´n interna sean
conocidas. Pero existen algunos problemas cuando se discute
la identiﬁcacio´n de dichos modelos a partir de datos. Muchos
enfoques hacia el problema de identiﬁcacio´n borrosa utilizan
te´cnicas de clasiﬁcacio´n (clustering en la literatura inglesa);
en particular, algunos trabajos de los autores en dicha linea
pueden consultarse en (Diez et al., 2004; Dı´ez et al., 2006).
No obstante, existen mu´ltiples problemas de condicionamiento,
de coste computacional, de exactitud del modelado, de gene-
racio´n de las variables de estado, que hacen que la linea de
investigacio´n permanezca abierta y que el control borroso ba-
sado en modelos experimentales no haya despegado totalmente.
Adema´s, dado que los modelos experimentales no son exactos,
al contrario que los TS considerados en la seccio´n 2.1, deberı´an
introducirse dichos “errores de aproximacio´n” para un ana´lisis
riguroso: el problema es que la estructura de dichos errores
es generalmente muy diferente a la usada en control robusto
borroso LMI; ve´ase, por ejemplo (4) en (Lo y Lin, 2004). Esa
discrepancia entre la estructura de los errores en modelos de
identiﬁcacio´n y las estructuras necesarias en la teorı´a de con-
trol robusto ocurre tambie´n en el control lineal cla´sico (Sala y
Esparza, 2003; Albertos y Sala, 2002; Gevers, 2005). Algunas
aplicaciones pra´cticas de control borroso basado en datos se
basan en identiﬁcar modelos locales, interpolarlos obteniendo
una expresio´n similar a (1), y aplicar planiﬁcacio´n de ganancia
(Schulte y Hahn, 2004; Giarre´ et al., 2006; Apkarian y Adams,
1998).
5. ALGUNAS LUCES
La mayor “luz” y razo´n de ser del enfoque borroso LMI es que
pueden obtenerse controladores para sistemas no lineales utili-
zando te´cnicas derivadas de las lineales. Esta idea “seminal” es
la que dio origen a la ﬁlosofı´a dominante en el control borroso
en los u´ltimos 15 an˜os y ella so´la justiﬁca la importancia del
enfoque cuando es capaz de obtener resultados. No obstante,
los problemas discutidos en la seccio´n anterior pueden impedir
que dichos resultados sean factibles en algunos problemas para
los cuales una solucio´n no-lineal “directa” podrı´a obtenerlos
(linealizacio´n por realimentacio´n, back-stepping, etc. (Khalil,
1996)).
A continuacio´n se discuten algunas ideas que reducen el con-
servadurismo en los primeros tres casos considerados en la
seccio´n precedente, pero incrementando considerablemente el
quinto problema (coste computacional) con lo cual existe un
compromiso pra´ctico. Los resultados, no obstante, disminuyen
la “distancia” entre lo alcanzable con control borroso y el con-
trol no lineal, al menos en teorı´a.
5.1 Funciones de Lyapunov arbitrariamente
complejas.
Esta cuestio´n es comu´n al control no-lineal y por tanto no
serı´a en rigor responsable de un conservadurismo especı´ﬁco
al modelo borroso. No obstante, la formulacio´n TS permite
realizar distintas aproximaciones al problema. En particular,
podrı´a pensarse en tres posibilidades para conseguir funciones
de Lyapunov arbitrariamente complejas en este contexto:
(1) funciones de Lyapunov homoge´neas de grado mayor que
dos (Chesi et al., 2003);
(2) exacerbar la idea de “cuadra´tica a trozos” hasta casi una
deﬁnicio´n “puntual” interpolada de la funcio´n de Lyapu-
nov (Johansen, 2000);
(3) en sistemas discretos, utilizar muestreo ﬁcticio a frecuen-
cias menores (sub-sampling), comprobando V (t + k) −
V (t) ≤ 0, k > 1 segu´n propuesto en (Kruszewski y Gue-
rra, 2005) (en efecto, si un sistema es estable existira´ una
k tal que incluso V (x) = xTx veriﬁcara´ la ecuacio´n de
decrecimiento sobre varias muestras)
Las tres ideas son asinto´ticamente necesarias y suﬁcientes:
a medida que se incrementa el grado de las funciones de
Lyapunov, la densidad de las interpolaciones o el perı´odo de
muestreo, si existe una solucio´n, sera´ hallada. El problema,
obviamente, es el coste computacional.
5.2 Condiciones asinto´ticamente necesarias y suﬁcientes para
sumas borrosas.
Defı´nase una variable ı´ndice multidimensional con la notacio´n
i ∈ {1, . . . , r}n donde r es el nu´mero de “reglas” y n es
un para´metro de complejidad arbitrario seleccionado por el
usuario. Deno´tense las permutaciones de i mediante P(i). Por
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ejemplo, conside´rese el ı´ndice de complejidad 3, i = {1, 2, 4},
en un sistema de al menos cuatro reglas; entonces se tiene:
P(i) = {{1, 2, 4}, {1, 4, 2},
{4, 2, 1}, {2, 4, 1}, {2, 1, 4}, {4, 1, 2}}
Los resultados de (Liu y Zhang, 2003a,b; Fang et al., 2006) son
casos particulares de encontrar un tensor multi-dimensional de








(Xj + XTj ) (15)














X(k,r,1) . . . X(k,r,r)
⎞
⎟⎠ ξ > 0 (16)
De modo que, estableciendo adecuadamente una metodologı´a
recursiva, puede probarse que las condiciones anteriores son ne-
cesarias y suﬁcientes con n →∞, y establecerse un para´metro
de tolerancia para valores ﬁnitos de n. El lector puede consultar
(Sala y Arin˜o, 2007a) para una discusio´n en detalle. El Teorema
1 es la particularizacio´n de las anteriores condiciones para com-
plejidad n = 3, y las condiciones en (Liu y Zhang, 2003a) lo
son para complejidad n = 2.
La principal cuestio´n sobre estas condiciones es que son nece-
sarias so´lo asinto´ticamente (n tendiendo a inﬁnito). Por tanto,
la no factibilidad no implica que el problema original no lo
sea, sino que puede ser que el para´metro de complejidad n
no sea lo suﬁcientemente alto. Se plantea entonces el problema
de determinar criterios de detencio´n del algoritmo, por ejemplo
basados en el para´metro de tolerancia antes discutido. Algunas
consideraciones de intere´s a este respecto se hacen en (Krus-
zewski et al., 2009).
El hecho de que la exactitud sea asinto´tica implica que obtener
soluciones a alguno de los problemas puede tener un coste
computacional muy elevado: segu´n se discute en (Sala y Arin˜o,
2007a), el nu´mero de desigualdades LMI crece segu´n O(nr)
(polinomial en n), pero el nu´mero de variables de decisio´n crece
segu´n O(rn), exponencial en n, por lo que pronto se alcanzan
los lı´mites de los computadores actuales.
5.3 Considerar la forma de la funcio´n de
pertenencia
El incorporar informacio´n explı´cita sobre la forma de las fun-
ciones de pertenencia (adema´s de la obvia de que son no nega-
tivas y suman uno) puede relajar el conservadurismo. Hay dos
tipos de informacio´n al respecto.
restricciones en las funciones de pertenencia mismas, por
ejemplo
μ1(x)μ2(x) < 0,1 (17)
dado que, en un caso concreto, son conocidas (ver ejemplo
(3)) y puede calcularse βij = ma´xx∈Ω μi(x)μj(x).
restricciones provenientes de la no-linealidad (restriccio-
nes de la funcio´n de pertenencia en una particular regio´n
del espacio de estados que hace que adopte valores en un
rango menor que el intervalo [0,1] completo)
Otra posibilidad prometedora es el disen˜o directo de las
funciones de pertenencia del controlador no siendo iguales
ni en forma ni en nu´mero a las de la planta, para conseguir
objetivos de prestaciones. Una primera aproximacio´n en
esa linea aparece en (Lam y Leung, 2007); el trabajo
(Arin˜o y Sala, 2007a) propone usar en las pertenencias
del controlador productos y potencias de las funciones de
pertenencia μi del proceso.
A continuacio´n se discutira´n un par de avances recientes en la
primera de las lı´neas. La segunda y tercera lı´neas son intere-
santes, pero abiertas en estos momentos con resultados muy
preliminares.
(a) Cotas sobre la superposicio´n y la magnitud. Como las
funciones de pertenencia de los controladores y plantas son
conocidas, pueden obtenerse fa´cilmente cotas del tipo (17):
0 ≤ μi(z)μj(z) ≤ βij ∀ z (18)
Dichas cotas βij pueden ser usadas para relajar las LMIs
originales y obtener resultados. En (Sala y Arin˜o, 2007b) se
presenta el siguiente resultado.
Teorema 2. La expresio´n (10) se veriﬁca si existen matrices





k≤l≤r βklRkl se veriﬁque:
Xii ≤ Qii + Rii − Λ (19)
Xij + Xji ≤ Qij + Qji + Rij − 2Λ (20)
X =
⎛








Xr1 . . . Xrr
⎞
⎟⎠ > 0, Rij ≥ 0 (21)
De este modo, la informacio´n sobre la superposicio´n permite
conseguir mejores resultados sobre un sistema “en particular”
que los conseguibles para toda la familia convexa TS de ellos.
En (Sala y Arin˜o, 2007b, 2008) se discuten tambie´n cotas sobre
la magnitud de las funciones de pertenencia que, por ejemplo,
permitirı´an demostrar, con mı´nimas modiﬁcaciones a las LMI
usuales, que el segundo caso considerado en el ejemplo (14) de
la seccio´n 4.3 es estable.
Otra contribucio´n al respecto aparece (Sala y Arin˜o, 2006),
donde se discute que cuando un problema LMI es no factible
pueden obtenerse resultados locales en una regio´n del estado
que pueda ser deﬁnida mediante restricciones lineales sobre las
funciones de pertenencia. La metodologı´a se basa en el ca´lculo
de ve´rtices, sin remodelar, como en principio serı´a requerido
para obtener resultados de estabilidad en una zona diferente
a la inicialmente considerada en el modelo borroso (Tanaka y
Wang, 2001).
(b) Sistemas borrosos tensoriales. Muy frecuentemente, los









μ1i1μ2i2 . . . μpip(Ai1i2...ipx+
+ Bi1i2...ipu) (22)
donde las funciones de pertenencia son el producto tensorial de
particiones ma´s simples.
Por ejemplo, si consideramos el ejemplo de la seccio´n 2 modi-
ﬁcado a:
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x˙1 = cos(x1)x2
x˙2 =− sin(x21)x1 + u
puede ser expresado, en la zona |x1| < 0,5 como un sistema TS






μiηj(Aijx + Bu) (23)





















En (Tanaka y Wang, 2001) aparecen muchos otros ejemplos
donde el modelo resultante tiene esta forma, con n1 = · · · =
np = 2 resultante de interpolaciones entre el ma´ximo y el
mı´nimo de una funcio´n en una zona. Tambie´n aparecen siste-
mas borrosos tensoriales como resultado de algunas metodo-
logı´as de identiﬁcacio´n y aproximacio´n (Baranyi, 2004).
Ninguna de las referencias bibliogra´ﬁcas citadas considera
explı´citamente dicha forma de producto multidimensional y
simplemente realiza una reduccio´n de dimensionalidad (ﬂatte-
ning) para aplicar metodologı´as usuales (un sistema tensorial
de 2 × 2 × 2 reglas se convierte en un sistema ordinario de 8
reglas): ello es conservativo dado que, por ejemplo, cuando se
anula una de las ocho pertenencias, automa´ticamente se anulan
tres ma´s y eso no se toma en cuenta si se las considera de forma
independiente.
Como μ(1 − μ) tiene en [0, 1] un ma´ximo en 0.25 (para cual-
quier μ gene´rico variando en el rango [0,1]) , puede demostrarse
que existen cotas de superposicio´n para las reglas que son una
potencia de 0.25. Por ejemplo, considerando el modelo (23)
arriba descrito, la regla (μ1η1) y la regla (μ2η2) se superponen
con una cota β = 0,252. De este modo, la metodologı´a anterior
(Teorema 2) puede aplicarse fa´cilmente sobre esta muy fre-
cuente clase de sistemas, como de hecho aparece en la seccio´n
de ejemplos de (Sala y Arin˜o, 2007b).
Adema´s, en (Arin˜o y Sala, 2007b) se presenta una metodologı´a
recursiva que explota esa particular estructura de las funciones
de pertenencia para reducir el conservadurismo au´n ma´s que
con el enfoque basado en la superposicio´n arriba esbozado (no
obstante, el coste computacional de la metodologı´a recursiva es
bastante mayor).
6. CONCLUSIONES
Muchos sistemas no-lineales admiten una representacio´n como
sistemas borrosos Takagi-Sugeno. El control borroso mediante
LMI es una forma de aproximarse al control de dichos siste-
mas no-lineales mediante la extensio´n de te´cnicas de sistemas
lineales. No obstante, hay fuentes de conservadurismo, algunas
de las cuales han sido analizadas en este trabajo, para entender
mejor cua´l es esa “distancia” entre lo que un enfoque borroso
basado en los modelos “ve´rtice” puede ofrecer y lo que ofrece
un enfoque no-lineal que contempla explı´citamente las ecuacio-
nes originales no lineales.
Algunas de las desventajas de las metodologı´as borrosas han
sido estudiadas y superadas recientemente en algunos aspectos
(clases ma´s generales de funciones de Lyapunov, restricciones
de la forma de las funciones de pertenencia, condiciones nece-
sarias y suﬁcientes asinto´ticamente, sistemas borrosos tensoria-
les, etc.). No obstante, gran parte de las soluciones propuestas
adolecen de una gran complejidad computacional.
La ma´s importante razo´n de la diferencia entre metodologı´as
borrosas y no-lineales es la imposibilidad de expresar rela-
ciones entre pertenencias y estados; esto continua siendo un
problema abierto, ası´ como el disen˜o explı´cito de las funcio-
nes de pertenencia (el disen˜ador tendrı´a libertad para proponer
un controlador con funciones no necesariamente iguales ni en
forma ni en nu´mero a las del proceso no lineal a controlar).
En general, te´cnicas no lineales explı´citamente adaptadas a la
estructura del proceso a controlar ofrecera´n, probablemente,
mejores prestaciones que las te´cnicas borrosas.
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