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Abstract
This paper presents an asymptotic theory for a large class of Boltzmann-type equations suitable to model the evolution of
multicellular systems in biology. The mathematical approach described herein shows how various types of diffusion phenomena,
linear and nonlinear, can be obtained in suitable asymptotic limits. Time scaling related to cell movement and biological activity
are shown to play a crucial role in determining the macroscopic equations corresponding to each case.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Modelling macroscopic phenomena in biological tissues by methods of continuum mechanics classically means
deriving suitable evolution equations for the macroscopic variables which have to describe, in the model, the
physical state of the system. The phenomenological derivation follows guiding lines which are typical of continuum
mechanics: conservation of mass, momentum, and energy equations can be written and its closure may be achieved by
phenomenological models describing the material behavior of the system. A fundamental problem, often unsolved, is
that these models are usually derived in equilibrium conditions, while the evolution equations should operate far from
equilibrium.
The case of biological tissues is particularly difficult to deal with in a mathematical way. Indeed, the material
behavior of the system may be hardly constrained into simple mathematical relations, while equilibrium conditions
may not even be identified. In some cases, the system steadily departs from equilibrium instead of approaching it.
This fact is stressed and subject to critical analysis in various biological articles. The following sentences, extracted
from Hartwell et al. [1] give an idea of the viewpoint of theoretical biologists on that issue:
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Although living systems obey the laws of physics and chemistry, the notion of function or purpose differentiate biology
from other natural sciences.
In addition, the components of physical systems are often simple entities, whereas in biology each of the components
is usually a microscopic device in itself, able to transduce energy and work far from equilibrium.
More important, what really distinguishes biology from physics are survival and reproduction, and the concomitant
notion of function.
One has therefore to deal with systems in which the microscopic entities are characterized by biological functions
that may be modified by interactions with other entities, while proliferation or destruction phenomena may be
generated. An additional difficulty is that a biological tissue is constituted by different cell populations, each being
characterized by different biological functions. Interactions among these populations generate variation of mass with
growth or loss of material. This essentially means dealing with systems with variable mass. The deep and perspective
analysis proposed by Humphrey and Rajagopal [2] provides the general framework to deal with this problem by
continuum mechanics methods.
A different point of view stems from mathematical kinetic theory. Here asymptotic methods have been proposed
to derive macroscopic equations from the underlying microscopic description, thus providing the evolution of the
first distribution function over the microscopic state of large systems of interacting particles. A classical model in
mathematical kinetic theory is the Boltzmann equation, which deals with the evolution of a system of equal particles
considered as point masses with a microscopic state simply identified by position and velocity (or linear momentum).
Asymptotic methods have been developed which amount to expanding the distribution function in terms of a small
dimensionless parameter related to the intermolecular distances. The limit is singular and convergence properties
can be proved under suitable technical assumptions. The specialized literature offers a number of papers which are
reviewed by Lachowicz [3], as well as in some recent contributions, e.g. Bellouquid [4] and [5], concerning various
limits for the continuous and discrete Boltzmann equation.
In principle, a similar procedure can be implemented to derive macroscopic equations for biological systems viewed
as large systems of interacting cells. This approach may allow us to avoid purely phenomenological derivations, based
on heuristic modelling of the material behavior of the system under consideration.
However, several difficulties should be addressed in this case, which arise from the fact that particles are elements
of the inert matter, while cells are active particles, belonging to the living matter. In particular:
(i) The microscopic state of an active particle is characterized not only by position and velocity, but also by an
additional microscopic state (we may call it activity) which represents the biological functions at a cellular level.
(ii) Microscopic interactions not only modify the microscopic state, but may also generate proliferation and/or
destruction phenomena.
Various models have been proposed to describe biological systems which are characterized by the behaviors we
have just outlined above. Referring to tumor-immune cells competition, the existing literature in the relatively simpler
case of spatially homogeneous case is reviewed in papers [6] and [7]. A mathematical framework for a large variety
of biological systems can be found in [8], where different types of microscopic interactions are analyzed and the
corresponding evolution equations are derived and applied to the study of specific biological phenomena.
Some interesting results are already available concerning the derivation of macroscopic equations by suitable
asymptotic methods in some multicellular biological systems. The paper by Alt et al. [9] is arguably the first one
where this interesting topic was addressed. Subsequent relevant contributions in this area are due to various authors,
among others [10–15]. In these works biological systems are considered for which interactions do not follow classical
mechanical rules, and biological activity may play a relevant role in determining the dynamics. On the other hand, the
analysis developed by Bellomo and Bellouquid [10] for a system constituted by one population only, and in [15] for
a system of two interacting populations (limited, however, to the case of mass conservative encounters), shows that
interactions that change the biological functions of cells may substantially modify the structure of the macroscopic
equations. In particular, the analysis proposed in [15] has shown the onset of linear and nonlinear diffusion terms
departing from the simple mass conservation equation.
A particularly interesting result is the appearance of source terms in the case of proliferation phenomena for
systems consisting in, at least, two populations. This fact, which is the main case treated in this paper, may be
helpful to understand the description of tumor tissues in competition with the immune system. In particular, the purely
phenomenological approach reviewed in the survey [15] may be critically revised on the basis of this interpretation.
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We now briefly describe the contents of this note. Section 2 deals with the description of the class of equations dealt
with herein, which include, as particular cases, specific models such as those proposed in [16]. As it will be shown here,
the model considered is a Boltzmann-type equation in which microscopic interactions include both mass conservative
encounters, which modify the cellular biological functions, and proliferating or destructive events. Section 3 presents
a survey of technical results, essentially related to paper [15], which are needed for the proofs presented in this
article. Section 4 is concerned with the development of the asymptotic analysis needed to derive the corresponding
macroscopic equations: particular attention is therein payed to the onset of linear and nonlinear diffusion and source
terms. Finally, in Section 5 we discuss research perspectives arising from conceivable applications of our approach to
other biological situations, including chemotaxis problems and fragmentation–coagulation processes.
2. The mathematical model
Consider a physical system constituted by a large number of cells interacting in the environment of a vertebrate
(or in an “in vitro” experiment). The physical variable used to describe the state of each cell, called microscopic
state, is denoted by the variable w = {x, v, u}, where {x, v} is the mechanical microscopic state and u ∈ Du ⊆ Rm
is the biological microscopic state. The statistical collective description of the system is encoded in the statistical
distribution f = f (t, x, v, u), which is called generalized distribution function. Weighted moments provide, under
suitable integrability properties, the calculation of macroscopic variables.
According to [15] the evolution of f can be modelled, for a system of two populations, as follows:
(∂t + v · ∇x ) f1(t, x, v, u) = ν
∫
Dv
[
T (v, v∗) f1(t, x, v∗, u)− T (v∗, v) f2(t, x, v, u)
]
dv∗
+ (G11 − L11 + G12 − L12 + I11 + I12)( f, f )(t, x, v, u),
(∂t + v · ∇x ) f2(t, x, v, u) = ν
∫
Dv
[
T (v, v∗) f2(t, x, v∗, u)− T (v∗, v) f1(t, x, v, u)
]
dv∗
+ (G21 − L21 + G22 − L22 + I21 + I22)( f, f )(t, x, v, u),
(2.1)
where:
• The linear transport term has been proposed by various authors to describe the dynamics of biological organisms
modelled by a velocity-jump process, where ν is the turning rate or turning frequency (hence τ = 1
ν
is the mean run
time), and T (v, v∗) is the probability kernel for the new velocity v ∈ Dv assuming that the previous velocity was
v∗. That corresponds to the assumption that cells choose any direction with bounded velocity. Specifically, the set of
possible velocities is denoted by Dv , where Dv ⊂ R3, and it is assumed that Dv is bounded and spherically symmetric
(i.e. v ∈ Dv ⇒ −v ∈ Dv).
• The operators G and L defined as follows:
Gi j ( f, f ) =
∫ ∞
−∞
∫ ∞
−∞
ηi jϕi j (u∗, u∗, u) fi (t, x, v, u∗) f j (t, x, v, u∗) du∗du∗, (2.2)
and
Li j ( f, f ) = fi (t, x, v, u)
∫ ∞
−∞
ηi j f j (t, x, v, u∗) du∗ (2.3)
correspond, respectively, to the gain and loss of cells in the state u due to conservative encounters, namely those
which modify the biological state without generating proliferation or destruction phenomena. In particular, ηi j denotes
the biological interaction rate, which is here assumed – for simplicity – constant. The term ϕ models the transition
probability density of the test cell with state u∗ into the state u after the interaction with the cell with state u∗. We
recall that the terms ϕi j are probability densities not symmetrical with respect to u.
• The operators Ii j defined by
Ii j ( f, f ) = fi (t, x, v, u)
∫ ∞
−∞
ηi jµi j f j (t, x, v, u∗) du∗ (2.4)
correspond to proliferation and destruction of cells, where the terms µi j correspond to the net proliferation/destruction
rates.
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The above set of equations describes the evolution in the space x ∈ R3 and in the biological state u ∈ Du ⊆ R
of a large system of two interacting cell populations. Interactions occur within the action domain Ω of the test cell.
Ω is assumed to be relatively small, so that only binary localized encounters are relevant. Of course, this assumption
excludes the possibility of crowding and multiple interactions.
Let now:
Γ ( f, f ) = (G11 − L11 + G12 − L12,G21 − L21 + G22 − L22)( f, f ), (2.5)
and L( f ) = (L1( f ),L2( f )), where
L1( f ) =
∫
Dv
[
T (v, v∗) f1(t, x, v∗, u)− T (v∗, v) f2(t, x, v, u)
]
dv∗, (2.6)
and
L2( f ) =
∫
Dv
[
T (v, v∗) f2(t, x, v∗, u)− T (v∗, v) f1(t, x, v, u)
]
dv∗. (2.7)
Moreover let
I( f, f ) = (I11 + I12, I21 + I22). (2.8)
Then the evolution equation (2.1) for f = ( f1, f2) can be formally written as follows:
∂t f +
3∑
j=1
V j∂x j f = νL f + Γ ( f, f )+ I( f, f ), (2.9)
where V j = diag(v j , v j ), j = 1, 2, 3.
3. Qualitative analysis of the operator L
To pave the way for the asymptotic analysis contained in Section 4, we provide a detailed qualitative analysis of
the operator K which is defined as follows:
K f =
∫
Dv
(
T (v, v∗) f (t, x, v∗, u)− T (v∗, v) f (t, x, v, u)) dv∗. (3.1)
The first part of this section essentially refers to [10] and [15]; then, the results up to Lemma 3.4 are summarized for
the sake of completeness, while only the proof of Lemma 3.5, which is essential to the asymptotic theory of Section 4,
is given in detail. Bearing this in mind, let us state now some properties of this operator, which will be used in the
following. Let h, g, N : Dv −→ R, and let
Ψ1[N ] = T (v, v
∗)N (v∗)+ T (v∗, v)N (v)
2
, (3.2a)
and
Ψ2[N ] = T (v, v
∗)N (v∗)− T (v∗, v)N (v)
2
(3.2b)
denote, respectively, the symmetric and antisymmetric parts of T (v, v∗)N (v∗). The following result has been proved
in [15]:
Lemma 3.1. The operator K satisfies the following relation∫
Dv
K (Ng)
h(v)
N (v)
dv = 1
2
∫
Dv
∫
Dv
Ψ1[N ](g(v∗)− g(v))
(
h(v)
N (v)
− h(v
∗)
N (v∗)
)
+1
2
∫
Dv
∫
Dv
Ψ2[N ](g(v)+ g(v∗))
(
h(v)
N (v)
− h(v
∗)
N (v∗)
)
. (3.3)
The proof makes an essential use of the following assumption:
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Assumption H. There exists a bounded velocity distribution M(v) > 0, independent of x and t , such that the detailed
balance
T (v∗, v)M(v) = T (v, v∗)M(v∗) (3.4)
holds. The flow produced by this equilibrium distribution vanishes, and M is normalized:∫
Dv
vM(v)dv = 0,
∫
Dv
M(v)dv = 1. (3.5)
The kernel T (v, v∗) is bounded, and there exists a constant σ > 0 such that
T (v, v∗) ≥ σM, ∀(v, v∗) ∈ Dv × Dv, x ∈ R3, t > 0. (3.6)
Assumption (3.4) and Equality (3.3) yield:
Lemma 3.2. If (3.4) of Assumption H holds true, then the following equalities hold:∫
Dv
K ( f )
h(v)
M(v)
dv = −1
2
∫
Dv
∫
Dv
Ψ1[M]
(
f (v)
M(v)
− f (v
∗)
M(v∗)
)(
h(v)
M(v)
− h(v
∗)
M(v∗)
)
dvdv∗, (3.7)
and ∫
Dv
K (h)
h(v)
M(v)
dv = −1
2
∫
Dv
∫
Dv
Ψ1[M]
(
h(v)
M(v)
− h(v
∗)
M(v∗)
)2
dvdv∗. (3.8)
In particular, Eq. (3.7) shows that the operator K is self-adjoint in the space L2(Dv, dvM ), see [15]. Let now
L2(Dv, v)× L2(Dv, v) = { f = ( f1, f2), fi ∈ L2(v), i = 1, 2} with the scalar product defined by
〈 f, g〉L2(v)×L2(v) =
2∑
i=1
〈 fi , gi 〉L2(v). (3.9)
Then, according to [15], one has:
Lemma 3.3. The following equality holds:〈
L f, g
M
〉
L2(v)×L2(v)
=
〈
K f1,
g1
M
〉
L2(v)
+
〈
K f2,
g2
M
〉
L2(v)
+
∫
Dv
∫
Dv
T (v∗, v)( f1(v)− f2(v))
(
g1(v)
M(v)
− g2(v)
M(v)
)
dvdv∗· (3.10)
Assumptions (3.4) and (3.5) together with Equality (3.10) lead to the following result:
Lemma 3.4. Let (3.4) and (3.5) of Assumption H hold. Then the following properties and equalities related to the
operator L hold true:
(i) L is a self-adjoint operator with respect to the scalar product in the space
L2
(
Dv,
dv
M
)
× L2
(
Dv,
dv
M
)
.
(ii) Let ψ = (1, 1), then 〈L f, ψ〉 = 0;
(iii) Moreover if
T (v, v∗) = T1(v)T2(v∗), (3.11)
then N (L) = vect(M(v)ψ).
In addition:
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Lemma 3.5. Let (3.11) and Assumption H hold. For g ∈ L2(Dv, dvM ) × L2(Dv, dvM ), the equation L( f ) = g has a
unique solution f ∈ L2(Dv, dvM )× L2(Dv, dvM ) satisfying
f1 = f2,
∫
Dv
f1dv = 0 if and only if
∫
Dv
g1dv +
∫
Dv
g2dv = 0. (3.12)
In particular the equation
L(h j ) = MV jψ, j = 1, 2, 3, with V j as in (2.9) (3.13)
has a unique solution given by
h j (v) = k j (v)ψ, 〈k j (v)〉v =
∫
Dv
k j (v)dv = 0, j = 1, 2, 3. (3.14)
Proof of Lemma 3.5. The relation∫
Dv
g1dv +
∫
Dv
g2dv = 0
is a necessary condition for the solvability of L f = g. From (3.6), (3.7) and (3.10), one has
−
〈
L f, f
M
〉
= 1
2
∫
Dv
∫
Dv
Ψ1[M]
(
f1(v)
M(v)
− f1(v
∗)
M(v∗)
)2
dvdv∗
+ 1
2
∫
Dv
∫
Dv
Ψ1[M]
(
f2(v)
M(v)
− f2(v
∗)
M(v∗)
)2
dvdv∗
−
∫
Dv
∫
Dv
T (v∗, v)
M(v)
( f1(v)− f2(v))2dvdv∗
≥ σ
∫
Dv
∫
Dv
M(v)M(v∗)
(
f1(v)
M(v)
− f1(v
∗)
M(v∗)
)2
dvdv∗
≥ σ
∫
Dv
(
f 21 (v)
M(v)
+ f
2
2 (v)
M(v)
)
dv
−
∫
Dv
∫
Dv
(
f1(v) f1(v∗)− f2(v) f2(v∗)
)
dvdv∗
−
∫
Dv
∫
Dv
T (v∗, v)
M(v)
( f1(v)− f2(v))2dvdv∗.
For f1 = f2 and
∫
f1dv = 0, the last inequality leads to the following estimate:
−
〈
L f, f
M
〉
≥ σ
(∫
Dv
f 21
M
dv +
∫
Dv
f 22
M
dv
)
= σ
〈
f,
f
M
〉
. (3.15)
The statement of the lemma is then a consequence of the Lax–Milgram Theorem. Moreover, the condition of
solvability is satisfied for the equation L(h j ) = MV jψ by Assumption (3.5), and then there exists a unique solution
h j (v) = k j (v)ψ , j = 1, 2, 3.
Remark 3.1. If T (v, v∗) = T1(v), one can compute the solution of the equation L(h j ) = MV jψ . Indeed, since
L(MV jψ) = (−Mv j 〈T1〉v,−Mv j 〈T1〉v) = −M〈T1〉vV jψ.
Then the solution is given by
h j (v) = − 1〈T1〉v MV jψ. (3.16)
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In particular if T1(v) = σM(v), then
h j (v) = − 1
σ
MV jψ. (3.17)
4. Asymptotic limits
Consider now the mathematical model given in Eq. (2.1) or (2.9) of Section 2. The model is characterized by three
types of rates; the first one related to the dynamics of the mechanical variables, with the second and third one to the
biological rates. Experimental evidence suggests we study the regimes such that the biological parameters ηi j and µi j
are of a smaller order with respect to the mechanical one: ν. Five parameters correspond to the above rates, which can
be reduced to four, under the assumption that all the ηi j are of the same order. Bearing these facts in mind, we set
ηi j = εq , µ11 = µ22 = εδ, µ12 = µ21 = εγ , q, γ ≥ 0, and ν = 1
ε p
, p > 0, (4.1)
where ε is a small parameter which will be allowed to tend to zero.
In addition, the slow time scale τ = εt will be used so that the following scaled equation is obtained:
ε∂t fε(t, x, v, u)+
3∑
j=1
V j∂x j fε(t, x, v, u) =
1
ε p
L fε + εq
(
Γ 2211 ( fε, fε)+ Γ 2112 ( fε, fε)
)
+ εq+δ I 2211 ( fε, fε)+ εq+γ I 2112 ( fε, fε), (4.2)
where the terms I 2112 and I
22
11 are given by
I 2211 = (I11, I22), I 2112 = (I12, I21), Ii j =
Ii j ( f, f )
ηi jµi j
, i, j = 1, 2.
Suppose that fε converges in the distributional sense to a function f as ε goes to zero. Moreover, assume that all
moments of fε, Γi j ( fε, fε), Ii j ( fε, fε) converge to the corresponding moments in the distributional sense and that
all formally small terms vanish. Multiplying Eq. (4.2) by ε p, letting ε go to zero, and using convergence assumptions
yields L f = 0. This implies that f ∈ N (L) and by Lemma 3.4 can be written as follows:
f (t, x, v, u) = M(v)ρ(t, x, u)ψ. (4.3)
Then, taking the inner product of Eq. (4.2) with ψ , and using the fact that 〈L f, ψ〉 = 0, yields
∂t 〈 fε, ψ〉 +
3∑
1
∂x j
〈
V j
fε
ε
, ψ
〉
= J [ fε] = εq−1
(
〈Γ 2211 ( fε, fε), ψ〉 + 〈Γ 2112 ( fε, fε), ψ〉
)
+ εq+δ−1〈I 2211 ( fε, fε), ψ〉 + εq+γ−1〈I 2112 ( fε, fε), ψ〉. (4.4)
Before passing to the limit in the right term of (4.4), we must take r, q ≥ 1 and δ, γ ≥ 0. The asymptotic limit
of 〈V j fεε , ψ〉 has to be estimated to recover the limit in (4.4). Then, using Lemma 3.5, and recalling from (i) of
Lemma 3.4 that L is self-adjoint, we arrive at
3∑
j=1
∂x j
〈
V j
fε
ε
, ψ
〉
=
3∑
j=1
∂x j
〈
ε p∂t fε + ε p−1
3∑
k=1
∂xkVk fε − ε p+q−1
(
Γ 2211 ( fε, fε)+ Γ 2112 ( fε, fε)
)
− ε p+q+δ−1 I 2211 ( fε, fε)− ε p+q+γ−1 I 2112 ( fε, fε),
k j (v)
M
ψ
〉
. (4.5)
The limit of (4.5) exists if p ≥ 1. This term, under the hypothesis on the moments, converges to the following
expression:
3∑
j=1
3∑
k=1
∂x j ∂xk
〈
Vk f,
k j (v)
M
ψ
〉
= 2∇x · 〈k(v)⊗ v · ∇xρ〉,
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when p = 1, or to 0 if p > 1.
Note that if q > 1, the asymptotic limit of the quadratic term of (4.4) converges to zero for any γ ≥ 0, δ ≥ 0, in
which case one formally obtains the mass conservation equation or linear diffusion equation depending on the values
of p:
∂tρ +∇x · 〈k(v)⊗ v · ∇xρ〉 = 0, p = 1, (4.6)
∂tρ = 0, p > 1, (4.7)
which corresponds to mass conservative systems. Therefore, for any δ, γ ≥ 0, the presence of source terms in the case
q > 1 does not affect the macroscopic limit equations.
Moreover, one can compute the proliferating terms in the limit ε −→ 0. For any i, j , one has
〈Ii j ( fε, fε)〉v −→ 〈Ii j (Mρ,Mρ)〉v = 〈M2(v)〉vρ〈ρ〉u . (4.8)
The asymptotic limit of the quadratic term of (4.4) clearly depends on δ and γ . The following possible cases arise:
I: γ = 0, δ 6= 0, q = 1. In this case, the quadratic term of (4.4) converges to
〈Γ 2211 (Mρ,Mρ), ψ〉 + 〈Γ 2112 (Mρ,Mρ), ψ〉 + 〈I 2112 (Mρ,Mρ), ψ〉.
II: δ = 0, γ 6= 0, q = 1. Now, the quadratic term of (4.4) converges to
〈Γ 2211 (Mρ,Mρ), ψ〉 + 〈Γ 2112 (Mρ,Mρ), ψ〉 + 〈I 2211 (Mρ,Mρ), ψ〉.
Letting ε go to zero in (4.4), using (4.5) and (4.8), one obtains the following result:
Theorem 4.1. Let (3.11) and Assumption H hold, suppose q = 1, γ = 0, δ 6= 0 or q = 1, δ = 0, γ 6= 0 and let
f(t, x, v, u) be a sequence of solutions to the scaled kinetic equation (4.2) such that f converges, in the distributional
sense, to a function f as ε goes to zero. Furthermore, assume that the moments
〈 fεi 〉,
〈
k(v)
M(v)
⊗ v fεi
〉
, 〈Γi j ( fε, fε)〉, 〈Ii j ( fε, fε)〉 i, j = 1, 2
converge in the sense of distributions to the corresponding moments
〈 fi 〉,
〈
k(v)
M(v)
⊗ v fi
〉
, 〈Γi j ( f, f )〉, 〈Ii j ( f, f )〉 i, j = 1, 2,
and that all formally small terms vanish. Then the asymptotic limit f takes the form (4.3) where ρ(t, x, u) is the weak
solution of the following equation
p = 1: ∂tρ −∇x · (D · ∇xρ) = 〈M
2〉v
2
2∑
i, j=1
Γi j (ρ, ρ)+ 〈M2〉vρ〈ρ〉u, (4.9)
and
p > 1: ∂tρ = 12 〈M
2〉v
2∑
i, j=1
Γi j (ρ, ρ)+ 〈M2〉vρ〈ρ〉u, (4.10)
where Γi j are defined by
Γi j (ρ, ρ) =
∫ ∞
−∞
∫ ∞
−∞
ϕi j (u∗, u∗; u)ρ(t, x, v, u∗)ρ(t, x, v, u∗) du∗du∗
− ρ(t, x, u)
∫ ∞
−∞
ρ(t, x, u∗) du∗, (4.11)
and the diffusivity tensor D is given by
D = −
∫
Dv
v ⊗ k(v)dv, (4.12)
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where k(v) is a solution of Eq. (3.13) given in Lemma 3.5.
One can prove that the tensor D is symmetric and positive definite. To see this, note that for any x ∈ R3, one has
that
(Dx) · x = −
∫
V
(v · x)(k(v) · x)dv. (4.13)
Indeed by (3.13), one has
vi = 12M (L1(ki (v)ψ)+ L2(ki (v)ψ)) , i = 1, 2, 3. (4.14)
Substituting (4.14) into (4.13) and using (3.15) yields
(Dx) · x = −1
2
〈
1
M
(L1(k(v) · xψ)+ L2(k(v) · xψ)), k(v) · x
〉
L2(v)
= −1
2
〈
1
M
L(k(v) · xψ), k(v) · xψ
〉
L2(v)×L2(v)
≥ 1
2σ
〈
k(v) · xψ, k(v) · xψ
M
〉
L2(v)
. (4.15)
Suppose now that k(v) · x were identically equal to zero for a x 6= 0. Then by taking the scalar product of (3.13)
with x , v · x would be zero for all v ∈ Dv , which is impossible by the spherical symmetry of Dv . Thus the right hand
side of (4.15) is positive for each x 6= 0. The symmetry of the matrix D is an immediate consequence of the fact that
L is self-adjoint with respect to the scalar product in L2(v, dvM )× L2(v, dvM ). Indeed, let x, y ∈ R3, then
(D · x) · y = −
∫
V
(v · y)(k(v) · x)dv = −1
2
〈
1
M
(L1(k(v) · yψ)+ L2(k(v) · yψ)), k(v) · x
〉
L2(v)
= −1
2
〈
1
M
L(k(v) · yψ), k(v) · xψ
〉
L2(v)×L2(v)
.
The tensor D is non-isotropic in general (it is a not scalar multiple of identity). At the end of this section an example
will be provided in which D is isotropic.
III: q = 1, δ = 0, γ = 0. In this case, the quadratic term of (4.4) converges to
〈Γ 2211 (Mρ,Mρ), ψ〉 + 〈Γ 2112 (Mρ,Mρ), ψ〉 + 〈I 2211 (Mρ,Mρ), ψ〉 + 〈I 2112 (Mρ,Mρ), ψ〉.
The macroscopic description is provided by the following result:
Theorem 4.2. Let f(t, x, v, u) be a sequence of solutions to the scaled kinetic equation (4.2). Let the assumptions
of Theorem 4.1 hold, and suppose q = 1, γ = δ = 0. Then the asymptotic limit f has the form (4.3) where ρ(t, x, u)
is the weak solution of the following equations
p = 1: ∂tρ −∇x · (D · ∇xρ) = 〈M
2〉v
2
2∑
i, j=1
Γi j (ρ, ρ)+ 2〈M2〉vρ〈ρ〉u, (4.16)
and
p > 1: ∂tρ = 12 〈M
2〉v
2∑
i, j=1
Γi j (ρ, ρ)+ 2〈M2〉vρ〈ρ〉u . (4.17)
IV: q = 1, δ 6= 0, γ 6= 0. The quadratic term of (4.4) converges now to
〈Γ 2211 (Mρ,Mρ), ψ〉 + 〈Γ 2112 (Mρ,Mρ), ψ〉.
The macroscopic picture is now given by:
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Theorem 4.3. Let f(t, x, v, u) be a sequence of solutions to the scaled kinetic equation (4.2). Let the assumptions of
Theorem 4.1 hold, and suppose q = 1, γ 6= 0, δ 6= 0. Then the asymptotic limit f has the form (4.3) where ρ(t, x, u)
is a weak solution of the following equations
p = 1: ∂tρ −∇x · (D · ∇xρ) = 〈M
2〉v
2
2∑
i, j=1
Γi j (ρ, ρ), (4.18)
and
p > 1: ∂tρ = 12 〈M
2〉v
2∑
i, j=1
Γi j (ρ, ρ). (4.19)
In this case, the proliferative terms disappear in the limit and therefore they do not influence the behavior of the
macroscopic limit equations.
The case γ = δ = 0, which corresponds to µ11 = µ12 = µ21 = µ22 = 1, is particularly important in what
concerns the presence of terms related to birth and death processes. Let Rε(t, x), R(t, x) be the functions defined by
Rε(t, x) =
∫
R3×R
fε(t, x, v, u)dvdu, R(t, x) =
∫
R
ρ(t, x, u)du. (4.20)
Integrating (4.16) and (4.17) over u yields
∂t R(t, x)−∇x · (D · ∇x R(t, x)) = 2〈M2〉vR2(t, x), (4.21)
and
∂t R(t, x) = 2〈M2〉vR2(t, x). (4.22)
In the limit
ε −→ 0, Rε(t, x) =
∫
R3×R
fε(t, x, v, u)dvdu ∼= R(t, x),
which is a solution of the nonlinear diffusion equation (4.21) if p = 1 (respectively of the nonlinear evolution equation
(4.22) if p > 1).
Let us now discuss a specific model of turning kernel and compute explicit formulas for the diffusion coefficient.
This task is straightforward for the relaxation time model
T (v, v∗) = σM(v), σ > 0. (4.23)
In this case, the leading turning operator becomes
L( f ) = σ(M〈 f1〉v − f2,M〈 f2〉v − f1). (4.24)
In particular one derives from (3.17) the following expression for the diffusion coefficient
D = 1
σ
∫
Dv
v ⊗ vM(v)dv. (4.25)
Moreover if we assume the rotational invariance of the equilibrium distribution, i.e., M = M(|v|), one obtains the
isotropic tensor D:
D =
(
1
3σ
∫
Dv
|v|2M(v)dv
)
· I. (4.26)
For q = 1, γ = δ = 0, the following nonlinear diffusion equation and nonlinear evolution equation are obtained
p = 1: ∂tρ − d∆xρ = 〈M
2〉v
2
2∑
i, j=1
Γi j (ρ, ρ)+ 2〈M2〉vρ〈ρ〉u, (4.27)
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and
p > 1: ∂tρ = 12 〈M
2〉v
2∑
i, j=1
Γi j (ρ, ρ)+ 2〈M2〉vρ〈ρ〉u, (4.28)
where
d = 1
3σ
∫
Dv
|v|2M(v)dv. (4.29)
When d → 0, Eq. (4.28) formally reduces to Eq. (4.27). One may wonder if Eq. (4.28) could be derived directly
from the kinetic model (2.1) or (2.9) when p = 1 in some asymptotic limit. Indeed, this is the case. For d very small,
one may take σ = 1
εa , a > 0. Then, when p = q = 1, γ = δ = 0, one obtains the following kinetic model:
ε∂t fε(t, x, v, u)+
3∑
j=1
V j∂x j fε(t, x, v, u) =
1
εa+1
L fε + ε
(
Γ 2211 ( fε, fε)+ Γ 2112 ( fε, fε)
)
+ ε
(
I 2211 ( fε, fε)+ I 2112 ( fε, fε)
)
, (4.30)
where L = L
σ
. By taking the scalar product of (4.30) with ψ , we obtain
∂t 〈 fε, ψ〉 +
3∑
1
∂x j
〈
V j
fε
ε
, ψ
〉
= J [ fε] =
(
〈Γ 2211 ( fε, fε), ψ〉 + 〈Γ 2112 ( fε, fε), ψ〉
)
+〈I 2211 ( fε, fε), ψ〉 + 〈I 2112 ( fε, fε), ψ〉. (4.31)
The asymptotic limit of 〈V j fεε , ψ〉 has now to be estimated. Noting that
3∑
j=1
∂x j
〈
V j
fε
ε
, ψ
〉
= εa
(
3∑
j=1
∂x j
〈
ε∂t fε +
3∑
k=1
∂xkVk fε − ε
(
Γ 2211 ( fε, fε)+ Γ 2112 ( fε, fε)
)
− ε
(
I 2211 ( fε, fε)+ I 2112 ( fε, fε)
)
,
k j (v)
M
ψ
〉)
−→ 0, as ε −→ 0. (4.32)
This implies that the diffusion term vanishes and gives the macroscopic Eq. (4.28) in the limit σ −→ +∞. One
concludes that Eq. (4.28) can be obtained from a kinetic model even in the case p = 1 in the regime σ −→ +∞.
The macroscopic equation (4.28) can be derived from the kinetic model (2.1) in the case p = 1, without the
diffusive time scaling, when q = δ = γ = 0. In this case the model (2.1) becomes
∂t fε(t, x, v, u)+
3∑
j=1
V j∂x j fε(t, x, v, u) =
1
ε
L fε + Γ 2211 ( fε, fε)+ Γ 2112 ( fε, fε)
+ I 2211 ( fε, fε)+ I 2112 ( fε, fε). (4.33)
In the limit ε −→ 0,
fε(t, x, v, u) −→ (Mρ,Mρ), and
〈
3∑
j=1
V j∂x j fε(t, x, v, u), ψ
〉
−→ 0.
Then, taking the scalar product of (4.33) with ψ , yields (4.28).
5. Further generalizations and critical analysis
The approach developed in the previous sections refers to models of multicellular structures with an internal
microscopic state which is modified by cellular interactions. Cells may reproduce and grow. Then, macroscopic
658 N. Bellomo et al. / Computers and Mathematics with Applications 53 (2007) 647–663
equations refer to systems with variable mass. The analysis has shown that a relevant role is played by the time
scaling or, in other words, by the relative velocities characterizing the three different phenomena described by the
model: space dynamics, biological transitions, and growth phenomena. Suitable experiments should be addressed to
focus the prevalence of a type of dynamics with respect to the others.
Indeed physical systems of interest in biology, such as tumor growth in the environment of a vertebrate, may show
different types of interactions which may simultaneously occur with different velocities. For instance the analysis may
consider rapidly (or slowly) replicating cells. This is not the only peculiarity of the model dealt with in Section 5. In
fact, the immune defense may substantially modify the parameter α. The approach developed in this paper has to be
regarded as a methodological framework, suitable to provide technical results for all conceivable types of scaling.
Our analysis is referred to a class of equations, described in Section 2, where the motion of cells is described by
a purely stochastic dynamics. Of course this does not include a variety of general cases where the motion may be
induced by macroscopic actions, thus generating hybrid micro–macroscopic models, within a framework which may
be called mesoscopic modelling. Moreover, our procedure might be useful for biological applications including the
description of fragmentation–coagulation phenomena. An interesting research perspective consists in implementing
the mathematical approach of Sections 3 and 4 to such cases.
Some hints towards that goal are given in this final section by a concise description of some situations where the
previous approach could possibly be pursued further, to shed light into particular biological problems.
Bearing this in mind, consider first the case of chemotaxis models still in the line of going from individual to
collective behaviors. Such models describe the motion of microorganisms (or even cells) induced by chemical signals
that they are able to sense, transduce and eventually relay into the medium. Chemotaxis is known to play a key role in
a large number of homeostatic and pathological situations, see among others, Yancopoulos et al. [17], Carmeliet and
Jain [18], Levine et al. [19] and Herrero and Lo´pez [20].
To this day, most of the experimental studies conducted have been performed in bacteria (E. coli), amoebae
(Dictyostelium discoideum; Dd for short), neurons and lymphocytes. A major challenge in the field consists in fitting
the wealth of data already available into quantitative (hence mathematical) models that could allow for explanation,
prediction and subsequent control of the biological processes under consideration. A survey on chemotaxis and the
models used to describe it can be found in [21], and in the literature quoted there.
Interest in the mathematical modelling of chemotaxis was largely sparked by the seminal work by Keller and
Segel [22]. Referring to the specific case of the slime mold Dd, the authors proposed a relatively simple system of
partial differential equations that was intended to describe a particular aspect of the Dd cell cycle, namely aggregation.
More precisely, in its simplest setting the KS system reads:
∂u
∂t
= D11u − χ(u · ∇v),
∂v
∂t
= D21v + au − bv.
(5.1)
Here u (x, t) and v (x, t) respectively denote the macroscopic concentrations of Dd amoebae and that of a chemical
(cAMP≡cyclic adenosine monophosphate) that they secrete, and that induces motion towards higher gradients of
such a substance, as indicated by the convective term in the right of the first equation in (5.1). The diffusion constants
D1, D2 and the kinetic parameters χ, a and b are positive constants; it is usually assumed that D1  D2. This leads to
considerable simplification in the model, since the second equation in (5.1) may then be assumed to be in equilibrium.
The main goal in [22] was to understand the well-documented phenomenon of aggregation induced by starvation
in Dd colonies. As a matter of fact, it has repeatedly been observed that, when food becomes scarce, some members in
a Dd colony start emitting regular pulses of cAMP. Dd amoeba crawl upwards in these cAMP gradients, to eventually
aggregate around some pulsating centers. They then remain there until entering the next stage in their reproductive
cycle. A key point is that the size of the condensates thus formed is rather constant, no matter how large the initial
population is. This seems to be related to a successful reproduction strategy, since subsequent maturation will occur
in fruiting bodies that need to be lifted from the ground. Thus too large (whence too heavy) condensates are unwieldy
to be lifted, whereas too small ones turn out to be immature for differentiating signals to act in an efficient manner;
see for instance Brown and Firtel [23] and Gomer et al. [24] for further details.
What Keller and Segel proposed is that early stages of aggregation in Dd colonies could be described in
mathematical terms by means of the instability of an homogeneous equilibrium state which is triggered as soon
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as the initial population goes beyond a threshold value. Later, Nanjundiah [25] suggested that subsequent aggregation
stages might be characterized mathematically as a particular type of blow-up phenomenon. More precisely, the Dd
population density u (x, t), which may be assumed to be initially smooth, would develop a singularity in a finite time
T > 0, in such a way that, while
lim
t→T (sup u(t, x)) = +∞,
one should also have that:
lim
t→T
∫
Ω
u(t, x) dx = M,
where 0 < M < ∞ and Ω denotes the region in space occupied by Dd individuals. In this picture, condensate
formation is described by the onset of a Dirac delta-type of singularity:
lim
t→T u(t, x) = Mδ (x − x0) , (5.2)
where x0 denotes the location of the condensation center (for large colonies, many such centers may appear; we just
recall here the case of a single center for simplicity). As to M > 0, it represents the size of the aggregate. We shall
refrain here from a detailed description of the mathematics that eventually allowed us to substantiate the existence of
solutions of (5.1) satisfying (5.2). Suffice it to say that such solutions were obtained in Herrero and Vela´zquez [26,27]
for the case of two space dimensions, which correspond to swarm aggregation on the surface of a medium.
At this juncture, it is worth stressing that the macroscopic system (5.1) (and some variants thereof) was derived
in [22] by a phenomenological approach, which raises at once a number of questions. For instance, one may wonder
if (5.1) could be somehow related to the individual behavior of Dd amoebae. In mathematical terms, the question can
be stated as follows: is it possible to recover (5.1) in a suitable limit, starting from the consideration of the laws of
motion for a large population of Dd units?
More generally, one may ask first how to derive microscopic models that keep track of the key aspects in Dd
aggregation, such as for instance:
(i) The presence of waves in cAMP (mainly of spiral and scroll type, and interactions thereof) which are known to
mediate aggregation.
(ii) The formation of Dd streams which follow the waves scent in their way towards aggregation centers, and
(iii) The fact that the aggregates thus formed have always a fixed size.
Once such a microscopic description has been derived, the question then remains of obtaining from it a macroscopic
system of equations (which often are easier to deal with) in a suitable limit.
Stevens [28] showed that rather general two-component chemotaxis systems, which include (5.1) as a particular
case, can be derived by means of a limit process, starting from a population of moderately interacting stochastic
particles. More precisely, she assumed that both microorganisms and chemicals are represented by a population
of particles, each of which moves in the ambient space according to suitable stochastic differential equations. The
equation for the amoebae includes a drift term which depends on the position of the chemical particles. Furthermore,
any Dd particle may give birth to chemical particles (which are postulated to undergo Brownian motion) according
to certain rules. Under a number of technical assumptions, it was shown in [28] that, when the interaction among
particles scales in an appropriate way as the number N of total particles increases, the corresponding stochastic
system converges (in a weak sense) to a system of the type:
∂u
∂t
= µ1u −∇(χ(u, v)∇v),
∂v
∂t
= η1v + β(u, v)u − γ (u, v)v,
(5.3)
for some positive constants µ and η, and some kinetic functions χ, β and γ . Keeping track of properties (i), (ii) and
(iii) through the postulated microscopic process seems to be yet an open question, and the same happens for the limit
macroscopic model (5.3).
An alternative point of view, closer to the approach presented in this work, consists in assuming that chemotaxis
can be modelled by means of a velocity-jump process (cf. for instance Othmer et al. [29] for background material). In
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view of biological evidence available, this might rather be the case when smaller organisms than Dd (as for instance,
E. coli) are considered. Coached in mathematical terms, the velocity-jump approach leads to the consideration of a
Boltzmann equation:
∂p
∂t
+∇x · vp = −λp + λ
∫
T
(
v, v′
)
p
(
t, x, v′
)
dv′, (5.4)
where p(x, v, t) denotes the density function for individuals in a 2n-dimensional space with coordinates (x, v), where
x ∈ Rn is the position of an individual, and v ∈ Rn is its velocity. Then p(x, y, t) dxdv denotes the number density
of individuals with position located between x and x + dx , and velocity between v and v + dv. In (5.4) it is assumed
that the random velocity changes are the result of a Poisson process of intensity λ, so that λ−1 is the mean run length
time between the random choices of direction. Finally, the kernel T
(
v, v′
)
represents the probability of a change in
velocity from v′ to v. T is taken to be nonnegative and normalized, so that
∫
T
(
v, v′
)
dv = 1. It is also assumed in
(5.4) that T is independent of the time between jumps.
The question of how to derive reaction–diffusion systems like (5.1) and (5.3) by means of a suitable limit processes
starting from equations of type (5.4) has been discussed by several authors (see for instance Hillen and Othmer [12],
Othmer and Hillen [14] and Chalub et al. [30]). Recently, a further step has been taken by Erban and Othmer [31,
32], which is in close relation to the approach recalled in our previous Section 2. More precisely, these authors also
assume that the density of the biological population (E. coli in their case) p(x, v, y, t) depends on time, the position
and velocity of the cell, and also on its internal state y ∈ Rm (m ≥ 1), which in turn is supposed to obey a kinetics
encoded in a ODE system:
dy
dt
= f (y, S), (5.5)
where y = (y1, . . . , ym) denote the internal variables, S (x, t) = (S1, . . . , Sd) ∈ Rd stands for the signals present in
the environment, and f : Rm × Rd → Rm represents the precise model of internal dynamics under consideration; a
particular choice of such f for E. coli is proposed in Spiro et al. [33]. Moreover, the mean run length is also assumed
to depend on y. In this way, one is led to consider, together with (5.5), the following Boltzmann equation:
∂p
∂t
+∇x · vp +∇y · f p = −λ(y)p +
∫
λ(y)T
(
v, v′, y
)
p
(
t, x, v′, y
)
dv′. (5.6)
A perturbation analysis carried out in [31] and [32] yields that, to the lowest order, the cell variable:
n(t, x) =
∫ ∫
p(t, x, v, z) dvdz
satisfies the evolution equation:
∂n
∂t
= ∇(D∇n − nχ(S)∇S), (5.7)
under a number of assumptions. For instance, the internal dynamics is considered to be described by two variables
y1, y2, respectively representing excitation and inhibitory pathways. Moreover, S = S (x) is taken to be time-
independent. In (5.7), D and χ are the diffusion and chemotactic sensitivity tensors (cf. (4.9) in this work; see also
the derivation of the diffusivity tensor in Section 4). When D and χ are isotropic, we then recover equations for the
cell density similar to those in (5.1) and (5.3).
In view of the previous remarks, a number of questions naturally arise. For instance, it seems interesting to derive
equations of type (5.7) in the case where S = S(t, x, v, y), at least under some particular choices of the dynamics in
(5.5) that could be related to major transducing pathways in the biological model under consideration. In this respect,
attention should be paid to the fact that E. coli and Dd have linear dimensions that differ by an order of magnitude,
so that their corresponding laws of motion may be quite different. In particular, the propagation scheme described in
points (i), (ii) and (iii) seems to be specific of the larger Dd individuals.
The analysis explained in Sections 3 and 4 takes advantage of the method outlined above, including the more
general description of phenomena related to cellular interactions which modify the microscopic state. Indeed, it has
been shown that such an approach leads to a much richer variety of equations with respect to (5.7). On the other
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hand including the description of chemotactic phenomena means modelling the stochastic jump term in a way to
include the dynamics induced by them. Performing this type of challenging analysis leads not only to the derivation
of macroscopic evolution equations, but also to the consideration of delicate questions in pattern formation.
A second hint proposed in this section concerns the results stated in Theorem 4.1, and more precisely the derivation
therein made of Eq. (4.9) and (4.10). The similarity with models of irreversible aggregation follows at once by
comparison with the equations describing this last situation, viz:
∂c
∂t
(t, x) = 1
2
∫ x
0
K (y, x − y)c(t, y)c(t, x − y) dy − c(t, x)
∫ ∞
0
K (x, y)c(t, y)dy, (5.8)
where c(t, x) denotes the concentration of members of a certain population, e.g. particles, with size x at time t .
The first term in the right of (5.8) represents coagulation of particles of size x by means of binary encounters
of particles of sizes y and x − y respectively. The precise mechanism by which coalescence occurs is encoded in
the choice of the coagulation kernel K (x, y). On the other hand, the second term on the right in (5.8) describes
the loss of x-sized particles through encounters with particles of any size y > 0, which results in the formation of
aggregates of size (x + y). In many physical situations, when clusters grow sufficiently large, fragmentation effects
(which introduce reversibility in the process under consideration) become relevant. These are not contained in (5.8),
but could be easily accounted for by adding suitable integral terms there.
Since the introduction of kinetic coagulation equations by Von Smoluchowski [34] at the beginning of the 20th
century (see also Chandrasekhar [35] for an illuminating review), Eq. (5.8) and their discrete counterparts:
dck
dt
= 1
2
∑
i+ j=k
ai jcic j − ck
∞∑
j=1
ak jc j (k ≥ 1), (5.9)
have been extensively used to analyze a number of problems in population dynamics, polymer theory and aerosol
formation, to name but a few. Mathematical aspects concerning the qualitative behavior of the solutions to the initial
value problem are reviewed in Chapter 3 of the book by Bellomo and Lo Schiavo [36].
The contents of this paper refer to models characterized by a continuous dependence of the distribution function
over a continuous microscopic state. On the other hand, various systems of interest in applied sciences are
characterized by a finite dimensional microscopic state. An interesting mathematical approach to this type of
modelling is proposed in the paper by Bertotti and Delitala [37]. The link between microscopic and macroscopic
description needs to be developed also for this type of Boltzmann type equation.
The above phenomena may be related also to multicellular systems when cells condense into solid forms, or when
fragmentation phenomena and detachment occur. That is the case of tumor growth as documented, for instance in
the papers [19,38–40]. The mathematical description of the phenomena can be technically related to the framework
offered in Section 2, by introducing an additional microscopic variable related to the size of the cluster, while the
kernel concerning the specific fragmentation or coagulation should be also related to the specific biological state.
Bearing all above in mind, a comparison with Eqs. (4.9) and (4.10) suggests a number of questions. For instance, the
collision operators Γi j appearing there (and which are recalled in (4.11)) are similar to the aggregating integral term in
(5.8). However, in (4.11) coalescence is considered only in the biological variable u. It would be interesting to consider
particular, biologically motivated choices of the transition coefficients ϕi j in (4.11) (similar to the coagulation kernel
K (x, y) in (5.8)) and then analyze the corresponding evolution equations (4.9) and (4.10). It is certainly tempting to
look for an analogue of the sol–gel transition; such a phenomenon (if it exists) might point towards the prevalence of
some particular internal states u, thus drawing a parallel with the onset of large aggregates, which is a characteristic
of that type of phase transition in the polymeric case.
As an alternative, one might wonder if (4.9) and (4.10) are able to exhibit some aggregation mechanism in the u
variables. Finally, the limit case p = 1 that gives raise to (4.9) has the additional feature of including space diffusion
into the model. One may wonder if pattern formation mechanisms could be identified in (4.9), perhaps under the
assumption of a suitable feedback between internal biological variables and the macroscopic ones.
We conclude by referring to a forthcoming book [41] for an applied mathematician’s approach to derivation of
macroscopic models of biological tissues in the framework of classical continuum mechanics. This book is going to
be an interesting source of bibliographical information for applied mathematicians active in the field.
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