A new and simple method to adjust the step-size (μ) of the standard Normalized Least Mean Square (NLMS) adaptive algorithm is proposed here. The value of μ is totally controlled by the use of a Pseudorandom Noise (PRN) uniform distribution that is defined by values from 0 to 1. Randomizing the step-size parameter eliminates much of the trade-off between residual error and convergence speed compared with the fixed step-size. The mean-square error (MSE) of using the new algorithm in the adaptation process of system identification over a defined communication channel is investigated here. The proposed uniformly distributed step-size variation in the adaptation process of the NLMS algorithm makes it possible to have similar convergence rate but lower steady state error compared with fixed μ.
INTRODUCTION
Adaptive filtering algorithms have been widely applied to solve many problems in digital communication systems [1] [2] [3] . So far, the Least Mean Square (LMS) and its normalized version (NLMS) adaptive algorithms have been the most commonly adopted approaches owing to the clarity of the mean-square-error cost function in terms of statistical concept and the simplicity for computation. It is known that the NLMS algorithm gives better convergence characteristics than the LMS because it uses a variable step-size parameter in which the variation is achieved due to the division, at each iteration, of the fixed step size by the input power. However, a critical issue associated with both algorithms is the choice of the stepsize parameter that is the trade-off between the steadystate misadjustment and the speed of adaptation. Recent studies have thus presented the idea of variable step-size NLMS algorithm to remedy this issue [4, 5] . Also, many other adaptive algorithms [6] [7] [8] [9] have been defined and studied to improve the adaptation performance. In this work, the proposed approach of randomizing the algorithm's step-size has been introduced and tested in the adaptive system identification over a given communication channel. The proposed random step-size approach yields an algorithm with good convergence rate and steady state stability.
The organization of this paper is as follows: In Section 2 the system model is explained. Section 3 describes the standard NLMS and the proposed random step size NLMS algorithms. The simulation results in the case of adaptive system identification are presented in Section 5. Finally the conclusion and references are given in Sections 6 and 7, respectively.
SYSTEM MODEL
Consider the system identification problem illustrated in Figure 1 . The Figure shows the discrete time model for the FIR system identification. One common application is to use adaptive filters to identify an unknown system, such as the response of an unknown communications channel. An unknown FIR system with N-point impulse response vector w(n) has an input sequence {u(n)} and an output sequence {d(n)}. The input signal is binary phase shift keying (BPSK) which has two phases (0 andπ) so the signal is limited between 1 and -1. The general formula for a sum of weighted time delayed channel impulse response can be written as:
, providing a frame of reference for the adaptive filter, is defined by:
where U(n) is the input vector, which is common to both the unknown system and the adaptive filter and v(n) is the Additive White Gaussian Noise (AWGN) with zero mean and variance σ 2 . The error signal e(n), involved in the adaptive process, is defined by:
135 ___________________________________ 978-1-4244-5900-1/10/$26.00 ©2010 IEEE where W^(n) is the tap-weight vector of the adaptive filter assumed to have a transversal structure. Clearly, when e(n) is very small, the adaptive filter response is close to the response of the unknown system. Application of the Wiener filter to this problem involves constructing an estimate y(n) of the observed output d(n) by passing the observed input sequence u(n) through a system modeling filter with impulse response vector w(n). The impulse response of the system model is chosen to minimize the MSE.
It is assumed that the adaptive filter has the same number of taps as the unknown system represented by w(n). 
THE NLMS ALGORITHM
In a transversal adaptive filter, the input vector U(n) and the weight vector W(n) at the time of n th iteration are defined as follows:
where u n is the filter input and w^i, (i=0, 1, …, M-1) is the weight vector which corresponds to the filter length. The filter output is obtained as follows:
In the Least Mean Square (LMS) algorithm, the weight vector W n is updated using the following equation:
In (8) 
On the other hand the NLMS algorithm adapts the tap weight vector [3] using a gradient descent algorithm that reduces the squared estimation error at each time instant. The algorithm is given below:
where μ is the algorithm's step-size parameter λ is a very small number added to avoid instability, and e n is the error signal which is defined as:
THE PROPOSED METHOD
The stability of the NLMS algorithm depends on the value of its step-size, and thus its optimization criterion should be found. The desired response has been set as in the Equation (2) above. An estimate of the unknown parameter w is calculated from the tap-weight vector w(n). The weight-error vector is given below:
To study the stability performance of adaptive filters, the mean-square deviation may be identified.
where E denotes expectation. Substituting (13) into (14) yields:
is the undisturbed error signal defined by:
The bounded range of the normalized step-size parameter can be found from (15) as:
For the case of real-valued data, the following equation Using the proposed idea of randomizing the step size, the step-size for the NLMS algorithm is changed into a A system identification problem of estimating the desired response signal, d n , has been considered. The proposed algorithm adjusts the step-size parameter using pseudorandom sequence generator with values 0 to +1 that minimizes the squared estimation error at each time instant. The proposed idea of uniformly distributed stepsize eliminates ultimately much of the conflict between the speed of convergence and steady-state error.
SIMULATION RESULTS
This section presents the computer simulations results of the performance of fixed and new variable step-size NLMS algorithms. The following two equations represent the coefficient vector of the unknown system (to be identified by the adaptive filter) and its transfer function, respectively, have been used in this study. 
The unknown system output is disturbed by an uncorrelated zero-mean white Gaussian noise. The digital message applied to the channel is in random bipolar with the values of ± 1. The channel output is corrupted by a white Gaussian noise with zero mean and a variance of 0.01. The performance is determined by taking an average of 100 independent experimental simulations to demonstrate the mean-square error (MSE) performance of the proposed algorithm. The signal to noise ratio is set to 20 dB. Finally, the simulated systems have been implemented using Matlab codes. Figs. 2 & 3 show the MSE performances of the NLMS algorithm for various fixed step-sizes. It can be concluded that the performance with large step-size results in the fast convergence speed at the expense of a higher steady-state MSE. If, however, low steady-state MSE is required, then choosing a very low value of a fixed step-size for the NLMS algorithm must be made. On the other hand, Figs. 4 -7 show the MSE performances of the NLMS algorithm in the cases of fixed step-sizes of 0.3, 0.5, 0.9, and 1.5 and the corresponding random step-size approach. It is clearly shown that the MSE performance of the NLMS algorithm using random step-size approach outperforms the algorithm's performance with a fixed step-size, especially with large step-size values. This is expected since using the random PN sequence with an average of 0.5 halves the value of the fixed step-size.
CONCLUSIONS
The concept of using random step-size approach in the adaptation process of the NLMS adaptive algorithm has been introduced and tested. The tests include the MSE performance of the proposed algorithm in system identification. An extensive investigation, to determine the algorithm's best fixed step size, has been carried out over the defined channel. And a comparison between the performances of using the fixed step-size and random stepsize approaches has been carried out. It can be concluded that the performance of using the random step-size outperforms the performance of that of fixed step-size and achieved much lower ground noise floor. So this paper showed that using the proposed method can achieve fast convergence rate and still converge to a very low steadystate MSE. 
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