We propose a method for indoor versus outdoor scene classification using a probabilistic neural network (PNN). The scene is initially segmented (unsupervised) using fuzzy C-means clustering (FCM) and features based on color, texture, and shape are extracted from each of the image segments. The image is thus represented by a feature set, with a separate feature vector for each image segment. As the number of segments differs from one scene to another, the feature set representation of the scene is of varying dimension. Therefore a modified PNN is used for classifying the variable dimension feature sets. The proposed technique is evaluated on two databases: IITM-SCID2 (scene classification image database) and that used by Payne and Singh in 2005. The performance of different feature combinations is compared using the modified PNN.
INTRODUCTION
Classification of a scene as belonging to indoor or outdoor is a challenging problem in the field of pattern recognition. This is due to the extreme variability of the scene content and the difficulty in explicitly modeling scenes with indoor and outdoor content. Such a classification has applications in content-based image and video retrieval from archives, robot navigation, large-scale scene content generation and representation, generic scene recognition, and so forth. Humans classify scenes based on certain local features along with the context or association with other features. This context is learned by experience (training). Some examples of such local features are the presence of trees, water bodies, exterior of buildings, sky in an outdoor scene and the presence of straight lines or regular flat-shaded objects or regions such as walls, windows, artificial man-made objects in an indoor scene. Also, the types of features that humans perceive from images are based on color, texture, and shape of local regions or image segments. In this work, we represent the image as a collection of segments that can be of arbitrary shape. From each segment color, texture, and shape features are extracted. Therefore, the problem of indoor versus outdoor scene classification is a feature set classification problem where the number of feature vectors in the feature set is not constant, as the number of segments in an image varies. Also, there is no implicit ordering of the feature vectors in the feature set. This rules out the use of classifiers that take fixed dimension input feature vectors for classification. Hence we propose a modified probabilistic neural network that can handle variability in the feature set dimension.
The rest of this paper is organized as follows. The following section reviews existing work done in the indoor versus outdoor scene classification. Section 3 discusses the unsupervised segmentation of the scenes using fuzzy C-means clustering (FCM). The extraction of features from segments is described in Section 4. Section 5 describes PNN and its modification for scene classification. Section 6 discusses the results of the proposed technique on two databases. Section 7 concludes the paper and gives directions of future work.
REVIEW
The approaches used for scene classification (indoor versus outdoor) rely on features such as, edges, color, texture, and shape properties. Saber and Tekalp [1] integrated color, edge, shape, and texture features for region-based image annotation and retrieval. The classifiers used are Bayesian, independent component analysis (ICA), principal component analysis (PCA), and artificial neural network (ANN). Payne and Singh [2] had proposed a technique based on analyzing straightness of an edge in images. They classified images based on the hypothesis that indoor images have a greater 2 EURASIP Journal on Advances in Signal Processing proportion of straight edges compared to outdoor images. They used multiresolution estimates on edge straightness to improve the efficiency of the technique. Their method failed when images contain some objects prevalent in both indoor and outdoor environments. For 872 images they obtained 87.70% accuracy on gray-level image and 90.71% on subsampled image.
Jain and Vailaya [3] proposed an efficient retrieval of images from large databases exploiting important visual clues like color and shape content of an image. Experimental results on a database of 400 trademark images showed that integrated color-and shape-based feature provided 99% of the images being retrieved within the top two positions. Vailaya et al. [4] had shown that high-level classification problem (city images versus landscapes) can be solved from simple low-level features trained for the particular classes. They developed a procedure for measuring the saliency of a feature towards a classification problem based on intraclass and interclass distance distributions. The procedure is used to determine the discrimination power of the features: color histogram, color coherence vector, DCT coefficient, edge direction histogram, and edge direction coherence vector. Among them edge direction-based features had shown maximum discriminative power. For classification, a weighted k-NN had been used resulting in an accuracy of 93.9% when evaluated on an image database of 2216 images using leave-one-out strategy. Iqbal and Aggarwal [5] developed an approach for content-based image retrieval based on isotropic and anisotropic mappings. Isotropic mapping is invariant to the action of planar Euclidean group, translation, rotation, and reflection of image data and hence, invariant to orientation and position. Anisotropy mapping is variant to all these transformations. Isotropic mappings is represented by structure extraction via perceptual grouping and color histogram. The representation for anisotropic mapping is considered to be a channel energy model comprised of even-symmetric Gabor filters for texture analysis. They used 521 images from a database in which 30 images were used for training. The achieved retrieval rate is 73.93%. Iqbal and Aggarwal [6] had exploited the semantic interrelationships between different primitive image features by perceptual grouping to detect the presence of man-made structures. Their methodology retrieves building images based on these principles in a Bayesian framework. The system had a recall of maximum 80% and a precision of 83.72% for the class of images containing buildings. In content-based image retrieval system image representation is a challenging problem.
Attributed relational graph (ARG) [7] can be a powerful representation. Yu and Grimson [8] used ARG for image representation. It is a composition of vertices or attributed parts (color, shape, e.g.) and edges or attributed relations such as relative brightness, relative texture change, and relative positions. A subgraph of an ARG is called configuration which is very efficient for representing contextual information in an image. Their framework combined configurational and statistical approaches in image retrieval. Instead of representing an image by a set of configurations they came up with a vector-space structure or statistical feature-based representation deducted from the configurations making the concept of learning and prediction easier. Thus their method is enriched with the semantic description power of configurations and simple vector-space structure of statistical approaches.
SIMPLIcity (semantics sensitive-integrated matching for picture libraries) [9] is an efficient CBIR system, which uses semantic classification methods, wavelet-based approach for feature extraction, and integrated region matching based upon image segmentation. The system classifies images in categories like textured-nontextured and graph-photograph. This categorization enhances retrieval by permitting semantically adaptive searching methods and also narrowing down the search space. A similarity measure is developed using region matching scheme which integrates properties of all regions in an image. Experimentation results showed that SIMPLIcity is a faster, better, and robust method for CBIR. Some works [10] [11] [12] have been done for naturalness classification or man-made versus natural image classification. In this case, images are represented by their "spatial envelope" properties, including naturalness, openness, and roughness. However, robust indoor versus outdoor scene classification is a challenging problem in the sense that both kinds of images can have common man-made objects and content of images are more unconstrained. Luo and Boutell [10] tried to cope with this challenge by using over-complete independent component analysis (ICA) on the Fourier-transformed image to obtain sparse representation, serving for more accurate classification. Some approaches [11] used only texture orientation as a low-level feature to discriminate "city/suburb" images. In [12] , it has been reported that high-level information can be inferred from low-level information and also high classification rate can be obtained from high-level feature set, whereas low-level feature gives low accuracy with low computational cost. A two-stage indoor/outdoor classification scheme has been attempted by Navid Serrano and Luo [12] using low-level features like texture and color. Images are divided into a number (powers of 2) of square blocks. Each of the blocks passes through color and texture feature extractor to be classified separately as indoor/outdoor blocks. And finally another classifier is used to classify the blocks into indoor or outdoor. The drawback of this method is that a fixed square blocking is applied to input images.
The method proposed in our paper segments the image using FCM based on features obtained using discrete wavelet transform to generate a set of segments which perceptually represents an indoor or outdoor image. We have used an unsupervised classifier (FCM) to segment the images such that it has no bias towards indoor or outdoor scenes. Unsupervised texture segmentation using FCM, based on features obtained from the two most commonly used multiresolution, multichannel filters: Gabor function and wavelet transform are described in [13] . A feature set has been derived from distinct regions and fed to a PNN (probabilistic neural network) for classification of the entire scene. The overall flowchart of the proposed method is given in Figure 1 .
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SCENE SEGMENTATION
In order to extract local features from the scene, the image is initially segmented using fuzzy C-means clustering [14] based on wavelet features [15] . We have used an unsupervised classifier (FCM) to segment the images such that it has no bias towards indoor or outdoor scenes. It is assumed that humans identify large parts of a scene for object recognition or scene understanding by analyzing a picture in modules [16] . Figure 2 shows the steps involved in image segmentation [13] . Each spectral band of the input image is filtered using discrete wavelet transform (Daubechies 8-tap and Haar filters). The absolute value of filter responses are smoothed by a Gaussian function. This is further normalized and the statistical features extracted for each spectral band (red, green, and blue) are concatenated to form an augmented feature vector which is used for clustering. The following subsections elaborate on the extraction of wavelet features, the postprocessing, and clustering using fuzzy Cmeans technique.
Feature extraction using discrete wavelet transform (DWT)
The discrete wavelet transform analyzes a signal based on its content in different frequency ranges. Therefore it is very useful in analyzing repetitive patterns such as texture [15, 17] . The 2D wavelet transform uses a family of wavelet functions and its associated scaling functions to decompose the original image into different subbands, namely, the low-low, lowhigh, high-low, and high-high (A, V, H, D, resp.) subbands.
The decomposition process can be recursively applied to the approximation subband (A) to generate decomposition at the next level. a post-filtered energy of the qth subband of lth filter as
where Similarly for each spectral band (red, green, and blue) mean of A and variance of V and H are computed for responses obtained using two wavelet filters (Daubechies, and Haar). Thus an eighteen-dimension feature vector is obtained by concatenating all features obtained using these combinations. Hence each pixel in the image is now represented by a feature in 18 . This is used to segment the image using an unsupervised method of segmentation, which is described in the following subsection.
Fuzzy c-means clustering
There are already a large number of supervised and unsupervised texture segmentation algorithms existing in the literature. The difference between supervised and unsupervised segmentation is that supervised segmentation assumes prior knowledge on the type of textures present in the image. We have used here the (unsupervised) fuzzy C-means clustering (FCM) algorithm [14] which is an iterative procedure. Given M input feature vectors x m , m = 1, . . . , M, the number of clusters C, where 2 ≤ C < M, and the fuzzy weighting exponent z, 1 < z < ∞, initialize the fuzzy membership function u If
The value of the weighting exponent z determines the fuzziness of the clustering decision. A smaller value of z, that is, z close to unity, will lead to a zero/one hard decision membership function, while a larger z corresponds to a fuzzier output. show the bitmasks corresponding to the four major segments from the segmented image. In this work although the FCM-based clustering assigns disconnected image segments to the same cluster we consider disconnected segments of the same cluster as different segments. Regions near the boundary are not considered for further processing as they are often not completely available.
LOCAL FEATURE EXTRACTION
Local feature extracted from each of the major segment of the image are color, texture, and shape characteristics. Each type of feature is normalized and concatenated to form the augmented feature as
In the following, each type of feature used for classification is discussed.
Color
For each segment of the image, the mean color values are taken as the feature
where μ is the mean for the red (R), green (G), and blue (B) bands.
Texture
A feature vector for each segment is computed by taking mean of all the features associated with the pixels in a segment as
where P is the cardinality of the set ξ of pixels in a segment s, of the image. Similarly, mean features are computed for other features mentioned in Section 3. The texture feature vector thus obtained is
Shape Shape has been used as a feature for discriminating object classes. The Blobworld system [18] computes the area, eccentricity, and orientation of each region corresponding to an object. In this work, we use three shape features: eccentricity, compactness, and Euler number, to represent scene segments. The shape features are invariant to translation, rotation, and scaling. We consider such invariance important for obtaining a robust classification. Eccentricity and compactness are used as global parameters for MPEG-7 shape descriptors [19] . (1) Eccentricity is the ratio of the length of the longest chord of the shape to the longest chord perpendicular on it. (2) Compactness is often defined as the ratio of squared perimeter and the area of an object:
Compactness reaches the minimum in a circular object and approaches infinity in thin, complex objects. (3) Euler number is used as the topological descriptor defined as the number of connected components minus the number of holes in the segmented regions.
The above-mentioned shape features are concatenated to form the shape feature vector
CLASSIFICATION

Probabilistic neural network
The PNN model is based on Parzen's results on probability density function (PDF) estimators [20, 21] . PNN is a threelayer feedforward network consisting of input layer, a pattern layer, and a summation or output layer as shown in Figure 6 . We wish to form a Parzen estimate based on K patterns each of which is n-dimensional, randomly sampled from c classes.
The PNN for this case consists of n input units comprising the input layer, where each unit is connected to each of K pattern units; each pattern unit is, in turn, connected to one and only one of the c category units. The connection from the input to pattern units represents modifiable weights, which will be trained. Each category unit computes the sum of the pattern units connected to it. A radial basis function and a Gaussian activation function are used for the pattern nodes. The PNN is trained in the following way. First, each pattern x of the training set is normalized to have unit length. The first normalized training pattern is placed on the input units. The modifiable weights linking the input units and the first pattern unit are set such that w 1 = x 1 . Then, a single 6 EURASIP Journal on Advances in Signal Processing connection from the first pattern unit is made to the category unit corresponding to the known class of that pattern. The process is repeated with each of the remaining training patterns, setting the weights to the successive pattern units such that w k = x k for k = 1, 2, . . . , K. After such training we have a network which is fully connected between input and pattern units, and sparsely connected from pattern to category units. The trained network is then used for classification in the following way. A normalized test pattern x is placed at the input units. Each pattern unit computes the inner product to yield the net activation y,
and emits a nonlinear function of y k ; each output unit sums the contributions from all pattern units connected to it. The activation function used is exp( x − w k /σ 2 ). Assuming that both x and w k are normalized to unit length, this is equivalent to using exp((y k − 1)/σ 2 ). As the number of segments obtained differs from one scene to another, the feature-set representation of the scene is of varying dimension. Therefore a modified PNN is used for classifying the variable dimension feature sets.
Modified PNN
In our work, the second layer (i.e., pattern layer) must have
units, where I is the total number of training images for both indoor and outdoor classes and S i denotes number of segments in ith image. Here we consider different segments in training scenes to train our network. To classify a test scene, each segment of the test image is compared with each unit in the pattern layer. The distance between feature vector associated with the segment(s) of the test image and the weight vector associated to the pattern unit is computed as
where d k is the distance between the closest segment (sth segment) of the test image to the kth weight vector. We find the closest segment of the test image to each one of the training segments. The activation function used here is exp(d k /σ 2 ). The value of σ is found to be 0.07 by trial and error method. The output layer contains two units, one of them connects to all the units in the pattern layer containing segments corresponding to indoor scene and the other connects to all remaining units in pattern layer (units corresponding to outdoor scenes). For an unknown test scene, each output unit sums the contributions from all pattern units connected to it. The output unit with the highest value wins. In case of a competition between the two output units, the one with the most number of closely associated segments (based on d k in (14)) will be considered for obtaining a crisp classifier decision.
EXPERIMENTAL RESULTS
The proposed scene classification method is tested on the IITM-SCID2 (scene classification image database) [22] and part of the image database provided by the authors in [2] (we call this Benchmark-2). The IITM-SCID2 database consists of 902 indoor and outdoor images together, out of which 193 indoor and 200 outdoor images are used for training, and 249 indoor and 260 outdoor images are used for testing. The Benchmark-2 database consists of around 522 indoor and outdoor images together, out of which 100 images per class were used for training and 161 images per class were used for testing. The features extracted were normalized across the entire training and testing sets and concatenated to form the augmented feature vector for each combination. This augmented feature vector is used during training and testing the modified PNN. Table 1 shows the classification performance of the proposed method with different combinations of color, texture, and shape features on the IITM-SCID2 and Benchmark-2 databases. It can be observed that the combination of color and texture features perform better than all other combinations of features put together for both databases. It can also be noted that out of the three different types of features used individually, the textural features perform significantly better than shape-and color-based features for both databases. The performance of shape features is particularly good for outdoor scenes in Benchmark-2, but the performance of color features do not follow a trend for both databases due to the differences in color variations in both the databases. For indoor scenes in case of Benchmark-2 the shape features provide poor results. This leaves the scope of exploring better shape measures for classification. Table 2 compares the classification performance of the proposed method and our implementation of the methods proposed in [2] on IITM-SCID2 and Benchmark-2. It can be observed that the proposed method performs significantly Lalit Gupta et al. better than both the methods proposed in [2] on IITM-SCID2 and Benchmark-2. We have obtained 83% overall classification accuracy on Benchmark-2 using our implementation of the method proposed in [2] , which is near to that (87%) quoted in [2] . Figure 7 shows the FAR and FRR values for the proposed method and the method proposed in [2] . It can be observed that the equal error rate (EER) for the proposed method is 9.4%. This is significantly lesser than EER obtained for our implementation of [2] which is 35.5%. Figures 8 and 9 show some of the correctly classified indoor and outdoor scenes, respectively, from IITM-SCID2. Figure 10 shows the indoor images that were incorrectly classified as outdoor class from IITM-SCID2. This may be due to the inadequacy of the training images to provide the variability necessary to correctly classify the segments of the test image. Figure 11 shows the outdoor images that were incorrectly classified as indoor scenes from IITM-SCID2. It can be observed that most of these images have characteristics similar to indoor images such as flat-shaded walls with smooth textures and image segments with straight borders. Figures 12 and 13 show some of the correctly classified indoor and outdoor scenes, respectively, from Benchmark-2. Figures 14 and 15 show some of the incorrectly classified indoor and outdoor scenes, respectively, from Benchmark-2.
CONCLUSION AND FUTURE WORK
In this paper, we have proposed a method for indoor versus outdoor scene classification. We have represented the image using a feature set with varying number of feature vectors each describing the local color, shape, and textural properties of the image segments. In order to classify a variable dimension feature set, a modified PNN is used to overcome the problem of varying number of feature vectors, of the feature set, corresponding to the number of segments in the scene. We have tested the proposed scene classification technique on the IITM-SCID2 database and observed that the textural features based on the DWT subbands dominates other features such as shape and color. Future work includes exploring the use of a richer feature set based on other properties such as moments, edge ratio, and straightness of the edge. The modified PNN used in this work can be further extended to scene matching for image-querying applications.
