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要旨





年分から構築した分散表現データ mai2vec と nwjc2vec を比較することでこの点を確認する．












一方 nwjc2vec は国語研日本語ウェブコーパス（以下 NWJC）(Asahara et al. (2014))か
ら構築された分散表現データである (浅原・岡 (2017))．NWJC は超大規模コーパスである
ため，そこから構築された nwjc2vec は非常に高品質であると考えられる．実際，いくつかの









とを示す．そのために毎日新聞の記事 7年分から構築した分散表現データ mai2vec との品質
の比較実験を行う．具体的には LSTM を用いた言語モデルの構築を行い，そのパープレキシ
ティを測ることで分散表現データを評価する．LSTM の訓練データと言語モデルの評価デー
タがブログである場合は nwjc2vec の方が品質は高い．しかしそれらが mai2vec と同領域の
新聞記事である場合には mai2vec の方が品質が高くなる．これは領域適応の問題が生じてい
ることを意味する．
また nwjc2vec を少量の新聞記事によって ne-tuning を行い，tuning された nwjc2vec を
nwjc2vec-ft と名付ける．この場合，LSTM の訓練データと言語モデルの評価データが新聞記




nwjc2vec の構築の基になったコーパスは NWJC である．NWJC はウェブを母集団とし収
集された文書からなり，全体として約 258 億語からなるコーパスである．1年分の新聞記事中
のプレーンな文のデータが約 2,050 万語(1)であることを考えると，NWJC は 1,200年分以上
の新聞記事に相当し，超大規模コーパスといえる．
nwjc2vec は NWJC を unidic を基に形態素解析し，それを word2vec(2) を用いて構築さ
れたものである．構築時に使われた word2vec のパラメータは以下の通りである (浅原・岡
(2017))．
表 1 word2vec の実行時のパラメータ















トークン e_1 e_2 ・・・ e_200 
e_i がそのトークンの分散表現の i次元目の値である．例えば，以下は「意味」に対応する
分散表現である． 
意味, 名詞, 普通名詞, サ変可能,*,*,*, イミ, 意味, 意味, イミ, 意味, イミ, 漢,*,*,*,
-10.491043 -2.121982 -3.084628    4.024705 3.570072 12.781445 
つまり \意味, 名詞, 普通名詞, サ変可能,*,*,*, イミ, 意味, 意味, イミ, 意味, イミ, 漢,*,*,*,"
が 1トークンである．またベクトル値は word2vec の出力値をそのまま書き出しており，大き
さ(3)を 1 とする正規化はされていない．





3. nwjc2vec と mai2vec の品質比較
nwjc2vec は超大規模コーパスである NWJC から構築されているために，ある特定のコー
パスから構築された分散表現データよりも品質は高い．









た．これを MeCab-0.996 と UniDic-2.1.2 を用いて分かち書きし，これを word2vec にかける
ことで分散表現を構築した．この分散表現データをここでは mai2vec と名付ける．word2vec
実行時の各種パラメータは nwjc2vec を構築したもの（表 1）と合わせた．最終的に得られた
mai2vec のトークン数は 132,509 であった．
言語モデルの学習用のコーパスとしては現代日本語書き言葉均衡コーパス (Maekawa et al.
(3) 本論文ではベクトルの「大きさ」をベクトルの「L2-ノルム」の意味で用いている．
(4) そのテキストファイルは header の 1行を含め 1,738,456 行である．
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(2014))の Yahoo! ブログと Yahoo! 知恵袋から取り出した 7,330文のうち 7,226文を学習用
コーパス，104文を評価用コーパスとした．LSTM の分散表現部分を nwjc2vec に固定して学
習できた言語モデルを nwjc2vec-lm と名付け，mai2vec に固定して学習できた言語モデルを
mai2vec-lm と名付けた．また参考として分散表現を LSTM 内で学習して構築した言語モデ
ル base-lm も評価する．言語モデルの評価にはパープレキシティを用いる．LSTM の学習は
15 epoch まで行い，各 epoch 毎にモデルを保存し，パープレキシティを測った．そして最も
低い値のパープレキシティを評価値とした(5)．

















LSTM の学習用コーパスと評価用コーパスを mai2vec と同じ領域のものにすると，前章で
の実験結果が逆転している．これは nwjc2vec であっても領域適応の問題を受けることを意味
する．





















実験として既存の分散表現データを nwjc2vec とし，ne-tuning のための学習用コーパスに
は毎日新聞 2007年度版から取り出した 30万文を用いる(6)．ne-tuning の結果構築された分
散表現データをここでは nwjc2vec-ft と名付ける.
nwjc2vec-ft の評価は前章までの評価と同じ方式を用いる．つまり nwjc2vec-ft を用いて前
章までの評価実験で用いた学習用コーパスから LSTM モデルを構築し，そのパープレキシ
ティを前章で用いた評価用コーパスから測る．結果を図 1に示す．明らかに nwjc2vec-ft を用
いたモデルのパープレキシティが減少しており ne-tuning の効果が確認できる．
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