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Background: Self-awareness has been recently receiving aention in computing systems for enriching au-
tonomous soware systems operating in dynamic environments.
Objective: We aim to investigate the adoption of computational self-awareness concepts in autonomic
soware systems, and motivate future research directions on self-awareness and related problems.
Method: We conducted a systemic literature review to compile the studies related to the adoption of
self-awareness in soware engineering and explore how self-awareness is engineered and incorporated in
soware systems. From 865 studies, 74 studies have been selected as primary studies. We have analysed
the studies from multiple perspectives, such as motivation, inspiration, and engineering approaches, among
others.
Results: Results have shown that self-awareness has been used to enable self-adaptation in systems that
exhibit uncertain and dynamic behaviour. ough the recent aempts to dene and engineer self-awareness in
soware engineering, there is no consensus on the denition of self-awareness. Also, the distinction between
self-aware and self-adaptive systems has not been systematically treated.
Conclusions: Our survey reveals that self-awareness for soware systems is still a formative eld and that
there is growing aention to incorporate self-awareness for beer reasoning about the adaptation decision in
autonomic systems. Many pending issues and open problems, outlining possible research directions.
CCS Concepts: •General and reference → Surveys and overviews; General literature; •Social and
professional topics→ Soware selection and adaptation; •Soware and its engineering→ Soware
conguration management and version control systems;
General Terms: Management, Performance, Reliability, Design
Additional Key Words and Phrases: Adaptation processes, self-properties, self-adaptive soware, self-aware
soware, soware architecture, survey, systematic literature review, research challenges
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1 INTRODUCTION
Soware systems have been exhibiting increased complexities due to the dynamism of the operating
environments (e.g. the Cloud) and the uncertainties associated with service delivery. e ability
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to manage and adapt such systems has gone beyond the capabilities of humans, e.g. administra-
tors and/or designers. Self-adaptation emerged as a methodology to enable soware systems to
autonomously respond to the changing environment in order to maintain the required ality of
Service [33] [7] [9]. However, most self-adaptive systems lack the awareness about the implicit
eects of the adaptation decisions taken at runtime [10], resulting in limited capabilities in facing
the continuous changes and meeting the users’ and system’s quality requirements.
Recently, self-awareness has received more aention in computing systems. Over the past ten
years, researchers have been proposing approaches for adopting self-awareness as an enabler for
self-adaptation in dynamic environments. e purpose is to enrich the self-adaptation capabilities by
gaining in-depth knowledge about the system and the environment’s current and future states. e
concept of self-awareness in computing was generally inspired by natural ecosystems, biological
and human awareness. Yet, the the aspects of the concept widely varied when introduced in
computing systems.
e concept of self-awareness in computing systems has been investigated, e.g. under the EU
Proactive Initiative Self-Awareness in Autonomic Systems [13] and road-mapping agenda of the
Dagstuhl seminar [27]. Such eorts aim to develop a fundamental understanding of what self-
awareness in computing means and how it can be best approached. e eld of self-awareness
has received considerable aention, evidenced by the volume of publications, books, funding calls,
seminars and workshops, etc. Despite the increasing aention to the eld, the methodological
aspects supporting the systematic engineering for this category of soware systems necessitate a
systematic eort to understand recent trends, approaches, advances and challenges that contributes
to the development and evolution of the eld, where soware aspects and its engineering is
fundamental.
Although the research on self-awareness in computing has been ongoing for a decade, there is still
a lack of common agreement on the denition of computational self-awareness. A consensus on the
denition of self-awareness in computing and clear characterisation of self-aware soware systems
have not been reached yet. Furthermore, to the best of our knowledge, despite the acceptance of
self-awareness as an emerging paradigm in computing systems, no systematic studies have been
performed to summarise and characterise approaches to self-awareness in computing and their
contribution to the systematic engineering of self-adaptive systems, as well as to show in a unied
framework how self-aware soware systems are engineered and evaluated. Such gaps motivate
this work.
In this paper, we conduct a systematic literature review to compile the studies related to the
adoption of self-awareness in soware engineering. A systematic literature review is a methodical
process to build a body of knowledge on a certain subject or topic [26]. We focus on the studies
that have an explicit claim of using self-awareness in soware engineering. e review explores
and investigates (i) how the studies have dened and characterised self-awareness, (ii) what
inspired researchers when engineering self-awareness, (iii) what motivates researchers to use
self-awareness, (iv) what soware engineering practices and soware paradigms have employed
self-awareness, (v) how computational self-awareness is engineered to encode self-awareness
properties within soware systems, (vi) how the proposed self-aware systems are evaluated to
quantify the accompanying benets and overheads, and (vii) the real-world applications that are
using self-awareness.
e remainder of this paper is organised as follows. e next section presents and compares
related reviews. 3 briey presents a description of the systematic review protocol adopted in this
paper and the research questions. Section 4 presents an overview of the selected studies and the
answers to the research questions. Section 5 summarises the main ndings, as well as discusses the
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impact and limitations of this review. In section 6, we outline dierent research challenges and
open problems. Section 7 concludes the paper and outlines possible future works.
2 RELATED REVIEWS
In this section, we briey present reviews on self-awareness in the literature. Table 1 shows a
comparative summary of surveys on self-awareness in the literature. Abbreviations used in this table
are: Adh: adhoc, SLR: systematic literature review, SAd: self-adaptation, SAw: self-awareness,
CAw: context-awareness, CSAw: computational self-awareness, N/A: not applicable.
An early review has been conducted about self-awareness and its application in computing
systems [30]. is work discussed previous eorts that incorporated self-awareness in dierent
computing systems, such as pervasive computing. We have considered this study among the
primary studies of this review and discussed its contributions within related research questions.
Another early paper surveyed the articles published in the online Awareness Magazine [34]. In
this paper, authors analysed the work on self-awareness using three aspects that are the level of
awareness being addressed, the eld of computer science in which the system has been developed,
and the research themes being addressed. e awareness levels have been categorised into meta-
self-awareness, self-awareness, consciousness and unconsciousness, where these levels are not
strictly dependent.
Regarding the basic concepts of self-awareness, [29] discussed motivations and inspirations of
self-awareness and presented an overview of some recent works that approached computational
self-awareness. Focusing on specic soware domains, authors in [22] focused on reviewing
self-awareness approaches used in cloud computing. With respect to context-awareness, the survey
conducted by Baldauf et al. [1] presented common principles and elements of context-aware
soware architectures. is paper then surveyed existing context-aware systems and identied the
approaches and aspects of context-aware computing.
From the well-established eld of self-adaptive soware systems, examples of reviews include
[33], [6] and [28]. Salehie et al. [33] presented a classical taxonomy for adaptation using the when,
what, how, where questions. is survey discussed the denitions and properties of self-adaptation,
as well as the techniques developed for self-adaptive systems. e book [6] has widely covered
models and middleware for reasoning about self-adaptation, as well as engineering techniques for
self-adaptive high-integrity and cloud soware. In more details, the chapter [35] covered model-
based reasoning of self-adaptive systems and its practices. Focusing on the cloud computing domain,
the chapter [16] covered the assurances and evaluation of self-adaptation and employed cost-,
time- and resources-awareness, while [5] focused on the emerging techniques for high-integrity
(i.e. safety-critical) self-adaptive soware. Authors in [28] surveyed engineering approaches for
self-adaptive systems.
Giese et al. reviewed self-aware computing systems, focusing on reference architectures and
architectural frameworks for building soware systems that have similarities with computing
systems [18]. Mahdavi-Hezavehi et al. [31] performed an SLR on methods for architecture-based
self-adaptive systems. ey focused on methods that handle multiple quality aributes. eir
results indicate the need for awareness to achieve the level of improvement that the adaptation
actions can guarantee. Other surveys focused on one of the self-* properties, such as self-protecting
[39] and self-healing [15].
To the best of our knowledge, this is the rst systematic literature review on the emerging eld
of computational self-awareness for soware engineering.
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3 REVIEW PROTOCOL
In this section, we briey describe the research method used to conduct this systematic review.
e procedure of this study generally followed the guidelines for conducting systematic literature
reviews [26]. e overall research objective of the review is to give an overview of the current
state-of-the-art related to self-awareness in soware engineering in research and practice. e
research questions addressed by this study are:
• RQ1. How to dene and characterise self-awareness?
• RQ2. What motivated the application of self-awareness in soware engineering?
• RQ3. What are the sources of inspiration for its engineering?
• RQ4. In which soware engineering practices and soware paradigms is self-awareness
employed?
• RQ5. What are the approaches for engineering self-awareness?
• RQ6. How are self-aware soware systems are evaluated?
• RQ7. What are the working real-world applications adopting computational self-awareness?
RQ1 is motivated by the need for dening and consequently characterising self-awareness in
soware systems; i.e. how to consider that a system is self-aware. RQ2 aims to identify the motiva-
tions that stimulated the adoption of computational self-awareness in soware engineering. e
sources of inspiration for engineering self-awareness are identied in RQ3, in order to investigate
how these sources helped to advance self-aware soware systems. e goal of RQ4 is to nd
the soware paradigms that employed self-awareness and to explore the characteristics of the
environments that can benet from computational self-awareness. RQ5 identies the approaches
of engineering self-aware soware systems and investigate how computational self-awareness
has been realised. e aim of RQ6 is to explore the signicance of adopting self-awareness in
terms of performance evaluation. RQ7 aims to identify the main real-world applications in which
self-awareness is adopted.
In brief, the review process includes three main phases: (i) planning, (ii) conducting, and (iii)
reporting the review. e rst two phases are reported in details in Appendix A. In the remaining
of this paper, we report the review results.
4 REPORTING THE REVIEW
In this section, we report the analysis results of the primary studies data (section 4.1), as well as
the ndings and answers to our research questions (section 4.2 - 4.7).
4.1 Analysis of the Primary Studies
is section describes the primary studies with respect to their publication types and year. Research
groups that are active in the eld of self-awareness are also presented.
4.1.1 Results of the ality Assessment. All the primary studies were published in journals, con-
ferences or seminal books that belong to well-established data sources in the soware engineering
community, as dened in the search strategy in section A.1.2. Most of the studies full the criteria
for quality assessment above average. ese represent the degree of high quality and potential
impact of the selected studies, and provide condence in the overall quality of the systematic review.
Details of the quality assessment results appear in section A.2.4
4.1.2 Publication Types. As shown in Figure 1, a signicant number of studies were published
in conference proceedings (38), followed by a smaller number of publications as book chapters (22)
and journal articles (9). A limited number of technical reports (5) were published. As an observation,
ideas and solutions are still being proposed in conferences, and some of them have matured and
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reported through journals and books. is indicates that research in this area is still considered
maturing. e presence of a number of technical reports reects the transition between research
and practice, as well as the technical work done in this area.
Fig. 1. Distribution of Primary Studies over Publication Types
4.1.3 Publication Years. Checking the distribution of publications over years as shown in Figure
2, it is noticed that the interest on self-awareness has started in 2005, with the exception of very
few studies scaered over the years starting 1997. As dened in the search strategy in section A.1.2,
we did not set lters on the publication year, yet the time frame of the studies reects the time
frame of interest and advancements in self-awareness. Following the year of 2005, the number
of publications is increasing, though it is not a constant increase over the years. Note that the
search process has covered only publications for the rst quarter of 2018 (this can justify the low
number of papers in 2018). e increase in the number of publications indicates that self-awareness
has taken its place as the next property among self-* properties, as soware systems are their
self-adaptation capabilities are becoming more complex.
4.1.4 Active Research groups. To identify the active research groups within the area of self-
awareness, we look at the author aliations that appeared in the publications. Table 2 summarises
the active research groups (with at least ve publications in self-awareness) along with the number
of publications. Publications are mostly dominated by University of Birmingham UK, Aston
University UK, Vienna University of Technology Austria, University of Modena and Reggio Emilia
Italy and Tele´com Paris Tech France (note that we follow the author aliations as appeared in the
time of publication, and some studies appear multiple times under dierent aliations).
Analysing the demographic distribution of the researchers by their aliation countries, Figure 3
illustrates the distribution of this analysis. is shows that self-awareness research is receiving the
highest aention in Germany, USA, UK and Italy.
4.2 Defining and Characterising Self-Awareness in Soware Engineering (RQ1)
e concept of computational self-awareness is rapidly developing and many aempts to dene
this concept have been made. Although signicant progress has been made in [S49] to dene the
concept, our observation is that there is still no general agreement on the denition. In the literature,
some authors provided an explicit denition for self-awareness based on how they view this concept
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Fig. 2. Number of Publications per Year
Table 2. Active Research Groups in Self-Awareness
Aliation Number of studies
University of Birmingham, UK 11
Aston University, UK 8
Vienna University of Technology, Austria 7
Universit di Modena e Reggio Emilia, Italy 7
Tele´com Paris Tech, France 7
University of Wrzburg, Germany 6
Karlsruhe Institute of Technology, Germany 5
University of Potsdam, Germany 5
Politecnico di Milano, Italy 5
Lund University, Sweden 5
TU Dresden, Germany 5
Fig. 3. Distribution of Publications by Ailiation Country
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in soware engineering or computation in general. Others used the term interchangeably with the
term “self-adaptive”, i.e. according to their view, a self-aware system is a self-adaptive system and
vice versa. Table 3 lists the explicit denitions of self-awareness found in the primary studies.
Table 3. Definitions of Self-Awareness
Study Denition
[S13] Self-awareness is “the ability of an element to autonomously detect deviations in its behaviour
that are meaningful.”
[S5] Systems are self-aware systems “if they have an information subsystem which generates an
adaptive self-model of the system providing reference for identity check communications. In other
words, self awareness implies the evolution of an information sub-system in the rst place, and
evolution of particular properties of this information subsystem.”
[S55] Self-awareness is “information contained in a system about its global state that feeds back to
adaptively control the system’s low-level components.”
[S1] “By self-awareness I am referring to an awareness of ones own thought processes along with
the insight that those thought processes can be captured, conceptualized, and named  and when
applied to soware, externalized as code”
[S62] “Self-aware computer systems will be able to congure, heal, optimize and protect themselves
without the need for human intervention.”
[S12] A self-aware Cloud market is “amarket has the ability to change, adapt or even redesign its anatomy
and/or the under pinning infrastructure during runtime in order to improve its performance. ”
[S57] Self-Awareness within soware systems as the following: “To be Self-Aware a node (component
of a soware system) must contain total information about its internal state along with enough
knowledge of its environment to determine the current state of the system as a whole. It may either
be focused on its own state or the environments state at any time, but not both at once.”
[S25] “By self-awareness, we mean the ability of each node in the Cloud infrastructure to monitor the
level of compliance to SLAs associated with the tasks under its control.”
[S73] A component or an ensemble of components is self-aware if it is “able to recognize the situations
of their current operational context requiring self-adaptive actions.”
[S68] “Awareness is a product of knowledge and monitoring.”
[S3] “e SOTA model identies an n-dimensional virtual-state space in which the execution of a system
situates. In the SOTA space, a system is self-aware if it can autonomously recognize its current
position and direction of movement in the space, and self-adaptation means that the system is able
to dynamically direct its trajectory.”
[S26] A self-aware computational node is dened “as one that possesses information about its internal
state and has sucient knowledge of its environment to determine how it is perceived by other parts
of the system.”
[S69] A self-aware system is dened as “a system has detailed knowledge about its own entities,current
states, capacity and capabilities, physical connections and ownership relations with other (similar)
systems in its environment.”
[S39] “A system that can be called aware should be able to sense or store at least some information about
its environment or itself.”
[S27] “Self-awareness describes the ability of a system, to be aware of itself, i.e., to be able to monitor its
resources, state, and behavior.”
Besides the denitions listed in Table 3, some research works ([S53], [S58], [S46], and [S49])
intended to characterise a self-aware soware system using a set of sub-properties:
According to [S53], “To be self-aware a node must:
• Possess information about its internal state (private self-awareness).
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• Possess sucient knowledge of its environment to determine how it is perceived by other parts of
the system (public self-awareness).
Optionally, it might also:
• Possess knowledge of its role or importance within the wider system.
• Possess knowledge about the likely eect of potential future actions / decisions.
• Possess historical knowledge.
• Select what is relevant knowledge and what is not.”
e author of [S58] introduced various dimensions that need to be considered for developing a
‘self-aware computer’. ese dimensions include the senses that the self-aware computer may have,
the ability of a self-aware computer to recognise itself as a computer, and the ability to perform
some aspect of performing some sort of self-assessment and self-healing.
e authors of [S40] provide a black-box denition of a self-aware system which is based on
relativity to other systems assumed to be identied as self-aware systems. eir approach is to
consider a system S as self-aware if it is at least as good as the performance of a self-aware system
Si based on some measure. e authors do not discuss how the system Si can be classied as a
self-aware system, which is a requirement for identifying other systems as self-aware ones.
According to [S46], self-awareness is considered by “the combination of three properties that a
system should possess:
• Self-reective: Aware of its soware architecture, execution environment, and hardware infras-
tructure on which it is running as well as of its operational goals (e.g., QoS requirements, cost-
and energy-eciency targets),
• Self-predictive: Able to predict the eect of dynamic changes (e.g., changing service workloads)
as well as predict the eect of possible adaptation actions (e.g., changing system conguration,
adding/removing resources),
• Self-adaptive: Proactively adapting as the environment evolves in order to ensure that its opera-
tional goals are continuously met.”
is denition has been modied in [S49] as follow:
“Self-aware computing systems are computing systems that:
(1) learn models capturing knowledge about themselves and their environment (such as their structure,
design, state, possible actions, and run-time behavior) on an ongoing basis and
(2) reason using the models (for example predict, analyze, consider, plan) enabling them to act based
on their knowledge and reasoning (for example explore, explain, report, suggest, self-adapt, or
impact their environment) in accordance with higher-level goals, which may also be subject to
change.”
We extracted the dierent aspects and characteristics of self-awareness from the denitions
cited above. We, then, analysed these denitions to show how each of the denitions found in the
primary studies characterises self-awareness and how comprehensive they are. e characteristics
are dened as follows:
• Domain-specic: determines whether the denition is restricted to the problem domain or is
general to cross-cut dierent domains.
• Behaviour: determines whether the denition considers the behaviour of the system implicitly
or explicitly. is is to capture the extent to which the denition is consistent with the
expectation of self-aware systems to adapt their behaviour at runtime according to their
context.
• Knowledge: determines the aspects of the denition regarding the treatment of the knowledge,
i.e. at a coarse- or ne-grained level. Fine-grained knowledge treatment means that the
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knowledge is structured into levels which allow for dierent level of adaptation. On the
contrary, coarse-grained knowledge treatment does not consider such structure. is is to
capture the extent to which the self-aware system is expected to acquire detailed knowledge
to reason about the dierent adaptation decisions.
• Internal State: determines how the denition considers modelling the internal state of the
system; implicitly or explicitly.
• Environment: determines how the denition considers modelling the environment state of the
system; implicitly or explicitly.
• Adaptation time: determines what type of adaptation is supported by the self-aware system
(according to the denition) in terms of the time to perform the adaptation; reactive (aer the
incident is detected) or proactive (before the incident occurs).
Table 4 shows the denitions analysis. It is worth noting here that the absence (declared using
‘-’) of any of the characteristics in this table does not mean that the corresponding work does
not support that characteristic. It means that the denition or characterisation of self-awareness
in that work does not explicitly mention that characteristic, i.e. in such cases, there may exist
inconsistency between the work and the denition.
Table 4. Analysis of Self-Awareness Definitions
Study
Aspects of Self-Awareness
Domain Behaviour Knowledge Internal State Environment Adaptation time
[S13] General Explicit Coarse Explicit - -
[S5] General Implicit Coarse Implicit - -
[S55] General Implicit Coarse Explicit - -
[S1] General Implicit Coarse Implicit - -
[S62] General Implicit Coarse Implicit - -
[S12] Cloud Implicit Coarse Explicit Explicit -
[S57] General Implicit Coarse Explicit Explicit -
[S25] Cloud Implicit Coarse Implicit - Reactive
[S73] General Implicit Coarse Implicit - -
[S68] General Implicit Coarse Implicit Implicit -
[S3] General Implicit Coarse Implicit - -
[S26] General Implicit Coarse Explicit Explicit -
[S69] General Implicit Coarse Explicit Explicit -
[S39] General Implicit Coarse Explicit Explicit -
[S53] General Implicit Fine Implicit Explicit -
[S27] General Explicit Coarse Explicit - -
[S58] General Implicit Coarse Explicit - -
[S46] General Explicit Coarse Explicit Explicit Proactive
[S49] General Explicit Coarse Explicit Explicit Proactive
It is notable from the surveyed literature that there is no consensus on a denition that covers
all aspects of self-awareness. It is also worth to note that there are no clear borderlines between
self-aware and self-adaptive systems. Based on the studies considered in this review, most of the
researchers use the two terms interchangeably. Among the studies considered in this review, the
works of [S53] and [S46] are the only works that have clearly dierentiated between the two terms.
Both of them view self-awareness an enabler for self-adaptive systems. e former considers a
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self-adaptive system to be self-aware if the system denes multi-levels of knowledge modelling and
representation and correspondingly supports dierent levels of self-adaptation. e laer considers
the self-adaptive system to be self-aware if the system supports proactive adaptation.
4.3 Motivations for Employing Self-Awareness (RQ2)
is question looks at the motivation that derived the studies in employing self-awareness. e
majority of studies have clearly identied the motivation behind having self-awareness as a capa-
bility in soware systems. Extracted from all studies, we have found that the general motivation
that has directed researchers towards self-awareness is the complexity, heterogeneity, large size
of modern soware systems, evolving functionality and quality requirements during run-time,
emergent behaviours, and unpredictable changes of the highly dynamic operating environment
[S7] [S20] [S26] [S17] [S39].
More specically, the motivation of employing self-awareness in soware systems varied between
a general one related to realising beer autonomy for soware systems, and others that are more
specic. With respect to the former, researchers considered self-awareness for: (i) reasoning and
engineering beer adaptations with guaranteed functionalities and quality of service during runtime
[S5] [S63] [S36] [S53] [S3] [S7] [S2] [S71] [S19] [S33] [S20] [S39] [S59] [S31], (ii) managing complex
systems without human intervention [S21] [S38] [S15], (iii) dealing with real-world situations,
operational contexts and dynamic environments of modern soware systems to respond to such
uctuating environment and associated uncertainty [S70] [S7] [S73] [S10] [S40] [S17] [S39] [S60]
[S28] [S42] [S50], (iv) managing complex trade-os arising from adaptation due to conicting goals
[S37] and the heterogeneity of the system [S26] [S66], and (v) realising intelligent soware systems
with sophisticated abilities [S55] [S53] [S67] [S68] [S58] [S52] [S51].
Specic motivations varied between domain-specic according to the soware paradigm (e.g.
ubiquitous applications, pervasive services, cloud-based services, mobile computing) and others
driven by soware engineering practices (e.g. formal specication, performance management, data
access, security). Table 5 summarises these motivations.
4.4 Sources of Inspiration for Self-Awareness (RQ3)
is question looks at what inspired the self-awareness engineering process. Unlike the case of
motivation, few of the studies have clearly identied their source of inspiration in engineering self-
awareness. Generally, nature and sciences inspired by nature are the main sources of inspiration in
all studies.
e critical features of the systems for the presence of self-awareness for each source of inspira-
tion as the following. Biological systems posses (i)memories, which store knowledge, (ii)information
subsystem (which processes memories),(iii) and adaptive self-model (which is used for referencing
memory communications). Human beings inspiration source is similar where humans have mem-
ories (wrien or recorded contents) and communication systems through which those contents
are disseminated; making the relevant community aware of the memories. Natural ecosystems
have sensing capabilities, communication means, and decision-making mechanisms. For example
in the ants’ colony case, ants interact by depositing and locally smelling (sensing) pheromones.
ese pheromones form a structure that is used by the ants to react (make decisions) based on the
shape of such structures. Control theory is based on equipping systems with feedback loops that
acquire knowledge about the system behaviour, analyse that behaviour, plan and react to changes.
In psychology, self-awareness is classied as private or public. Private is related to knowledge
concerning the individual itself whereas public self-awareness is related to knowledge about the
environment of the individual. Cognitive science denes dierent levels of self-awareness including
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Table 5. Specific Motivations of using Self-Awareness
Study Motivation
Driven by Soware Paradigm
[S41] Autonomous adaptations of hardware/soware functionalities in ubiquitous computing
applications to meet the dynamic requirements of various environmental situations and
provide beer QoS
[S12] Creating cloud markets platforms with self-* properties harmoniously working together in
order to be capable to adapt eectively to dynamic changes in user requirements, services,
and variability in resources.
[S74] Modelling integrated pervasive services and their execution environments, in a way that
diverse issues of context-awareness, dependability, openness, exible and robust evolution,
can be addressed
[S16] e need for runtime self-adaptive interactions between pervasive computing services
[S64] Achieving parallelism within a reasonable cost and time range for data streaming applica-
tions operating in distributed environments
[S4] Acceleration and eciency of bio-collections’ information extraction, while keeping the
quality of the results similar to what capable humans can provide
[S66] e limitations of the security measures on mobile devices, and the lack of cooperation
between dierent security solutions running on the same device
Driven by Engineering Practices
[S34] e motivation of including the notion of self within object-oriented formal specication
languages is to facilitate reasoning about object interaction.
[S13] e detection anomalies in the functioning of internet-based services and fault localisation
(i.e., locating the responsible sub-services) is easier if service elements are aware of their
own health status, determined by whether the current observed behaviour is consistent
with expectations.
[S9] e need to access distributed and dynamic high-dimensional data about resources het-
erogeneity in a timely fashion in large, decentralised, resource-sharing environments
[S1] e invention of new abstractions as conceptualisation necessary to determine the be-
haviour of soware needed by users and the implementation details.
[S56] Enabling change at run-time for evolution purposes
[S47], [S45], [S46] e need to predict the performance of running services at run-time and related resources
management
[S62] Balancing resources usage in order to improve performance, utilisation, reliability and
programmability
[S17] Solving problems caused by QoS interference in shared resources environment to achieve
auto-scaling for cloud-based services
[S28], [S50] Dynamic context management
[S48] e complexity of managing end-to-end application performance
[S42] Performance prediction that is necessary for ecient resource management
[S51] e need to re-arrange own knowledge structures for compactness and eciency to
survive for long periods in a demanding environment
[S66] e limitations of the security measures on mobile devices, and the lack of cooperation
between dierent security solutions running on the same device
awareness about basic events, minimal awareness of interaction with the environment, and time of
interaction. It also includes advanced self-awareness which includes the previous in addition to
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private thoughts and feelings and the ability to construct complex behaviours based on the other
levels [30].
Examples of nature’s inspiration include: biological systems [S5] [S55] [S53], natural ecosystems
[S62] [S74] [S16] and human beings [S5] [S1] [S67]. Sciences inspiring self-awareness are control
theory [S36], psychology [S57] [S7] [S26] [S18] [S28] [S50], and cognitive science [S53]. Table 6
summarises inspirations cited in primary studies.
ese inspirations had led to engineering approaches that mimic models and architectures
for computational self-awareness. For example, the inspiration from the control theory inspired
designing architectures for collecting data about the system performance and using that data to
build models that represent the system state thus achieving self-awareness. Another example is
the approaches inspired by cognitive science aempt to build dierent models representing the
dierent levels of self-awareness. is leads to having various approaches of engineering self-
awareness, each with dierent focus and capabilities and thus each having partial self-awareness
(if we consider that all the dierent focuses together constitute computational self-awareness).
erefore, a holistic self-aware system may need to consolidate those various focuses - an open
challenge that is worthy of future research.
Table 6. Source of inspiration for engineering Self-Awareness
Study Inspiration
Inspiration from Nature
[S5] biological cell and the system of a human organisation
(e.g., a company or government department)
[S55] biological systems: the immune system and ant colonies
[S1] human beings
[S62] biological organic nature
[S67] human wisdom
[S74], [S16] natural ecosystems
Inspiration from Sciences
[S36] Control eory
[S53], [S52] Biology and cognitive science
[S57], [S26], [S18] Psychology
[S7] Psychology, philosophy and medicine
[S28], [S50] Psychology and philosophy
Within the studies mentioning their source of inspiration, we have also found that the majority
of studies named only their source of inspiration. More details, albeit in an abstract form, on
about how self-awareness approaches are inspired by nature or sciences are found in few numbers
of studies; such as [S5] [S55] [S67] [S57] [S7] [S16]. e exception that could be found is [S53],
where the authors have explicitly mentioned how self-awareness have been inspired by biology
and cognitive science. e mapping between the source of inspiration and the research work
conducted in the study is expected to be clearly communicated. Further, studies investigating
how self-awareness could be inspired by nature and other sciences can help to advance self-aware
soware systems.
4.5 Soware Paradigms and Engineering Practices Employing Self-Awareness (RQ4)
is research question explores the soware paradigms and the soware engineering practices
that employed self-awareness.
Table 7 lists the soware paradigms found in the primary studies and related studies. Figure 4
shows the distribution of studies by soware paradigms (note that some studies appear multiple
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times under dierent categories, which interprets the total number of studies appearing in the gure
is greater than the number of primary studies). e majority of studies considered self-awareness
for autonomic computing, i.e. engineering self-adaptive soware systems as a general soware
paradigm, not explicitly designed for a particular paradigm or application type. Service-oriented
systems and cloud-based services also received aention in a good number of studies, and less at-
tention to ubiquitous and pervasive computing and distributed systems. Within distributed systems,
some studies considered a certain type of applications operating in decentralised environments,
such as articial intelligence systems [S55], distributed smart cameras [S7] [S18]. Single works
focused on soware-intensive systems [S68], stream programming [S64], mobile computing [S66]
and Internet of ings [S65].
Table 7. Soware Paradigms employing Self-Awareness
Soware Paradigms Studies
Self-adaptive Systems [S22], [S5], [S63], [S1], [S56], [S36], [S62], [S37], [S67], [S3], [S7], [S2],
[S38], [S19], [S33], [S20], [S39], [S69], [S27], [S48], [S6], [S8], [S11],
[S24], [S32], [S30], [S35], [S42], [S44], [S43], [S49], [S51], [S54], [S72]
Service-oriented Systems [S13], [S21], [S47], [S73], [S10],[S14] [S23], [S46], [S59], [S15], [S50]
Cloud-based Services [S45], [S12], [S25], [S7], [S26], [S18], [S17], [S60], [S61], [S65]
Distributed Systems [S9], [S55], [S7], [S71], [S18]




Internet of ings [S65]
e observation that the majority of the proposed work tends to be generic and not explicitly
designed for a particular paradigm or application type implies that generality can come with
advantages and disadvantages. Generality can imply application and evaluation of the proposed
work under dierent contexts and applications, reection on their strengths and weaknesses in
dealing with the said paradigm. is can consequently provide inputs for further improvements
and extensions. On the other hand, employing self-awareness can take simplistic assumptions,
or tend to be limited when addressing the requirements of some paradigms, where speciality
and customisation are desirable for more eective adaptations. Self-awareness that considers
characteristics of particular soware paradigms will result in advancing these paradigms. Yet, the
validity of these observations can be subject to further empirical studies.
With respect to the soware engineering practices that employed self-awareness, Figure 5 shows
the number of studies by engineering practices (also note that some studies appear multiple times
under dierent categories, which explains why the total number of studies appearing in the gure
is greater than the number of primary studies). Table 8 lists the practices and related primary
studies. We considered the studies that reported on reviews and roadmaps for self-awareness
separately (10 studies). We have found that architecture design (18 studies) is the practice that
most employed self-awareness, as well as system design (14 studies) and engineering adaptations (8
studies). A number of studies also employed self-awareness for QoS resources management (with
some explicitly focusing on performance), system specication (including formal methods), as well
as knowledge representation and reasoning. Operation management during runtime and service
composition also received some aention. Single research eorts considered various practices, such
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Fig. 4. Distribution of studies by soware paradigms
as system development for stream programming [S64] and language semantics for Object-Z [S34],
security design and information extraction. ese studies are domain-specic, which interprets
their minimal number.
Fig. 5. Distribution of studies by engineering practices
Meanwhile, some studies investigated the concept of self-awareness in soware engineering.
For instance, the works of [S63] [S57] [S53] [S73] reviewed the concept of self-awareness and its
applications in computing systems. Other studies presented roadmaps for realising self-awareness
in soware systems [S5], developing sustainable systems [S21] and soware-intensive systems [S68],
as well as realising service composition [S73] and enabling change and evolution in development
platforms and tools that are used for incremental and iterative development [S56]. e work of
[S62] discussed related technologies for enabling self-awareness. ough these studies did not
ACM Transactions on Autonomous and Adaptive Systems, Vol. 0, No. 0, Article 0. Publication date: 0.
0:16 A. Elhabbash et al.
Table 8. Engineering Practices employing Self-Awareness
Engineering Practices Studies
Reviews & Roadmaps [S5], [S63], [S56], [S21], [S62], [S53], [S68], [S11], [S31], [S43]
Architecture design [S13], [S22], [S41], [S36], [S3], [S2], [S10], [S26], [S18], [S60],
[S28], [S61], [S32], [S30], [S42], [S6], [S72], [S65]
System design [S70], [S55], [S33], [S19], [S46], [S48], [S28], [S27], [S29], [S42],
[S49], [S50], [S54], [S72]
Engineering adaptations [S56], [S37], [S7], [S71], [S52], [S16], [S39], [S43]
QoS and resources management [S47], [S25], [S45], [S38], [S17]
System evaluation [S24], [S35], [S44], [S51]
System specication [S1], [S20], [S59]
Knowledge engineering [S9], [S67], [S69], [S58], [S40]
Operation management [S12], [S74]





Synthesis and verication [S15]
Runtime modelling [S8]
explicitly considered certain engineering practices, yet they are contributing to formalising the
concept of self-awareness and guiding the research community.
4.6 Approaches for Engineering Self-Awareness (RQ5)
Engineering self-awareness aims for encoding self-aware properties within the soware systems
in an aempt to provide systematic treatment for managing the soware system state, knowledge
and execution environment. is section provides details about how self-awareness has been
engineered in self-aware soware systems and categorises the engineering approaches.
In literature, dierent approaches for engineering self-awareness in soware engineering are
found. On one hand, we have observed that 23 out of the 74 primary studies did not provide any
engineering approaches for self-awareness in soware engineering. ese works have presented
visions, outlined challenges, and raised questions. On the other hand, the remaining 51 studies
claimed to provide engineering approaches for self-awareness. We have categorised these ap-
proaches into model-driven, architecture-centric, programming-driven, knowledge-centric, and
development lifecycle-based approaches. Table 9 lists the engineering approaches categories and
their related studies.
Figure 6 shows the distribution of studies with respect to the classication of engineering
approaches. Architecture-centric and model-driven approaches are found the most dominant
approaches in the current literature. Other categories of approaches have taken less aention in
the research community.
4.6.1 Model-driven approaches. e model-driven approaches aempt to create abstract models
that represent the soware system and its execution environment [14]. Environments are char-
acterised by dynamic behaviours and a demanding need for self-adaptation, e.g. the self-aware
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Table 9. Engineering Approaches and Related Studies
Engineering Approach Studies
Model-driven [S47], [S12], [S45], [S3], [S46], [S39], [S59], [S28], [S27], [S48], [S4], [S8], [S15],
[S29], [S50], [S51], [S42]
Architecture-centric [S13], [S22], [S70], [S36], [S41], [S62], [S25], [S37], [S73], [S74], [S7], [S2], [S38],
[S10], [S18], [S19], [S23], [S26], [S33], [S16], [S17], [S60], [S61], [S6], [S42], [S32],
[S30], [S66], [S65]
Programming-driven [S34], [S64]
Knowledge-centric [S9], [S67], [S68], [S69], [S20]
Development lifecycle-based [S71]
Fig. 6. Distribution of studies by engineering approaches
systems environments. is calls for runtime model-driven approaches [2] which capture the
runtime system state, in order to help the system to decide when and how to adapt to accommodate
changes.
In the literature of self-aware soware systems, few numbers of model-driven approaches have
been proposed. In [S12], the authors have proposed a model-driven monitoring methodology to
enable self-awareness in cloud platforms. e methodology presents a model for mapping the
low-level metrics to the cloud market goals, in order to evaluate the performance of the goals. e
work of [S59] has presented a model for expressing self-adaptive behaviour of service-oriented
applications using the SCA-ASM modelling language [32]. is extension of the SCA-ASM oers
mechanisms to monitor the environment and the system itself and to perform adaptation actions.
In [S39], authors have introduced a novel graphical language, namely, “Extended Behavior Trees
(XBTs)”, for modelling adaptive and self-aware agents. e approach introduces a new combined
Q-learning strategy that allows the interleaving of reasoning, learning and actions.
e works of Kounev et al. [S47], [S45], [S48], and [S42] have taken the model-driven self-aware
systems a step further by introducing the dynamic performance models as a ‘mind’ that controls
a self-aware system. Such models enable predicting changes in the system workload and the
execution environments leading to proactively adapting the system in order to avoid the violation
of the requirements. In [S46], the authors designed the Descartes Modelling Language (DML) as a
tool for modelling QoS and resource management aspects of self-aware systems.
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e works of [S29] [S28] [S28] [S50] developed a service-based solution built upon the Mod-
els@Runtime notion to enable self-awareness for context management. e solution reduces
self-awareness to a set of components (services) that collects various contextual information.
[S15] introduces formal verication techniques to enable self-awareness. e techniques use
Markov chains and Markov decision processes to detect the violation of and establish QoS properties.
In the context of self-awareness for self-modelling, Landauer [S51] proposed a conceptual
architecture denes a set of activities for self-aware experiments in self-modelling systems. In [S8]
the same authors dene some methods to model aspects of the system’s internal behaviour and
operational environment.
In [S4] self-awareness is adopted for information extraction from digitized bio-collections. e
idea is to develop self-aware methods that digitise bio-collection and assess the quality of their
output based on an acceptance method. e process can be considered as a direct application of
the MAPE-K framework for information extraction.
4.6.2 Architecture-centric approaches. e architecture-centric approaches introduce reference
architectures for representing the system’s design decisions and constraints [17]. In general,
such approaches have similar design trends, basically the design of agent control loops, (e.g. the
MAPE-K [24]). ey consist of the following ve components (which are [21]: (i) Monitoring,
Observing or Sensing, which collects the knowledge about the system state and the environment
state, (ii) Knowledge, which accumulates and represents the information gathered by the monitoring
components, (iii) Analysis or Evaluation, which processes the acquired knowledge to assess the
system goals and to report the need for adaptation when required, (iv) Plan, which processes
the adaptation reports, inspects possible adaptation actions, and selects the optimal one, and (v)
Execute, Act, or Self-express, which applies the adaptation actions.
e architectural framework proposed by [S18] brings forward the MAPE-K by extending
the knowledge modelling component, to enrich the self-adaptation capabilities by adopting the
computational self-awareness principles. Inspired from Psychology and based on self-awareness
types introduced in [S52], the architecture introduces ve levels of self-awareness:
• Stimulus-awareness: is level is related to the knowledge about the basic events aecting the
system. It does not support any ability of learning or prediction. Hence, it provides knowledge
for basic levels of adaptation, e.g. replacing failed services in SOA-based application.
• Goal-awareness: is level models the knowledge about the system’s goals and objectives and
the extent to which the goals are being achieved.
• Interaction-awareness: is level is able to model the knowledge about the interactions among
the dierent systems components and the interactions of the system with the environment.
is enables to anticipate of how adaptations decisions can aect the interacted components
and the environment.
• Time-awareness: is level enables modelling the knowledge about the past performance of the
dierent system components, e.g. the historical performance of the services in an SOA-based
application; which provides useful input for the services selection and composition.
• Meta-self-awareness: is level acts as a cognitive system that reasons about the adoption of
any of the other levels of awareness, based on the benets and overhead of each of them. At
runtime and using real data, this level analyses and predicts the benets and the overhead of
each awareness levels and decides which of them to be adopted for the adaptation decision
making.
Also, dierent architecture-centric approaches have been proposed to monitor the system and
environment states to reason about the autonomous adaptation decisions at dierent levels; the
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infrastructure level, the architecture level, or the application level. e work of [S17] is an example
of self-awareness in cloud computing at the infrastructure level, where the self-awareness is used
in the process of auto-scaling the hardware resources in the cloud-based on the changes in the
workload. Introducing a set of quality-driven architectural paerns [S61], one of the paerns,
namely the Meta-self-awareness paern is an example of using self-awareness to adapt at the
architectural level, where an architecture adaptation manager manages the trade-os between
dierent QoS requirements to switch between dierent architectural paerns. e work of [S37] is
an example of a self-aware architecture-centric approach for adaptation at the application level,
where the approach presents an architectural framework that enables automatic scheduling of
adaptation actions to react to the changes and uctuations in the available resources.
e works in [S32] [S32] proposed general architectural notations to describe the self-aware
system architecture. e notation can be used to conceptually describe the system components, the
links between them, and the data ow. e work of [S61] proposed a markovian-based analytical
model for dynamically assessing the impact of architectural strategies on the stability of the quality
aributes of self-Aware Cloud architectures during runtime. In [S6] a methodology and high-level
suggestions are presented to analyse and increase the level of self-awareness in various computing
architectures. In [S66] a conceptual architecture for self-aware for mobile devices security is
proposed. e architecture is basically to monitor mobile device operations, detect malicious
behaviour, and perform an action to adapt. All of the above works provide contributions at the
conceptual level which needs further research to be realised.
4.6.3 Programming-driven approaches. Self-awareness has been rarely incorporated in an explicit
way to propose self-aware programming paradigms.
e work of [S64] proposed the inclusion of self-awareness in stream programming model
in which stream data arrive continuously and change dynamically in rate or content due to the
changes in computing resources or communication infrastructure. e proposed model, called
StreamAware, enables dynamic and automatic task rescheduling, as well as data parallelism in
response to the changes of the stream data.
e work of [S34] has proposed the inclusion of the notion of ‘self’ in object-oriented formal
specication languages, in order to express the awareness by an object of its own identity. is
results in “self-aware” objects which support the reasoning about object interaction in object-
oriented programming paradigm.
4.6.4 Knowledge-centric approaches. Knowledge representation is a key activity towards achiev-
ing self-aware systems. It enables modelling the acquired knowledge (whether it is related to the
internal system state or the system environment), which is required to reason about the adaptation
decision making.
Few approaches have been proposed for the knowledge representation in self-aware soware
systems. [S9] proposed a multi-dimensional access structure, called “Heterogeneity-Aware Dis-
tributed Access Structure (HADAS)”, that can be used in self-aware systems to make the system’s
nodes self-aware by storing reective information about its own state, such as processing power,
storage, etc. In [S67], the authors introduced an abstract approach for knowledge representation to
show that knowledge can be represented by rule-based models, frames, semantic networks, concept
maps, ontologies and logic. Following this work, an approach for implementing self-awareness
based on the KnowLang framework [36] was later proposed in [S68] and [S69]. e framework
provides a knowledge base that abstracts some context and a reasoner that allows for knowledge
access in that context. In [S20], the authors have introduced the SCEL (Soware Component
Ensemble Language), that is an approach for providing linguistic abstractions for describing the
ACM Transactions on Autonomous and Adaptive Systems, Vol. 0, No. 0, Article 0. Publication date: 0.
0:20 A. Elhabbash et al.
behaviour and knowledge of self-aware systems taking into consideration the evolution of the
system ensembles and interactions among them. ese works address knowledge representation at
a coarse-grain level. ey provide less focus on the potential structure of the collected knowledge
and do not explicitly deal with dynamic knowledge management in self-adaptive systems, which
have the eect of limiting the eectiveness of the adaptation.
4.6.5 Development lifecycle-based approaches. [S71] proposed a general soware development
life-cycle to engineer self-adaptive systems. e approach is based on the decomposition of
a complex system into service components. e local awareness of a component informs local
adaptive behaviour. en, collective awareness is achieved by grouping the inter-related elementary
components into ensembles to enable communication and knowledge exchange.
4.7 Evaluation of Self-Aware Soware Systems (RQ6)
is research question investigates the approaches that have been used to evaluate the proposed
self-aware approaches. e question also looks for the evaluation criteria, reported performance
and overhead of the approaches.
4.7.1 Evaluation Approaches. We observed that 28 papers out of the 39 (that proposed engineer-
ing approaches) have provided some kind of evaluation for their approaches. We categorise these
approaches into the following categories: analysis-, illustrative example-, illustrative application-,
and simulation-based evaluation. Table 10 lists the evaluation approaches categories and their
related studies.
Table 10. Evaluation Approaches and Related Studies
Evaluation Approach Studies
Analysis [S34]
Illustrative example [S22], [S47], [S62], [S45], [S73], [S3], [S2], [S20],
[S46], [S26], [S59], [S39], [S44]
Illustrative application [S13], [S41], [S36], [S37], [S7], [S38], [S10], [S18],
[S33], [S19], [S16], [S64], [S48], [S29], [S42], [S50],
[S4], [S8], [S15], [S65]
Simulation [S12], [S23], [S60], [S61]
Analysis-based evaluation. e approach presented in [S34] has provided an analysis-based
evaluation approach to show how the concept of self-awareness supports the reasoning about
object interaction in object-oriented programming paradigm.
Illustrative example. e studies listed under this category have presented case studies to
explore their approaches and validate the applicability of the approaches. But, they do not provide
any measurements related to the performance of the proposed approaches. For instance, [S46]
provides examples to show how their modelling languages can be used to model the self-adaptive
systems. [S20] provides examples to show how the proposed knowledge representation approach
can be used to represent the captured knowledge to reason about the adaptation.
Illustrative application. e approaches listed under this category have provided real im-
plementation as an illustrative application for their approaches, in order to demonstrate the
applicability of the approach in real life. However, the experiments are performed on small scale
cases due to the complexity of performing large-scale experiments in a real seing. For example,
[S18] evaluates the proposed self-aware approach using a cloud-based application that has the
ability to select the adaptation strategy according to the demand of the cloud-based services at
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runtime. e illustrative application demonstrates the adaptation capabilities of the approach.
However, the experiments have been performed using two physical machines with one or two
virtual machines hosted on each of them; a case in which the scale is too small compared to the
large scale of cloud systems.
Simulation-based evaluation. Studies adopting simulation-based evaluation have provided an
experimental evaluation based on simulations featuring large scale experiments. Such simulations
provide the possibility to perform scalable and repeated experiments in a relatively fast and
inexpensive controlled environment. However, these approaches still need to demonstrate the
applicability of the approaches in real environments.
Figure 7 illustrates the distribution of studies by evaluation approach categories. e majority of
studies have evaluated their work using either an illustrative example or illustrative application.
Simulation-based evaluation, featuring scalability, is signicantly less used.
Fig. 7. Distribution of studies by evaluation approaches
4.7.2 Evaluation Criteria. Below, we present the evaluation criteria that have been used in the
mentioned studies, and then we present how each of the approaches addressed them. Table 11 lists
the evaluation criteria and the corresponding studies.
4.7.2.1 Performance. e studies listed under the illustrative application and simulation categories
have reported on the performance of the proposed approaches. rough the motivation behind
adopting self-awareness in the proposed approaches is to enrich the adaptation capabilities and to
manage the trade-os that exist among the dierent evaluation criteria, we observed that most
of the evaluation approaches do not demonstrate how the improvements in one or more of the
considered evaluation criteria aected the performance in terms of one or more of the “conicting”
criteria. Also, we observed that some approaches claim the benets of their self-aware systems
without comparing their performance with non-self-aware, or other self-aware approaches.
e approaches presented in [S36], [S37] and [S38] have been evaluated using the accuracy and
eciency criteria. Accuracy measures the extent to which the actual performance of the system
meets the performance goals. On the other hand, eciency reects the ability to minimise power
consumption while meeting the performance goal. e results show that the proposed approach
has achieved higher accuracy, but with higher power consumption compared with a static approach.
Similarly, [S13] has evaluated the work using the accuracy criteria. ey view accuracy as the
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Table 11. Evaluation Criteria and Related Studies
Study Evaluation Criteria Trade-os
[S13] Accuracy -
[S36], [S37], [S38] Accuracy, Eciency Accuracy, Eciency
[S41] Processing time -
[S12] Number of bids, asks, allocations, aver-
age price, Market revenue
-
[S7] Reduction in communication -
[S23] Number of violations -
[S33] Power eciency, Execution time Power eciency, Execution
time
[S10] Power consumption -
[S19] Lookahead, Latency, Number of
achieved goals
Lookahead, Latency, Num-
ber of achieved goals
[S18] Accuracy, Adaptation quality, Overhead,
Reliability
Accuracy, Overhead
[S16] Local resources consumption, Time per-
formance
-
[S64] Performance per Wa -
[S48] Number of violations -
[S42] Prediction accuracy of response time -
[S50] Lines of code, Complexity, Technical
debt
-
[S4] Number of required humans, Cost -
probability of detecting email anomaly based on some adaptive measures, such as the mean and
standard deviation of the captured data, which are application-specic evaluation criteria.
e evaluation of [S33] has considered both power eciency and execution time. e results
highlight that a self-aware solution can achieve low execution time with minimal power consump-
tion. e work of [S10] has also considered power consumption in the smartphone case study. e
results show that applying the self-aware strategies to activate system components on-demand has
reduced the power consumption compared to a naive non-adaptive method.
e work of [S19] has used three evaluation criteria, that are: lookahead that species the
planning window in the future, latency that is the time required to nish planning, and the number
of achieved goals. e results show that the larger the lookahead the higher the latency and the
number of achieved goals. However, the above works do not demonstrate how their self-aware
approaches are compared to non-self-aware (or other self-aware) approaches.
In [S41], the authors evaluate the performance of their approach in terms of processing time. e
results show that the proposed approach exhibit beer performance compared to a “conventional”
approach. e work of [S18] has used the weighted sum of accuracy, adaptation quality, overhead,
and reliability, (assuming that the corresponding thresholds are specied in the Service Level
Agreement) to evaluate the proposed approach. e results show that the weighted sum (called
global benet) in the self-aware case is higher than the weighted sum in the non-self-aware
case. [S64] has evaluated the self-aware approach using the normalised performance (in terms
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of computation time) per Wa in the presence of uctuating input data streams and compares
the self-aware approach with a set of static (non-self-aware) approaches. e reported results
demonstrate that the approach’s ability to adapt to the data stream uctuations while keeping the
performance per Wa close to the best static approach. [S16] evaluates the approach using the
local resource consumption and the time performance criteria. e paper claims acceptable time
performance and resources consumption with an increasing workload. However, the evaluation of
these approaches does not demonstrate how the self-aware approach compare to non-self-aware (or
other self-aware) approaches and does not address other quality aributes that may be adversely
aected.
Simple metrics are found in the works of [S23] and [S48] that have evaluated their approaches
using the number of violations. e results show that the number of violation is reduced leading to
a more stable state. e work presented in [S7] has considered a very abstract quality criterion,
namely, communication. e self-aware scenario results in a reduction of communication between
the system objects compared to the non-self-aware scenario. e evaluation scenario of [S12] has
considered a number of market-based metrics (number of bids, asks, allocations, average price,
and market revenue) to show that the proposed cloud-market monitoring model is able to detect
sudden changes in the demand for resources. e case study in [S42] shows 20% of prediction error
for the response times. e evaluation of the illustrative application in [S50] showed a reduction in
the number of lines of code compared to a reference application. e experiment of [S4] illustrated
a reduction of 32% in the number of required humans required to obtain acceptable accuracy for
the information extraction in digitized bio-collections. However, all the evaluation approaches
mentioned above do not address other quality aributes that may be adversely aected.
4.7.2.2 Overhead. In this section, we investigate the overhead resulting from adopting self-
awareness in soware systems. Only 8 of the studies have reported the overhead of adopting
self-awareness. All of them considered overhead in terms of computation time.
[S62] reported that the proposed approach is low-overhead without presenting experimentation
results to demonstrate this claim. In [S36] [S37] and [S38], the authors reported that the overhead
of the proposed approach is very low and that the system can take adaptation decisions in 20.09
nanoseconds. However, other overheads related to adopting self-awareness, e.g. the overhead
of monitoring, registering events and taking an action, have not been taken into account. [S33]
reported on the overhead related to the monitoring component of the approach. e reported
runtime overhead is within 1-2%, which the authors consider it to be negligible compared to
the normal system’s execution time. [S16] reported the overhead of propagating the monitoring
information across a network and stated that the overhead is “acceptable” and limited. ese
approaches consider only the overhead of the monitoring activity. [S50] reported a slight increase
in the execution time due to the time needed to build contextual models and considered that increase
as negligible.
e study of [S48] has provided a more profound analysis of the overhead. e authors reported
on the overhead of analysing the captured information and forecasting, as well as the overhead
of the adaptation process. ey reported that both overheads depend on the data, conguration
seings, the techniques used for performance forecasting and the application specications.
4.8 Applications Adopting Self-Awareness(RQ7)
is section explores major application domains adopting computational self-awareness. Although
not an exhaustive list, we identify the following domains:
• Smart-*. e functionalities of the devices or components of a smart-* application (e.g. smart-
home, smart-city, .etc) are exposed as services that need to compose to satisfy the users’ needs.
ACM Transactions on Autonomous and Adaptive Systems, Vol. 0, No. 0, Article 0. Publication date: 0.
0:24 A. Elhabbash et al.
Self-awareness principles enable dynamic context management in order to reason about the
application needs. Examples of studies consider this domain are [S29] [S50] [S65] [S59].
• OnlineResourceManagement. Self-awareness resource management techniques can detect
or predict changes at run-time and re-actively or proactively adapt the system. Auto-scaling
cloud services is an example application, where cloud applications are deployed on cloud
services that exhibit uncertainty in performance related to dynamics of the environment.
Self-awareness can be used to improve cloud services auto-scaling methods by enabling online
reasoning to enable run-time auto-scaling and SLA management to replace the oine analysis
adopted for dealing with such a dynamic environment. Examples of studies consider this
domain include [S18] [S17] [S26] [S25] [S47] [S45] [S46] [S48] [S37] [S38] [S44].
• Dynamic Soware Architectures. e capabilities of knowledge acquisition and represen-
tation provided by self-awareness allow for dynamically adapting soware architectures by
selecting or adapting the soware components based on the context. Self-awareness can
provide built-in run-time management of QoS, aiming to achieve stability of QoS provision.
Examples of studies consider this domain include[S60] [S61] [S26]
• Health Monitoring. Sensing devices collect data that relate to patients measurements such
as blood pressure and heart rate. A health monitoring application can be equipped with a
self-awareness module to increase the robustness of the data analysis by beer informing the
data collection methods. is includes managing the trade-os related to the data collection
including aspects of energy eciency (as devices are usually baery operated), latency, and
location-awareness, among others. Examples of studies consider this domain include [S65].
• Emergency System. A application for distributed management of personnel to deal with
emergency situations. Self-awareness enables dealing with cases of emergency information
centres failure or uctuation of performance. Examples of studies consider this domain include
[S16] [S15].
5 CHARACTERISATION AND DISCUSSION
In this section, we summarise the main ndings, discuss the implications of the review on the
research community, as well as report on the limitations and threats to validity of the review.
5.1 Characterisation of Self-Awareness in Soware Engineering
We constructed a thematic map about self-awareness in soware engineering. e thematic map is
depicted in Figure 8. is covers data extracted from the primary studies, i.e. reects the current
state of the art. e thematic map represents a taxonomy for characterising self-awareness in
soware engineering. Along with the analysis of the primary studies, it could help to reect on the
areas that need further development in the literature, as discussed in the next sections.
5.2 General observations
We conducted this review with the vision of answering the ve research questions. e main
ndings of this systematic review are as follows:
RQ1. ere is growing aention to adopting self-awareness in modern soware systems. However,
there is no common agreement on the denition of self-awareness. Many researchers use the
terms ‘self-aware’ and ‘self-adaptive’ interchangeably. Recent aempts to dene self-aware
systems include that a self-aware system should have multi-levels of knowledge representation
and/or support of proactive adaptation. e denition introduced in [S49] can be considered as
the most recent and the widest agreed-on denition. Nevertheless, as it has been acknowledged
by several authors and research programmes (e.g. Self-aware related EU projects, USA), the
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Fig. 8. Thematic Analysis of Self-Awareness in Soware Engineering
denition of self-awareness is still an open research question and had been subject to research
debate. Nevertheless, reaching a denition is necessary to provide meaningful guidance
for developments in the eld. is is particularly important to inform the methodological
incubation of steps including, but not limited to, the engineering of the requirements that
explicate this category of the systems, architectures and paerns that meet these requirements
and dynamic trade-os, testing, evaluation and/or verication procedures for the awareness,
its satisfaction/optimisation, added value, etc.
RQ2. Motivations for employing self-awareness were found clearly identied in the studies. Moti-
vations varied between the general purpose of realising beer autonomy for soware systems
and domain-specic purposes. Beer understanding for the motivation of leveraging self-
awareness from one side and the motivation behind choosing one method over its alternatives
can provide engineers and practitioners for this category of systems with the necessary guid-
ance on the drivers, consequences, recommended-/anti- use, lessons learnt etc. It can also help
practitioners to develop customised evaluation, testing and verication frameworks that are
informed by these drivers.
RQ3. e sources of inspiration were mainly nature, psychology, control theory, but the mapping
between the self-awareness in soware engineering and the source of inspiration is not well
detailed in the majority of studies. Furthermore, these inspirations had led to contributions
which could be criticised to have partial focus, rather than holistic focus, in realising self-
awareness.
RQ4. Self-awareness was considered for self-adaptive soware systems as a general soware para-
digm, with few studies focusing on a particular soware paradigm or application type. Ar-
chitecture design was found the most contributing soware engineering practice in realising
self-awareness, as well as system design and engineering adaptations.
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RQ5. e approaches for engineering self-aware soware systems can be categorised as model-
driven, architecture-centric, programming-driven, knowledge-centric and development lifecycle-
based approaches. We have found that self-aware systems vary from centrally managed to fully
distributed. However, most of the approaches tend to integrate self-awareness in decentralised
seings.
RQ6. Some of the studies have provided an experimental evaluation of the proposed approaches.
However, the evaluations do not demonstrate the value added by self-awareness to the adapta-
tion capabilities compared to the self-adaptive systems. e evaluations also need to report on
the overhead accompanied by adopting self-awareness. As discussed in the shortcomings that
relate to both the denition and motivation, future research needs to align the evaluation with
the drivers for self-awareness and its scope. Research needs to discuss metrics, evaluation
criteria that relate to the evaluation of the presence and/or absence of self-awareness on
the system and what does it mean for the system to be self-aware. Research may also need
to evaluate seings and paerns for realising self-awareness - ranging from centralised to
semi/decentralised etc.
RQ7. e application domains of computational self-awareness are various and numerous. However,
there is no real-world application, i.e. a product, that realises computational self-awareness.
e applications identied from the reviewed studies are, in fact, case studies utilised as
proof-of-concepts.
5.3 Critical Reflections on the State of the Art
In the following, we discuss a number of limitations that are observed from the reviewing and
analysis of the literature.
• Proactive adaptation. e vast majority of literature utilises captured knowledge for reactive
adaptation. Lile has been done to tackle proactive self-adaptation in order to self-adapt the
system before it becomes necessary. Proactive adaptation can make autonomous systems more
dependable as it reduces interruptions by avoiding unwanted cases of failure or requirements
violations [28].
• Human-in-the-loop. It is obvious from the reviewed studies that they have been engineered
as fully autonomic systems. e capturing of the knowledge about the system internal state
and the environment does not explicitly consider the capturing of human knowledge that may
also evolve over the lifetime of the application. Although this issue has been observed in the
literature of self-adaptive systems [19], it is still lacking consideration in the computational
self-awareness literature though the laer is, to a big extent, motivated by the potential to
improve self-adaptivity. Frameworks for involving the potential evolving human knowledge
are required so that the can contribute to making systems more self-aware.
• Goals mapping. e majority of work express user goals in terms of metrics that are assumed
to be straightway monitored. is can be valid in some cases. For example, goals like Processing
time and Processing Power can be considered also as low-level metrics that can be monitored.
However, goals like Accuracy and Eciency are high-level goals that need to be mapped
into ’monitorable’ low-level metrics. Also, it might be clear that it is not realistic to assume
that users can specify goals using low-level metrics (e.g. number of violations and Lines of
code). Users need to specify high-level goals that should be mapped to low-level ones. Our
observation is that lile has been done with respect to such mapping in the reviewed papers.
• Privacy-awareness. Obviously, the realisation of computational self-awareness is based only
on data collection. is raises concerns about the privacy of the owners of the collected data.
ere is here a trade-o between self-awareness and privacy. On one hand, in order for a
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system to increase its self-awareness, it needs to collect more data. On the other hand, the
more data is collected the less privacy is achieved. erefore, a balance is required to optimise
for both self-awareness and privacy. None of the reviewed studies addressed this concern
although it is discussed in [S40] as a challenge.
• Realistic evaluation. Evaluation is mostly performed using simulations or, in the best case,
illustrative case studies. It can be suggested that this is due to the costs and complexity of
developing and experimenting with real self-aware applications on a large scale. Although
that suggestion might be valid, this observation leads us to doubt of the generability of the
outcomes as most evaluation approaches are merely proof of concept ideas that are of lile
practical use to other researchers. In other words, the literature still requires a real-world
self-aware application that is evaluated and that are usable by others.
5.4 Implications for research
e aim of this systematic review on self-awareness in soware engineering is to investigate how
current research has adopted computational self-awareness to enrich the self-adaptation capabil-
ities of autonomous soware systems. is paper provides the rst comprehensive review that
summarises the relevant literature and reports on possible gaps. Overall, the review provides a quite
representative state of the relevant literature. e ndings can support researchers interested in
future research for advancing self-aware systems. e reported challenges can guide the researches
to direct their future research accordingly to look for solutions for lling the mentioned gaps.
5.5 Limitations and threats to validity
e main limitations and validity threats of this review are related to the studies selection bias,
inaccuracy in data extraction and analysis of collected studies.
• Missing relevant studies. e search was based on meta-data (abstract, title, and keywords)
only and might have missed some studies that have considered self-awareness in soware
engineering as part of their proposed work, and have not mentioned this explicitly in the
title, abstract and keywords. ough the meta-data are specied by the authors of the papers,
we reasonably rely on how well the digital databases classify and index papers. Studies have
been collected from data sources that are basically academic indexing services. We have not
considered other sources, e.g. companies websites, that might have addressed self-awareness
in their industry-focused research and might have interesting ndings.
• Studies selection bias. With respect to the selection of the initial studies, we adopted a set-up
to guide the selection process, thus avoiding selection bias. For example, if the number of search
results is more than 200 results, we selected the rst 200 sorted by relevance. Furthermore,
every study is screened by the rst two authors to increase the reliability of the selection. If
the two authors do not agree on the decision of selecting a paper as a primary study aer
discussions, the other authors are involved for further discussion and agreement. Such set-up
directed the selection based on both the search results and the widest possible consensus of
the selection.
• Inaccuracy in data extraction. Inaccuracy can be introduced in the data extraction process
due to dierent reasons, such as the background of the researcher, subjectivity of the researcher,
and the way the authors used to present their approaches and ndings. Aiming at minimising
the inaccuracy in data extraction, we adopted a strategy for the data extraction process, such
that data extracted from certain studies by one reviewer are checked by the other reviewer.
Also, we had thorough discussions to eliminate any confusion which lead us to believe that
the eect of this error is minimal.
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6 RESEARCH CHALLENGES
While self-awareness is geing popularity as an enabler for self-adaptation in soware systems,
there are several issues and challenges which need considerations. In this section, we present
dierent challenges related to the adoption of self-awareness in soware engineering.
• Holistic self-awareness. As discussed in section 4.4 a holistic self-aware system that can
consolidate various aspects of computational self-awareness based on the various and dierent
inspirations of self-awareness is an open challenge that is worthy of future research. is
can equip the self-aware system with comprehensive knowledge about its internal state and
the environment and various features and capabilities to model knowledge from dierent
perspectives, leading to a wide range of adaptation choices.
• Self-awareness vs. Self-adaptation. e visions of the self-aware initiatives represented
by [S53] and [S46] are only a step forward towards distinguishing self-aware systems from
self-adaptive systems. However, the dierence between self-aware and self-adaptive systems
in terms of the denition is not the only aspect to consider. Distinctions between self-adaptive
and self-aware systems are required in order to evaluate the enhancement occurring aer using
self-awareness. ough self-awareness can be viewed as property for enriching self-adaptivity
similar to other self-* properties (e.g. self-healing, self-organising, etc.), clear illustration on
the complementary use is still lacking. Another observation is that the relation between other
self-* properties and self-awareness is not entirely clear. Self-awareness has been explicitly
linked to self-expression; however, it can be argued that self-expression can still relate to
properties that relate to healing, organising, protecting, securing, conguring, etc. Similarly,
the self-* properties can also be engineered as part of the self-aware “engine”. Nevertheless,
the literature and existing solutions do not explicate this topic.
• Inspirations for self-awareness. As observed in the literature that the majority of studies
named only their source of inspiration, without a clear description about how self-awareness
in soware engineering is inspired by nature of sciences. We argue that mapping between
the source of inspiration and the research in soware engineering needs to be clearly present.
Further, studies investigating how self-awareness could be inspired by nature and sciences
would contribute to advancing self-aware soware systems.
• Evaluating the presence of self-awareness in a system. Existing approaches have eval-
uated self-awareness in relation to the primitives that enable self-awareness and enrich the
adaptivity. As an example, [S18] has structured the proposed framework around levels for self-
awareness beneting from stimuli, goal, knowledge, interaction, yet evaluating self-awareness
presence is challenging to achieve. is calls for novel metrics, qualitative and quantitative
frameworks for evaluating the presence/absence of self-awareness. is can consequently beg
the question: what are the distinct characteristics of a self-aware system? to what extent a
system is self-aware? how can we claim that a system is more self-aware than its competitor?
• Testing self-awareness properties. Given a clear characterisation for self-aware soware
systems, testing self-awareness properties themselves is not considered in the literature. We
argue that a testing framework and tool would be essential for advancing self-awareness
in soware engineering. e role of such tool is to test the properties of self-awareness
themselves. Inspirations could be drawn from Articial Intelligence (AI) studies that claim to
propose more intelligent systems; i.e. more self-aware systems.
• Proactive adaptation. Achieving proactive adaptation is challenged by the need for predic-
tion models that provide convenient accuracy of predictions, as inaccurate predictions result
in sub-optimal adaptations. e development of such models is also challenged by the lack
of knowledge in some cases (in cases of rare events), the volatility of knowledge (the cases
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when the environment is very dynamic and knowledge becomes quickly obsolete), and the
prediction of user behaviours. Furthermore, proactive adaptation comes with the overhead
of predictions. therefore, the feasibility of this type of adaptation needs to be assessed, as
unnecessary adaptations would reduce or cancel its desired benets.
• Evaluating the quality and overhead of self-awareness. As found in the primary studies,
the evaluation of the quality and overhead of self-awareness is not considered as it should be.
e majority of the studies evaluated the enhancement in quality aributes aer employing
self-awareness capabilities in comparison with non-self-aware ones. Meanwhile, how well
the self-awareness performed is not evaluated. Also, the quality and accuracy of adaptations
made with the help of self-awareness are not evaluated. A framework for evaluating self-
awareness, similar to self-adaptivity [37], can be used by researchers as a base for evaluating
how well their proposed self-awareness engineering approaches are performing, as well as for
comparing dierent approaches.
• Dynamic knowledge management. Dynamic knowledge management in the studied self-
aware soware systems architectures is given lile consideration; although it is a vital require-
ment for self-awareness. Most of the self-aware frameworks address knowledge management
at a coarse-grained level. We argue that “ner” knowledge representation can beer address
the users and systems requirements in the environments that exhibit uncertainty and dy-
namism, as well as can improve the quality and accuracy of adaptation. e knowledge should
be treated as moving targets that can change and evolve over time. Self-aware systems should
be able to capture the evolution trends and use this information to beer inform the adaptation
decision.
7 CONCLUSION AND FUTUREWORK
e main contribution of this paper is to systemically review and investigate the adoption of
computational self-awareness concepts in autonomic soware systems. Our goal is to provide a
quite representative state-of-the-art of the current research in the self-aware soware engineering
topic, in order to identify the accomplishments done so far, the pending issues and open problems.
We have considered six main data sources to conduct the search from which we identied and
reviewed 865 studies. From these, we have found 74 papers presenting approaches that exhibit
acceptable relevance, which we selected as primary studies. e main ndings show that there is
growing aention to incorporate self-awareness for beer reasoning about the adaptation decision
making in autonomic systems. However, many pending issues and open problems still need to be
addressed, e.g. dynamic knowledge management.
Our future work aims at addressing the challenges outlined in this paper. We will focus on
closing the gaps in the relevant literature, such as the dynamic knowledge management. We aim to
investigate the evaluation of self-aware systems and compare their performance with self-adaptive
systems in order to identify the value-added by self-awareness to self-adaptive systems.
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A REVIEW PROTOCOL
In this appendix, we present the research method and systematic process we followed in conducting
the review.
e procedure of this study generally followed the guidelines for conducting systematic literature
reviews [26]. e process has also been informed by other reviews relevant to soware engineering
[25] [3]. We rst dene the research questions that derive our research, and then we describe the
planned protocol to be followed for conducting the review. e research methodology is depicted
in Figure A.1.
A.1 Planning the Review
is section presents the details of the rst phase.
A.1.1 Research estions. e overall research objective of the review is to give an overview
of the current state-of-the-art related to self-awareness in soware engineering in research and
practice. e research questions addressed by this study are:
• RQ1. How to dene and characterise self-awareness?
• RQ2. What motivated the application of self-awareness in soware engineering?
• RQ3. What are the sources of inspiration for its engineering?
• RQ4. In which soware engineering practices and soware paradigms is self-awareness
employed?
• RQ5. What are the approaches for engineering self-awareness?
• RQ6. How are self-aware soware systems are evaluated?
• RQ7. What are the working real-world applications adopting computational self-awareness?
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Fig. A.1. Research methodology
RQ1 is motivated by the need for dening and consequently characterising self-awareness in
soware systems; i.e. how to consider that a system is self-aware. RQ2 aims to identify the motiva-
tions that stimulated the adoption of computational self-awareness in soware engineering. e
sources of inspiration for engineering self-awareness are identied in RQ3, in order to investigate
how these sources helped to advance self-aware soware systems. e goal of RQ4 is to nd
the soware paradigms that employed self-awareness and to explore the characteristics of the
environments that can benet from computational self-awareness. RQ5 identies the approaches
of engineering self-aware soware systems and investigate how computational self-awareness
has been realised. e aim of RQ6 is to explore the signicance of adopting self-awareness in
terms of performance evaluation. RQ7 aims to identify the main real-world applications in which
self-awareness is adopted.
A.1.2 Search Strategy. Our search strategy includes determining the data sources and the search
string, as they appear in the sub-sections below.
Data sources. e search process for this study is based on automated search in the following
digital libraries and indexing systems that are considered as the largest and most complete scientic
databases for conducting literature reviews in computer science [4] [12]:
• IEEE Xplore (hp://ieeexplore.ieee.org/)
• ACM Digital Library (hp://dl.acm.org/)
• ScienceDirect (hp://www.sciencedirect.com/)
• Web of Science (hp://www.webonowledge.com/)
• SpringerLink (hp://link.springer.com/)
• Wiley InterScience (hp://onlinelibrary.wiley.com/)
• World Scientic (hps://www.worldscientic.com/)
As technical reports do not appear in these libraries, we also considered Google Scholar (hp:
//scholar.google.co.uk/) for this type of publications only.
Furthermore, we identied the most relevant conference proceedings and journals in the eld
of soware engineering for manual search, according to our previous experience and the results
obtained during trial searches. e full list of sources considered for manual search is presented in
Table A.1.
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Table A.1. Manual search sources
Type Data Source Publisher
Journal ACM Transactions on Soware Engineering and Methodology ACM
ACM Transactions on Autonomous and Adaptive Systems ACM
IEEE Transactions on Soware Engineering IEEE
Journal of Soware and Systems Elsevier
Information and Soware Technology Elsevier
Soware and System Modelling Springer
Conference ACM SIGSOFT International Symposium on the Foundations of So-
ware Engineering (FSE)
ACM
International Conference on Soware Engineering (ICSE) IEEE
International Symposium on Soware Engineering for Adaptive and
Self-Managing Systems (SEAMS)
IEEE





Awareness Magazine: Self-Awareness in Autonomic Systems European Commission (FP7)
Dagstuhl Reports Schloss Dagstuhl - Leibniz Center
for Informatics
Search String. e aim of the search string is to capture all results related to self-awareness in the
context of soware engineering. Trial searches were performed in each database with the intention
of checking the number of returned papers and their relevance. e objective of the trial searches
is to check the feasibility of the search string and adjust it accordingly.
e general search string used on all databases is: (self-aware*) AND (software). e rst
term captures the dierent ways self-awareness could be used, i.e. self-aware or self-awareness.
e second term makes it explicit for soware. e keywords system(s) and computing have
returned a huge number of results related to computing systems, hardware, robots and networks.
Other combined keywords, such as soware engineering and soware systems - when tried - had
led to a vast wide set of irrelevant results. e simplicity and generality of the search string help in
maximising the number of returned relevant papers, as it places as few restrictions as possible on
the search string. We used the search string in the automated search engines of the data sources
dened earlier, searching by meta-data (i.e. title, abstract and keywords).
Regarding the search in the specialised data sources, we rst checked whether the papers
published in these venues are retrieved in the databases included in the automated search. We found
that manual search is needed only for the Awareness Magazine (hp://www.awareness-mag.eu/
index.php) and the Dagstuhl Reports (hp://drops.dagstuhl.de/opus/institut dagrep.php?fakultaet=
07).
A.1.3 Studies Selection Criteria. Aer the search is executed, the study selection will be per-
formed on the resulting set of studies. During the screening of search results, the title, abstract,
introduction and conclusion for each candidate paper should be examined closely to determine the
relevance of the paper. In some cases when these do not provide enough information to decide
the relevance of the paper, the whole paper should be read. e selection is to be performed with
respect to the inclusion and exclusion criteria dened in Table A.2.
When similar studies are reported in several papers as work-in-progress, the most comprehensive
version is to be considered, unless signicant details were reported in the earlier version.
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Table A.2. Studies Selection Criteria
Inclusion Criteria
I1. Papers published in conferences and journals, as full research paper,
short and position paper presenting new and emerging ideas, as well
as doctoral symposiums
I2. Literatures published as books, book chapters and technical reports
I3. Papers employing self-awareness concepts in engineering soware
systems (e.g. cloud-based, service-oriented)
I4. Papers implementing or extending self-awareness concepts
I5. Papers discussing general or particular aspects of self-awareness
Exclusion Criteria
E1. Papers not in the form of a full research paper, i.e. in the form of abstract,
tutorials, presentation, or essay.
E2. Papers with abstract not available
E3. Papers not wrien in English language
E4. Papers focusing on awareness or context-, situation-awareness or any
other form of awareness (i.e. not self-awareness), or not explicitly
addressing self-awareness
E5. Papers not focusing on self-awareness in soware engineering; i.e. other
computer science elds, such as networking or robotics or hardware
A.1.4 Cross-references Check. In order not to miss any relevant studies, we designate the cross-
referencing technique to nd potentially relevant studies, by applying the “snow-balling” search
method [20] [3]. is is performed by tracking the references contained in the “References” section
in each selected primary study [20] [3].
A.1.5 ality Assessment Criteria. Primary studies are evaluated according to the quality assess-
ment criteria shown in Table A.3, in order to assess the quality of the studies under consideration.
e quality assessment checklist is based on the assessment method for research studies proposed
in [11] [38].
Table A.3. ality Assessment Checklist
ality item
QA1. Problem denition of the study
QA2. Reporting on background and context
QA3. Description of the research method
QA4. Evaluation of the research method
QA5. Contributions of the study
QA6. Reporting on the insights derived from the study
QA7. Reporting on the limitations of the study and threats to validity
e scoring procedure is 1 if the quality item is present, 0.5 if it is partially present, 0 if not
present or unknown. Based on that, the quality assessment score (maximum of 7) for a study is
calculated by summing up the scores for all the quality items.
A.1.6 Data Extraction Items. For each selected primary study, the whole paper should be read
to extract the data items, that will help in answering the research questions. Data items to be
extracted and their relevant research questions are listed in Table A.4.
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Table A.4. Data items extracted from Primary Studies
Data item Description Relevant RQ
BibTeX key a unique key identifying the study for reference Documentation
Title title of the study Documentation
Year publication year Demographics
Authors’ aliations the aliations of all authors as appearing in the study Demographics
Aliation Countries the countries of the authors’ aliations Demographics
Denition denition of the self-awareness concept RQ1
Characteristics characteristics to consider soware as a self-aware
one
RQ1
Motivation the motivation for employing self-awareness RQ2
Source of inspiration what inspired the self-aware approach RQ3
Soware Engineering Practices the soware engineering practices that employed self-
awareness; i.e. requirements engineering, architec-
ture design
RQ4
Soware paradigm which types of soware considered self-awareness;
i.e. cloud-, mobile-, service-based
RQ4
Engineering Approach what is the approach used to realise self-awareness;
i.e. prediction, machine learning
RQ5
Evaluation tool how the self-aware system is evaluated; i.e. simula-
tion, experiments
RQ6
Performance how the self-aware system performed compared with
non-self-aware
RQ6
Overhead what is the overhead caused by self-awareness RQ6
Applications real-world applications adopting self-awareness RQ7
A.1.7 Data Synthesis and Analysis Approach. Data synthesis should involve collating and sum-
marising data extracted from primary studies. In this stage, statistics are also extracted and the
results are further analysed. For the data synthesis, the extracted data should be inspected for
similarities in order to dene how results could be encapsulated. Our approach for synthesizing
ndings will be based on the synthesis method “thematic analysis/synthesis” [8], with the dierence
that instead of identifying themes derived from the ndings reported in each primary study, we
consider the synthesis and analysis targeted to answer the research questions.
A.2 Conducting the Review
is section summarises the execution of the review protocol (the second phase).
A.2.1 Search Execution. e search was executed during March 2018, then updated during
June 2019 by the rst author according to the search strategy dened in section A.1.2. In practice,
particular seings were built for each search engine (details in Table A.5), since each digital library
works in a specic manner. is was aempted to minimise duplications and rejections by seing
the appropriate options in each search engine. Particularly, lters were applied - when available -
for seing the search engine to retrieve only studies published by its own engine or to retrieve
documents in English language only. Minimising results by excluding irrelevant disciplines was
also used, whenever available. In cases where the search engine does not imply enough lters and
a large number of irrelevant results were retrieved, we used the rst sets of search results sorted
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by relevance. is decision was made aer carefully checking the next set and found complete
irrelevance.
Table A.5. Search Execution (search strings and seings)
Database Search string Search settings
ACM Digital Library “self-aware*” AND soware N/A
IEEE Xplore “self-aware*” AND soware rened by Publisher: IEEE
ScienceDirect “self-aware*” AND soware Publications tiles:
Procedia Computer Science
Journal of Systems and Soware
Future Generation Computer Systems
Expert Systems with Applications
Science of Computer Programming
Computer Standards & Interfaces
Decision Support Systems
Journal of Network and Computer Applications
Web of Science “self-aware*” AND soware Language: English
Categories:
COMPUTER SCIENCE THEORY METHODS
COMPUTER SCIENCE INFORMATION SYSTEMS
COMPUTER SCIENCE SOFTWARE ENGINEERING
COMPUTER SCIENCE INTERDISCIPLINARY APPLICATIONS
SpringerLink “self-aware*” AND soware Discipline: Computer Science
SubDiscipline: SWE
Language: English
World Scientic “self-aware*” AND soware N/A
Wiley InterScience self-aware* AND soware N/A
Google Scholar “self-aware*” AND soware N/A
During the course of executing the search, we used a spreadsheet to keep track of the search
execution process and perform quantitative analysis on the results. is spreadsheet contains:
• Data source - the name of the data source;
• URL - the URL of the data source;
• Search ery - the query string as entered to the search engine;
• Search lters - further lters used to rene the search results (e.g., language, discipline);
• Search results - the total number of search results retrieved;
• Considered results - the total number of search results considered for primary studies selection;
• Search results le - the bibliography le of the search results;
Search results were extracted as a bibliography in BibTeX format, having a nal collection of
bibliographies for each data source. We have also created a spreadsheet listing the search results
with their meta-information. We, then, used JabRef [23] to merge the search results les into one
.bib le aer detecting and removing duplicates.
As a result of the automated search execution, we found 51,414 studies in total, without the
Awareness Magazine and Dagstuhl Reports (where we performed a manual search for all articles).
In case a large number of results was retrieved, we used the rst sets of search results sorted by
relevance. More specically, we considered the rst 200 results from each of SpringerLink, World
Scientic, and Google Scholar sorted by relevance. Table A.6 shows the total results of automated
search execution in each data source and the considered results.
e end results of the automated search execution are 890 studies to be considered with 25
duplicates. en, we performed primary studies selection on the 865 candidate studies and all the
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articles published in the two specialised data sources considered for manual search; i.e. 51 articles
in the Awareness Magazine and 6 volumes (with 12 issues each) of the Dagstuhl Reports.
Table A.6. Automated Search Results
Database Search results Considered results
ACM Digital Library 55 55
IEEE Xplore 98 98
ScienceDirect 80 80
Web of Science 57 57
SpringerLink 30,430 200
World Scientic 3568 200
Wiley InterScience 0 0
Google Scholar 17,126 200
Total 51,414 890
Total aer removing duplicates - 865
A.2.2 Selection of Primary Studies. Selection of primary studies was performed using the in-
clusion and exclusion criteria (dened earlier in Table A.2). We used a spreadsheet to collect data
related to this stage. is spreadsheet contains:
• Selection - whether the study is selected or not;
• BibTeX key - a unique key identifying the study for reference;
• Title - the title of the study;
• Year - publication year;
• I1 - I5 - whether the study fulls the inclusion criteria;
• E1 - E5 - whether the study fulls the exclusion criteria;
is step results in 74 selected primary studies.
A.2.3 Cross-references Check. Cross-references check was performed on the References section
of each selected primary study. Bibliography data about every cited reference was collected, similar
to the search results. We collected 712 new studies. en, we performed the same study selection
process as described in section A.1.3. is results in 13 more studies aer removing duplicates. e
nal set of primary studies includes 74 studies. e reference list of the primary studies appears in
Appendix A.
Study selection and cross-referencing check were completed by the rst and second authors by
agreement and supervised by the other authors.
A.2.4 ality Assessment. We performed quality assessment check on the 74 collected studies,
according to the criteria dened earlier in section A.1.5. ality assessment was completed the two
principal researchers by agreement, passing through extensive discussions to agree on a nal score.
Figure A.2 shows the number of studies with dierent scores for each quality assessment criterion
(described in section A.1.5 and process reported in section 4.1). e results show that researchers
explicitly provide descriptions of the problem they tackle (QA1), report on background and context
(QA2), as well as a description of the research method (QA3). Evaluation of the research method
(QA4) and insights (QA6) are also reported, but not always explicitly. is reects that the evaluation
of self-aware soware systems needs to receive more aention (as we will discuss in the next
section). Providing explicit evaluation and insights is important in general. With respect to QA5,
the majority of the studies did not report signicant contributions to self-awareness. is reects
the need for clear vision and roadmap for self-awareness in the community (as reected in section
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6). Most studies ignore reporting limitations of the results and threats to validity (QA7). is could
reect some weaknesses to the studies addressing self-awareness in soware systems. However,
reporting the limitations deserves aention, as this should be part of any research study.
Fig. A.2. ality Scores for the Primary Studies
e results of the quality assessment show that the average quality score is 4.74. e number of
studies with respect to dierent total score ranges is shown in Table A.7. e quality score for the
majority of studies (53 studies, 71.62%) ranges between 4.0 and 6.0 with an average of 4.73. A small
percentage of studies (6 studies, 8.11%) are highly scored with an average of 6.58, and another small
percentage (15 studies, 20.27%) had a score of 3.5 or lower with an average score of 2.80.
Table A.7. ality Assessment Total Results
Total score Number of studies Percentage Mean score
≥ 6.5 6 8.11 6.58
4.0 - 6.0 53 71.62 4.73
≤ 3.5 15 20.27 2.8
Average QA score 4.74
Generally, the mean quality score of the majority of studies ranging between 4.0 and 6.0 could be
aributed to the quality criteria that were scored low for a large number of studies. ese include
the lack of strong evaluation (QA4), reporting on future insights (QA5), and reporting on limitations
and threats to validity (QA7).
A.2.5 Data Extraction and Synthesis. Finally, we performed data extraction and synthesis on the
primary studies. is step was performed by the two principal researchers, and supervised by the
other researchers reviewing the whole process, having thorough discussions and looking iteratively
at the literature. For each study, data items dened earlier in section A.1.6 were extracted and
recorded in a spreadsheet.
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