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1 Introduction
Recently the theory of integrable many-body systems has a number of interest-
ing developments. In particular, classical dynamical R-matrices were found for ra-
tional, trigonometric [1], elliptic [2] Calogero systems and also for trigonometric
Ruijsenaars-Schneider model [3].
About twenty years ago it was found [4]-[7] that finite-dimensional dynamical
systems of Toda- and Calogero-types can be obtained by the Hamiltonian reduction
of geodesic motions on the cotangent bundles of semi-simple Lie groups. The L-
operator of a system arises as a point on the reduced phase space P, whereas the
Lax representation dL
dt
= [M,L] - as the equation of motion on P. Later on it was
realized [8] that this construction provides an effective tool to deduce the classical
R-matrix and to prove thereby the integrability of a system. In the recent paper by
Avan, Babelon and Talon [9] a nice computation scheme along the lines described
above was worked out in detail and applied to recover the known [1] dynamical
R-matrices of the rational and trigonometric Calogero-Moser models.
The dynamical R-matrix for the elliptic Calogero model was found in [2] by the
direct computation. In that paper a task to find a geometric interpretation of this
R-matrix was adduced (see also [9]). The essential ingredient to solve this task, the
Hamiltonian reduction procedure, was elaborated in the recent paper by Gorsky and
Nekrasov [10]. They proved that the phase space of the elliptic Calogero model is the
cotangent bundle to the moduli space of holomorphic connections on a torus with
a marked point. We employ this reduction and following the computation scheme
of [9] deduce the Sklyanin R-matrix. It appears to be a solution of the first order
differential equation:
X = [R(X), D]− k∂¯R(X) +Q,
where D and Q are constant diagonal matrices, andX is an sl(n,C) -valued function
on a torus.
The paper is organized as follows. In section 2 we show how the classical R-
matrix is related to the factorization problem for su(n) connection on a circle (holo-
morphic sl(n,C) connection on a torus). Sections 3 and 4 are devoted to the explicit
solution of the corresponding factorization problems. As the result we recover the
trigonometric and elliptic R-matrices.
2 R-matrix from the Hamiltonian reduction
We start with the brief review of some basic facts about the Hamiltonian reduction
of cotangent bundles over affine algebras.
Denote by G a finite-dimensional Lie group with a Lie algebra G. Let LG =
{φ : S1 → G} be a current algebra and L̂G be its central extension. The commuta-
tion relations in L̂G are
[(φ, c), (φ′, c′)] = ([φ, φ′],
∫
S1
dϕtr(φ∂φ′)), c ∈ R.
2
The dual L̂G
∗
to L̂G consists of pairs (A, k), where A: S1 → G and k ∈ R. The
nondegenerate pairing is
< (A, k), (φ, c) >=
∫
S1
tr(Aφ) + kc, (2.1)
The sum L̂G ⊕ L̂G
∗
can be identified with the cotangent bundle T ∗L̂G over L̂G
supplied with the standard Poisson (symplectic) structure:
{f, h} =
∫
S1
dϕtr
(
δf
δφ
δh
δA
−
δf
δA
δh
δφ
)
+
δf
δc
δh
δk
−
δf
δk
δh
δc
. (2.2)
Sometimes we will denote by p the whole set (φ, c;A, k) being the point of the phase
space P.
A current group LG acts on L̂G and on L̂G
∗
by the adjoint and coadjoint actions
respectively:
(φ, c)→ (gφg−1, c+
∫
S1
dϕ(φg−1∂g)), (2.3)
(A, k)→ (gAg−1 − k∂gg−1, k). (2.4)
This action is Hamiltonian and it gives rise to a moment map µ : T ∗L̂G → LG
µ(p) = k∂φ + [A, φ]. (2.5)
Let J ∈ L̂G
∗
. Then a quotient µ−1(J)/GJ by the action of the isotropy group
GJ ∈ G of J admits under some natural assumptions a symplectic structure [15].
Let A be a smooth function on S1 with values in some real semi-simple Lie
algebra. A differential equation
A = −k∂ff−1 (2.6)
has a unique solution if one fixes f(0) = 1. Since A is periodic, then f(ϕ + 2π) =
f(φ)M(A), where M(A) is a constant matrix called the monodromy of A. Thus we
have a mapping M : A→ M(A). Performing the gauge transformation
Ag = gAg−1 − k∂gg−1 (2.7)
with an element g of the current group (g(0) = g(2π)), one finds that M(Ag) =
g(0)M(A)g(0)−1. The inverse assertion is also true, i.e. if we have two fields A and
A˜ with monodromies related as M(A˜) = gM(A)g−1, then the function
g(ϕ) = f˜(ϕ)gf−1(ϕ)
is a gauge transform from A to A˜. Thus, the spectral invariants ofM(A) completely
parametrize the orbits of (2.7).
Let us diagonalize M(A): M(A) → D(A) by some gauge transformation of A
and define D as expD = D(A). Now consider the function f(ϕ) = e
ϕ
2pi
D. On the
one hand, it is the solution of (2.6) for the constant diagonal field A˜ = − k
2pi
D and
on the other hand, it defines the monodromy conjugated to M(A). Thus every field
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A is gauge equivalent to a constant matrix with values in the Cartan subalgebra.
Moreover, if we fix the order of eigenvalues of D (the fundamental Weyl chamber),
then D is uniquely defined. Consequently we have a decomposition
A = g(A, k)D(A, k)g(A, k)−1 − k∂g(A, k)g(A, k)−1, (2.8)
where D(A, k) is the constant diagonal matrix with a fixed order of eigenvalues.
Recall that in the approach of [11, 12] the moment map is fixed by the condition
k∂φ + [A, φ] = ν
∑
α∈∆+
(eα + e−α)δ(ϕ), (2.9)
where ν is a coupling constant. The isotropy group of this moment is also large
enough to reduce A to a constant diagonal matrix D = iX . Then solving (2.9) with
respect to φ, one gets [11] the L-operator of the trigonometric Calogero model [4]:
L(ϕ) = iP −
iν
2k
∑
α∈∆+
 e− iα(X)k ϕ
e−
2pii
k
α(X) − 1
eα +
e
iα(X)
k
ϕ
e
2pii
k
α(X) − 1
e−α
 . (2.10)
A pair (L,D) is a point of the reduced phase space Pµ. For the su(n) case (2.10)
reduces to
L(ϕ) = i
∑
i
piEii +
ν
2k
∑
i 6=j
e
i
k
αij(X)(pi−ϕ)
sin pi
k
αij(X)
Eij , (2.11)
where Eij is the basis of matrix unities. The description of the reduction completes
by mentioning that the entries of the constant diagonal matrices P and X form a
set of the canonically conjugated variables being the coordinates on Pµ.
Now we proceed further with our analysis of (2.8). In contract to D(A, k), the
factor g(A, k) is not uniquely defined. In the case of a simple real Lie group G this
ambiguity is described in the following
Proposition 1 Factor g(A, k) in (2.8) is defined up to the right multiplication by
elements of the maximal torus T of G.
The proof is as follows. Suppose that we have two elements g and g′ of LG such
that A = g ◦D = g′ ◦D, where ◦ is a shorthand for (2.8). Then g′−1g ◦D = D, i.e.
γ = g′−1g belongs to the stabilizer of D, so that γ(0) lies in the centralizer ofM(D).
Since M(D) is a generic diagonal matrix, we have γ(0) ∈ T . It is readily seen that
γ(ϕ) is given by γ(ϕ) = f(ϕ)γ(0)f(ϕ)−1, where f(ϕ) is the solution of (2.6) for
A = D. Recalling that f(ϕ) = e−
ϕ
k
D, we get γ(ϕ) = γ(0) ∈ T , i.e. g′−1g ∈ T .
Let us associate with any element X ∈ LG a function
FX((φ, c), (A, k)) =< φ, g(A, k)Xg(A, k)
−1 >, (2.12)
where g(A, k) is defined by (2.8). The isotropy groupGJ acting on the surface µ
−1(J)
coincides with a group of smooth mappings GJ = {g : S
1 → G, g(0) ∈ H}, where
H is the isotropy group of J =
∑
α∈∆+(eα + e−α). Since H ∩ T = 0, there is no
ambiguity in the choice of g(A, k) for A lying on the surface µ−1(J), so that FX is
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well defined. Moreover, FX is invariant with respect to (2.7) with g ∈ GJ , i.e. it is
a function on the reduced phase space.
Denote by ξX the hamiltonian vector field corresponding to X ∈ LG. In the
sequel, we need to know the action of ξX on FZ . The calculation is straightforward
ξXFZ =
d
dt
FZ(p(t))|t=0 =
d
dt
< etXφe−tX , g(etX ◦ (A, k))Zg(etX ◦ (A, k))−1 >|t=0
=< φ, g(A, k)
[
g(A, k)−1∇(A,k)g(X)− g(A, k)
−1Xg(A, k), Z
]
g(A, k)−1 >,
where the derivative along an orbit of gauge transformations
∇(A,k)g(X) =
d
dt
g(etX ◦ (A, k))|t=0 (2.13)
was introduced. On Pµ the previous formula takes the form
ξXFZ =< L,
[
∇(D,k)g(X)−X, Z
]
> . (2.14)
As it was explained in [9], the Poisson bracket on the reduced phase space can be
presented in the following convenient form
{f, h}r = {f, h}− < J, [Vf , Vh] >, (2.15)
where f, h are functions on P whose restrictions on µ−1(J) are invariant with respect
to the action of the isotropy group and Vf is the solution of < J, [X, Vf ] >= ξXf
(see [9] for details). Since FX , FY are invariant on µ
−1(J), we get
{FX , FY }r = {FX , FY }− < J, [VFX , VFY ] >, (2.16)
The second term in (2.16) follows from (2.14):
< J, [VFX , VFY ] >=< L,
[
∇(D,k)g(VFX)− VFX , Y
]
> .
To obtain the bracket {FX , FY } we first calculate
δFX
δAij(ϕ′)
=< φ, g(A)
[
g(A)−1
δg(A)
δAij(ϕ′)
, X
]
g(A)−1 >,
δFX
δφij(ϕ′)
= (g(A)Xg(A)−1)ij(ϕ
′)
and then substitute the result in (2.2):
{FX , FY } =< φ, g(A)
[
g(A)−1
∫
S1
(g(A)Xg(A)−1)ij(ϕ
′)
δg(A)
δAij(ϕ′)
, Y
]
g(A)−1 >
(2.17)
− < φ, g(A)
[
g(A)−1
∫
S1
(g(A)Y g(A)−1)ij(ϕ
′)
δg(A)
δAij(ϕ′)
, X
]
g(A)−1 > .
Thus we have
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Proposition 2 There exists a linear operator R: G → G given by
R(X)(ϕ) =
∑
ij
∫
S1
dϕ′Xij(ϕ
′)
δg(D, k)
δAij(ϕ′)
(ϕ)−
1
2
(∇(D,k)g(VFX)− VFX ) (2.18)
such that the Poisson bracket on the reduced phase space is of the form
{FX , FY }r =< L, [R(X), Y ] + [X,R(Y )] > (2.19)
Remark. Proposition 2 is a generalization of Theorem 4.1 of [9] to the reduction
procedure described above.
R-matrix (2.18) depends on the extension of FX in the vicinity of µ
−1(J). We
extend FX in a specific way.
For the sake of being definite, assume that G = su(n). Then G has the decom-
position in the direct sum G = H⊕B ⊕ C, where H is a Lie algebra of the isotropy
group H , B is the Lie algebra of T and C is defined as an orthogonal to H ⊕ B
with respect to the Killing metric. Consider the factor g(A, k) = expX in (2.8),
where X ≡ X(ϕ) is an element of the current algebra. Using the ambiguity in the
definition of g(A, k) described by Proposition 1, we arrive at
Proposition 3 For any pair (A, k) with k 6= 0 decomposition (2.8) defines a unique
element g(A, k) = eX(ϕ) of the current group such that X(ϕ) is an element of the
current algebra obeying the boundary condition X(0) ∈ H ⊕ C. In addition, if
(A, k) ∈ µ−1(J), then X(0) ∈ H.
Now return to (2.18) and choose the extension of g(A, k) as described in Propo-
sition 3. Then ∇(D,k)g(X) = PH⊕C, where PH⊕C is a projector on H⊕ C parallel to
B. Now if X(ϕ) is such that X(0) ∈ H ⊕ C, then
0 =< L,∇(D,k)g(X)−X >=< J, [X, VFY ] > .
Since H⊕C is an isotropic space of the form Ξ(X, Y ) =< J, [X, Y ] > [9], we conclude
that VFY ∈ H⊕C for any Y . Hence under the choice of g(A, k) given by Proposition
3 R-matrix (2.18) reduces to
R(X)(ϕ) =
∑
ij
∫
S1
dϕ′Xij(ϕ
′)
δg(D, k)
δAij(ϕ′)
(ϕ). (2.20)
The last formula has a transparent geometric meaning. Defining the time evolu-
tion of the field A(t) such that A(0) = D and dA
dt |t=0
= X , one has R(X)(ϕ) =
d
dt
g(A(t))(ϕ)|t=0. Since eq.(2.8) is valid for any t
A(t) = g(A, k)(t)D(A, k)(t)g(A, k)(t)−1 − k∂g(A, k)(t)g(A, k)(t)−1,
we differentiate it with respect to t and put t = 0. The result is
X = [R(X), D]− k∂R(X) +Q, (2.21)
6
where Q = d
dt
D|t=0. Eq.(2.21) is a differential equation of the first order. For
any smooth function X(ϕ) on a circle it has a unique solution R(X) obeying the
boundary condition X(0) ∈ H ⊕ C. From (2.21) we can also read off that the R-
matrix is dynamical since it depends on D that accumulates the coordinates on
the reduced phase space. In the sequel, we refer to (2.21) as to the factorization
problem for su(n) (sl(n,C)) connection. Hence, by construction the R-matrix of
the trigonometric Calogero model is defined as a unique solution of the factorization
problem for su(n) connection obeying some specific boundary condition.
3 Trigonometric case
In this section we solve explicitly the factorization problem for su(n) connection and
thereby recover the R-matrix of the trigonometric Calogero model first found in [1].
We start with equation
V = [Λ, D]− kΛ′ + t, V,Λ ∈ Lsu(n) (3.22)
and D, t are constant diagonal matrices. Writing down the root decomposition of
su(n) elements
V =
∑
α∈∆+
vαeα − v¯αe−α +
∑
i
vihi, Λ =
∑
α∈∆+
xαeα − x¯αe−α +
∑
i
xihi,
and introducing vα =< V, e−α >, vi =< V, hi >, ets., we get from (3.22) two
equations on diagonal and nondiagonal parts of Λ respectively. Imposing on Λ the
periodicity condition: Λ(0) = Λ(2π), we reconstruct Λ up to a constant diagonal
matrix h with pure imaginary entries:
Λ(ϕ) =
ϕ
2πk
∫ 2pi
0
vihi −
1
k
∫ ϕ
0
vihi + h (3.23)
i
2k
∑
α∈∆+
 e− ipiα(X)k
sin pi
k
α(X)
∫ 2pi
0
dθe−i
α(X)
k
(ϕ−θ)vα(θ)eα +
e
ipiα(X)
k
sin pi
k
α(X)
∫ 2pi
0
dθei
α(X)
k
(ϕ−θ)v¯α(θ)e−α

−
1
k
∑
α∈∆+
(∫ ϕ
0
dθe−i
α(X)
k
(ϕ−θ)vα(θ)eα −
∫ ϕ
0
dθei
α(X)
k
(ϕ−θ)v¯α(θ)e−α
)
,
where we put D = iX .
Now we fix h by requiring Λ(0) to be an element of H⊕C. To this end we choose
the explicit realization of the root basis by the matrix unities and evaluate Λ(ϕ) in
(3.23) at zero point:
Λ(0) =
i
2k
∑
ı 6=j
e
ipiαij (X)
k
sin pi
k
αij(X)
∫ 2pi
0
ei
αij
k
θvijEij + h. (3.24)
In (3.24) the convenient notation vji = −v¯ij was used. Recall that any element
Λ(0) ∈ H ⊕ C should satisfy the relation (see [9] for the proof)
Im
∑
j
(Λ((0))ij =
1
n
∑
i 6=j
Im(Λ(0))ij. (3.25)
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Substituting (3.24) in (3.25), one finds h that makes (3.25) true:
h =
i
4k
∑
ı 6=j
e
−ipiαij (X)
k
sin pi
k
αij(X)
∫ 2pi
0
ei
αij
k
θvij
(
(
1
n
− Eii) + (
1
n
− Eii)
)
. (3.26)
Combining (3.23) and (3.26), we finally get
Proposition 4 The solution of the factorization problem (3.22) obeying the con-
straint Λ(0) ∈ H ⊕ C has the form:
Λ(ϕ) =
ϕ
2πk
∫ 2pi
0
viEii −
1
k
∫ ϕ
0
viEii + (3.27)
i
2k
∑
i 6=j
e−
ipiαij (X)
k
sin piαij(X)
k
∫ 2pi
0
e−
iαij (X)
k
(ϕ−ϕ′)vij Eij −
1
k
∑
i 6=j
∫ ϕ
0
e−
iαij (X)
k
(ϕ−ϕ′)vij Eij+
i
4k
∑
i 6=j
 e− ipiαij (X)k
sin
piαij(X)
k
∫ 2pi
0
e
iαij (X)
k
ϕ′vij
(( 1
n
− Eii) + (
1
n
−Ejj)
)
.
Clearly, we can rewrite it as
Λ(ϕ) =
ϕ− π
2πk
∫ 2pi
0
viEii +
i
2k
∑
i 6=j
cos piαij(X)
k
sin piαij(X)
k
∫ 2pi
0
e−
iαij (X)
k
(ϕ−ϕ′)vij Eij
i
4k
∑
i 6=j
 e− ipiαij (X)k
sin piαij(X)
k
∫ 2pi
0
e
iαij (X)
k
ϕ′vij
(( 1
n
− Eii) + (
1
n
−Ejj)
)
+
1
2k
∫ 2pi
0
∑
i 6=j
e−
iαij (X)
k
(ϕ−ϕ′)vijEij +
∑
i
viEii
 ǫ(ϕ− ϕ′),
where the function
ǫ(ϕ− ϕ′) = [1− 2θ(ϕ− ϕ′)] =
{
1, if ϕ ≥ ϕ′,
−1, otherwise
was used.
From this form of the solution we can read off that R-matrix of the trigonometric
Calogero system is a function on S1 × S1 having the following explicit form
R(ϕ, ϕ′) =
ϕ− π
2πk
∑
i
Eii ⊗ Eii +
i
2k
∑
i 6=j
cos
piαij(X)
k
sin
piαij(X)
k
e−i
αij(X)
k
(ϕ−ϕ′) Eij ⊗Eij (3.28)
−
1
2k
∑
i 6=j
(
Eii −
1
n
)
⊗
 e−iαij (X)k
1− e−
2piiαij (X)
k
Eij −
ei
αij (X)
k
e
2piiαij (X)
k
Eji
+ 1
2k
r(ϕ, ϕ′),
where we have introduced a matrix r:
r(ϕ, ϕ′) =
∑
i 6=j
e−
iαij (X)
k
(ϕ−ϕ′)Eij ⊗Eji +
∑
i
Eii ⊗ Eii
 ǫ(ϕ− ϕ′), (3.29)
It holds the following
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Proposition 5 Matrix r leads to the trivial Poisson bracket on the reduced phase
space, i.e. the following relation is satisfied
[r12(ϕ, ϕ
′), L(ϕ)⊗ I]− [r21(ϕ
′, ϕ), I ⊗ L(ϕ′)] = 0. (3.30)
See Appendix A for the proof. Consequently,
Proposition 6 R-matrix of the trigonometric Calogero model is given by (3.28)
with r(ϕ, ϕ′) = 0.
Remark. On the reduced phase space the variables (P,X) are canonically conju-
gated. In standard tensor notation,
{P1, X2} = −
1
2π
∑
i
Eii ⊗ Eii. (3.31)
L-operator (2.11) as well as R-matrix (3.28) depend on the phase ϕ. However, this
dependence may be removed by the similarity transformation L→ L˜ = Q(ϕ)L(ϕ)Q(ϕ)−1,
where Q(ϕ) = e−
i
k
X(pi−ϕ). The modified L-operator:
L˜ = i
∑
i
piEii +
ν
2k
∑
i 6=j
Eij
sin pi
k
αij(X)
with (P,X) subjected to (3.31) has also an R-matrix bracket with
R =
i
2k
∑
i 6=j
cos
piαij(X)
k
sin
piαij(X)
k
Eij ⊗ Eij +
1
2
∑
i 6=j
1
sin
piαij(X)
k
(
Eii −
1
n
)
⊗ (Eij − Eji)
 .
This R-matrix was first found in [1] and then recovered in [9] by the Hamiltonian
reduction applied to the cotangent bundle T ∗G over a finite-dimensional simple Lie
group G.
4 Elliptic case
As it was first shown in [10] the phase space of the elliptic Calogero model coincides
with the moduli space of holomorphic connections on a torus Στ with a marked
point. We employ this construction to deduce the classical R-matrix of the elliptic
Calogero model [2].
This time the phase space is characterized by the set P = (φ, c;A, k), where φ,A
are functions on Στ with values in sl(n,C), c, k ∈ C. P can be identified with the
cotangent bundle over the centrally extended current algebra (φ, c) of sl(n,C)-valued
functions on Στ . On P there is an action of the current group LSL(n,C)
(φ(z, z¯), c) → (g(z, z¯)φ(z, z¯)g−1(z, z¯), c+
∫
Στ
dη¯dη trφA ), (4.32)
(A(z, z¯), k) → (g(z, z¯)A(z, z¯)g−1(z, z¯)− k∂¯g(z, z¯)g−1(z, z¯), k)
(4.33)
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that preserves the standard symplectic structure (2.2). The moment map of this
action is fixed to be
k∂¯φ+ [A, φ] = νJδ(z, z¯) (4.34)
that defines the phase space and the L-operator of the elliptic Calogero model [10,
13]. In (4.34) J denotes some element on the coadjoint sl(n,C) orbit.
Retracing the same steps as in the trigonometric case we can prove without
problems that the R-matrix corresponding to the L-operator arising from (4.34) is
given by the similar formula
R(V )(z, z¯) =
∑
ij
∫
Στ
dη¯dη Vij(η, η¯)
δg(A, k)
δAij(z, z¯)
(η, η¯) = X(z, z¯), (4.35)
where X(z, z¯) is a solution of the factorization problem
V (z, z¯) = [X(z, z¯), D]− k∂¯X(z, z¯) + t, (4.36)
for sl(n,C) connection V . Here D and t are constant diagonal matrices, and V (z, z¯)
and X(z, z¯) are sl(n,C)-valued functions on Στ . As usual we regard functions on a
torus as twice periodic functions on C. From (4.36) it is easy to see that X(z, z¯) is
defined only up to a constant diagonal matrix h. As it was shown above h must be
fixed in a specific way to make (4.35) correct.
We start the study of (4.36) with solving the equation
∂¯x(z, z¯) = f(z, z¯), (4.37)
where f(z, z¯) is a twice periodic function on C with periods τ and τ ′ = 1. Suppose
that we have a solution x(z, z¯) of (4.37), then x(z + τ, z¯ + τ) is also a solution.
Indeed, substituting z = w + τ in (4.37), we get
∂
∂w¯
x(w + τ, w¯ + τ¯) = f(w + τ, w¯ + τ¯ ) = f(w, w¯).
Consider the difference ψ = x(w+ τ, w¯+ τ¯)− x(w, w¯). It satisfies the homogeneous
equation ∂¯ψ = 0, i.e. ψ is an entire function. In this way we found the monodromy
property of a general solution of (4.37):
x(w + τ, w¯ + τ¯) = x(w, w¯) + ψτ (w). (4.38)
Suppose we have an equation on a torus
∂¯E(z, z¯) = δ(z, z¯). (4.39)
In the vicinity of the origin eq.(4.39) defines a meromorphic function with a first
order pole with the residue 1/2πi. Define a solution of (4.39) as a meromorphic
function on C having simple poles at the points Zτ + Zτ ′ with the residues 1/2πi
and satisfying the quasiperiodicity conditions
E(z + τ, z¯ + τ¯ ) = E(z, z¯) + Cτ , (4.40)
10
E(z + τ ′, z¯ + τ¯ ′) = E(z, z¯) + Cτ ′,
where Cτ , Cτ ′ are complex numbers. As it will be seen only these fundamental
solutions are relevant to define a solution of (4.37).
Remark. Note that ECτ ,Cτ ′ (z) can not be twice periodic since there is no elliptic
functions of the first order. Here the subscript marks the monodromy property of
the solution.
Suppose that we have two solutions ECτ1 ,Cτ ′
1
(z) and ECτ1 ,Cτ ′
1
(z). Their difference
is an entire but nonperiodic function ψ (poles and residues of E ’s coincide) with
ψ(z + τ) = ψ(z) + Cτ1 − Cτ2 = ψ(z) + δ, (4.41)
ψ(z + τ ′) = ψ(z) + Cτ ′1 − Cτ ′2 = ψ(z) + δ
′.
Recall that numbers Cτ and Cτ ′ are not arbitrary. They obey the relation (Legen-
dre’s identity [16])
Cττ
′ − Cτ ′τ = 1
that originates from integrating ECτ ,Cτ ′ (z) around the pole at zero point. Therefore,
we get
δτ ′ − δ′τ = 0. (4.42)
The only entire function with (4.41) is ψ = αz+β, α, β ∈ C. We can always choose
α (α = −δ/τ) to put δ = 0, then from (4.42) it follows that δ′ = 0 also. Hence, any
two solutions of (4.39) are related as
E(z) = E˜(z) + αz + β.
The Weierstrass ζ-function
ζ(z) =
1
z
+
∑
Z
(
1
z − ωnm
+
1
ωnm
+
z
ω2nm
)
, ωnm = nτ +mτ
′, (4.43)
satisfies the properties listed above and therefore gives a peculiar solution of (4.39).
Thus, we have proved the following
Proposition 7 Any meromorphic function E(z) with only simple poles at the points
Zτ + Zτ ′ with the residues 1/2πi and satisfying (4.40) is of the form
E(z) =
1
2πi
ζ(z) + αz + β (4.44)
Clearly, when β = 0 these functions are odd E(−z) = −E(z).
Taking into account this proposition we can write down a general solution of ∂¯xi(z, z¯) =
1
k
(ti − vi(z, z¯))
xdiag(z, z¯) =
1
k
∫
Στ
dη¯dη E(z − η)(ti − vi(η, η¯))Eii + h, (4.45)
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where h is a diagonal matrix in sl(n,C). Let us require this solution to be periodic,
i.e. ψτ = ψτ ′ = 0. This determines the unknown diagonal part t:
t =
1
2iΣτ
∫
Στ
dη¯dη vi(η, η¯)Eii. (4.46)
Now we turn to the equation
∂¯xα(z, z¯) +
α(D)
k
xα(z, z¯) = −
1
k
vα(z, z¯). (4.47)
First we find the fundamental solution Eα
∂¯Eα(z) +
α(D)
k
Eα(z) = δ(z, z¯). (4.48)
Writing Eα(z) = e
α(D)
k
(z−z¯)Qα(z, z¯), we get for Qα(z, z¯) the following equation
∂¯Qα(z, z¯) = e
−
α(D)
k
(z−z¯)δ(z, z¯) = δ(z, z¯)
that tells us that Qα(z, z¯) is a meromorphic function having the simple pole at z = 0
with the residue equal to 1/2πi. Assuming the fundamental solution Eα(z) to be
twice periodic we find immediately the monodromy properties of Qα(z, z¯):
Qα(z + 1) = Qα(z),
Qα(z + τ) = e
−
α(D)
k
(τ−τ¯ )Qα(z).
(4.49)
The solution of the last problem is unique and is given by
Eα(z) =
e
α(D)
k
(z−z¯)
2πi
θ11(z +
α(D)
pik
Imτ)θ′11(0)
θ11(z)θ11(
α(D)
pik
Imτ)
,
where
θ11(z, τ) =
∑
n∈Z
eipiτ(n+
1
2)
2
+2pii(n+ 12)(z+
1
2)
is the Jacobi θ-function with monodromy properties
θ11(z + 1, τ) = −θ11(z, τ), θ11(z + τ, τ) = −e
−ipiτ−2piizθ11(z, τ).
Combining all pieces of our analysis together we can write a general solution of the
factorization problem for sl(n,C) connection
X(z) =
1
k
∫
Στ
dη¯dη E(z − η)(ti − vi(η, η¯))Eii + h (4.50)
−
1
k
∑
i 6=j
∫
Στ
dη¯dη
e
αij (D)
k
((z−η)−(z¯−η¯))
2πi
θ11(z − η +
αij(D)
pik
Imτ)θ′11(0)
θ11(z − η)θ11(
αij(D)
pik
Imτ)
vij(η, η¯) Eij . (4.51)
Now the problem is to fix the undetermined matrix h by using the boundary condi-
tion for X(0).
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Recall [10] that in the elliptic case one should choose the following representative
J on the coadjoint sl(n,C) orbit
J = 1− u⊗ s†, (4.52)
where u, s are some vectors in Cn. The requirement of vanishing the diagonal entries
of J fixes the choice of components si: s
∗
i = 1/ui. Every solution (φ,A) of (4.34)
can be brought to the form (L,D), where D is a constant diagonal matrix and L is
the L-operator
L =
∑
i
piEii −
ν
2πi
∑
i 6=j
e
αij (D)
k
(z−z¯) ui
uj
θ11(z +
αij(D)
pik
Imτ)θ′11(0)
θ11(z)θ11(
αij(D)
pik
Imτ)
Eij (4.53)
providing the Lax representation for the elliptic Calogero system [10]. Below we
point out the connection of (4.53) with the L-operator found by Krichever [14].
The Lie algebra H of the isotropy group of J in sl(n,C) is determined by the
equation [X, J ] = 0, X ∈ H that is equivalent to
ui(s
†X)j − (Xu)is
∗
j = 0. (4.54)
Choosing in (4.54) i = j one gets (s†X)i =
s∗
i
ui
(Xu)i and thereby (4.54) reduces to
(Xu)i
ui
= (Xu)j
uj
= λ, where λ ∈ C. One also has
(s†X)i =
s∗i
ui
λui = λs
∗
i = λ(s
†)i
. Thus, we find H:
H = {X ∈ sl(n,C) : Xu = λu, s†X = λs†, λ ∈ C}. (4.55)
From (4.55) we can read off that H∩B = 0, where B is a maximal torus of sl(n,C)
(diagonal matrices). Since the real dimension of sl(n,C) is 2(n2−1) andH is defined
by 4n− 4 equations, we get dimH = 2(n2 − 1)− (4n− 4) = 2(n− 1)2.
Now consider the decomposition of G = sl(n,C) in the direct sum
G = H⊕ B ⊕ C,
where C is defined as an orthogonal subspace to H ⊕ B with respect to the Killing
metric (X, Y ) = Tr(XY ). To describe C explicitly we introduce a matrix C
C = Z ⊗ s† − u⊗ Y †
depending on two vectors Z, Y ∈ Cn. Let X ∈ H and Xu = s†X = 0, then
Tr(XC) = Tr(Z⊗ s†X−Xu⊗Y †) = 0. On the other hand for X arbitrary we have
Tr(XC) =
∑
ik
(zis
∗
k − uiy
∗
k)xki
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and therefore for C orthogonal to any element X = (xiδij) ∈ B we have zis
∗
i −uiy
∗
i =
β for any i, where β is an arbitrary complex number. Orthogonality of H and C
also implies the fulfillment of
Tr(JC) = βn(1− < s†, u >) = βn(1− n) = 0
that gives β = 0. Thus, C is an element of C if y∗i =
s∗
i
ui
zi =
1
u2
i
zi. We also put∑
i
zi
ui
= 0 to have the correct dimension of C: dim C = 2(n− 1). This completes the
description of C.
Remark. Just as for su(n) case [9] one can prove that B and C form a pair of com-
plementary Lagrangian subspaces with respect to the symplectic form Ξ(X, Y ) =<
J, [X, Y ] > defined on B ⊕ C.
Now one can easily find that (Cu)i = nzi and (s
†C)i = −
n
u2
i
zi. This allows us to
describe the action of a generic element X ∈ H ⊕ C on the vectors u and s:
(Xu)i = λui + nzi,
(s†X)i =
λ
ui
− nzi
u2
i
. (4.56)
Summing up the second lines in (4.56) and taking into account
∑ zi
ui
= 0, we find λ:
λ =
1
n
∑
i
(Xu)i
ui
.
Solving (4.56) for zi, we arrive at
Proposition 8 Let X be an arbitrary element ofHJ⊕C. Then the following relation
ui(s
†X)i + (Xu)i
1
ui
=
2
n
∑
j
(Xu)j
uj
(4.57)
is valid for any i.
Note that we can rewrite (4.57) as follows:
(s†X)iui +
∑
j
(
δij −
2
n
)
(Xu)j
uj
= 0. (4.58)
We use Proposition 2 to fix the element h in (4.51). To this end we put X(0) ∈
H⊕C. Let us show that this requirement determines h completely. To simplify the
calculations we introduce
wij(η, η¯) =
e−
αij (D)
k
(η−η¯)
2πi
θ11(η −
αij(D)
pik
Imτ)θ′11(0)
θ11(η)θ11(
αij(D)
pik
Imτ)
, (4.59)
and
qi(η, η¯) = ti − vi(η, η¯), (4.60)
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so that
X ≡ X(0) =
1
k
∫
Στ
dη¯dη E(−η)qi(η, η¯)Eii + h (4.61)
−
1
k
∑
i 6=j
∫
Στ
dη¯dη wij(η, η¯)vij(η, η¯)Eij .
Using the explicit form of X we calculate
(Xu)i =
1
k
∫
Στ
dη¯dη E(−η)qiui −
1
k
∑
i 6=j
∫
Στ
dη¯dη wijvijuj + hiui, (4.62)
(s†X)i =
1
k
∫
Στ
dη¯dη E(−η)qi
1
ui
−
1
k
∑
i 6=j
∫
Στ
dη¯dη
1
uj
wjivji + hi
1
ui
. (4.63)
(4.64)
With the help of (4.62) we also find
∑
i
(Xu)i
ui
= −
1
k
∑
i 6=j
∫
Στ
dη¯dη
uj
ui
wijvij . (4.65)
Substitution of (4.62)-(4.65) in (4.57) results in
2
k
∫
Στ
dη¯dη E(−η)qi −
1
k
∑
i 6=j
∫
Στ
dη¯dη (
uj
ui
wijvij +
ui
uj
wjivji) + 2hi =
2
n
∑
j
(Xu)j
uj
(4.66)
for any i. This equation allows us to find h:
h = −
1
k
∫
Στ
dη¯dη E(−η)
∑
i
qiEii+
1
2k
∑
i 6=j
∫
Στ
dη¯dη
(
uj
ui
wijvij +
ui
uj
wjivji
)(
Eii −
1
n
I
)
.
(4.67)
Thus, we arrive at
Proposition 9 A general solution X(z, z¯) of the factorization problem for sl(n,C)
connection satisfying X(0) ∈ H ⊕ C has the form
X(z, z¯) =
1
k
∑
i
∫
Στ
dηdη¯ (E(z − η)− E(−η))(ti − vi(η, η¯))Eii (4.68)
−
1
k
∑
i 6=j
∫
Στ
dη¯dη wij(η − z, η¯ − z¯)vij(η, η¯)Eij
+
1
2k
∑
i 6=j
∫
Στ
dη¯dη
(
uj
ui
wij(η, η¯)vij(η, η¯) +
ui
uj
wji(η, η¯)vji(η, η¯)
)(
Eii −
1
n
I
)
,
where t and wij are given by (4.46) and (4.59) respectively.
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Using the explicit form (4.44) of E(z) and taking into account (4.46) it is easy to
find that the first line in (4.68) reduces to
Φ(z, z¯)
2ikΣτ
∑
i
∫
Στ
dη¯dη vi(η, η¯)Eii −
1
2πik
∑
i
∫
Στ
dη¯dη (ζ(z − η) + ζ(η))vi(η, η¯)Eii,
where we have introduced a function
Φ(z, z¯) =
∫
Στ
dη¯dη
2πi
(ζ(z − η) + ζ(η)).
Hence, despite the function αz + β enters the fundamental solution (4.44) solution
(4.36) of the factorization problem does not depend on it. Just as in the trigono-
metric case we get from (4.68) the following
Theorem 1 The R-matrix corresponding to L-operator (4.53) is the following ma-
trix function on Στ × Στ
R(z, η) =
Φ(z, z¯)
2ikΣτ
Eii ⊗Eii −
1
2πik
(ζ(z − η) + ζ(η))
∑
i
Eii ⊗ Eii (4.69)
−
1
k
∑
i 6=j
wij(η − z, η¯ − z¯) Eij ⊗ Eji
+
1
2k
∑
i 6=j
(
Eii −
1
n
I
)
⊗
(
uj
ui
wij(η, η¯) Eji +
ui
uj
wji(η, η¯) Eij
)
.
(4.70)
Remark. L-operator as well as R-matrix (4.70) depends on vector u ∈ Cn.
However, by conjugating L with a matrix Q = eU , Uij = uiδij this dependence may
be removed. The corresponding R-matrix is given by (4.70) with all ui = 1.
Now we are going to make a connection with the Sklyanin result [2]. Without
loss of generality we can assume that the integration domain Στ has vertexes at
points ±1
2
± τ
2
. Then by the oddness of ζ-function one has
∫
Στ
dηdη¯ ζ(η) = 0 and
therefore Φ(z, z¯) reduces to
Φ(z, z¯) =
∫
Στ
dη¯dη
2πi
ζ(z − η). (4.71)
Eq.(4.71) means that Φ(z, z¯) is a solution of the equation ∂¯Φ(z, z¯) = 1, i.e. Φ(z, z¯) =
z¯ + f(z), where f(z) is an entire function. The monodromy properties of ζ define
the ones for Φ(z, z¯):
Φ(z + τ, , z¯ + τ¯) = Φ(z, z¯) +
Στ
π
Cτ ,
where τ denotes any of two periods 1 and τ . For f(z) the equation above implies
that
f(z + τ)− f(z) =
Στ
π
Cτ − τ¯ . (4.72)
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The only entire function obeying (4.72) is f(z) = αz+β with α = Cτ/pi−τ¯
τ
. However,
we have to prove that α is defined by the same formula for both periods 1 and τ .
In other words, we have to prove the relation
Cτ/π − τ¯
τ
=
C1/π − 1
1
, (4.73)
where C1 corresponds to the shift of ζ-function along the period 1. Fortunately,
(4.73) is satisfied since it reduces to the identity Imτ = τ−τ¯
2i
= C1τ−Cτ1
2pii
Στ that
follows in its turn from Legendre’s identity on the numbers Cτ , Cτ ′ . The constant
β is equal to zero by the oddness of Φ(z). Thus, we get for Φ(z, z¯) the following
explicit answer
Φ(z, z¯) = z¯ − z +
C1
π
Imτ z. (4.74)
In [2] Krichever’s L-operator [14]:
LKr =
∑
i
piEii −
ν
2πi
∑
i 6=j
σ(z + αij(D)
pik
Imτ )
σ(z)σ(αij (D)
pik
Imτ)
Eij (4.75)
was used to find the corresponding R-matrix. Due to the identity
Gij(z) =
σ(z +
αij(D)
pik
Imτ)
σ(z)σ(
αij (D)
pik
Imτ)
= exp
(
C1αij(D)Imτ
πk
z
)
θ11(z +
αij(D)
pik
Imτ)θ′11(0)
θ11(z)θ11(
αij(D)
pik
Imτ)
it is easy to see that LKr is related to (4.53) by the similarity transformation
LKr(z) = Q(z, z¯)L(z, z¯)Q(z, z¯)−1, (4.76)
where Q(z, z¯) = e
D
k
Φ(z,z¯). Note also, that LKr(z) does not depend on z¯. The Poisson
bracket for LKr is obtained in the usual way
{LKr1 , L
Kr
2 } = [Q1{L1, Q2}Q
−1
1 Q
−1
2 , L
Kr
2 ] + [Q2{Q1, L2}Q
−1
1 Q
−1
2 , L
Kr
1 ]+
Q1Q2{L1, L2}Q
−1
1 Q
−1
2 ,
where the omitted spectral parameters z and η can be easily restored. Calculating
{L1, Q2} with the help of the canonically conjugated variables {P,D} =
1
2iΣτ
∑
iEii⊗
Eii, P =
∑
i piEii on the reduced phase space, we recover the R-matrix for L
Kr:
R(z, η) = −
1
2πik
(ζ(z − η) + ζ(η))
∑
i
Eii ⊗ Eii (4.77)
−
1
2πik
∑
i 6=j
Gij(z − η) Eij ⊗ Eji −
1
4πik
∑
i 6=j
Gij(η)
(
Eii + Ejj −
1
n
I
)
⊗Eij
that is precisely the result of [2].
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APPENDIX
A Proof of Proposition 5.
Recalling the explicit form of the L-operator we first compute
∑
i 6=j
e−
iαij (X)
k
(ϕ−ϕ′)e
iαkl(X)
k
(pi−ϕ)
sin piαkl(X)
k
[Eij , Ekl]⊗ Eji =
∑
i6=j
l 6=j
e−
iαij (X)
k
(ϕ−ϕ′)e
iαjl(X)
k
(pi−ϕ)
sin
piαjl(X)
k
Eil ⊗Eji −
∑
i6=j
k 6=i
e−
iαij (X)
k
(ϕ−ϕ′)e
iαki(X)
k
(pi−ϕ)
sin piαki(X)
k
Ekj ⊗Eji.
The preceding sums can be divided in four parts
∑
i 6=j
e−
iαij (X)
k
(ϕ−ϕ′)e
iαji(X)
k
(pi−ϕ)
sin
piαji(X)
k
Eii ⊗ Eji − (A.1)
∑
i 6=j
e−
iαij (X)
k
(ϕ−ϕ′)e
iαji(X)
k
(pi−ϕ)
sin
piαji(X)
k
Ejj ⊗ Eji + (A.2)
∑
i 6=j 6=l
e−
iαij (X)
k
(ϕ−ϕ′)e
iαjl(X)
k
(pi−ϕ)
sin
piαjl(X)
k
Eil ⊗ Eji − (A.3)
∑
i 6=j 6=k
e−
iαij (X)
k
(ϕ−ϕ′)e
iαki(X)
k
(pi−ϕ)
sin piαki(X)
k
Ekj ⊗ Eji. (A.4)
Taking into account the relations
−αij(X)(ϕ− ϕ
′) + αjl(X)(π − ϕ) = παjl(X) + αij(X)ϕ
′ + αli(X)ϕ,
−αij(X)(ϕ− ϕ
′) + αki(X)(π − ϕ) = παki(X) + αij(X)ϕ
′ + αjk(X)ϕ,
and combining (A.1) and (A.2), we finally get
−
∑
i 6=j
e−
iαij (X)
k
(pi−ϕ′)
sin piαji(X)
k
(Eii − Ejj)⊗Eji (A.5)
+
∑
i 6=j 6=l
ei
piαjl(X)+αij(X)ϕ
′+αli(X)ϕ
k
sin
piαjl(X)
k
Eil ⊗Eji (A) (A.6)
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−
∑
i 6=j 6=l
ei
piαli(X)+αij(X)ϕ
′+αjl(X)ϕ
k
sin piαli(X)
k
Elj ⊗Eji. (B) (A.7)
(A.8)
Now we calculate the commutator∑
k
Ekk ⊗ Ekk, I ⊗
∑
i 6=j
ei
αij (X)
k
(pi−ϕ′)
sin
piαij(X)
k
Eij
 =
∑
i 6=j
e
iαij (X)
k
(pi−ϕ′)
sin
piαji(X)
k
(Eii − Ejj)⊗ Eij
Combining the previous expression with (A.5), we obtain
−
∑
i 6=j
e
−iαij (X)
k
(pi−ϕ′)
sin
piαji(X)
k
(Eii −Ejj)⊗ Eji
 (ǫ(ϕ− ϕ′) + ǫ(ϕ′ − ϕ)) = 0.
As to (A.6) and (A.7), they have the counterparts coming from the second com-
mutator in (3.30). These counterparts can be immediately derived by twisting the
factors of the tensor product in (A.6) and (A.7) and changing ϕ for ϕ′. We denote
them by C and D:
−
∑
i 6=j 6=l
ei
piαjl(X)+αij(X)ϕ+αli(X)ϕ
′
k
sin
piαjl(X)
k
Eji ⊗ Eil. (C) (A.9)
−
∑
i 6=j 6=l
ei
piαli(X)+αij(X)ϕ+αjl(X)ϕ
′
k
sin piαli(X)
k
Eji ⊗Elj . (D) (A.10)
The change of indices in (A.9) and (A.10) leads to C = −B and D = −A. Now
subtracting (C +D)ǫ(ϕ′ − ϕ) from (A+ B)ǫ(ϕ− ϕ′), we get zero. Continuing this
line of reasoning, it is not hard to prove that the moment part of the L-operator
also satisfies (3.30).
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