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Abstract
Precision measurements by AMS of the primary cosmic-ray positron fraction and the positron ﬂux in the energy
range 0.5 to 500 GeV, and the electron ﬂux in the range 0.5 to 700 GeV are presented. The results show that above
200 GeV the positron fraction no longer exhibits an increase with energy. The positron ﬂux and the electron ﬂux are
signiﬁcantly diﬀerent in their magnitude and energy dependence. They each require a description beyond a single
power-law spectrum. Between 20 and 200 GeV the positron spectral index is signiﬁcantly harder than the electron
spectral index. The incoming direction of primary CR positrons and electrons are found to be consistent with isotropy
within the current accuracy.
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The origin of high energy positrons in cosmic rays
remains highly uncertain. In addition to being pro-
duced in the interactions of cosmic ray nuclei with in-
terstellar media, they may be produced in nearby pul-
sars, from the annihilation of Dark Matter particles or
by yet unknown processes. The nature of the production
mechanisms are expected to inﬂuence the abundance of
cosmic-ray positrons and electrons[1].
The Alpha Magnetic Spectrometer (AMS-02) [2] is
a general purpose high-energy particle physics detec-
tor operational on the International Space Station (ISS)
since May 2011. During its unique long duration mis-
sion, AMS will collect large amount of data of unpar-
alleled signiﬁcance to study cosmic ray positrons and
electrons in detail up to the TeV region.
The ﬁrst results on the combined (e+ + e−) energy
spectrum in the primary cosmic rays is published in
[3] and will be discussed in a separate contribution to
these proceedings [4] . In this contribution, we will dis-
cuss the separate measurement of primary cosmic ray
positrons and electrons using data collected during the
ﬁrst 30 months of AMS operation [5, 6].
1. AMS-02 Detector
The AMS-02 detector [2] consists of nine planes of
precision silicon Tracker, a transition radiation detector
(TRD), four planes of time of ﬂight counters (TOF), a
permanent magnet, an array of anticoincidence coun-
ters (ACC), surrounding the inner tracker, a ring imag-
ing Cˇerenkov detector (RICH), and an electromagnetic
calorimeter (ECAL). Fig. 1 shows a 369 GeV positron
event detected by AMS on the ISS.
The performance of the entire detector have been
studied and calibrated extensively in a test beam at
CERN using beams of electrons, positrons, protons and
pions. These include alignment of the Tracker sensors,
determination of the energy scale and resolution of the
ECAL energy measurement, as well as the transition ra-
diation behavior of protons up to the highest energies.
For electron and positron measurements, the TRD,
ECAL and Tracker are three main detectors that allow
a signiﬁcant reduction of the cosmic ray proton back-
ground and a clear identiﬁcation of the positron and
electron signal events [7]. The TRD and ECAL are sep-
arated by the Tracker in the magnet and therefore low
energy secondary particles produced in the TRD and the
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Figure 1: A 369 GeV positron event detected by AMS on the ISS
in the bending(y-z) plane. The Tracker measures the particle charge,
sign, and momentum. The TRD identiﬁes the particle as e±. The TOF
measures the particle charge and velocity. The ECAL measures the
3D shower proﬁle, independently identiﬁes the particle as an e± and
measures its energy.
upper TOF planes are swept away and do not enter into
the ECAL.
The TRD [8] uses transition radiation to identify
positrons and electrons (e±) and dE/dx to identify nu-
clei. To diﬀerentiate between e± and protons, signals
from the 20 layers are combined in a TRD estimator
formed from the ratio of the loglikelihood probability of
the e± hypothesis to that of the proton hypothesis. The
proton rejection power of the TRD estimator at 90% e±
eﬃciency measured on orbit is 103 to 104 [2].
The Tracker [9] accurately determines the momen-
tum p, absolute charge |Z| and charge sign of cosmic
rays by multiple measurements of the coordinates and
energy loss. The coordinate resolution of each plane
is measured to be better than 10 μm in the bending di-
rection. The maximum detectable rigidity of the full
Tracker, over a lever arm of 3m, is ∼2 TV.
The 17 radiation length ECAL [10] provides accurate
measurement of the three-dimensional shower shape
and the e± energy, E, scaled to the top of AMS. The
absolute energy scale is veriﬁed by using signals from
minimum ionizing particles, mainly protons, and the ra-
tio E/p of electron event from ISS data and compared
with the values from test beam (TB) data. This com-
parison limits the uncertainty of the absolute energy
scale to 2% in the range 10-290 GeV covered by the
beam test results. Below 10 GeV it increases to 5% at
0.5 GeV and above 290 GeV to 4% at 700 GeV. The
energy resolution has been measured to be σ(E)/E =√
(0.104)2/E + (0.014)2 (E in GeV). An ECAL estima-
tor based on a boosted decision tree (BDT) algorithm
[11] is developed to describe the three-dimensional
shower shape. The matching of the ECAL energy and
the momentum measured with the Tracker greatly im-
proves the proton rejection.
AMS operates without interruption on the ISS and
is monitored continuously from the ground. The de-
tector performance is steady over time. A full Geant
4.9.4 Monte Carlo (MC) simulation [12] of the complete
AMS detector, including the digitization of the signals,
is used for the analysis.
2. Positron Fraction
Over 41 billion events have been analyzed. Events
are selected by requiring a track in the TRD and in the
Tracker, a cluster of hits in the ECAL and a measured
velocity β ∼ 1 in the TOF consistent with a downward-
going Z = 1 particle. An energy-dependent cut on
the ECAL estimator is applied to reject the bulk of the
protons while keeping high eﬃciency for electron and
positron events.
The resulting acceptance for positrons and electrons
is the same within the current accuracy and is nearly
constant over a large energy range. Charge asymme-
try in the azimuthal angular acceptance present below 3
GeV is accounted for in the systematic uncertainty.
To reject secondary positrons and electrons produced
by the interaction of primary cosmic rays with the at-
mosphere, the measured particle energy is required to
exceed by a factor of 1.2 the maximum Størmer cutoﬀ
[13] for either a positive or negative particle within the
AMS acceptance, at the geomagnetic location where it
was detected. The resulting exposure time is identical
for primary cosmic ray positrons and electrons.
The positron fraction in an energy bin is then deﬁned
as
fe+ (E) =
Φe+ (E)
Φe+ (E) + Φe− (E)
=
Ne+ (E)
Ne+ (E) + Ne− (E)
(1)
where Φe+ , Φe− denote the ﬂux of positrons and elec-
trons, and Ne+ , Ne− denote the number of positrons and
electrons identiﬁed from the analysis procedure.
In each energy bin, Ne+ , Ne− is obtained from max-
imum likelihood ﬁts in the [TRD estimator-Log(E/p)]
plane by varying the normalization of the 2-dimensional
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Figure 2: Fit result in the energy bin [173,206] GeV, projected to the
TRD Estimator axis (left) and Log(E/p) axis (right) for the positive
rigidity sample.
reference spectra (also denoted as template) for e± and
for the backgrounds. The ﬁts are performed in posi-
tive rigidity data and negative rigidity data simultane-
ously, yielding Ne+ , Ne− , the number of protons, and the
amount of charge confused events (discussed below).
This method provides a data-driven estimation of
the background composition and allows for control of
the dominant systematic uncertainties by combining
the redundant and independent information from TRD,
ECAL, and Tracker. In the TRD estimator projection,
the protons are well separated from the positrons or
electrons. The information from the E/P matching pro-
vide additional identiﬁcation for proton events. There-
fore the number of proton events is determined accu-
rately. In addition, information from the Log(E/p)
plane also determines the amount of electron (positron)
event measured as positive (negative), deﬁned as charge
confusion. Fig. 2 present an example of the ﬁt result
in the energy bin [173, 206] GeV, projected into dis-
tribution in TRD estimator variable(left) and Log(E/p)
variable(right) for the positive rigidity sample. At this
energy, the proton contamination in the positron signal
range is small (< 5%) and is accurately determined in
the TRD estimator projection. The amount of charge
confusion is determined by information from the match-
ing between the energy and momentum measurements.
Charge confusion is the major systematic uncertainty
especially for the highest energy bins. There are two
main sources of charge confusion. The ﬁrst is related to
multiple scattering and ﬁnite resolution of the Tracker.
The second is from the production of secondary tracks
along the path of the primary e±. Both sources are stud-
ied using control sample from TB and ISS data, they
are found to be well reproduced by the MC simula-
tion. Charge confusion events have biased rigidity mea-
surement and therefore their amount can be obtained
directly from the ﬁt utilizing information in Log(E/p)
projection. To cross-check and improve the understand-
ing of the charge confusion level in data, a charge con-
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Figure 3: Charge confusion level estimated from Data, compared with
MC prediction for a typical set of selection.
fusion estimator is developed combining multiple vari-
ables in the Tracker such as the track ﬁtting χ2, the
rigidities reconstructed using diﬀerent sets of tracker
layers, the number of hits in the vicinity of the track.
The amount of charge confusion is then obtained by a
ﬁt to the data using this variable. This method gives
consistent estimation of the charge confusion level in
data with the 2D-ﬁt method. Fig. 3 shows the compar-
ison of the measured charge confusion level (fraction
of events measured as wrong sign) from data compared
with MC prediction. The systematic uncertainty of the
positron fraction due to charge confusion is obtained by
varying the ﬁtted charge confusion level within the sta-
tistical ﬂuctuation and comparing the results with the
Monte Carlo simulation.
The templates for e± and protons used in the ﬁts are
obtained from high purity data samples. The template
for charge confused events are obtained from MC sim-
ulation. The systematic error associated with the un-
certainty of the reference spectra arises from their ﬁnite
statistics. It is measured by varying the shape of the
reference spectra within statistical ﬂuctuations. Its con-
tribution to the overall error is small compared to the
statistical uncertainty of data.
Event selection systematic uncertainties are esti-
mated by performing the complete analysis, in every
energy bin, over 1000 times with diﬀerent cut values
such that the selection eﬃciency of e± varies up to 30%.
The diﬀerence between the width of the positron frac-
tion distribution from these analysis and those from pure
statistical expectation quantiﬁes this systematic uncer-
tainty.
Systematic eﬀects from the energy measurement are
estimated by comparing the measured spectra before
and after folding with the energy scale uncertainty and
the energy measurement resolution. For the positron
fraction this eﬀect is found to be negligible above 5
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Figure 4: The positron fraction measured by AMS up to 500 GeV. a)
Compared with results from recent experiments; b) Compared with a
minimal model ﬁtted to the data, see text.
GeV.
The contribution of individual sources to the system-
atic error are added in quadrature to arrive at the total
systematic uncertainty.
2.1. Result
The measured positron fraction is presented in Fig. 4
as a function of energy at the top of the AMS detector.
Compared to the ﬁrst AMS result published in 2013 [2],
the current result is based on a data sample with statis-
tic increased by a factor of 1.7 and extends the energy
range to 500 GeV. Fig. 4 a) emphasizes the behavior
of the positron fraction at high energies (>10GeV) and
compares it with earlier measurements. We observe that
above E0 ≈ 200GeV the positron fraction no longer ex-
hibits an increase with energy. The exact value of E0 is
an important parameter for understanding the physics of
the positron fraction, and may be determined accurately
with more data and by extending the measurement to
higher energy ranges.
This precise measurement of the positron fraction al-
lows for accurate comparison with various models. To
illustrate possible implication of the measured positron
fraction behavior, we present a ﬁt to the data using a
minimal model as described in [2]. In this model the
e+ and e− ﬂuxes are parameterized as the sum of their
individual diﬀuse power law spectrum and a common
source term with an exponential cutoﬀ parameter Es:
Φe+ = Ce+E−γe+ +CsE−γs e−E/Es ; (2)
Φe− = Ce−E−γe− +CsE−γs e−E/Es (3)
(with E in GeV). A ﬁt in the energy range from 1 to 500
GeV yields a χ2/d. f . = 36.4/58 and the cutoﬀ parame-
ter 1/Es = 1.84±0.58 TeV−1. The resulting ﬁt is shown
in Fig. 4 b) as a solid curve together with the 68% C.L.
range of the ﬁt parameters. The measured data is not
consistent with only secondary production of positrons
and indicates primary source of cosmic ray positrons
and electrons. No statistical signiﬁcant ﬁne structures
are observed in the current measurement.
3. Positron Flux and Electron Flux
Beyond the positron fraction measurement, precise
measurements of the individual electron and positron
ﬂuxes provide more insight into the origin of cosmic
rays [6].
The diﬀerential ﬂux of cosmic ray electrons, Φe− , and
positrons, Φe+ , in the energy bin ΔE around energy E is
given by
Φe± (E) =
Ne± (E)
Aeﬀ(E) · trig(E) · T (E) · ΔE (4)
where Ne− , Ne+ denote the number of electrons and
positrons, trig is the trigger eﬃciency, T is the expo-
sure time and Aeﬀ is the eﬀective acceptance. The ﬂux
of positrons and electrons are assumed to be isotropic.
The level of possible anisotropy will be discussed later.
The event selection for the ﬂux measurement is sim-
ilar to that of the positron fraction measurement dis-
cussed above. A slightly tighter selection ensures more
accurate determination of the acceptance of the selected
events, resulting in a small loss of eﬃciency. The eﬀec-
tive acceptance Aeﬀ is deﬁned as the product of the geo-
metric acceptance and the selection/reconstruction eﬃ-
ciency. It is determined from the MC simulation of the
full AMS detector, with minor corrections to account
for the diﬀerence between the simulation and the data
collected on-orbit.
For each energy bin, the total exposure time is de-
termined by counting the livetime-weighted number of
seconds when detector operations were steady and the
minimum energy of that energy bin satisﬁes the ge-
omagnetic cutoﬀ requirement discussed above. Only
events collected during these seconds are used for the
ﬂux calculation.
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The data acquisition system is triggered by the co-
incidence of all four TOF planes. The trigger eﬃ-
ciency, trig, is determined from data. For electrons and
positrons, trig is very close to unity above 3 GeV and
decreases to 75% at an energy of 1 GeV.
To determine Ne+ and Ne− , a two steps ﬁtting pro-
cedure is developed bearing the same spirit as in the
positron fraction measurement. First, a template ﬁt us-
ing the TRD variable is performed to ﬁnd the number
of electrons and positrons reconstructed with a positive
(negative) charge sign, N+ (N−). Second, N+ and N−
are corrected for charge confusion by performing ﬁts to
the data using the charge confusion estimator, resulting
in the determination of Ne+ and Ne− .
The electron ﬂux and the positron ﬂux are measured
as a function of energy on top of AMS. The uncertainty
from the absolute energy scale is treated as an uncer-
tainty in the bin boundaries. In addition, bin-to-bin mi-
gration eﬀects originated from the ﬁnite energy resolu-
tion of the ECAL energy measurement are estimated to
be ∼ 1% at 1 GeV decreasing to 0.2% above 10 GeV.
The systematic error on the eﬀective acceptance orig-
inated from the correction applied. For every cut, the
correction and its corresponding uncertainty is derived
by comparing the eﬃciency obtained from data and
MC using a ”tag and probe” procedure. One example
of such comparison is shown in Fig. 5. This system-
atic error includes an overall correlated uncertainty of
2% between energy bins and between the electron and
positron ﬂuxes. This uncertainty is the leading contri-
bution to the systematic error below 300 GeV.
As discussed before, the amount of charge confusion
is well reproduced by the MC simulation and its sys-
tematic uncertainty is determined taking into account
the diﬀerences between data and MC. This uncertainty
dominate the systematic uncertainty for the positron
ﬂux in the highest energy bin.
The systematic error associated with the uncertainty
of the TRD template shapes is due to the ﬁnite accuracy
of the TRD alignment and calibration as well as the ﬁ-
nite statistics of the data samples used to construct the
templates. This is a signiﬁcant contribution to the total
systematic error above 300 GeV.
3.1. Result
The electron and positron ﬂuxes multiplied by E3
are presented in Fig. 6 together with previous measure-
ments. Below ∼10GeV, the behavior for both electrons
and positrons is aﬀected by solar modulation, above
∼20GeV the eﬀects of solar modulation are insignif-
icant within the current experimental accuracy. Both
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Figure 5: TRD Track selection eﬃciency as measured from data and
MC. The diﬀerence between data and MC provides an estimation of
the correction to be applied as well as its systematic uncertainties.
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Figure 7: The positron ﬂux(top) and the electron ﬂux(bottom) ﬁtted
with the minimal model [2, 5] show that, for this model, the major-
ity of the high energy positron have diﬀerent origin than majority of
the electrons. Both positrons and electrons have contribution from a
common power law source with a cut oﬀ energy around 500 GeV.
spectra require a description beyond a single power-law
spectrum. The data show that above ∼20GeV and up
to 200GeV the positron ﬂux is signiﬁcantly harder then
the electron ﬂux. This is not consistent with only sec-
ondary production of positrons [25].
These measurements of the electron ﬂux and positron
ﬂux make possible the accurate comparison with vari-
ous models. For a simple illustration, using the minimal
model in [2] and with constrains from the positron frac-
tion obtained from ﬁtting to the data presented above,
possible implication from the observed electron and
positron spectra are plotted in Fig.7 with the measured
ﬂuxes by AMS. As shown, the measured positron ﬂux
and electron ﬂux are not consistent with positrons being
produced only from secondary production. Between 20
and 200 GeV the positron spectral index is signiﬁcantly
harder than the electron spectral index.
These observations demonstrate that the rise with en-
ergy observed in the positron fraction is due to an excess
of positrons, and not to a deﬁcit of electrons.
3.2. Flux Anisotropy
Primary sources of cosmic ray positrons and elec-
trons may induce some degree of anisotropy on the
measured positron and electron ﬂuxes [26]. Previous
searches have been carried out on the ﬂux of elec-
trons and positrons [27]. Results on positron fraction
Figure 8: (Left) The arrival directions of electrons in galactic coordi-
nates (b,l) for energies above 25 GeV. The color scale represents the
number of observed electrons in angular bin using hammer projection.
(Right) The exposure-time-weighted diﬀerential acceptance, AT (b, l)
scaled by sin(b).
anisotropy on cosmic ray positron fraction have been
published by AMS[2, 28]. To date, no anisotropy eﬀect
fro primary cosmic ray positrons and electrons is found.
A systematic search for anisotropies on the positron
ﬂux and the electron ﬂux using the AMS data is per-
formed. The arrival directions of electrons and positrons
are evaluated in galactic coordinates, (b,l). The maps
corresponding to electrons with energy above 25 GeV
are displayed in Fig.8 (left), with the color scale repre-
senting the number of observed electrons in angular bin
using hammer projection. The exposure-time-weighted
diﬀerential acceptance, AT (b, l) scaled by sin(b), in the
same coordinate is shown on the right. The ﬁxed in-
clination of the ISS orbit results in an non uniform sky
coverage of the AMS exposure. Deviations from the ex-
pected exposure indicate the level of anisotropy of the
incoming direction of electrons or positrons.
Assuming a spherical harmonic expansion for the
ﬂux spatial distribution:
Φ(b, l) = Φ¯ × (1 +
∞∑
=1
∑
m=−
amYm (b, l)) (5)
the intensity of the anisotropy on diﬀerent angular
scales is quantiﬁed by the coeﬃcients of the angular
power spectrum deﬁned as
Cl =
1
2l + 1
l∑
m=−l
a2lm (6)
The ﬂux anisotropy originated from primary sources
is expected to induce a dipole pattern with its maxi-
mum pointing towards the source region. The dipole
anisotropy parameter, δ , is deﬁned as:
δ =
√
9
4π
C1 (7)
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The coeﬃcients alm are obtained by performing an
unbinned maximum likelihood ﬁt with the likehood
function deﬁned as :
L =
∏ Φ(b, l) × AT (b, l) × sin(b)∫ ∫
Φ × ATdcos(b)dl (8)
The ﬁt considers every event collected during seconds
where the minimum energy in the corresponding bin is
above cutoﬀ.
For both the electron ﬂux and the positron ﬂux, all
the coeﬃcients are found to be consistent with 0 within
statistical ﬂuctuations, across all the energy ranges in-
vestigated. Upper limits on the amplitude of the dipole
anisotropy δ are obtained from the full covariance ma-
trix of the ﬁtted coeﬃcient with l = 1. They are found
to be δ < 0.03 for the positron ﬂux above 16 GeV, and
δ < 0.01 for the electron ﬂux above 16 GeV at the 95%
C.L..
Over its lifetime, AMS will reach a dipole anisotropy
sensitivity of 0.01 at the 95% C.L. for positrons above
16 GeV.
4. Conclusion
The measurement of the positron fraction by AMS
using the ﬁrst 30 months of data shows that above ∼ 200
GeV the positron fraction no longer exhibits an increase
with energy.
The positron ﬂux and the electron ﬂux are signiﬁ-
cantly diﬀerent in their magnitude and energy depen-
dence. They each require a description beyond a sin-
gle power-law spectrum. Between 20 and 200 GeV the
positron spectral index is signiﬁcantly harder than the
electron spectral index. This demonstrates that the rise
with energy seen in positron fraction is largely due to an
excess of positrons, and not a deﬁcit of electrons.
The incoming direction of primary CR positrons and
electrons are consistent with isotropy within the current
accuracy.
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