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Abstract 
     A scientific decision model is simulated for 
rigorously aggregating weighted risks and costs for 
lower-order risk factors established by Tomlinson for 
planning GIS (Geographic Information System) 
implementations. The basic assumption of the paper 
is that generally, management practitioners do not 
estimate risk with the required quantitative rigor 
during the planning phases. Examples include: (a) 
lack of Johari window risk mapping and assessment 
(b) subjective versus Delphi method judgmental 
probabilities (c) violation of Lusser’s law (d) failure 
to utilize Galton’s estimation (e) incorrect weighting 
(if at all) (f) doubtful risk aggregation techniques for 
summarized likelihoods and (g) ad hoc decision 
making without Bayesian logic. For organizations 
competing in a global economy, strong decision 
models lead to management decision-making options 
in the creation of value from location awareness and 
proximity intelligence capabilities. Results are 
simulated and discussed with reference to future 
potential research. 
1. Introduction  
The paper is a work-in-progress that has evolved 
from teaching senior graduate business students. It is 
an attempt to answer their GIS (Geographic 
Information System) implementation questions. For 
example, (a) how to identify risk factors as 
recommended by Tomlinson [1], the “Father of GIS” 
[2] (b) how to assign, manipulate and develop a 
dynamic “likelihood of success” point-estimate for 
the overall project (temporally monitored throughout 
the planning, execution and final implementation 
stages). 
According to Tomlinson, planning GIS 
implementations firstly requires a robust evaluation 
i.e., risk assessment [53] of the IT/IS management 
ecosystem. For example, what are the forcings 
resisting change? Are they a knowledge gap, project 
scope, schedule, cost, or planning capabilities? 
Secondly, rigorous estimation i.e., risk analysis, of 
the risk probabilities of: “technology, organizational 
functions, organizational interactions, constraints, 
stakeholders, overall complexity, project planning, 
project management [52], project scheduling and 
project resources” [1].  
 Additionally, these critical categorical factors 
are comprised of sub-factors, each with their own 
probability risk occurrence forcings, for a total of 
twenty-two risk occurrence factors in the Tomlinson 
framework for planning a GIS implementation. 
Although Tomlinson discusses the need to 
“score” the likelihood of achieving all of your 
information products through sub-risk factor 
outcomes for ultimate upper management decision 
making, he does not offer detailed insights into the 
proper theoretical, mathematical and statistical 
methods required and available to do so e.g., Johari 
window [6], Delphi method [9], Lusser’s law [3], 
Galton's Vox Populi [13], Weighted Risk Factoring 
(WRF) [14], Bayesian networks [24] and so on. 
Absent also from such discussions is any 
explanation on how to correctly weight the risk 
values e.g., WRF technique [47] or how to project 
risks dynamically across a project’s temporal domain 
[42].  
If a practitioner, in an attempt to get a Tomlinson 
“project score”, adds up the risks and averages them 
that is woefully incorrect [3] and will lead to highly 
underestimated risks. However, no two GIS 
implementations are identical, especially in complex 
IT/IS ecosystems. “If the proven technology cannot 
create more than 80 percent of your information 
products, you are in a very high-risk category” [1].  
Thus, the paper makes an attempt to describe a 
rigorous and robust modeling approach that correctly 
manages data and information to improve GIS 
products [43]. This should lead to innovative 
downstream benefits flowing from creating value 
around powerful location awareness and proximity 
intelligence insights (i.e., Location Intelligence). 
Fischhoff [40] describes the risk-cost-benefit 
process. All “…innovative technologies share a 
property: Their effects must often be inferred long 
before they are experienced. If those inferences are 
sound, then informed decisions are possible. If not, 
then decision-makers may incur risks and costs far 
greater than any expected benefits. Risk, cost and 






benefit analysis can offer transparent ways to 
assemble and integrate relevant evidence to support 
complex decision-making. All forms of analysis have 
the same logic: Decompose complex systems into 
manageable components and then calculate how they 
might perform together. All require scientific 
judgement to bound the set of components and assess 
the limits to those bounds. All require ethical 
judgement to determine which outcomes to predict 
and to extract the policy implications of the results. 
The usefulness of any analysis depends on how well 
its underlying assumptions and their implications are 
understood by those hoping to use its results” [4]. 
2. Research Questions and Hypothesis 
     The following research questions and hypothesis 
inform the investigation in this paper.  
 
RQ1: Can effective solutions to modeling risk 
complexities be unified for a robust and rigorous GIS 
implementation? 
RQ2: How can risks be better delimited and 
mitigated throughout a GIS implementation?  
RQ3: Given the forcings of risk, operating 
hierarchically, can we predict an overall probability 
of risk occurrence for a GIS implementation project?  
 
HYPOTHESIS: Risk forcings can be delimited and 
mitigated into one overall probability of occurrence. 
 
NULL HYPOTHESIS: Risk forcings cannot be 
delimited and mitigated into one overall probability 
of occurrence. 
 
Is there an effective approach to modeling risk 
complexities that can lead to better cost-benefit 
analysis? This area of investigation seems to offer an 
innovative approach to the pursuit of  a robust GIS 
implementation, which likely would contribute to a 
stronger foundation for optimizing long-term location 
intelligence benefits.  
3. Theory Review  
A. The Johari Window  
What is a Johari window? It is a cognitive quadrant 
system to initially position what is known and what is 
not known about a phenomenon e.g., the risks of a 
GIS implementation. This categorical quadrant 
applies well to the initial risk assessment of the 
factors that are involved in the risk management 
function. Both the Johari window and the Delphi 
method are beyond the scope of a detailed discussion 
in this paper, nevertheless they are important to 
briefly describe and reference. 
 Figure 1 The Johari Window  
(a) Known-Knowns are things, we know, we 
know (b) Known-Unknowns are things we are aware 
of but do not know (c) Unknown-Knowns are things 
unknown but knowable and finally (d) Unknown-
Unknowns are things unknown to us, and unknown in 
terms of whether they are even knowable [6]. 
Before convening a Delphi expert panel, it may 
be prudent to utilize a cognitive science approach 
(i.e., the Johari window), to gain insight and think 
thoroughly about all risks, especially in the context of 
"unknown-unknowns".  
These techniques are not new. They have been 
used by intelligence agencies and larger 
organizations in their strategic planning cycles and 
are common in Operations Research and Project 
Management literature [7], [49].  
B.  The Delphi method     
    We utilize the Rand Delphi method to assign risk 
occurrence probabilities. The Delphi method is well 
proven and does not require a detailed analysis in this 
paper. Sufficient references are provided to allow 
practitioners to utilize this method to establish the 
necessary initial judgmental probabilities for each 
line-item risk sub-category. The simplified "mini-
Delphi method" is recommended to practitioners as 
an appropriate probability-of-risk occurrence 
generating method [8].  
“The Delphi method or Delphi technique (also 
known as Estimate-Talk-Estimate or ETE) is a 
structured communication technique or method, 
originally developed as a systematic, interactive 
forecasting method which relies on a panel of 
experts" [8].  
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"Delphi is based on the principle that forecasts 
(or decisions) from a structured group of individuals 
are more accurate than those from unstructured 
groups" [9] e.g., GIS implementation analysts and  IT 
experts.  
"The Delphi method was developed by Project 
Rand during the 1950-1960's (1959) by Olaf Helmer, 
Norman Dalkey and Nicholas Rescher" [11]. "The 
technique can also be adapted for use in face-to-face 
meetings and is then called mini-Delphi or Estimate-
Talk-Estimate (ETE)" [12].  
     By randomly iterating the risk values or 
“judgmental probabilities” using the Excel 
“RAND()” function, a hypothetical five-person 
Delphi panel [10] is created (e.g., three external 
expert analysts and two internal organizational expert 
analysts) following the "mini-Delphi" approach i.e., 
face-to-face versus anonymous questionnaires.  
      "Delphi has been widely used for business 
forecasting and has certain advantages over another 
structured forecasting approach, prediction markets" 
[9].  
C.  Galton – Vox Populi 
     The term "Vox Populi" [13] (i.e., Latin for 'voice 
of the people' (i.e., wisdom of the crowd) was coined 
by Sir Francis Galton to describe the effect where the 
median “guess” of a crowd was closer to the actual 
value than any individual guess. Galton's Vox Populi 
and "Wisdom of the Crowd” concepts are widely 
utilized [17]. Galton preferred using percentiles and 
the median over different types of mean [16]. This 
Vox Populi/Wisdom of the Crowd concept is also 
seen used in courts of law i.e., trial by judge or jury, 
i.e., 1 vs 12 individuals.  
D.  WRF Technique  
     The “Weighted Risk Factor” (WRF) cost 
weighting estimation technique has been effectively 
used to determine project budgets and weightings. 
Risk-Weighted cost estimates for projects using this 
method provide an essential link between Project 
Risk Management [55] and Financial Risk 
Management decision making [14]. 
E. Lusser’s Law 
    The theory of reliability of systems and the 
probability product law of series components are well 
understood in reliability engineering theory [18] 
through the work of Robert Lusser [3]. Lusser's Law 
is also known as the probability product law for a 
series of components. 
      Dr. Eric Pieruschka and his mathematical-
statistical observations, given to Dr. Werner Von 
Braun regarding testing failures of the V-2 rocket 
during the 1940's, were a precursor to Lusser's work 
[36]. 
      Lusser showed that a system of components (e.g., 
a rocket) was less reliable than its most unreliable 
components i.e., 1/xn, a view that was not widely 
held. In fact, in non-reliability disciplines and theory 
domains, even today, many researchers and 
practitioners incorrectly believe overall reliability is 
simply an average of the reliability of the individual 




 Figure 2 Eric Pieruschka’s Formula 
 “For example, given a series system of two 
components with different reliabilities — one of 0.95 
and the other of 0.8 — Lusser's law will predict a 
system reliability of 0.76 which is lower than either 
of the individual components.” [37] The dramatic 
effect of this principle when there are 1000’s of 
components should now be understood. 
 
Rs=0.95 x 0.8=0.76 
 
     "Simple mathematics of probability states that the 
overall reliability equals not the average, as some 
may believe, but rather the product of the reliabilities 
of the individual components: Poverall* P1 * P2 * P3 
...Pn; where P1, P2, P3 etc., are the individual 
reliabilities of each of the "n" components. This 
simple reliability formula is based on the following 
basic rule of probability: "If P1 is the probability that 
an event, E1, will occur, and P2 is the probability that 
event E2 will occur, then P1 * P2 is the probability 
that both events will occur" [3]. Two notable 
references on reliability theory and its mathematical 
and statistical foundations are [19] and [20]. 
      In this paper, reference is made to the "likelihood 
of success”, not to "risk" or "reliability”. Values from 
0.00 to 1.00 are the probability for the occurrence of 
risk, and are established by the Delphi method. A 
probability of occurrence for a risk of 0.20 can also 
be expressed as the complement, (1.0-0.2=0.80) i.e., 
as an 80% “likelihood of success” for a particular risk 
factor.  Conceptually within organizations managers 
and practitioners find it easier to conceptualize a 
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positive rather than a negative (i.e., “likelihood of 
success” versus probability of occurrence) [21].  
      The following explanation shows how 
mathematical reliability theory [18], [19] and the 
probability product law of series components [3] are 
important and can be applied to the aggregation of 
multiple hierarchical risk factor categories in 
combination with the “wisdom of the crowd” 
technique (i.e., median value) both hierarchically 
within categories and horizontally across categories 
of risk; to establish a dynamic overall risk point-
estimate of a GIS implementation throughout the 
project.  
     
Figure 3 Probability of Success for a 1 to 10 risk 
factor system  
      A simple example will illustrate the important 
non-intuitive insight these methods provide. 
      Assume a system with 10 risk factors, each risk 
factor has the same “probability of occurrence”, say 
0.20. Convert this to its compliment, i.e., the 
“likelihood of success” which is 1.0-0.2 or 0.80. This 
becomes an 80% “likelihood of success” for each risk 
factor. Then by executing the EXCEL function 
“=POWER (0.80,10)” we can visualize the 
“likelihood of success” as the red negative 
exponential curve. Figure 3 shows scenarios from 
100% “likelihood of success” down to 80%.  Where 
0.80 multiplied by itself 10 times is equal to 0.107 or 
10.7% (not 80%) e.g. 
(.8)(.8)(.8)(.8)(.8)(.8)(.8)(.8)(.8)(.8) or 0.8010. 
      Therefore, the “likelihood of success” for the 10 
combined risk factors has dropped from 80% for a 
system with one risk factor to just 10.7% for a system 
with 10 risk factors all still at 80%. Going back to the 
probability of risk occurrence by taking the 
compliment gives 1.0-0.107 or 0.893, not 0.20. This 
is not intuitive yet dramatically impacts risks. 
      Clearly those who believe the "system" 
probability is simply the average of (10 x 0.80)/10 or 
"0.80" are significantly overstating the likelihood of 
success (or severely understating the probability of 
risk occurrence). Understating the occurrence of risk 
in this example with all of the subsequent 
management decision errors, costs and lack of 
benefits, such a mistake would have in a GIS 
implementation, demonstrates how potential benefits 
can evaporate.  
      This example shows the need for a rigorous and 
robust use of precise mathematical statistics and 
probability theory, when assessing the likelihood of a 
of GIS implementation's success and of determining 
those likelihoods throughout the implementation 
period. 
     Figure 3 shows how the theory of reliability and 
the probability product law of series components [3] 
must be applied correctly to the aggregation of risk 
factors in a GIS implementation system.  
      We are guided by Tomlinson's 80/20 (likelihood 
of success/probability of risk occurrence) and use an 
80% overall threshold for a minimally acceptable 
overall project likelihood of success. Clearly 
obtaining a higher likelihood of success, perhaps 
90%, 95% or even higher is very desirable. However, 
as can be seen in this simple example, it is very 
difficult to achieve and is non-intuitive.   
 
F.  Bayes Theorem and Monte Carlo Method   
       
      These two methods have been well described in 
the literature and beyond the scope of a detailed 
analysis in this paper. However, both methods are 
incorporated into this decision model. Bayes provides 
the statistical conditional probability power [38] and 
Monte Carlo provides the law of large numbers to 
support strong expected random variable values [50]  
close to the theoretical mean [44]. Two references are 
provided for those wishing a more complete 
discussion and explanation [38], [35]. 
 
4. The Decision Model 
 
 In this paper we focus on an innovative 
hierarchical approach to modeling. We refer formally 
to the model as the Hierarchical Ensemble Lower-
order Probability risk model or HELP for short. The 
HELP model "helps" practitioners correctly calculate 
and aggregate sub-category (i.e., lower-order) risk 
factors. "To ensure a successful GIS implementation, 
you must thoroughly evaluate the risks associated 
with your implementation strategy" [1]. A lower-
order risk factor example would be "Is the technology 
being adopted new?". This lower-order risk factor, 
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adjudicated by a Delphi panel of experts, might then 
be rolled-up with other lower-order risk factors to 
form a category risk factor, such as those risks 
associated with "Technology". This in turn is 
aggregated with all categories of risk to provide the 
much-needed indication of overall likelihood 
probability of success for the GIS implementation.  
The HELP model approach is built on firm 
mathematical theory and statistical principles.  
Despite being robust, HELP can easily be 
implemented as a simple EXCEL (Microsoft) 
application. Stronger cloud platform services [26] 
using modern languages like Python are currently 
being tested. 
With respect to the traditional GIS project 
management "benefit-cost" analysis [40], [41], [4], 
typically used by planning practitioners [22], [24] or 
the less robust “cost-benefit” analysis method [23], 
the decision model conceptually inverts the Benefit-
Cost/Cost-Benefit analysis process into a strict Risks-
Costs-Benefits inverted triangle (Risk=top, 
Cost=middle and Benefit = bottom) hierarchy. 
Each of the three components of analysis from 
the top down (i.e., Risks, Costs, Benefits), is 
derivative of the preceding component. This achieves 
a more rigorous and delimited assessment of risk 
“first” based on initial conditions before any 
premature distraction or consideration is made of 
costs or benefits. Only when risks are fully delimited 
can a discussion of costs begin and only after that 
rigorous analysis can any opening investigations be 
made regarding potential benefits.  
There are four primary inputs to the model: Risk 
Assessment, Risk Analysis, Weighted Risk Factors 
and Budgeted Resources funnel into the model’s 
Knowledge warehouse engine [25]. Risk Assessment, 
is Tomlinson’s 10 key factors and 22 sub factors). 
Risk Analysis assigns a probability of occurrence i.e., 
Delphi likelihood of risk occurrence values.  WRF 
(Weighted risk factor) technique creates weighted 
global adjustments for (i) Scope (ii) Schedule and 
(iii) Cost constraints.  Budgeted Resources i.e., 
provides the budgeted and approved financials for the 
GIS implementation (NB: in this paper we use only 
budgeted time and billable hourly consulting rates to 
“demonstrate” costs).  
Finally, the Bayes theorem [34], [42] component 
offers powerful processing logic for posterior 
conditional probability solutions and projections i.e., 
P(A|B), based on the inputs mentioned above. 
Bayesian calculations generate accurate, non-intuitive 
updates to project risk and cost variances against 
actuals throughout the project. This decision model 
contributes to the delivery of higher quality location 
intelligence benefits built on a highly functional and 
pristine GIS implementation.  
An example of a lower-order risk factor from 
Tomlinson’s examples would be: "Is the technology 
being adopted new?" This lower-order risk factor 
(i.e., adjudicated by a Delphi panel of experts and 
resolved by Galton’s median estimate), is rolled-up 
hierarchically using Lusser’s law with other 
“children” lower-order risk factors to form a nested 
“family” category. Then the families are rolled-up 
into “neighborhood”. The “neighborhood” is the 
likelihood probability of success for the overall GIS 
implementation.  





5. Assumptions  
  
The decision model consists of five inputs that 
are all assumed to be correct. Those are (a) 
Tomlinson’s risk factors (b) Delphi’s probability of 
risk occurrence (c) WRF’s global weighted scope, 
schedule and cost constraints (d) approved Budgeted 
resource allocations and (e) delimited parameter 
ranges to achieve a minimum acceptable “likelihood 
of success” threshold of 80%.  
 
6. Excel Developer Panel 
 
This simplified Microsoft Excel developer panel 
showing only four of the ten risk categories, 
demonstrates the workflow, as shown in Figure 5.  
Once the judgmental probabilities for each of 
Tomlinson's twenty-two risk factors are obtained 
from the Delphi method, Galton’s "Wisdom of the 
crowd" logic is applied [13]. (i.e., the Delphi is 
parametrically adjustable e.g., risk of occurrence 
ranging from 1% to 3% for mitigated risk factors as 
required), This would create a point estimate for each 
probability of “risk occurrence" (e.g., 0.01 to .03) for 
each risk factor subcategory.  
The Delphi method can of course produce a 
point estimate probability of risk occurrence 
anywhere from 0.00 to 1.00 for each of Tomlinson's 
22 GIS implementation strategy risk sub-factors. 
However, the likelihood of such high-risk rates 
aggregating to meet the minimum 80% overall 
project threshold is negligible. 
 
Figure 5 Excel sheet – Delphi method Figure 6 Excel sheet - WRF technique 
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A word about Delphi’s subjective probability: 
"In a risk analysis, the word subjective may have a 
negative connotation. For this reason, some analysts 
prefer to use the word personal probability, because 
the probability is a personal judgment of an event 
that is based on an expert analyst's best knowledge 
and all the information, she has available. The word 
judgmental probability is also sometimes used. To 
stress that the probability in the Bayesian approach 
is subjective (or personal or judgmental), we refer to 
the analysts or her/his/your/my probability instead of 
"the probability" [55]. 
Galton’s estimation, based on “wisdom of the 
crowd” takes the five Delphi estimates and produces 
a point estimate for the risk sub-factor from the “five 
experts” in column 9. 
Next the WRF technique is applied to the Scope, 
Schedule and Cost constraints of the implementation. 
Values of these are input based on the WRF 
procedures.  Then the WRF applies formulations to 
the WRF input estimates (columns 10,11,12). Those 
computations create columns 13,14,15. With final 
inputs for the global weighting desired in columns 
16,17,18, adjusted Galtonian median values are 
calculated and presented in column 19 in Figure 6. 
The model then dynamically summarizes the 
compliment (i.e., 1-probability of risk occurrence) to 
find the “likelihood of success" (i.e., 1-risk) using 
Lusser's law and rolls-up those subcategory 
probabilities into 10 major risk categories. They are 
then passed to Bayes theorem that incorporates them 
into a prior distribution of budgeted resource 
calculations, (specifically number of billable 
consulting hours times the various hourly rates). Next 
the Bayesian compartment of the model takes the 
values for the budgeted resources as input into 
column 21, as a prior distribution of expected and 
budgeted consulting hours P(A) by risk category 
rows (Technology, Organizational functions and so 
on). Then probabilities for each of the prior 
distribution expected and budgeted consulting hours 
P(A) by risk category, are calculated. Next the 
P(B|A) for column 23 is calculated based on the 
WRF values in column 19 and the values in column 
22. Column 24 is calculated on the assumption that as 
risk increases, the number of hours increase. A 
parametric factor offered for adjusted hours [i.e. 
(1/likelihood of success) x prior hours] to improve 
the posterior distribution. The P(B|A) P(A) is 
calculated by multiplying column 22 and 23. The 
P(B) is determined using column 25 to yield posterior 
cost adjustments in column 26 P(A|B).  
Finally, the graph in Figure 7 is a dashboard 
visualization of the posterior, prior and sum of the 
two cost estimates for each risk category. By 
inputting expected prior budgeted resources a 
posterior cost distribution is output, using Bayes' 
theorem. 
The Excel developer panel (i.e., future 
dashboard) works well and displays all weighted risk 
factors for summarized categories of risks as well as 
overall risk assessments [54] for all temporal phases 
(i.e., from planning to execution) of the GIS 
implementation project and a graphical visualization. 
The planning process usually begins with an 
initial Johari window analysis [6] before seeking 
judgmental probabilities created using the Delphi 
method [8].  
Lusser's law rolls-up those subcategory 
probabilities into 10 major risk categories. They are 
then passed to Bayes theorem that incorporates them 
into a prior distribution of budgeted resource 
calculations, specifically number of billable 
consulting hours times the various hourly rates. The 
model then dynamically summarizes the compliment 
(i.e., 1-probability of risk occurrence) to find the 
“likelihood of success" (i.e., 1-risk).  
Lastly, a Bayesian prior/posterior analysis of 
time and billable rates is performed with adjustments 
noted. The model is a robust and a dynamic risk-cost 
modeling application that combines disparate theories 
from mathematics and statistics to aggregate risks 
[56].  
 
7. The Results 
 
In terms of the GOST criteria approach [60]: The 
goal of the paper is to contribute toward improving 
GIS location intelligence benefits. The objective of 
the paper is to focus on improving GIS 
implementation efficiency and effectiveness through 
the lens of “risk”. The main strategy is to focus on 
measuring the magnitude of risk impacts in the 
planning phase. One tactic is to aggregate 
hierarchical and heterogeneous risks, across all 
complex risk domains, and manage the permutations 
of eliminating and/or  mitigating hierarchical and 
heterogeneous risks, for success of the  whole 
project.   
The results demonstrate this can be achieved. 
The results also indicate the need for further study 
and research into expanding this capability in this 
little studied niche of GIS.  
In response to the research questions, to date we 
can report as follows: 
 
RQ1: Can effective solutions to modeling risk 




      We judge that the HELP model ensemble 
methodology is powerful and capable of not only 
modeling risk complexities but extending the model to 
quantification of costs. Future research should 
attempt to move the model toward benefit 
quantification. 
RQ2: How can risks be better delimited and 
mitigated throughout a GIS implementation?  
      We judge the model ensemble methodology is 
powerful and capable of “dynamic” control of risk 
inputs and calculations to assist in decision making 
throughout the temporal domain of a project.  
RQ3: Given the forcings of risk, operating 
hierarchically, can we predict an overall 
probability of risk occurrence for a GIS 
implementation project?  
      One of the strengths of the model is its ability to 
federate an accurate point estimate of the likelihood 
of success for the implementation project as a whole. 
HYPOTHESIS: Risk forcings can be delimited and 
mitigated into one overall probability of occurrence. 
      We can isolate and control risk forcings and 
identify their effects on “cost” in the planning stages 
before any sunk cost decisions. An extension of this 
model may have to be developed to go further past 
costs and identify effects on benefits.  
NULL HYPOTHESIS: Risk forcings cannot be 
delimited and mitigated into one overall probability 
of occurrence. The null hypothesis is shown to be 
false.  
More research is needed on the extension of 
costs to short, medium and long-term benefits. 
 
8. Summary  
       
      Risk decision modeling needs to be well 
understood by practitioners operating in a global 
competitive marketplace. “The impact of risk 
modeling accuracy on cost-benefit analysis”, [61] is 
fertile ground for applying the GOST criteria 
approach [60]. Just as theory i.e., location awareness 
[28], [29], [27] and proximity intelligence [30], [31], 
[32], [33] inform Location Intelligence; robust and 
pristine GIS implementations become a necessary 
and sufficient condition to inform organizations 





Tomlinson [1] provides the empirical rationale 
for the risk decision model developed in this paper. 
Empirical evidence supports the model concept [15], 
[5]. Figure 7 visualizes the cost (y-axis) effects of 10 
categorical risks (x-axis) for the project as a whole 
for prior, posterior Bayesian analysis. 
The following research questions and hypothesis 
may be helpful for future research and investigation.  
RQ1: Can risks be correlated to costs and benefits?  
RQ2: Is there causality between risk and cost? 
RQ3: Can risk-cost-benefits be accurately forecast? 
HYPOTHESIS: A reduction in risk correlates to a 
reduction in costs. 
NULL HYPOTHESIS: A reduction in risk does not 
correlate to a reduction in costs. 
Location Intelligence requires a robust 
Geographic Information System (GIS) which 
includes spatial data, processes and technology [58]. 
The successful implementation of GIS involves 
integration and collaboration with existing IT 
(Information Technology) systems and teams. It is 
not inexpensive, but the subsequent benefits of GIS 
applications can outweigh the costs [47]. In order to 
achieve such a robust system, there must be ongoing 
rigorous risk analysis [51] during planning, 
implementation and operational phases to optimize 
location awareness and proximity intelligence value 
[45], [46] using predictive analytics [57].  
Future research should focus on exploring 
meteorological analogs like “sensitive initial 
conditions’ and “ensemble forecasting” [59] as well 
as enhanced Bayesian Monte Carlo methodologies 
[24], [48]. 
 
In conclusion, “If the model developed in this 
paper does nothing else, it does demonstrate 
vividly…”, the effect of risk “components” on a 
“system” such that the system is always weaker than 
the weakest component [37], [33].  
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