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Abstract
Wireless Sensor Networks (WSNs) communicate over error-prone wireless links that make reliable data transmis-
sion a challenging task. Retransmission functions are typically employed as a mechanism to provide data integrity
and correctness, however, it has been proven that such mechanism is extremely ineﬃcient, especially in environments
characterized with high error rates. This paper proposes an adaptive partitioning technique that adds error correction at
the Link Layer to minimize retransmission. This method involves partitioning frames such that errors can be isolated
and corrected. The paper compares the proposed method with current retransmission protocols and justiﬁes how the
proposed model outperforms in certain scenarios.
c© 2011 Published by Elsevier Ltd.
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1. Introduction
Advances in wireless communications and electronics have enabled the development of low-cost low-
power multi-functional sensors that exploit a physical phenomenon to provide data about the state of the
environment. These tiny sensors have instigated the concept of Wireless Sensor Networks (WSN) such that
sensor nodes communicate over error-prone wireless links using broadcast protocols with multi-hop relay
[1]. These networks have several limitations, such as energy supply, computing power, and bandwidth.
These characteristics of the WSN makes preserving data integrity a challenging task. The problem is further
aggravated by node mobility since probability of bit errors over wireless channels increase signiﬁcantly as
the distance between nodes increase. The Bit Error Rate (BER) is the number of received bits of a data
stream over a communication channel that have been altered due to noise, interference, or distortion [2].
In wired networks, numerous researches have focused on preserving the data integrity, correctness, and
timeliness over the diﬀerent layers of the OSI model in the presence of channel failures [3]. Despite the
advances made in wired networks, retransmission continues to be a popular data integrity technique in WSN.
The data is traditionally corrected in either the data link layer or transport layer by discarding the incorrect
data and requesting a retransmission. The work in [4, 5, 6] illustrates that retransmission protocols suﬀer
from under-utilization of the network resources. Retransmitting data is very wasteful in terms of power and
time, and reduces overall system eﬃciency and throughput. However, there is a trade oﬀ between overhead
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and throughput. Conventionally, data blocks are fragmented into shorter packets and sent out separately
via the Network layer. This fragmentation results in increased communication overhead and channel under-
utilization. However, the desire to send large packets is restricted by the channel characteristics, e.g., large
packets may cause many retransmissions and large delays that deteriorate the throughput performance [6].
To avoid retransmissions, more eﬃcient methods must be devised to deal with errors. Link layer errors
are generally detected using Cyclic Redundancy Checks (CRC) [2]. Since this method does not correct
errors, it does not maximize the eﬃciency. This can be overcome by introducing error correction schemes,
however, this increases packet overhead by adding parity bits. In this work, we propose a technique of error
identiﬁcation and correction in the link layer on top of the currently implemented error detection (CRC-32)
and Automatic Repeat request (ARQ). We also will analyze the trade-oﬀs between retransmission and error
correction. This paper is organized as follows: Section 2 presents the adopted system model. State-of-the-
art is summarized in Section 3. In Section 4, the proposed adaptive partitioning algorithm is introduced.
Section 5 demonstrates the proposed approach performance. Section 6 provides concluding remarks.
2. System Model
This section describes the system model adopted in this work in three fold as follows:
Channel Model: This paper considers a multi-hop wireless network with half-duplex network channels.
Let channel C be a digital binary channel that is symmetric, i.e., it only transmits either 0 or 1 with prob-
ability of error E. Channel C does not store any states throughout its lifetime, thus, we employ a discrete
memoryless digital channel model. The data sent over this channel may experience diﬀerent models to
describe errors, such as, interference noise model, fading model, and additive white Gaussian noise model.
Interference Model: The interference model can be assumed to add unwanted signals to the useful
data signal. Some interference examples are electromagnetic interference, cross talk and adjacent channel
interference. Moreover, Additive White Gaussian Noise (AWGN) is the statistically random radio noise
characterized by a wide frequency range with regards to a signal in a communications channel. AWGN is
used for modeling background noise in this work.
Error and Fault Model: This work assumes that the errors are due to AWGN with a Gaussian distribu-
tion, i.e., errors are evenly distributed and not bursty. When a pair of communicating nodes moves further
apart, AWGN increases since the channel length is increasing. Furthermore, in a highly hostile environment
where the background noise is overwhelmingly high, the BER (E) can reach value of: 10−4 ≤ E ≤ 2 ∗ 10−1.
We are assuming that the system recovers from a burst of errors as it currently does in wireless networks
via retransmissions. The reason we are not correcting burst of errors in our protocol is because the overhead
required (parity bits) is considerably high and retransmission strategy is already optimal for this scenario.
3. Related Work
Numerous researchers have focused their work to increase the data integrity over WSNs. This section
surveys prominent research work in this ﬁeld. The work in [4] showed that one of the main ways to improve
eﬃciency of protocols is to ﬁnd the optimal packet size given a speciﬁc goal. Basagni argued that there
exists optimal packet size for channel whose BER ≤ 10−4. Their ﬁndings showed that for a speciﬁc goal,
for instance, to reach higher throughput, exists optimal packet size ’x’, while to reach another goal, such as
to reach minimum energy-per-bit, exists optimal packet size ’y’. Although this approach of choosing packet
size helps to increase overall throughput, it can quickly become a challenging mathematical optimization
problem to tackle diﬀerent BERs.
Jelenkovic in [5] proposed an adaptive algorithm for packet fragmentation that ﬁnds suitable packet
size using the channel failure characteristics data, keeping the number of retransmissions constant even
when loss probability is higher. By measuring the availability periods of the channel, the algorithm matches
packet sizes and channel dynamics. Simulation results in [5] show that the adaptive fragmentation technique
yields lower number of transmissions compared to static fragmentation implemented in the current MAC
layer protocols. Moreover, the authors of [7] showed by simulation that applying fragmentation to reduce
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retransmissions for diﬀerent BER is always better applied at MAC layer compared to applying the scheme
in TCP layer. This is attributed to the smaller packet overhead of the MAC protocol compared to that of the
upper layers. The improvement factor reported is two or three times that of the TCP.
4. The Proposed Adaptive Partitioning Algorithm (AP-LLC)
This paper proposes a new error recovery algorithm on the Logical Link Control (LLC) layer via adap-
tive partitioning to increase the system fault tolerance and reduce retransmission overhead in WSN. The
proposed algorithm is referred to as Adaptive Partitioning on LLC (AP-LLC) and it fragments the data units
into variable packet sizes based on the channel condition to reduce the number of bits retransmitted. The al-
gorithm applies partitioning approaches such that error detection and correction schemes are still applicable.
It has to be noted that this work focuses on increasing the overall network throughput as a main objective.
Other network variables, such as, traﬃc load, data rate, and protocol characteristics, have been also taken
into consideration, however, they were modeled as static ones for the purpose of this work. Furthermore,
the proposed solution is most beneﬁcial in mobile sensor networks with high background noise. In such
networks, the node position is non-deterministic since the distance between nodes may vary as a function of
time. Accordingly, BER will be continuously changing, thus, channel characteristics vary in time.
AP-LLC consists of two main blocks; the error correction block and packet segmentation block. The
error correction block adds 1 bit forward-error-correction (FEC) to the link layer packet. Since additional
error correction bits are expensive in terms of bandwidth, the protocol exploits the Gaussian nature of
background noise to correct additional errors. Gaussian errors are stochastically distant, and thus, a packet
partitioning method is proposed in addition to the FEC method. By partitioning packets in an adaptive way,
it is possible to distribute errors in such a way that on average, there will be only 1 error per partition. The
following example illustrates the proposed error correction methodology. If there is a probability of getting
approximately 4 errors with a Gaussian distribution in a 1000 bit packet, a 1-bit FEC protocol will not be
beneﬁcial. However, if the packet was segmented into 4 packets of size 250 bits each, the error probability
changes to approximately 1 error per packet. When the errors are isolated in the way described, the FEC can
correct the errors and forward the packet. The protocol assumes Gaussian errors and prior knowledge of the
BER of the channel to achieve the correct segmentation size. AP-LLC uses Hamming Code as FEC which
is ideal for correcting 1 bit errors, but cannot detect beyond 2 bit errors. We are assuming the underlying
link layer protocol is already dealing with error detection in a more sophisticated manner, e.g., CRC-32 can
detect up to 32 error bits in a packet, and has a reduced probability of detecting even larger burst errors.
One key aspect of the segmentation block is the inherent adaptability. The segmentation protocol is
designed to adapt to changing conditions, not to immediately react to sporadic events. The receiver node
maintains a history of the last 11 erroneous packets. If there are more than one error in a packet, the
receiver ﬂags an error in its history register and asks for retransmission. If the receiver had 1 or 0 bit
errors, it will correct and forward the packet. It will also ﬂag no error in the history register for the latter
case. If there have been 7 errors events in the last 11 packets/segments, the receiver will deduce that the
channel condition has deteriorated and will ask for further segmentation. With a 7 out of 11 packet failures,
retransmission rate reaches 63%, which implies that the current segmentation size is insuﬃcient. This
threshold for segmentation is dependent on the application, scenario, resources and environment, and should
be customized accordingly. Conversely, if there have been no errors in the last 11 packets/segments, or if all
the errors in the last 11 packets have been corrected, the receiver will deduce “favorable channel” conditions
and will ask for packet aggregation. If a mobile node returns to a closer position, or if the background noise
in a static cluster decreases, the protocol will remove the partitioning and return to the default protocol in
order to reduce overhead. In the best case scenario where there is no need for error correction, the protocol
will be able to adapt accordingly and return to the default transmission protocol with no segmentation.
The receiver will only store the number of erroneous transmissions it received, and not the entire packet.
If an isolated event causes a spike in BER, our system will ignore it. The reason we choose not to partition
the frame if an isolated error occurs is due to the fact that the overhead required for partitioning is not
beneﬁcial when there is a higher probability of next retransmission being successful. It will only segment
packets further if the running history indicates that there has been signiﬁcant increase in noise (above the
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threshold). Conversely, the transmitter will ask for packet aggregation if there have been very few or no
errors in the recent past. The addition of a history prevents the node from making rash decision based on
isolated events, and allows the node to take advantage of favorable situations at the expense of negligible
memory overhead and processing.
All packet aggregation and segmentation occurs at the start or end of a new packet transmission. When
transmission of segments has started, the protocol will not be allowed to increase its segment size until
a full packet has been buﬀered and forwarded. In the scenario where there has been a drastic change in
environment since the last packet was received, it is possible that a single packet will not get through due to
high error or link failure. In such a scenario, the number of segments is insuﬃcient, but further segmentation
is not possible until a single packet gets through. The faulty link prevents even a single packet to be received
correctly, and the receiver will be continuously asking for retransmissions. To deal with this special scenario,
and abort method is added, which works in conjunction with the segmentation protocol. If retransmission
is needed multiple times for the same segment, the receiver will tell the transmitter to abort and segment.
When an abort is needed, both the transmitter and receiver will discard any buﬀered segments, and begin
transmitting the segmented packet. The abort diﬀers from the default segmentation request in that it can be
invoked during packet transmission, but only for extreme cases.
5. Simulation Results
5.1. Simulation Setup and assumptions
Our system consists of a group of sensor nodes forming a multi-hop wireless network. The nodes
are assumed to be uniformly distributed throughout the sensor grid. Each node is comprised of ﬁve core
modules. The encoder is responsible for calculating parity bits, and for shifting and inserting those bits
into the data stream. The encoder in this work is implemented using the Error Correcting Codes (ECC). The
decoder separates the parity from the data bits, and corrects any single bit error if needed. The error generator
module emulates the channel and arbitrarily adds Gaussian noise to the transmitted signal according to the
deﬁned BER. The transmitter module is in charge of data transmission over the channel and is responsible
for any segmentation that may be needed. Finally, the receiver module is responsible for receiving packets
from the channel and requesting frame partitioning or aggregation. The receiver has four states that it can
be in: Retransmit, Segment, Aggregate, and Abort.
Our error correcting code is based on Hamming code of distance 3. Hamming code can provide some
error correction, but has poor error detection [2]. A Hamming distance of 3 can detect 2 errors and correct
1 error. The logical link layer is required to provide suﬃcient error detection by default. This is generally
done through a cyclic redundancy check, e.g., CRC32. We are also assuming that the existing link layer
protocols implement suﬃcient error detection that can be utilize by the proposed algorithm. If there are
more than one error (assuming not bursty) our protocol isolates them using partitioning and then corrects
the individual errors. The cost of hamming code correction code is 2 bits added to a 4 bit message. However
this cost is less than sending the entire message twice which still does not guarantee error-free transmission.
Although 2 bits of overhead for a 4 bits message seems extremely expensive, the number of parity bits scales
as log2(N). A 2000 bit packet will require only 10 parity bits, which is statistically nominal. The base packet
size before any partitioning will play a large role in the eﬃciency of the protocol.
To evaluate the performance of the proposed algorithm in WSNs, the simulations environment was
implemented using C programming language and default GNU compiler. The reason we choose to build
our own simulator is that traditional network simulators did not provide support in manipulating frames
at the bit level. The simulated scenario is based on a wireless sensor network with a base station and
mobile nodes implemented using Low Energy Adaptive Clustering Hierarchy (LEACH) protocol [8]. The
LEACH protocol assumes 1-hop communication from node to head, where the head changes adaptively
to distribute power consumption evenly. Only the head node is responsible for communicating with the
base station. In a mobile LEACH architecture, if one of the end node moves away from the head (either
physically moves away or the head changes to a node further away), the probability of error increases
due increased background noise. As the distance from the head node increases, the power received at the
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receiver decreases as distance2, and the background channel noise will start to dominate. When the noise
overpowers the signal, the node may be discarded and considered to be dead by the head. We argue that with
our protocol, the distant node will be able to communicate at further lengths because of a certain amount
of noise immunity and adaptability. In our simulation, it should be noted that the packet size used was 50
Bytes, or 400bits. We also assume that the channel has a constant data rate.
5.2. Simulation Results
Figure 1 shows the performance of adaptive partitioning protocol as the BER increases. It can be seen
that the throughput decreases as BER increases. This is attributed to the deteriorated channel condition.
However, the simulation results show that the throughput is at an acceptable level despite the high BER. This
suggests that AP-LLC continues to provide an average throughput of 70% in extremely noisy environments.
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Fig. 1. The throughput of the proposed AP-LLC vs. increasing BER.
Figure 2 illustrates the throughput dependence on the number of segments resulting from the Fragmen-
tation process. It is clear that the number of segments increases as the BER becomes higher, thus, this will
increase the probability of error correction and decrease retransmissions.
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Fig. 2. The throughput of the proposed AP-LLC vs. the number of segments resulting from the fragmentation process.
Figure 3 highlights how AP-LLC increases the number of segments as BER increases. When BER
increases, the proposed AP-LLC adapts by increasing number of segments accordingly. Our simulation
segments in powers of 2, i.e., 2,4,8,16. The graph demonstrates the beneﬁts of having adaptability built into
the system to address environment dynamics.
Figure 4 compares the throughput of the LLC with and without the proposed AP-LLC. For low BER,
both protocols work in a similar manner. This is because AP-LLC does not perform any segmentation
and the only additional overhead is the hamming code parity bits (which adds log2(#bits) additional bits).
When BER is increased (≥ 4 ∗ 10−3), the default LLC throughput signiﬁcantly decreases. This is attributed
to increased number of retransmissions. AP-LLC uses partitioning of frames to isolate and correct errors
resulting in signiﬁcant improvement in throughput as the BER increases. Although the AP-LLC throughput
is only in the 60% range for high BER channels, it will still operate where other protocols fail.
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Fig. 3. The number of segments resulting from the fragmentation process vs the increasing BER.
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Fig. 4. The throughput of the proposed AP-LLC vs. that of the LLC only. Both compared against the increasing BER.
6. Conclusion
This paper investigated and analyzed the eﬀect of frame size and BER on network performance and
throughput. We have proposed a new Adaptive Partitioning on Logical Link Control layer (AP-LLC) that
aims to increase the wireless multi-hop networks eﬃciency by combining the FEC and frame partitioning
techniques at the link layer. Our simulation results show signiﬁcant improvement in the throughput of the
proposed approach compared to the default protocol for high BER channels (≥ 4 ∗ 10−3). Our protocol in-
creases fault-tolerance of a network at the expense of additional computation and negligible communication
overhead. The additional computation amounts to generating and inserting Hamming parity bits, correcting
errors and maintaining a history register. Hamming parity generation can be done eﬃciently in hardware
using only shifters and XOR gates, which should be available in the sensor nodes. Currently, our method
partitions the frames in powers of 2. As future work, this partitioning factor can be implemented in dynamic
way. This might make the proposed protocol more adaptable and can greatly improve performance.
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