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Abstract
The recent improvements in tracking devices and positioning satellites have led to
an increased availability of spatial data describing the movement of objects such as
vehicles, animals, etc. Such data is obtained by recording the positions of the objects
at regular intervals and then arranging the collected positions of each object into
a time-ordered sequence called trajectory. The high availability of trajectory data
has permitted the execution of data analysis operations such as trajectory outlier
detection, which consists in the identification of those trajectories that behave much
differently from the rest of the trajectories in a database.
There are several time-critical applications such as traffic management systems,
security surveillance systems and real-time stock monitoring, etc. which can be solved
through trajectory outlier detection. However, the time-critical nature of such appli-
cations imposes tight constraints on the execution time of trajectory outlier detection
algorithms. To deal with these constraints, we propose three strategies to accelerate
the performance of the existing trajectory outlier detection algorithm ODMTS. First,
we consider using spatial data structures such as k-d trees and R-trees to improve
the running time performance of the ODMTS algorithm for trajectory outlier detec-
tion. Our results showed that by using R-trees we can improve the execution time of
ODMTS by a factor of 10X. Our second strategy consists in harnessing the power of
multiple CPUs to parallelize the ODMTS algorithm. This strategy yielded an exe-
cution time improvement that scales linearly with the number of cores, which in our
case achieved 32X. The third strategy consists in a new partitioning-based streaming
algorithm, called PDMTS, that leverages data streams in order to find trajectory
outliers. Our experiments on real-life datasets showed that our proposed algorithm
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1 Introduction
The ubiquitous use of location-based devices such as smartphones and GPS has led
to the availability of massive amounts of location data worldwide. These data can be
used to track the movements of objects such as vehicles, animals, goods and weather
patterns etc. by forming trajectories, which consist of time-ordered geo-coordinate
data points that describe the movement of an object. The availability of such data
makes it possible to execute various data analysis operations such as trajectory outlier
detection. Trajectory Outlier detection aims to search for anomalies in data that do
not conform to the expected behavior. Figure 1.1 shows two outliers in a trajectory.
It can be observed how the two peaks in red behave differently as compared to the
majority of the data points.
Figure 1.1: This figure illustrates outliers in a time-series
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1.1 Challenges of Trajectory Outlier Detection
The challenges of outlier detection are:
1. Scalability:
When finding trajectory outliers, one is dealing with a Big Data problem. The
reason for this is that trajectory outliers are searched for in databases with many
trajectories. Moreover, each trajectory consists of many points, each of which
can have many dimensions. In addition to this, trajectory similarity measures
to compare the similarity of two trajectories with n points each usually have
a worst-case time complexity of O(n2), which means that finding trajectory
outliers is a very time-consuming operation.
2. Inconsistent samping rates:
Another challenge that comes up very often is the inconsistent sampling rates.
This refers to the fact that the datasets have gaps in the records between them
due to inconsistent recording of the position of the object e.g. this could be
due to unavailability of connectivity in some areas or that the sampling rate is
too low to collect enough data points to make an accurate decision about the
trajectory. This affects outlier detection techniques because absence of up-to-
date information across multiple trajectories at a certain point in time can lead
to incorrect classifications.
3. Similar behavior:
The characteristics of trajectories are usually very similar across time. There
is little to no sudden changes in the behavior of the data points compared to
other data streams. This makes it harder to detect outliers because they are
hidden among normal trajectories due to resembling characteristics.
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1.2 Applications of Trajectory Outlier Detection
Real-time detection of trajectory outliers play an important role in making key
decisions in various applications because these anomalies can have a critical and
significant impact. For example, in 2016, alcohol-impaired crashes accounted for 28%
of all crash fatalities in the United States [1]. Abnormal driving characteristics such
as changing lanes frequently, can be termed as outliers in traffic management systems
[2]. Detecting such outliers in traffic management systems can potentially flag drunk
driving and speeding, etc. which can help reduce fatal crashes. Similarly, outlier
detection in trajectories can be extended to financial markets. In May 2010, one
such anomaly caused a market crash that resulted in a huge economic loss in the
figure of billions of dollars [4]. By modeling price, volume and other parameters of
stocks at a given time as a trajectory stream, it could be possible to prevent such
negative events in the future. We could also identify stocks that have the potential to
perform better and increase dividends. Another important application is related to
security surveillance [26]. In a military situation, the commander must be aware of
all movements of his group. If some members of the group do not operate together,
they will be classified as outliers. This can help organize the group in a manner that
ensures protection and reduces risk. Hence, detection of outliers in real time can
positively impact decisions in various applications.
1.3 Contribution
The contribution of this thesis consists in addressing the scalability issue of tra-
jectory outlier detection. To this end, we propose three strategies to improve the
running performance of the existing ODMTS algorithm [26] in this thesis.
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Our first strategy consists in using spatial data structures such as k-d trees [1]
and R-trees [7] to improve the running time performance of the ODMTS algorithm
for trajectory outlier detection. In our initial experiments and code profiling, we
observed that the slowest factor in the ODMTS algorithm was the range query search.
To address this, we decided to use data structures that could help reduce the time
of the range query search.The motivation behind using k-d trees and r-trees was the
characteristic of these data structures to store k -dimensional points at each node, as
is in the case of trajectories.
Our second strategy consists in harnessing the power of multiple CPUs to par-
allelize the ODMTS algorithm. As discussed above, the range query search was the
slowest block in the ODMTS algorithm. To improve execution time, we explore the
possibility of dividing the workload of the range query search among multiple cores
and and explore the scalability of the algorithm.
The third strategy consists in proposing a new partitioning-based streaming algo-
rithm, called PDMTS, for trajectory outlier detection that leverages data streams in
order to find trajectory outliers. The key-idea here is that some outliers are hidden as
sub-trajectories in trajectories, that are not otherwise picked up by outlier detection
techniques such as ODMTS. This strategy uses the partitioning technique in [13] and
then detects outliers by comparing the spatio-temporal characteristics across other
trajectories.
1.4 Organization
The rest of this thesis is organized as follows. Chapter 2 presents the background
of our work, including related work. Chapter 3 presents the details of the implemen-
tation of our work. Chapter 4 presents our experimental results and observations.
4




A single multidimensional point P ji generated from a moving object O, using a
tracking device, at time-bin tj, is called a trajectory point of the trajectory Tri. The
trajectory of a moving object O is then defined as a sequence of such trajectory points
produced at time-bins {t1, t2tj} denoted as Tri = {P 1i , P 2i , .....P ji } as shown below.
A time-bin is the most smallest unit of time interval for a trajectory. Informally, a
trajectory can be defined as the path that an object follows in time
Each point P ji corresponds to the location of an object at the time-bin ti, with
coordinates (xi, yi). . Figure 2.1 shows an example of a trajectory of a vehicle.
Figure 2.1: A sample trajectory
6
2.1.1 Length of a Trajectory
The length Len of a trajectory is the number of data points or multidimensional
points in the path that the object has followed in time. The length of the trajectory
in Figure 2.1 is four.
2.1.2 Trajectory Segmentation
An important aspect of trajectory analysis is segmentation where the original tra-
jectory is broken down into multiple line segments based on a characteristic. Lee et al.
[14] segment trajectories on characteristic points which are points on the trajectory
where the trajectory changes direction rapidly. This threshold has been predeter-
mined for the dataset used in the work. Figure 2.2 illustrates trajectory segmentation.
In the segmented trajectory, the property or the characteristic stays constant.
This is helpful in [18] where the a certain activity of a birds is being analyzed, such as
soaring etc. This can also be used to segment images with similar texture or patterns
as in [11]
2.1.3 Trajectory Streams
A data stream is called a trajectory stream if the points that makes up the stream
are gps points taken from a moving object sampled at a regular interval [12]. This
can be achieved using a GPS sensor.
Figure 2.2: Trajectory Segmentation
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2.2 Outlier
Outliers are patterns in data that do not conform to a well defined notion of
normal behavior [3]. An outlier has also been described as a data object that is
grossly different from or inconsistent with the remaining set of data [8]. We explain
the concept with the aid of figure 2.3. The three grouped data points C1, C2, C3 are
”normal” because they exhibit similar behavior and are in close proximity, which is
also one of the parameters to determine whether a data point is an anomaly. Since
the rest of the points outside these regions are significantly further away, all these
points are considered outliers.
Figure 2.3: An example to illustrate outliers in a 2-D Dataset
Outliers can be present in a dataset due to a number of factors but not limited
to inconsistent sampling, malfunction or some malicious activity depending upon the
application [3].
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2.2.1 Types of Outliers
There are essentially three different types of outliers [3]. The type of outlier
algorithm to be used is linked with what type of outliers we are hoping to catch. The
outliers are classified as follows:
Point Outliers
A data point is classified as a point outlier if the point on it’s own is significantly
different from the rest of the points in the data set. Going back to figure 2.3, all of the
individual points outside the three normal regions (C1, C2, C3) are all point outliers.
Most application of point based outliers are one dimensional data points such as
price of stock, credit card fraud etc. In the case of stocks, if the price of a particular
stock is relatively higher than the rest of the stocks in the same category, it will be
considered an outlier in that context.
Contextual Outliers
Contextual Outliers, or conditional outliers, are data points that are considered
outliers only in a specific situation but not otherwise. The context usually needs to
be pre-defined and is derived from the dataset based on it’s properties. There are
mainly two categories of attributes used to determine the outlier:
1) Contextual:
These attributes help restrict the environment of the data points, or in other
words, provide the context. In our work, these contextual attributes are the geo-
coordinates i.e the latitude and longitudes of each data points. Another example of
such attributes is time which helps us restrict the data point to a position in time.
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Both of these attributes are an integral part of our work.
2) Behavioral:
These attributes are more related to the properties of the dataset. For instance,
the average power consumed, average prices of stock etc.
Both of these attributes are used together detect outliers. The values of the
behavioral features of the data instances are checked within a specific context using
the contextual attributes to determine whether their behavior warrants to term it as
an outlier or not.
One example of a time series data where contextual outliers are found is credit card
fraud detection. In this case, statement balance can be considered as a behavioral
attribute while the time of purchase can be considered a contextual attribute. During
a normal year, a person is expected to have higher balances around the new year while
the rest is on average similar. If for a particular normal month with no event, for
instance March, a person has a balance of $1000 while the average balance for this
month is a $100 otherwise, this indicates that the behavior of the data instance is not
normal. Hence, this should be classified as an outlier.
However, this also makes the outlier detection problem more complex due to the
added condition of the context. For example, during summers the buses take a normal
route to school but take a detour during snowy days. Without context, that would
be recognized as an outlier but not in this case.
In [24], the authors aim to detect outliers in precipitation data. The contextual
attributes used here are both time and location. So if in a particular month, the
average precipitation is significantly higher than normal, the data points are termed
outliers.
It is important to note that contextual attributes are not always available and
10
that can affect whether you can use it or not.
Collective Outliers
These outliers are the exact opposite of point based outliers. When a group of
data instances is significantly different to the rest of the dataset, then they are termed
as collective outliers. In other words, the data points on their own are not outliers
until they are part of greater subset of the dataset.
These types of outliers only exist in datasets where the data instances are somehow
related to each other in sequence. Some of the work in this area has been conducted
for spatial data in [20].
Detection of collective outliers makes the outlier detection problem even more
challenging because finding sub-sequences of the trajectory streams makes the classi-
fication even more complex.
2.3 Related Work
Many studies have been undertaken to develop algorithms to detect trajectory
outliers. These algorithms are categorized as follows: Outlier Detection in Static
Datasets and Outlier Detection in Data Streams. These can be further classified in
distance-based and density-based approaches. In this work, we will cover Outlier
Detection in Static Datasets and Data Streams.
2.3.1 Trajectory Outlier Detection in Static Datasets
One of the first work on trajectory outlier detection used distance-based metrics
for their approach [10]. They proposed deriving various features from the trajectories
in the dataset and then using distance between the feature sets to determine whether a
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trajectory is an outlier [10] Since this exercise is conducted only once, is not applicable
to a data stream. This means that the feature set will not stay relevant and fresh
compared to the current time.
In [15], the author proposes a new approach to address outlier detection. The
approach involves identifying discrete patterns in trajectories called motifs which are
used to extract and create a feature set. A rule-based classifier is then used to classify
these trajectories based on the feature set into outlier or normal. Since this algorithm
has a training stage based on these motifs, it requires labeled data that is not available
in our data streaming environment as the outlier detection is real-time.
For the detection of fraudulent taxi driving patterns, Zhang et al [29] proposed the
use of historical trajectory data sequences. The method involves grouping trajectories
that have the same pick up and drop-off points and then finding all the trajectories
that do not follow these paths for the same starting and end points.A similar ap-
proach is used in [4] to discover dubious taxi driving, however, it is detected after
the destination is reached which does not apply in our case where we need to detect
outliers in a streaming fashion.
Another proposal by Lee et al. [13] involves two steps where the trajectories are
first divided into partitions called sub-trajectories. In the second step, distance-based
feature sets are created which are used to detect outliers. This approach only detects
outliers within trajectories, not in the whole data stream. In our work, we actually
modify this algorithm (TRAOD) so it can be used for Data Streams and not just
within a single sub-trajectory.
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2.3.2 Outlier Detection in Trajectory Data Streams
In [2], the authors use the idea of historical trajectory segments of one very long
particular and continuous trajectory. It is assumed that the characteristics or the
behavior of the trajectory does not change in a very small period of time. The
method proposes using windowing to form trajectory segments and then comparing
the segments to each other to determine whether they are outliers or not. This goes
against our objectives of detecting outliers in a group of other trajectories in close
proximity in time and space.
Another work that is very closely related to our objectives, is the TOP-EYE
trajectory outlier detection [5]. The authors propose using a evolving method that
involves computing a score that evolves over time and which determines whether the
trajectory is an outlier at any given time. This method also includes a decay function
that reduces the effects of the previous trajectories on the score so as to keep it fresh.
However, this method applies a grid which means only trajectories passing through
the grid are considered as part of the score.
Liu et al. [16]focused on discovering relationships and causal interactions between
outliers in traffic data. In this work, the propose the construction of outlier causality
trees based on spatio-temporal characteristics. First, the city is divided in regions
and then vertex constructed accordingly. However, this work is not related to detect-
ing trajectory outliers in moving objects, rather investigating the any relationships
between any historical traffic outliers.
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2.3.3 Outlier Detection over Massive-Scale Trajectory Streams
(ODMTS)
Trajectory
As discussed earlier, a trajectory of a moving object O, is defined as a sequence
of trajectory points produced at time-bins t1, t2tj denoted as Tri = {P 1i , P 2i , .....P ji }.
TimeBins
Timebins refer to the smallest time unit for the recorded location of a point. Using
our earlier definition of trajectories, pj1 corresponds to the point at timebins j. This
does not have to refer to a point at a particular location in time rather any event
along time.
Windowing
This work also utilizes the concept of periodic windowing [6]. For every experi-
ment, a window size W and slide size S are specified. This restricts the number of
trajectories as only the trajectories or data points whose respective timebins fall in
that window are considered for the experiments. After the ending time of the win-
dow is reached, the window slides by S to the right. There is no overlap between the
windows to avoid any repetition of data points in the windows.
Distance Function
To determine the closeness of two trajectories, or in other words the proximity, we
simply use the Euclidean Distance. This is incorporated in the function dist(pji , p
j
k)
from here onwards. This function gives us the Euclidean distance between two points
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of a trajectory in timebin Tj. We use Euclidean distance for sake of simplicity but
other distances measures can also be used here as in TROAD [13]
Point Neighbor
If two trajectory points, pij, p
i
k, in the same timebin Ti are within a distance of d
of each other, where d is a distance threshold, then those two points are considered
point neighbors of each other. In other words, if for these two points dist(pij, p
i
k) ≤
d, the points are point neighbors [26].
Trajectory Neighbor
The paper then extends the definition of point neighbors to define Trajectory
Neighbors. In a particular window Wc, a trajectory is called a neighbor trajectory
only and only if for at least thr timebins the trajectories share point neighbors in
each of these timebins. In terms of the notation, for trajectory Tri and Trj, if in at
least thr timebins, pi is a point neighbor of pj in all of these timebins, then the two
trajctories are denoted as neighbors of each other [26].
Trajectory Outlier
Using the above two definitions, a Trajectory Tri is considered an outlier in win-
dow Wc, if in at least thr timebins, there are less k number of points that are point
neighbors, where k is the neighbor count threshold.
Formally, for a Trajectory Tri, distance threshold d, neighbor threshold k and
timebin count threshold thri, it is considered an outlier if it has fewer than K trajec-
tory neighbors [26].
This definition is trying to capture the idea that if a trajectory is normal, it should
have similar points in close proximity both in space and across timebins. In other
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words, other trajectories need to be behaving very similarly and consistently for it to
be classified as an inlier in the particular window.
Figure 2.4: Example of candidate trajectories in a Window
Let’s take a look at the example in figure 2.4 to better understand this. In this
specific window, we have a total of 5 trajectories, namely Tr1toTr5 that have been
sampled across 4 timebins t1tot4. In Figure 2.5, we describe how the algorithm works
over the 4 timebins in the window. Tri.NT will store the information for trajectories
that share at least one point neighbor with Tri whereas Tri.TList will stores the ID’s
of the corresponding neighboring timebins.
For this example, let’s have Thr = 2 and K = 3 and we will just look at the
Trajectories Tr3 and Tr4. The In the first timebin t1, Tr3 has Tr1 and Tr2 as its
point neighbors as reflected in Tr3.NT . Since the number of point neighbors for one
timebin is greater than then threshold Thr, t1 is also listed in the Tr3.T list table.
The same process is followed for Tr4 and again across all the timebins until the end
of the window is reached. The final table in 2.5 demonstrates what the table will look
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Figure 2.5: Detecting Outliers in the example in 2.4
like after the algorithm finishes processing. To classify a trajectory as inlier, it must
have atleast K entries in the Tri.T list table. In this case, K = 3 and only Tr3.T list
fulfills this criteria. Hence, Tr4 is classified as an outlier.
When the algorithm reaches the end of the window, it moves to the right by the
window size without any overlap and the process is repeated.
2.3.4 Trajectory Outlier Detection (TRAOD)
In the earlier subsection, we discussed this algorithm briefly. Here we will talk
about the algorithm in a bit more detail. The main idea of the algorithm is to
detect the hidden sub-trajectory outliers within a single trajectory by partitioning the
trajectory and then determining whether they qualify as outliers based on distance
based measures. The algorithm has two main phases: partitioning and detection
phase [13].
Partitioning
The authors start off with a very basic idea of partitioning to ensure high quality
i.e. to extract all possible partitions. The propose partitioning each trajectory at
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it’s base unit, which they describe as the smallest unit of a trajectory according to
the data type [13]. In our case, this turns out to be sampling of the location and
time of the trajectory. Hence, the base unit can be every single point but can include
multiple points if the total sampling is less than the interval of interest.
Once the partitions have been made according to the base units, it is extended by
fine tuning them only for those partitions that are likely to be outlying. The initial
partitioning is done to achieve preciseness and conciseness which is achieved by using
the MDL Principle. We will not go into too much detail since we have not made
major changes to this phase.
Detection Phase
This work also proposes using distance measures to determine whether each tra-
jectory segment is an outlier. But rather than simply using Euclidean Distance as in
[26], the authors have proposed a distance function composed of three different types
of distance measures: parallel distance (Dp), perpendicular distance (Dpp) and angle
distance (Da).
Figure 2.6: Example to describe the distance measures
The figure 2.6 has been adapted from [13]. The figure shows two lines Li and Lj











Parallel(Dp) = MIN(Lp1, Lp2) (2.2)
Angle(Da) = Lj × sin θ (2.3)
These three components are merged together to form a distance function dist(Li, Lj)
that incorporates weights.
dist(Li, Lj) = w0 ·Dpp + w1 ·Dp + w2 ·Da (2.4)
Hence, if the distance, using the distance function, between two partitions is
greater than a threshold, the trajectory is classified as an outlier.
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3 Implementation
The goal of the thesis work can be summarized as follows:
• Explore the possibility of improving running performance of outlier detection
algorithm using spatial data structures.
• Improving the running performance of ODTMS algorithm by harnessing the
power of multiple CPUs to parallelize the ODMTS algorithm.
• Introducing a new partitioning-based streaming algorithm, called PDMTS, for
trajectory outlier detection that leverages data streams in order to find trajec-
tory outliers.
In this section, we discuss the details of the implementation of our work. Section
3.1 presents the implementation of spatial data structures to improve the running
performance of ODMTS. Section 3.2 presents the parallelized ODMTS algorithm to
harness the power of multiple CPUs. Finally, in section 3.3, we discuss the details of
PDMTS.
3.1 Serial Implementation
As discussed in the section 2, the ODMTS algorithm primarily uses the distance
between trajectories to determine whether they are close enough to be neighbors.
However, trajectories are a sequence of geo-coordinate points where each point cor-
responds to the location of an object in time. Before we can calculate the distance
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between two trajectories, we need to convert the coordinates to a metric unit. This is
because the ODMTS algorithm requires the metric distance between two trajectories
to test its outlying behavior, not simply the latitudes and longitudes. To this end,
we use the Haversine approximation.
3.1.1 Haversine Approximation
The Haversine Formula calculates the shortest distance between two points on a
sphere given their latitude and longitudes [23]. In other words, it calculates the bird
eye distance between two points on a sphere. Figure 3.1 illustrates how to computer








c = 2× (√a,√1− a)
d = R× c
where:
φ is the latitude
γ is the longitude
R is the radius of the Earth
The Haversine formula returns the distance between two geo-coordinate points in
metres, which is directly injected into the algorithm.
3.1.2 Bottleneck/Optimization
The most important part of the serial implementation was to determine the bot-
tleneck of the algorithm i.e. the part of the algorithm that most affected the overall
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Figure 3.1: This figure illustrates the use of the Haversine Approximation between
two geo-coordinate points
execution of the algorithm. We profiled our code to determine the execution time for
each block of code. To this end, we used Python’s cProfile module [19] to determine
various profiling parameters including total execution time. Our profiling revealed
that the spatial search block of Algorithm 1, which corresponds to (lines 1-3) on page
22, took the most time. This is due to the exhaustive nature of the search. The
profiling for the algorithm is included in Chapter 4.
We looked into two different spatial data structures to optimize the ODMTS
algorithm and compared their performances in solving the nearest neighbor problem
when it comes to outlier detection; namely k-d trees and R-trees. A k-d tree is a
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data structure that uses associative searches to retrieve stored information [1]. We
used the Nearest neighbor search within a Radius R to find all the neighbors of a
trajectory in the k-d tree. The k-d tree stores records in the form of k-dimensional
points where the nodes represent separating planes. To implement the tree structure,
we used the Python Numpy and Scipy libraries. The average runtime for a k-d tree
is O(nlogn). An R-tree, on the other hand, can store rectangles and bounding boxes
as opposed to point vectors [7]. R-trees are also balanced trees so the data can be
changed without having to rebuilt the whole tree. The execution time for both the
data structures is evaluated in Chapter 4
Algorithm 1 Distance Based Outlier Detection (ODMTS)
Input Set of Trajectories, parameters: d, k, thri
Output Trajectory Outliers
1: for each TRi do
2: for each TRk do
3: if dist(pji , p
j




7: if TRi.Count(tbin) > thr then
8: TRi.T list.insert(tbin)
9: end if
10: if TRi.size < k then




The second part of our work evaluates exploring whether the algorithm scales
when implemented across multiple cores and the trade-off between increased effi-
ciency and increased memory usage. To improve the running time of the algorithm,
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we implemented it in parallel on multiple cores using both k-d trees and R-trees
using the multiprocessing module of python [17]. Python has two different parallel
implementations. The threading module which creates separate threads and uses a
lock to prevent race conditions. Due to this, multiple threads will not be able to
access the same tree to get the results for the range query. On the other hand, the
multiprocessing module spawns new processes that have a slight overhead, however,
it does not block other processes from accessing the same tree at the same time, pre-
venting race conditions. In our case, we prefer the use of spawning new process due
to high frequency of tree accesses. The parallel algorithm is shown in 2. results for
the parallel implementation are discussed in Chapter 4.
Algorithm 2 Parallel - Distance Based Outlier Detection (ODMTS)
Input Set of Trajectories, parameters: d, k, thri
Output Trajectory Outliers
1: Insert all trajectory points in K-D/R Tree
2: Divide the Trajectory Dataset into Count(cores)
3: Insert divided Datasets in separate TRiList
4: for each core do
5: Run a Ball-Point Query Search on all Trajectories in TRiList
6: Insert query search result in NeighboriList
7: for each in NeighboriList do
8: if Count(NeighboriList[TRi]) < k then





In the final part of our work, we introduce a modified version of TRAOD [13]
called Partion based Outlier Detection over Massive Trajectory Streams (PDMTS).
The original algorithm, as discussed in 3, does not apply to real-time streaming
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trajectory data. It works in an oﬄine mode where all outliers are detected from a
dataset that has been recorded earlier. Furthermore, as discussed earlier, this method
only applies to finding outlier sub-trajectories in the same single trajectory, instead
as part of many trajectories. This means the inspiration and applications of our work
do not apply to this algorithm. We tweak the algorithm by including the concept
of windowing and temporal comparisons to enable it to be deployed for real-time
detection.
As discussed in Chapter 2, the original algorithm first partitions the trajectory into
sub-trajectories and then calculates three different distances (parallel, perpendicular
and angular). It uses a distance formula that combines these three distances to return
a single value distance between two partitions. If the value returned is greater than a
threshold, that is predetermined according to the dataset, the sub-tracjectory within
that of the particular trajectory is deemed as an outlier.
The issue here is that this method does not apply to real-time streaming online al-
gorithm. To achieve this, we introduce the concept of temporal comparisons from the
Distace-Based Outlier Detection algorithm [26]. Instead of comparing the partitions
only with other partitions from the current trajectory, we compare the partitions
to the all other partitions of all the trajectories within the specific window. The
algorithm is illustrated in 3 below.
As seen in algorithm 3, this algorithm follows the same idea of partitioning as
in TRAOD. Where it differs is, the Outlier Detection phase. Here we incorporate
the same parameters as the Distance-Based outlier algorithm i.e distance threshold
d, neighbor threshold k and timebin count threshold thri. If the number of neighbor
trajectories is less than the threshold, the partition is classified as an outlier.
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Algorithm 3 PDMTS
Input Set of Trajectories, parameters: d, k, thri
Output Trajectory Outliers
1: —* Partioning Phase *—
2: for each TRi do
3: Partition TRi at coarse granularity using MDL (Li)
4: end for
5: —* Detection Phase *—
6: for each partition Li do
7: for each partition Lj do
8: if dist(pji , p
j




12: if TRi.Count(tbin) > thr then
13: TRi.T list.insert(tbin)
14: end if
15: if TRi.size < k then





This chapter is divided in two separate sections; Outlier Detection using Multi-
Cores and S-TRAOD. In the first section, we will discuss the results of optimizing the
Outlier Detection Algorithm (ODMTS) using K-D/R tree and multiple cores. The
second section will discuss the results of the comparisons between ODMTS and the
streaming algorithm we propose. The overall structure for each section will be as
follows; experimental setup i.e. both the hardware and software specifica-
tions, datasets performance measures and the results and observations




All the experiments have been performed on Akka, the UMD server machine,




The algorithm and the parallel component have been implemented on Python 3.7.
Python provides the multiprocessing library [17] that supports spawning multiple
processes to make use of the multiple processors on a machine.
Multiprocessing Package
This package provides the API to take advantage of multiple processes on a com-
puter. The package does not use the Global Interpreter Lock, unlike the threading
module, and the GIL prevents a race condition since the threads share the same mem-
ory. Hence, threads cannot run concurrently with the GIL. On the other hand, the
drawback of spawning new processes is that each process has a separate memory space
and cannot share objects between each other as easily. Secondly, spawning new pro-
cesses introduces latency. However, our parallel implementation does not require any
memory sharing and the performance gain from using multiple CPUs overshadows
the latency incurred.
4.1.2 Datasets
To evaluate the results of the parallel implementation, we need a big dataset to
test the limits of memory usage and impact of increasing the number of cores. For
those experiments we used two real datasets, T-Drive and Geolife. Table 4.1 gives a
summary of the datasets used in the experiments . The T-Drive trajectory dataset
is real GPS trajectory data that contains one-week trajectories of 10,357 Taxis in
Beijing from Feb. 2 to Feb 8, 2008 [27][28]. This dataset has a total of 15 million
points and the trajectories cover a distance of about 9 million kilometers. The dataset









Duration Distance (Km) Area
T-Drive 10357 15 2 7 days 9 million Beijing
Geolife 17621 23.6 7 5 years 1.2 million Beijing
Porto 1710671 - 9 1 year - Porto
Table 4.1: Summary of Experimental Datasets
177 seconds and the average distance between two time-consecutive points in each
trajectory is 623 meters [27][28]. The format of the dataset is as follows:
5, 2008-02-06 14:25:09, 116.57115, 39.8564
Where the comma separated values delineate Taxi ID, Date Time, Longitude and
Latitude respectively.
The Geolife real life trajectory dataset was collected as a part of Microsoft Re-
search Asia project which involved around 182 participants that recorded their move-
ments over a period of five years from April 2007 to August 2012 [31][30][25]. This
dataset contains a total of 17,621 trajectories that cover a total distance of 1,292,951
kilometers and a time duration of 50,176 hours. [4] This dataset is generated by
different outdoor activities from jogging, driving, cycling to taking the bus home.
This dataset also has variable data sampling rates, however, the majority of them are
sampled 1-5 seconds. The format of the dataset is as follows:
39.8564, 116.57115, 0, 492, 40097.5861, 2009-10-11, 14:04:03
Where the comma separated values delineate Latitude, Longitude, Set to 0, Al-
titude, Date (no. of days), Date and Time respectively.
Time granularity of 1 min were used to model the time-bins. As the algorithm
depends on the spatial and temporal characteristics, it is important to address the
sampling rate inconsistencies. To address it, we use a linear model by taking the
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nearest two-time bins and using them to extrapolate the approximate value of the
trajectory point. For example, in the diagram below 4.1, points are missing for time-
bins T2 and T5. To calculate T2, we take the average increase of T1 and T3, the
two closest time-bins and use it to approximate the value. The same goes for T5,
however, T4 and T3 are used instead. The experiments were run for 15 min, 30 min
and 45 min windows to compare the execution times for the algorithm in parallel.
Figure 4.1: An example of inconsistent sampling rate
4.1.3 Performance Measures
We evaluate the performance of the multiple cores by measuring the total program
execution time. The total program execution time is calculated from the time when
the process is first spawned to the time it terminates. Firstly, we keep the threshold
thr constant and increase the number of cores from 1 to 32, incrementing each time
by a power of 2. The experiments are repeated for a window size of 15,30 and 45
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mins respectively. Secondly, we repeat the experiments and measure the Memory
Consumption when we increase the number of cores.
4.1.4 Results and Observations
Impact of the number of cores on Execution Time
In this section, we evaluate the impact of the number of cores on execution time.
For this experiment, the window size is varied from 15 mins to 45 mins in a 15-min
increment. This is to evaluate whether the algorithm scales if the number of points
in the window is increased. The threshold thr is kept constant.
(a) T-Drive (b) Geolife (c) Porto
Figure 4.2: Varying number of cores (15 min window)
Figure 4.2 demonstrates the impact of the number of cores on execution time using
the two datasets. The time in seconds is indicated on the y-axis whereas the x-axis is
the number of cores. The y-axis represents the average execution time for N number
of cores working concurrently. As can be seen from both Figure 1 (a) and (b), as the
number of cores is increased by a power of 2, the average execution time decreases
almost by half each time. Both graphs exhibit this behavior as can be seen from the
decreasing curve of the bar plots. The execution time decreases since the workload is
being uniformly distributed among the N cores, and this leads to halving the overall
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execution time every time the number of cores is doubled. The red error bars denote
the standard deviation and have been enhanced in size to make them visible since the
standard deviation for the experiments was very low.
(a) T-Drive (b) Geolife (c) Porto
Figure 4.3: Varying number of cores (30 min window)
Our experiments have suggested that the number of points processed by each core
did not have a significant impact on the scaling of the algorithm. The number of
points increased from almost 40 million to 125 million. However, the algorithm still
scales i.e. each time the number of cores is increased by a factor of 2, the execution
time is halved, as seen from figures 4.2,4.3 and 4.4. Additionally, it can be seen that
the execution time has increased for corresponding number of cores in figures 4.2,4.3
and 4.4 when the window size is increased, which can be explained by the increased
number of points the cores had to process. However, the results in figures 4.3 and
4.4 are very similar to figure 4.2. The bar plots show the same behavior as figure
4.2 where increasing the number of cores halves the execution time and scales as
expected.
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(a) T-Drive (b) Geolife (c) Porto
Figure 4.4: Varying number of cores (45 min window)
Impact of the number of Cores on Total Memory Consumption
In this experiment, we evaluate the impact of increasing the number of cores on
the total memory consumption. The window size (15 mins) and the threshold thr is
kept constant.
(a) T-Drive (b) Geolife
(c) Porto
Figure 4.5: Varying number of cores
Figure 4.5 demonstrates the effect of increasing the number of cores on the total
memory consumption. The total memory consumption in MB is given on the y-
axis and x-axis denotes the number of cores. It can be seen in the figures that the
total memory consumption goes up as the number of cores is increased. In a serial
implementation using the T-Drive dataset, less than 500 MB of memory is used.
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However, the memory consumption rises to more than 3.7 GB when 32 cores are
used concurrently. The same behavior is seen with the Geolife dataset. Figure 4.2-
4.4 and figure 4.5 suggest that implementation of the outlier detection algorithm in
parallel is a trade-off between execution time and memory usage. Execution time
is decreased significantly, however, memory usage goes up. In figure 4.5(b), the
memory consumption is higher than corresponding cores in (a) as more points are
being processed in (b).
KD-Tree vs R-Tree Performance Comparison
Figure 4.6: KD-Tree vs R-Tree Comparison (T-Drive)
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Figure 4.7: KD-Tree vs R-Tree Comparison (Geolife)
Figure 4.8: KD-Tree vs R-Tree Comparison (Porto)
All three datasets exhibit similar performances with increasing number of cores
when using K-D tree and Rtree and the following conclusions are drawn
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• R-Trees are faster, probably because of higher fan out and less height as com-
pared to K-D tree
• R-Tree performance gain not as much when increasing cores when compared to
memory consumption
• K-D tree shows marked improvement as number of cores is increased and almost
reaches the performance level of Rtree, however, at the cost of increased memory
consumption.
• K-D tree shows (almost) linear decrease in the execution time when cores are
increased.
4.2 Outlier Detection in Streaming Data
4.2.1 Experimental Setup
Hardware
All the experiments have been performed on Akka, the UMD server machine,
which has a total of 40 cores with hyper-threading, 512 GB RAM and is running
Ubuntu 16.04.5.
Software
The algorithm has been implemented on Python 3.7.
4.2.2 Datasets
To compare the efficacy of S-TRAOD and Outlier Detection, we will be using two










Earthquake 322 512 1 36 years California
Geolife 67 24 1 1 year Italy
Table 4.2: Summary of Experimental Datasets
gives a brief summary of these datasets. The Earthquake dataset is taken from the
Northern California Earthquake Data Center and is a time series of reading, averaged
for one hour, from Dec 1st, 1967 to Dec 1st, 2003. The dataset classifies a major event
as any reading over 5 on the Richter scale. However, it only classifies those readings
as an event where an event is not preceded by another event for at least 512 hours.
Readings below 4 and preceded by at least 20 non-zero readings in the previous 512
hours are denoted as normal events. In this dataset, the earthquake is an outlier.
None of the readings in this dataset overlap [21].
The ItalyPower Demand dataset is a time series of the power demand in Italy,
recorded for about one year. The dataset has two classes where the outliers are the
power demand through the summer months (April to September) compared to from
October to March.
4.2.3 Performance Measures
For the S-TRAOD, evaluate both the efficiency and the effectiveness of the algo-
rithms. We evaluate the performance of the algorithms in terms of their efficiency
by measuring their execution times. The total program execution time is calculated
from the time when the process is first spawned to the time it terminates. To measure










where A denotes the outliers in the ground truth data and B denotes the outliers
detected by the algorithms.
4.2.4 Experimental Parameters
For the second part of our work, we are comparing the performance of S-TROAD
and Outlier Detection. This experiment has multiple parameters, where one is kept
constant while others are changed to determine the impact on the results.
Experiment Parameters Range of Values
Number of Cores 1-32
Threshold (Thr) 1-15
K 1-512 (Earthquake), 1 - 24 (Italy)
Window Size 15 data points
Table 4.3: Summary of Experimental Parameters
4.2.5 Results and Observations
Impact of varying K
In this experiment, we evaluate the impact of varying the parameter K on the
effectiveness parameters as discussed above. The threshold is kept constant at 3 and
the window size is 15. For these experiments, we use a single core.
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Figure 4.9: ODMTS Performance
Figure 4.9 demonstrates the impact of varying the neighbor count threshold K
from 5 to 20. As the number K is increased, a Trajectory TRi will need to find
more neighbors to get classified as an inlier, thus making the criteria stricter. For
the ItalyPower dataset, as the number K is increased, the recall shows slight drop.
However, the precision jumps up to 100% when K is increased to 20. But the increased
value of K has an adverse effect on the F-Score and the overall accuracy. This is
because as K is increased, each trajectory TRi needs more dissimilar trajectories as
neighbors to be classified as outlier, which helps in detecting the inliers, but incorrectly
identifies the outliers as inliers due to the stricter condition. This is the reason for
the drop in performance
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Figure 4.10: ODMTS Performance
The outlier detection algorithm performs worse on the Earthquake dataset and
is unable to detect any outliers when varying K (Figure 4.10). This is due to the
fact that the dataset classifies a trajectory as an outlier if the reading is over 5 on
the Richter Scale and is not preceded by another earthquake for 512 hours, where
512 is the total length of the trajectory. Hence, the algorithm struggles to classify
the outliers since they correspond to only a few outlying data points in the whole




Figure 4.11: Overall Performance Comparison between ODMTS and TRAOD (Italy
Power)
Figure 4.11 above compares the performance of S-TRAOD with the distance-based
outlier detection algorithm for the Italy Power Dataset. The results for S-TRAOD
are very similar to ODMTS overall. All the measures are slightly lower for S-TRAOD,
however, for the dataset the difference is small. For example, the recall drops from
33% to 22.5% which translates to one outlier not detected compared to ODMTS.
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Figure 4.12: Overall Performance Comparison between ODMTS and TRAOD
(Earthquake)
It may be noted that the distance-based outlier detection failed to detect any
outliers in the Earthquake dataset, whereas S-TROAD detected almost 45% of the
outliers which is reflected in the increased recall percentage and the overall accuracy.
This is shown in Figure 4.12 This can be attributed to the fact that each row in the
Earthquake dataset records seismic activity and it classifies a record as an outlier if
there is a reading of over 5.0 on the Richter scale and are followed by aftershocks i.e.
the whole record is classified as an outlier (earthquake) if only part of the record is
higher than 5.0 on the Richter scale. Since, S-TRAOD performs partitioning first, it
makes it possible to detect outliers in the sub-trajectories whereas the distance-based
outlier algorithm classifies the records on the basis of all the 512 hours, hence not
picking up the segment where the outlier is present.
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5 Conclusion
Trajectory Outlier Detection has many time-critical applications, such as real-time
stock monitoring, that make it imperative to deal with the exacting time-constraints
enforced on the execution time of trajectory outlier algorithms. In this work, we pro-
posed three strategies to reduce the running time performance of the existing trajec-
tory outlier detection algorithm ODMTS. We conducted an experimental evaluation
of our three proposed approaches using five real-life datasets: Geolife, T-Drive, Porto,
Earthquake and Italy Power. We then compared our proposed approaches against the
existing trajectory outlier detection algorithm ODMTS in terms of precision, recall,
F-score and execution time. In this chapter, we first provide a summary of our results
and then discuss future research work.
5.1 Summary of Performance Evaluation Results
In this section, we provide a brief summary of the results of our three proposed
approaches discussed in Chapter 3.1, 3.2 and 3.3.
5.1.1 Summary of the Results for Spatial Data Structures
In the first approach, we proposed using k-d trees and R-trees to improve the
execution time performance of the ODMTS algorithm. We evaluated the results by
measuring the execution time of the algorithms.
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i. Our experiments revealed that the slowest block of our pseudocode was the
range query for the neighbor search. To address this, we used k-d trees and
R-trees, which are spatial data structures, to improve range queries.
ii. The experiments showed that using an R-tree improved the execution time
performance of the ODMTS algorithm by 10x compared to without them.
5.1.2 Summary of the Results for Parallelization Strategy
In the second approach, we introduced a parallelization strategy for the ODMTS
algorithm and explored the scalability in terms of the execution time.
i. We parallelize the ODMTS algorithm by dividing the workload across multiple
CPU cores to reduce the execution time and to explore the scalability of the
algorithm.
ii. Our experiments showed that increasing the number of cores while using k-d
trees, linearly decreased the execution time of the ODMTS algorithm. This
suggests that the workload for the range query is equally balanced across all
cores.
iii. However, the same was not observed with an R-tree. This is because the execu-
tion time of the ODMTS algorithm is approximately 54 secs using R-trees for
the Geolife dataset which is very little and hence, the associated overhead cost
of initiating multiple processes cancels out the performance gain.
iv. Increasing the number of cores also showed an almost linear increase in memory
usage. This was observed because each core keeps a separate copy of the tree
and roughly all of them include the same number of trajectory points.
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5.1.3 Summary of the Results for PDMTS
In our final approach, we introduced a new partitioning-based streaming trajectory
outlier detection algorithm. We evaluate the performance of our algorithm using
precision, recall and F-Score.
i. With this technique, we aim to detect trajectory outliers that are significantly
different from other trajectories but only for a very short period of the overall
time of the trajectory. Real-life trajectory dataset outliers that exhibit this
particular behavior are not detected by ODMTS.
ii. Our experiments showed that PDMTS detected almost 45% more outliers as
compared to ODMTS.
iii. However, our experiments revealed that PDMTS was approximately 18% slower
compared to ODMTS. This is because of the addition of the partitioning phase
to the ODMTS algorithm
iv. Using data streams gives us more accurate and up to date information as the
data is processed on the go and returns updated results, instead of having to
wait until all the points of a trajectory are collected.
5.2 Future Work
In the future, we can explore further techniques to detect trajectory outliers that
are not very significantly different than normal trajectories. This is because it is
relatively easier to detect outliers that exhibit such characteristics. The challenge is
to detect trajectory outliers that are in the guise of normal trajectories.
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Furthermore, we can evaluate the possible use of other distance measures such as
Jaccard Similarity, etc. to determine if such measures do a better job of capturing
the notion of trajectory dissimilarity in real-life datasets.
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