We discuss a general approach to dynamic sparsity modeling in multivariate time series analysis. Time-varying parameters are linked to latent processes that are thresholded to induce zero values adaptively, providing natural mechanisms for dynamic variable inclusion/selection. We discuss Bayesian model specification, analysis and prediction in dynamic regressions, timevarying vector autoregressions and multivariate volatility models using latent thresholding. Application to a topical macroeconomic time series problem illustrates some of the benefits of the approach in terms of statistical and economic interpretations as well as improved predictions.
Introduction
For analysis of increasingly high-dimensional time series in many areas, dynamic modeling strategies are pressed by the need to appropriately constrain parameters and time-varying parameter processes. Lack of relevant, data-based constraints typically leads to increased uncertainty in estimation and degradation of predictive performance. We address these general questions with a new and broadly applicable approach based on latent threshold models (LTMs). The LTM approach is a model-based framework for inducing data-driven shrinkage of elements of parameter processes, collapsing them fully to zero when redundant or irrelevant while allowing for timevarying non-zero values when supported by the data. As we demonstrate through studies of topical macroeconomic time series, this dynamic sparsity modeling concept can be implemented in broad classes of multivariate time series models, and has the potential to reduce estimation uncertainty and improve predictions as well as model interpretation.
Much progress has been made in recent years in the general area of Bayesian sparsity modeling: developing model structures via hierarchical priors that are able to induce shrinkage to zero of subsets of parameters in multivariate models. The standard use of sparsity priors for regression model uncertainty and variable selection McCulloch 1993, 1997; Clyde and George 2004) has become widespread in areas including sparse factor analysis (West 2003; Carvalho et al. 2008; Lopes et al. 2010; Yoshida and West 2010) , graphical modeling (Jones et al. 2005) , and traditional time series models (e.g. George et al. 2008; Chen et al. 2010) . In both dynamic regression and multivariate volatility models, these general strategies have been usefully applied to induce global shrinkage to zero of parameter subsets, zeroing out regression coefficients in a time series model for all time (e.g. Carvalho and West 2007; George et al. 2008; Korobilis 2010; Wang 2010) . We build on this idea but address the much more general question of time-varying inclusion of effects, i.e. dynamic sparsity modeling. The LTM strategy provides flexible, local and adaptive (in time) data-dependent variable selection for dynamic regressions and autoregressions, and for volatility matrices as components of more elaborate models.
Connections with previous work include threshold mechanisms in regime switching and tobit/probit models (e.g. West and Mortera 1987; Polasek and Krause 1994; Wei 1999; Galvao and Marcellino 2010) , as well as mixtures and Markov-switching models (Chen et al. 1997; West and Harrison 1997; Kim and Nelson 1999; Kim and Cheon 2010; Prado and West 2010 ) that describe discontinuous shifts in dynamic parameter processes. The LTM approach differs fundamentally from these approaches in that threshold mechanisms operate continuously in the parameter space and over time. This leads to a new paradigm and practical strategies for dynamic threshold modeling in time series analysis, with broad potential application.
To introduce the LTM ideas we focus first on dynamic regression models. This context also illustrates how the LTM idea applies to richer classes of dynamic models (West and Harrison 1997; Prado and West 2010; West 2012) . We then develop the methodology in time-varying vector autoregressive (TV-VAR) models, including models for multivariate volatility (Aguilar and West 2000) . Examples in macroeconomic time series analysis illustrate the approach, as well as highlighting connections with other approaches, open questions and potential extensions.
Some notation:
We use f, g, p for density functions, and the distributional notation d ∼ U (a, b), p ∼ B(a, b), v ∼ G(a, b), for the uniform, beta, and gamma distributions, respectively. Further notation includes the following: Φ(·) is the standard normal cdf; ⊗ denotes Kronecker product; • August 2012 Nakajima & West 2 stands for element-wise product, e.g, the k−vector x • y has elements x i y i ; and s : t stands for indices s, s + 1, . . . , t when s < t.
Latent threshold modeling

Dynamic regression model: A key example context
The ideas are introduced and initially developed in the canonical class of dynamic regression models (e.g. West and Harrison 1997, chap. 2 & 4) , a subclass of dynamic linear models (DLMs). Suppose a univariate time series {y t , t = 1, 2, . . .} follows the model y t = x t b t + ε t , ε t ∼ N (ε t |0, σ 2 ), b t = (b 1t , . . . , b kt ) ,
b it = β it s it with s it = I(|β it | ≥ d i ), i = 1, . . . , k,
where x t = (x 1t , . . . , x kt ) is a k × 1 vector of predictors, d = (d 1 , . . . , d k ) is a latent threshold vector with d i ≥ 0, for i = 1, . . . , k, and I(·) denotes the indicator function. The time-varying coefficients b t are governed by the underlying latent time-varying parameters β t ≡ (β 1t , . . . , β kt ) and the indicators s t ≡ (s 1t , . . . , s kt ) via b t = β t • s t , subject to some form time series model for the β t process. The i th variable x it has time-varying coefficient whose value is shrunk to zero when it falls below a threshold, embodying sparsity/shrinkage and parameter reduction when relevant; see Figure 1 . The shrinkage region (−d i , d i ) defines temporal variable selection; only when β it is large enough does x it play a role in predicting y t . The relevance of variables is dynamic; x it may have non-zero coefficient in some time periods but zero in others, depending on the data and context. The model structure is thus flexible in addressing dynamic regression model uncertainty. Any form of model may be defined for β t ; one of the simplest, and easily most widely useful in practice, is the vector autoregressive (VAR) model that we will use. That is,
a VAR(1) model with individual AR parameters φ i in the k × k matrix Φ = diag(φ 1 , . . . , φ k ), independent innovations η t and innovation variance matrix Σ η = diag(σ 2 1η , . . . , σ 2 kη ). With |φ i | < 1 this defines stationary models with mean µ = (µ 1 , . . . , µ k ) and univariate margins
For hyper-parameter notation, we define θ i = (µ i , φ i , σ i ) and Θ = {θ 1 , . . . , θ k }.
Threshold parameters and sparsity
We discuss the role and specification of priors on threshold parameters, using the dynamic regression model with k = 1 for clarity; the discussion applies to thresholding of time-varying parameters in other models by obvious extension. This simple model is now y t = b 1t x 1t + ε t where b 1t is the thresholded version of a univariate AR(1) β 1t process.
Thresholding as Bayesian variable selection
Latent thresholding is a direct extension of standard Bayesian variable selection to the time series context. Standard Bayesian model selection methods assign non-zero prior probabilities to zero values of regression parameters, and continuous priors centered at zero otherwise. The extension to time-varying parameters requires a non-zero marginal prior probability Pr(b 1t = 0) coupled with a continuous prior on non-zero values, but that also respects the need to induce dependencies in the b 1t being zero/non-zero over time. A highly positively dependent AR model for β 1t respects relatively smooth variation over time, while the thresholding mechanism induces persistence over periods of time in the occurrences of zero/non-zero values in the effective coefficients b 1t . The threshold parameter defines the marginal probability of a zero coefficient at any time, andimplicitly-the persistence in terms of joint probabilities over sequences of consecutive zeros/nonzeros. In particular, it is useful to understand the role of the threshold d 1 in defining the marginal probability Pr(b 1t = 0)-the key sparsity prior parameter analogous to a prior variable exclusion probability in standard Bayesian variable selection.
Prior sparsity probabilities and thresholds
In the dynamic regression model with k = 1 and µ 1 = 0, reflecting a prior centered at the "null hypothesis" of no regression relationship between y t and x 1t , set σ = 1 with no loss of generality. At each instant t, marginalizing over β 1t under eqn. (4) yields
where Φ is the standard normal cdf. The fundamental sparsity probability is Pr( 
For example, a context where we expect about 5% of the values to be thresholded to zero implies k 1 = 0.063 and d 1 = 0.063v 1 ; a context where we expect much higher dynamic sparsity with, say, 90% thresholding implies k 1 = 1.65 and a far higher threshold d 1 ; and a value of k 1 = 3 or above leads to a marginal sparsity probability exceeding 0.99. In practice, we assign priors over the threshold based on this reasoning. A neutral prior will support a range of sparsity values in order to allow the data to inform on relevant values; the above indicates a relevant range 0 < d 1 = k 1 v 1 < Kv 1 for some K value well into the upper tail of the standard normal. Unless a context involves substantive information to suggest favoring smaller or larger degrees of expected sparsity, a uniform prior across this range is the natural default, i.e., k 1 ∼ U (0, K) for specified K.
In the general model with multiple regression parameter processes β it and mean parameters µ i , this prior specification extends to the thresholds d i as follows and assuming independence across thresholds. Conditional on the hyper-parameters θ i = (µ i , φ i , σ i ) underlying the stationary margins of eqn. (4),
for a given upper level K. As noted above, taking K = 3 or higher spans essentially the full range of prior sparsity probabilities implied, and in a range of studies we find no practical differences in results based on K = 3 relative to higher values; hence K = 3 is recommended as a default. Importantly, we note that when combined with priors over the model hyper-parameters θ i the implied marginal prior for each threshold will not be uniform, reflecting the inherent relevance of the scale of variation of the β it processes in constraining the priors. The marginal prior on each threshold is
with, typically, normal and inverse gamma priors on the µ i and v 2 i , respectively. The first example on simulated data below provides illustration with priors for each of three thresholds displayed in Figure 3 . In each case the underlying scales of the β it processes are v i = 0.7, we have K = 3 and see how the induced marginal priors have non-zero density values at zero and then decay slowing over larger values of d i , supporting the full range of potential levels of sparsity. The corresponding prior means of the resulting marginal sparsity probabilities are Pr(b it = 0) ≈ 0.85 in this example.
Posteriors on thresholds and inferences on sparsity
There is no inherent interest in the thresholds d i as parameters to be inferred; the interest is wholly in their roles in inducing data-relevant sparsity for primary time-varying parameters and for the resulting implications for predictive distributions. Correspondingly, there is no interest in the underlying values of the latent β it when they are below threshold. Depending on the model and data context, any one of the threshold parameters may be well-estimated, with the posterior being precise relative to the prior; in contrast, the data may be uninformative about other thresholds, with posteriors that are close to their priors. In the dynamic regression example, a data set in which there is little evidence of a regression relationship between y t and x it , in the context of other regressors, will lead to high levels of thresholding on β it ; the posterior will suggest larger values of d i , providing no information about the β it process but full, informative inference on the effective coefficient process b it . At the other extreme, a strong relationship sustained over time is consistent with a low threshold and the posterior will indicate such. Figure 3 from the simulated data example illustrates this. For 2 of the regressors, the latent coefficient processes exceed thresholds for reasonable periods of time, and the posterior shows strong evidence for low threshold values. The third coefficient process stays below threshold, and the posterior on the threshold d 3 is appropriately close to the prior, indicating the lack of information in the data about the actual value of d 3 . The further details of that example demonstrate the key point that the model analysis appropriately identifies the periods of non-zero effective coefficients and their values, in the posterior for the b it processes and the corresponding posterior estimates of sparsity probabilities at each time point. These inferences, and follow-on predictions, are marginal with respect to thresholds; the posteriors for primary model parameters integrate over the posterior uncertainties about thresholds, their likely values being otherwise of no interest. This viewpoint is echoed in our macroeconomic studies, below, and other applications. The applied interests lie in the practical benefits of the threshold mechanism as a technical device to induce dynamic sparsity/parsimony, hence avoid over-fitting and, as a general result, improve predictions.
Outline of Bayesian computation
Model fitting using Markov chain Monte Carlo (MCMC) methods involves extending traditional analytic and MCMC methods for the dynamic regression model (West and Harrison 1997; Prado and West 2010) to incorporate the latent threshold structure. Based on observations y 1:T = {y 1 , . . . , y T } over a given time period of T intervals, we are interested in MCMC for simulation of the full joint posterior p(Θ, σ, β 1:T , d|y 1:T ). We outline components of the MCMC computations here, and provide additional details in Appendix A, available as on-line Supplementary Material.
First, sampling the TV-VAR model parameters Θ conditional on (β 1:T , d, σ, y 1:T ) is standard, reducing to the set of conditionally independent posteriors p(θ i |β i,1:T , d i ). Traditional priors for θ i can be used, as can standard Metropolis-Hastings (MH) methods of sampling parameters in univariate AR models.
The second MCMC component is new, addressing the key issue of sampling the latent state process β 1:T . Conditional on (Θ, σ, d), we adopt a direct Metropolis-within-Gibbs sampling strategy for simulation of β 1:T . This sequences through each t, using a MH sampler for each β t given β −t = β 1:T \β t . Note that the usual dynamic model without thresholds formally arises by fixing s t = 1; in this context, the resulting conditional posterior at time t is N (β t |m t , M t ), where
For t = 1 and t = T a slight modification is required, with details in Appendix A. The MH algorithm uses this as proposal distribution to generate a candidate β * t for accept/reject assessment. This is a natural and reasonable proposal strategy; the proposal density will be close to the exact conditional posterior in dimensions such that the elements of β t are large, and smaller elements in candidate draws will in any case tend to agree with the likelihood component of the exact posterior as they imply limited or no impact on the observation equation by construction. The MH algorithm is completed by accepting the candidate with probability α(β t , β * t ) = min 1,
where b t = β t • s t is the current LTM state at t and b * t = β * t • s * t the candidate. It is possible to develop a block sampling extension of this MH strategy by using a forwardfiltering, backward sampling (FFBS) algorithm (e.g. Frühwirth-Schnatter 1994; de Jong and Shephard 1995; Prado and West 2010) on the non-thresholded model to generate proposals for the full sequence β 1:T . This follows related approaches using this idea of a global FFBS-based proposal (Prado and West 2010; Niemi and West 2010) . The main drawback is that the resulting acceptance rates decrease exponentially with T and our experiences indicate unacceptably low acceptance rates in several examples, especially with higher levels of sparsity when the proposal distribution from the non-threshold model agrees less and less with the LTM posterior. We have experimented with a modified multi-block approach in which FFBS is applied separately within a block conditional on state vectors in all other blocks, but with limited success in improving acceptance rates. Although the simpler single-move strategy has the potential to mix less slowly, it is computationally efficient and so can be run far longer than blocking approaches to balance mixing issues; we have experienced practically satisfactory rates of acceptance and mixing in multiple examples, and hence adopt it as standard.
The TV-VAR coefficients can, at any time point, define VAR structures with explosive autoregressive roots, depending on their values. In our macroeconomic examples, this is unrealistic and undesirable (e.g., Cogley and Sargent 2001) and can be avoided by restricting to the stationary region. We apply this restriction in the single-move sampler for β t , adding a rejection sampling step in generating the candidates, noting that this is trivial compared to adapting a multi-move sampler like the FFBS to address this problem.
The final MCMC component required is the generation of thresholds d. We adopt a direct MH approach with candidates drawn from the prior. The simulated example of the next section illustrates this. Our experiences with the direct MCMC summarized here are that mixing is good and convergence clean as in standard DLM analyses; adding the threshold processes and parameters does not introduce any significant conceptual complications, only additional computational burden.
Simulation example
A sample of size T = 500 was drawn from a dynamic regression LTM with k = 3 and where only the first two predictors are relevant. The x it 's are generated from i.i.d. U (−0.5, 0.5) and σ = 0.15, while for i = 1, 2 we take parameters sparsity for β 1t and β 2t as well as the whole-sequence variable selection for β 3t . Table 1 reports the posterior estimates for selected parameters; posterior means are close enough to the true values that the corresponding 95% credible intervals include them. Figure 3 displays priors, from eqn. (5), and resulting posteriors for the thresholds. Repeat analyses with larger and moderately smaller values of K yield substantially similar inferences on the dynamic state vectors and their sparsity patterns over time, as well as for the underlying AR model parameters. Even taking lower values such as K = 1 has limited effect on our main findings. As discussed in detail above, there is no inherent interest in inferences on thresholds themselves; the interest is in their roles as defining the ability to shrink parameters when the data support sparsity. Hence the expected differences in priors and posteriors for d i as we change K are of limited interest so long as the posteriors for regression states and AR parameters remain stable. Taking K smaller than 1 or so does begin to more substantially impact on primary inferences, inducing less sparse models in general. In some applications, this may be of positive relevance, but for general application we adopt K = 3 as a global default. Further computational details, including convergence checks and performance of the MCMC sampler, appear in Appendix B of the on-line Supplementary Material.
Latent threshold time-varying VAR models
We now consider the latent threshold strategy in multivariate time series analysis using timevarying parameter vector autoregressive (TV-VAR) models. Traditional, constant coefficient VAR models are of course central to applied time series analysis (e.g. Prado and West 2010, and references therein) , and various approaches to TV-VAR modeling are becoming increasingly prevalent in econometrics (e.g. Cogley and Sargent 2005; Primiceri 2005 ) as in other fields. Recent studies have introduced sparsity-inducing priors of various forms (Fox et al. 2008; George et al. 2008; Wang 2010 ) into traditional constant coefficient VAR models. The induction of zeros into increasingly sparse time-varying coefficient matrices, with allowance for time-variation in the occurrence of non-zero values as well as local changes in coefficients when they are non-zero, has been an open and challenging problem. The LTM ideas provide an approach.
Model structure
For the m × 1-vector time series y t , (t = 1, 2, . . .), the TV-VAR(p) model is
where c t is the m × 1 vector of time-varying intercepts, B jt is the m × m matrix of time-varying coefficients at lag j, (j = 1, . . . , p), and Σ t is the m × m innovations variance matrix that is also often time-varying. For each t, define the m(1 + pm) × 1 vector b t by stacking the set of c t and B jt by rows and by order j = 1, . . . , p; define the corresponding m × m(1 + pm) matrix X t = I ⊗ (1, y t−1 , . . . , y t−p ). The model can then be recast as a multivariate dynamic regression
The time-varying coefficient vector b t is often assumed to follow a VAR(1) process, the simplest and often most useful model. We begin with this and then generalize to the LTM framework by overlaying thresholds as in Section 2.1, eqns. (2)-(3). We refer to this specification as the LT-VAR model; the LTM structure provides both whole-sequence and dynamic, adaptable variable selection for time-varying coefficients, with the ability to switch a specific coefficient, or set of coefficients, in/out of the model as defined by the threshold mechanism.
Posterior simulation of the full sequence β 1:T and LTM model hyper-parameters Θ conditional on the variance matrices Σ 1:T is performed via a direct extension to the multivariate dynamic regression of the ideas of Section 2.3.
Time-varying variance matrices
Modeling time-varying variance matrices, both residual/error matrices in observation equations of dynamic models and innovations/evolution variance matrices such as Σ t in eqn. (6), is key to many analyses of financial and macroeconomic data. We build on prior Bayesian modeling approaches here for the TV-VAR innovations volatility matrices.
Consider the triangular reduction A t Σ t A t = Λ 2 t where A t is the lower triangular matrix of covariance components with unit diagonal elements and Λ t is diagonal with positive elements. That is, Λ t (A t ) −1 is the Cholesky component of Σ t , viz.
, and u t = A −1 t Λ t e t , where e t ∼ N (e t |0, I). Linked in part to developments in sparse factor modeling (e.g. West 2003; Carvalho et al. 2008) , some recent innovations in sparsity modeling for variance matrices have adopted new priors on elements of triangular square-roots of variance matrices such as A t . George et al. (2008) do this with priors allowing zero elements in Cholesky components of constant variance matrices, building on previous, non-sparse approaches (e.g. Pinheiro and Bates 1996; Pourahmadi 1999; Smith and Kohn 2002) . The construction has also appeared in time-varying variance matrix modeling in VAR contexts (Cogley and Sargent 2005; Primiceri 2005; Lopes et al. 2010 ) which is one point of departure for us; in the following section, we use the above Cholesky structure and embed it in a novel LTM framework, combining models for stochastic time-variation with dynamic sparsity to shrink subsets of the lower-triangle of A t to zero adaptively and dynamically.
The basic time-varying model for the Cholesky parameters follows Primiceri (2005) . Let a t be the vector of the strictly lower-triangular elements of A t (stacked by rows), and define h t = (h 1t , . . . , h mt ) where h jt = log(σ 2 jt ), for j = 1, . . . , m. The dynamics of the covariances and variances are specified jointly with the time-varying VAR coefficients β t as
where
and with each of the matrices (Φ β , Φ a ,
Thus all univariate time-varying parameters follow stationary AR(1) models, in parallel to the latent VAR model for dynamic regression parameters of Section 2. Note that the specific cases of the log variances h it define traditional univariate stochastic volatility models for which the MCMC strategies are standard and widely used both alone and as components of overall MCMC strategies for more complex models (Jacquier et al. 1994; Kim et al. 1998; Aguilar and West 2000; Omori et al. 2007; Prado and West 2010, chapter 7) .
One key feature of the Cholesky-construction for time-varying variance matrices is that we can translate the resulting dynamic model for Σ t into a conditional DLM with a t as the latent state vector. Defineỹ t = (ỹ 1t , . . . ,ỹ mt ) = y t − X t β t and the m × m(m − 1)/2 matrix
From the model identity y t = X t β t + A −1 t Λ t e t and using the lower triangular form of A t we deduceỹ t =X t a t + Λ t e t for all t. This couples with the state evolution of eqn. (8) to define a conditional DLM; the MCMC analysis will then extend to include a component to resample the a 1:T sequence at each iteration, using the efficient FFBS strategy for conditionally normal DLMs.
Latent threshold time-varying variance matrices
Our LTM structure for time-varying variance matrices directly adapts the LTM strategy from Section 2 to apply to the state vector a t in the reformulated model above. That is, introduce a latent VAR process α t to substitute for a t in the conditional model of the preceding section. With α t having elements α ij,t stacked as are the elements of a t , define a t = α t •s at with indicator vector s at of the form discussed in Section 2. That is, for each of the strictly lower triangular elements i, j of A t , we have a ij,t = α ij,t s aij,t , s aij,t = I(|α ij,t | ≥ d aij ), i = 1, . . . , m, j = 1, . . . , i − 1.
The LTM extension of Section 4.2 is theñ
where Φ α and V α are diagonal matrices, eqn. (8) is now deleted and replaced by a t = α t • s at , while all other elements of the model in eqns. (7) and (9) are unchanged. The MCMC estimation procedure developed in Section 2, extended as described above, can now be straightforwardly applied to this time-varying, sparsity-inducing LTM extension of the AR(1) Cholesky based volatility model. Computational details for the LT-VAR model with the LT time-varying variance matrix are explained in Appendix A, available as on-line Supplementary Material. One point of interest is that a sparse A t matrix can translate into a sparse precision matrix Ω t = A t Λ −2 t A t ; the more zeros there are in the lower triangle of A t , the more zeros there can be in the precision matrix. Hence the LTM defines an approach to time-varying sparsity modeling for precision matrices, and hence dynamic graphical models as a result. Graphical models characterize conditional independencies of multivariate series via graphs and zeros in the precision matrix of a normal distribution correspond to missing edges in the graph whose nodes are the variables (Jones et al. 2005) . The LTM approach defines a new class of models for time-variation in the structure of the graphical model underlying Σ t , since the appearance of zeros in its inverse Ω t is driven by the latent stochastic thresholding structure; edges may come in/out the graph over time, so extending previous time series graphical models that require a fixed graph (Carvalho and West 2007; Wang and West 2009 ) to a new class of dynamic graphs so induced.
From a full MCMC analysis we can obtain posterior inferences on sparsity structure. For each pair of elements i, j and each time t, the posterior simulation outputs provide realizations of the indicators s aij,t = 0 so that we have direct Monte Carlo estimates of the posterior probability of s aij,t = 0. This translates also to the precision matrix elements and the implied graphical model at each time t, providing inferences on edge inclusion at each time t.
5 Application: A study of US macroeconomic time series
Introduction and literature
Bayesian TV-VAR modeling is increasingly common in macroeconomic studies. For example, Primiceri (2005) , Benati (2008) , Benati and Surico (2008) , Koop et al. (2009) and Nakajima et al. (2011) involve studies that aim to assess dynamic relationships between monetary policy and economic variables, typically focusing on changes in the exercise of monetary policy and the resulting effect on the rest of the economy. Structural shocks hitting the economy and simultaneous interactions between macroeconomic variables are identified by TV-VAR models. Here we use the LTM strategy for TV-VAR models and volatility matrices with stochastic volatility as described above in analysis of a topical time series of US data. A parallel study of Japanese macroeconomic data with similar goals, but some additional features related to Japanese monetary policy, is detailed in the Appendix D, available as on-line Supplementary Material. In terms of broad summaries, we note that in each of the two applications we find that: (i) there is strongly significant evidence for dynamic thresholding when compared to the models with no thresholding; (ii) the LTM analyses yield intuitive and interpretable results, particularly with respect to inferred impulse response functions; and (iii) again relative to the standard, non-thresholded models, the LTM analyses yield practically significant improvements in multi-step, out-of-sample predictions, these being particularly relevant to policy uses of such models; these predictive improvements are robust and sustained over time. Further, consonance of results across the US and Japanese studies is additionally indicative of the relevance of the LTM concepts in these kinds of applications.
Since Cogley and Sargent (2005) and Primiceri (2005) developed the nowadays standard TV-VAR approach to macroeconomic analysis, various structures have been examined for time-varying parameters. Koop et al. (2009) examined whether parameters in TV-VAR models are time-varying or not at each time by incorporating a mixture innovation structure for time-varying parameters, where innovation errors can take either zero or non-zero value depending on Bernoulli random variables. Korobilis (2010) developed Bayesian variable selection for TV-VAR coefficients as well as structural breaks. Chan et al. (2012) exploited Markov switching indicator variables for innovation errors of time-varying regression coefficients to explore a temporal variable selection mechanism. These works clearly relate to our LTM structure in some of their goals and also technically. However, the LTM is a general, natural framework where dynamic sparsity/variable selection occurs via gradual transitions of the underlying time-varying latent processes, applicable to a broad range of models as previously described. Comparisons are of interest with, in particular, Markov switching structures as in some of the above references, and popular in econometric studies of regime changes in particular. Though such models share similar technical aspects with the LTM approach, they are inherently focused on very different questions of identifying regime changes or "sudden breaks" at discrete times. The LTM approach is not focused on that at all; its goal is dynamic sparsity for model parameter reduction and the improved precision and predictions that can yield. It is certainly of interest to explore commonalities and differences between the approaches, and possibly direct comparisons in specific data analyses, and this may be anticipated in future work as the novel LTM approach becomes more widely explored. We focus here on developing and evaluating the LTM approach compared to the standard, non-thresholded model, which is the critical comparison of interest in the applied context where the TV-VAR models are accepted standards.
Data and priors
We analyze the m = 3 time series giving the quarterly inflation rate, unemployment rate and short-term nominal interest rate in the US economy, using data from 1963/Q1 to 2011/Q4, a context of topical interest (Cogley and Sargent 2005; Primiceri 2005; Koop et al. 2009 ). The inflation rate is the annual percentage change in a chain-weighted GDP price index, the unemployment rate is seasonally adjusted (all workers over 16), and the interest rate is the yield on three-month Treasury bills; see Figure 4 . The variables are ordered this way in y t .
To make direct comparisons with prior studies and especially that of Primiceri (2005), we first focus on the data over the period 1963/Q1-2001/Q3. Our analyses are repeated with a rollingwindow study for evaluation of honest out-of-sample, multi-step ahead predictions. We then summarize analyses over the full time period up to 2011. Beyond the topicality and in view of the more recent market changes through the more volatile years of 2008-2011, this provides opportunity to study robustness to time periods of the predictive improvements we find. For all model analyses reported we take the following prior components. With v 2 βi , v 2 αi and v 2 hi denoting the i th diagonal elements of V β , V α and V h , respectively, we use v hi ∼ G(2, 0.01). For µ h we assume exp(−µ hi ) ∼ G(3, 0.03). The other prior specifications for the LTM models and the simulation size are as in Section 3.
Model fit, forecasting performance and comparisons: 1963/Q1-2001/Q3
We compare analyses based on the LT-VAR model with time-varying variance matrices of Section 4.3, and the standard, non-threshold (NT-VAR) model. The latter is almost equivalent to a August 2012 commonly used TV-VAR of Primiceri (2005) ; the difference is that Primiceri (2005) uses random walks for the time-varying parameters rather than the stationary AR processes we adopt. The MCMC analysis was applied to each of the two models using each of the model orders p = 1, 2, 3 and 4, in parallel. We used the data from 1963/Q1-2000/Q3 and then forecast-by simulation from the implied posterior predictive distributions-over the final 4 quarters up to 2001/Q3. Root mean squared forecast errors (RMSFE) across these out-of-sample forecasts show that each model performs best at p = 3; this value is taken in the following analyses.
Horizon ( We refitted each model 20 times using a rolling window of the data, beginning with sample period 1963/Q1-1996/Q3, moving the window ahead by 1 quarter for the next reanalysis, and repeating to the end of the 2000/Q3 period. For each, we forecast out-of-sample over the next 4 quarters. This defines an extensive predictive evaluation during a period of 5 years up to the end of 2001/Q3, covering varying economic conditions and regimes. Table 2 reports summary RMSFE measures for each forecast horizon (averaged across the three variables) and separately for each variable (averaged across the 4 horizons). Time-varying shrinkage under the LTM evidently contributes to improved predictions, robustly across variables and time, relative to the standard model. The improvement averaged over variables is as much as 14% at the 4-quarter horizon, while naturally being lower though still substantial at shorter horizons. Some insights into contributions of the LTM strategy, for both TV-VAR parameters and volatility matrices, can be seen in the posterior summaries that follow. Further, we have explored additional analyses in which the LTM structure is applied to b t but not a t , and vice-versa. Results from those analyses (not detailed here) confirm that: (i) allowing dynamic sparsity in either b t or a t improves out of sample predictions relative to the standard NT-VAR model; (ii) the LTM for b t alone leads to substantial time-varying shrinkage of the coefficients and contributes much of the predictive improvement; while (iii) the full LT-VAR model with sparsity in both b t and a t substantially improves predictions relative to those models with sparsity in only one or the other components.
Some summaries of posterior inferences
Figures 5-7 show some selected summaries from the MCMC analysis of the LT-VAR model with data over 1963/Q1-2001/Q3. Time-varying sparsity is observed for several of the b ij, ,t coefficients in B t , with estimated values shrinking to zero for some time periods but not others; some coefficients are shrunk to zero over the entire time period analysed. Figure 6 plots posterior means and the 95% credible intervals for the Cholesky elements a ij,t , with posterior probabilities of s aij,t = 0. Here a 21,t is entirely shrunk to zero, while the other elements associated with interest rates are roughly 80-90% distinct from zero with stable time variation in their estimated values. As noted above, sparsity for only one covariance element has a lesser impact on improving predictive performance than does inferred dynamic sparsity in b t . Constraining s it = 1 for all (i, t) and s aij,t = 1 for all (i, j, t) reduces the LT-VAR model to the standard NT-VAR model. Across the full set of MCMC iterations, in this analysis and in a more extensive MCMC of millions of iterates, such a state was never generated. This indicates significant lack of support for the NT-VAR model as a special case. This is also directly evident in the summaries of posterior sparsity probabilities of s * ,t = 0, which very strongly indicate high levels of sparsity within the full LT-VAR model and the irrelevance of a model with no thresholding at all. Figure 7 graphs trajectories of posterior means and 95% credible intervals of the stochastic volatilities h it and exp(h it /2). Several volatile periods reflect non-systematic shocks hitting the economy. After volatile periods in the 1970s and early 1980s, volatilities decay, reflecting the socalled Great Moderation (Cogley and Sargent 2005; Primiceri 2005 ); broad patterns of change over time in inferred residual volatilities concord with prior analyses, while the LT-VAR reduces levels of variation attributed to noise with improved predictions as a result.
A final summary of practical interest relates to impulse response analysis. For models with time-varying coefficients, we need to compute impulse responses repeatedly for each quarter as we move the time window across the sample period. There are several ways to explore impulse responses; here we consider the responses to shocks that are innovations to each of the three time series, with shock levels set at the average of the stochastic volatility level for each time series across the time frame. The impulse responses thus summarize the effects of average-sized structural shocks hitting the VAR system. Figure 8 displays posterior means of the impulse response for 1-, 2-and 3-year ahead horizons from both models. The NT-VAR response profiles resemble those of Primiceri (2005) ; a slight difference arises due to different values of hyperparameters for priors and specification on time-varying parameter process, although the essence of economic interpretation remains unchanged. Our focus here is in comparing the NT-VAR and LT-VAR models. First, the trajectory of the response from the LT-VAR model is smoother than that of the NT-VAR.
(ii) LT-VAR model Figure 8 : Impulse response trajectories for 1-, 2-and 3-year ahead horizons from NT-VAR (upper) and LT-VAR models (lower) for US macroeconomic data. The symbols ε u ↑ → w refer to the response of the variable w to a shock to the innovation of variable u. The shock size is set at the average of the stochastic volatility across time for each series. Compare with results in Primiceri (2005) . August 2012 Effective shrinkage in the TV-VAR coefficients and innovation covariance elements leads to less volatile estimates, and this plays a role in smoothing the time-variation of the projected economic dynamics. Second, the sizes of the responses from the LT-VAR model analysis are smaller than those from the NT-VAR analysis, being clearly shrunk towards zero due to the LTM structure. Based on the significant improvements in predictions discussed above, these findings indicate that the impulse responses from the NT-VAR model can represent over-estimates, at least to some extent, that are "corrected" via the induced time-varying shrinkage in the LTM analysis. We note that these features are replicated in the analysis of the Japanese data from the parallel econometric context, discussed in detail in Appendix D in the on-line Supplementary Material.
Forecasting performance and comparisons: Last five years to 2011/Q4
We now repeat the above study but using the full time series including the more recent 10 years of data. The quarter-by-quarter rolling window analyses were applied beginning with data from 1963/Q1-2006/Q1, and ending with analysis of data from 1963/Q1-2010/Q4. For each of these 20 analyses of the pair of models, we forecast out-of-sample 1-to 4-quarters ahead and computed RMSFE errors as above; see Table 3 . The series evidence far more volatility and unpredictability in 2007-2011, reflected in increased RMSFE measures across all variables and horizons relative to those in the first analysis predicting 1997-2001. Nevertheless, the LT-VAR model again dominates NT-VAR across all variables and horizons, with larger improvements at longer horizons.
Further details appear in Appendix C in Supplementary Material. The RMSFE measures in the table here are posterior means over the MCMC samples; that appendix shows posteriors that more formally substantiate the uniform consistency of improvements under the LT structure, the increased improvements as forecast horizon increases, and the increased ability of the LT-VAR models to maintain improved predictive ability in the more volatile second period of 2007-2011. Table 2 .
Additional formal model assessments are provided by out-of-sample predictive densities. In comparing LT-VAR with NT-VAR, the log predictive density ratio for forecasting h quarters ahead from quarter t is LPDR t (h) = log{p LT-VAR (y t+h |y 1:t )/p NT-VAR (y t+h |y 1:t )} where p M (y t+h |y 1:t ) is the predictive density under model M. Relative forecasting accuracy is represented by this evaluated at the observed data, now comparing the uncertainty represented in predictions between the models, as well as point forecasts. Cumulative sums of LPDR t (1) define log model marginal likelihoods, and hence posterior probabilities, to formally evaluate evidence for LT-VAR versus NT-VAR via Bayesian testing (e.g., West and Harrison 1997, chapters 10 & 12) . Linking to broader applied interests and policy-related decision perspectives, the LPDR t (h) for h > 1 provide further insights into relative forecasting ability at longer horizons. Figure 9 shows that LT-VAR dominates NT-VAR at all time points and for all horizons in each of the time period analyses. The LPDR values are all positive, in- dicating higher predictive density for all cases; the very high values per quarter indicate very strong support for LT-VAR relative to NT-VAR, confirming the earlier discussions on several other aspects of model fit and predictive performance. Cumulating values over each of the two 20-quarter periods with h = 1 gives values that represent log Bayes' factors (log model likelihood ratios) comparing LT-VAR to NT-VAR; for the analysis predicting 1996/Q4-2001/Q3, the value is 308.20; for analysis predicting 2007/Q1-2011/Q4, the value is 31.10. These add substantial quantified support for the predictive dominance of the LT model, and the robustness of forecasting improvements with respect to time period. Also, Figure 9 reflects the increased ability of LT-VAR to improve forecasts with increasing horizon, as the LPDR values are increasing with h uniformly.
Summary comments
By introducing latent threshold process modeling as a general strategy, we have defined an approach to time-varying parameter time series that overlays several existing model classes. The LTM approach provides a general framework for time-varying sparsity modeling, in which timevarying parameters can be shrunk to zero for some periods of time while varying stochastically at non-zero values otherwise. In this sense, the approach defines automatic parsimony in dynamic models, with the ability to dynamically select in/out potential predictor variables in dynamic regression, lagged predictors in dynamic VAR models, edges in dynamic graphical models induced in novel multivariate volatility frameworks, and by extension other contexts not explicitly discussed here including, for example, dynamic simultaneous equations models and dynamic factor models. Global relevance, or irrelevance, of some variables and parameters is a special case, so the model also allows for global model comparison and variable selection.
The US macroeconomic studies, and a companion Japanese data study (Appendix D, Supplementary Material) , illustrate the practical use and impact of the LTM structure. Data induced dynamic sparsity feeds through to improvements in forecasting performance and contextually reasonable shrinkage of inferred impulse response functions. Our extensive model evaluations indicate substantial dominance of the latent thresholded model relative to the standard time-varying parameter VAR model that is increasingly used in econometrics. Comparisons in terms of evaluating the non-threshold model as a special case within the MCMC analysis, comparisons of out-of-sample predictions in two very different time periods-both per variable and across several forecast horizons-, and evaluation of formal statistical log model likelihood measures all strongly support the use of latent thresholding overlaying time-varying VAR and volatility models. Importantly for applications, the LT models are empirically seen to be increasingly preferred by measures of forecasting accuracy at longer horizons, which also supports the view that impulse response analyses, as demonstrated in our two studies, will be more robust and reliable under latent thresholding.
The Japanese study in a very different economy includes a period of time including zero interest rates. The LTM structure naturally adapts to these zero-value periods by eliminating unnecessary fluctuations of time-varying parameters that arise in standard models. This is a nice example of the substantive interpretation of the LTM concept, in parallel to its role as an empirical statistical approach to inducing parsimony in dynamic models. The LT-VAR model provides plausible timevarying impulse response functions that uncover the changes in monetary policy and its effect on the rest of the economy. In a different context, the roles of LT models in short-term forecasting and portfolio analyses for financial time series data are critical; application to detailed portfolio decision problems represents a key current direction (Nakajima and West 2012) .
In addition to such broader applications and extension of the LTM concepts to other models, including to topical contexts such as Bayesian dynamic factor models in economic and financial applications (e.g. Aguilar and West 2000; Carvalho et al. 2011; Wang and West 2009) , there are a number of methodological and computational areas for further investigation. Among these, we note the potential of more elaborate state process models, asymmetric and/or time-varying thresholds, as well as refined MCMC methods including potential reversible jump approaches.
Bayesian Analysis of Latent Threshold Dynamic Models
Jouchi Nakajima & Mike West Supplementary Material: Appendices
A Posterior computation and MCMC algorithm A.1 LT regression model
In the LT regression model defined by eqns. (1)- (3), we describe a MCMC algorithm for simulation of the full joint posterior p(Θ, σ, β 1:T , d|y 1:T ). We assume prior forms of the following:
A.1.1 Sampling Θ and σ
Conditional on (β 1:T , d, y 1:T ), sampling of the VAR parameters Θ reduces to generation from conditionally independent posterior p(θ i |β i,1:T , d i ), for i = 1 : k. First, the conditional posterior distribution of µ i is given by
where T N D i denotes a truncated normal distribution that has a positive density in a region
Second, the conditional posterior density of φ i is
The Metropolis-Hastings algorithm is implemented with a candidate generated as
). The corresponding acceptance probability
Third, σ iη values come from the conditional σ −2
, where the gamma distribution is truncated to
August 2012 in Section A.1.2. Note that the response here is multivariate; the ingredients in the proposal distribution are generalized to
and the MH acceptance probability is
.
Sampling α 1:T
Conditional on (Θ α , d a , β 1:T , h 1:T , y 1:T ) where d a = {d aij }, sampling α 1:T requires the same MH sampling strategy as β 1:T based on the model (10)- (12).
3. Sampling h 1:T Conditional on (Θ h , β 1:T , α 1:T , y 1:T ), defining y * t = A t (y t − X t β t ) and y * t = (y * 1t , . . . , y * mt ) yields a form of univariate stochastic volatility:
where µ hi , φ hi and v 2 hi are the i-th (diagonal) element of µ h , Φ h and V h , respectively. As in Primiceri (2005) and Nakajima (2011), we can adopt the standard, efficient algorithm for stochastic volatility models (e.g., Kim et al. (1998) , Omori et al. (2007) , Shephard and Pitt (1997) , Watanabe and Omori (2004) ) for this step.
Sampling
Conditional on (β 1:T , d) and (α 1:T , d a ), sampling Θ β and Θ α , respectively, is implemented as in Section A.1.1. Conditional on h 1:T , sampling Θ h also follows the same sampling strategy, although it does not require the rejection step associated with the thresholds.
Sampling (d, d a )
Conditional on all other parameters, we generate the latent thresholds d and d a using the sampler described in Section A.1.3.
B Empirical evaluation of MCMC sampling
This appendix reports performance of the MCMC sampler for the LTM in the simulation example. Figure 10 plots autocorrelations and sample paths of MCMC draw for selected parameters of the simulation example (Section 3). In spite of non-linearity of the model structure, the autocorrelations decay quickly and sample paths appear to be stable, indicating the chain mixes well. In addition, MH acceptance rates are empirically high: about 80% for the generation of β t and α t , about 40% for d and d a , and about 95% for (Θ β , Θ α ) in the application to macroeconomic data.
To check convergence of MCMC draws, the convergence diagnostic (CD) and relative numerical efficiency measure (a.k.a., effective sample size) of Geweke (1992) are computed. Table 4 reports the CDs (p-values for null hypothesis that the Markov chain converges) as well as inefficiency factors (IFs) for the selected parameters. The CDs indicate the convergence of the MCMC run and the effective sample size is fairy small relative to standard non-linear dynamic models. Note the uniform consistency of improvements under the LT structure, increased improvements as forecast horizon increases, and increased ability of the LT-VAR models to maintain improved predictive ability in the more volatile second period (ii). Posterior means of RMSFE are in Tables 2  and 3 of the main paper.
D Application to Japanese macroeconomic data D.1 Data
We analyze the m = 3 time series giving the quarterly inflation rate, national output gap and short-term interest rate gap in the Japanese economy during 1977/Q1-2007/Q4, following previous analyses of related time series data (Nakajima et al. 2010; Nakajima 2011 ); see Figure 12 . The inflation rate gap is the log-difference from the previous year of the Consumer Price Index (CPI), excluding volatile components of perishable goods and adjusted for nominal impacts of changes in consumption taxes. The output gap is computed as deviations of real from nominal GDP, defined and provided by the Bank of Japan (BOJ). The interest rate gap is computed as log-deviation of the overnight call rate from its HP-filtered trend. One key and evident feature is that the interest rate gap stays at zero during 1999-2000, fixed by the BOJ zero interest rate policy, and again in 2001-2006 when the BOJ introduced a quantitative easing policy. Iwata and Wu (2006) proposed a constant parameter VAR model with a Tobit-type censored variable to estimate monetary policy effects including the zero interest rate periods. In contrast to that customized model, the LTM structure here offers a global, flexible framework to detecting and adapting to underlying structural changes induced by economic and policy activity, including such zero-value data periods. We take the same priors as previous analyses. 
D.2 Forecasting performance and comparisons
We fit and compare predictions from the NT-VAR and LT-VAR models, as in the study of the US time series. Based on evaluation of RMSFE across the out-of-sample forecasts for the final 4 quarters, it is clear that the LT-VAR models perform best when p = 2 is assumed, while the nonthreshold TV-VAR models perform best with more elaborate models, taking p = 4. The fact that the LTM strategy leads to improved short-term predictions based on reduced dimensional, and hence more parsimonious models is already an indication of the improved fit and statistical efficiency induced by latent thresholding.
Some summaries of out-of-sample predictive accuracy appear in Table 5 . We computed RMSFE Table 5 : Forecasting performance for Japanese macroeconomic data: RMSFE for 1-to 4-quarter ahead predictions from NT-VAR and LT-VAR models, averaged over the 3 variables at each horizon.
for ten different selections of subsets of data: beginning with the sample period from 1977/Q1-2004/Q3, we fit the model and then forecast 1-to 4-quarters ahead over 2004/Q4-2005/Q3, and then repeat the analysis rolling ahead 1 quarter at a time. Again, the LT-VAR model dominates, improving RMSFE measures quite substantially at all forecast horizons and quite dramatically so at the longer horizons. Improvement relative to the standard NT-VAR are much more distinctive than that of the US macroeconomic data, providing almost half of RMSFE at the 4-quarter horizon. The Japanese data include zero interest rate periods, therefore the benefit from time-varying shrinkage is perhaps expected to be larger than in the US study.
D.3 Some summaries of posterior inferences
Figure 13 displays the posterior means over time of the time-varying coefficients, as well as the posterior probabilities of s it = 0 for the LT-VAR model. Some marked patterns of time-varying sparsity are observed for several coefficients. Figure 6 plots the posterior means, the 95% credible intervals of a ij,t and the posterior probabilities of s aij,t = 0. Here a 21,t has a relatively distinctive shrinkage pattern, with a coefficient that varies slightly and is roughly 50% distinct from zero over most of the time frame, whereas the other two elements -that link directly to the interest rate series -are shrunk to zero with posterior probability close to one across the entire period. Figure 7 graphs the posterior means of the stochastic volatility, h it and exp(h it /2), together with their 95% credible intervals. Several volatile periods are observed for the inflation and interest rates series around 1980. It is quite understandable and appropriate that the volatility of the interest rate gap series is estimated close to zero during the zero interest rate periods. Figure 8 displays posterior means of impulse response for one-, two-and three-year ahead horizons. In this comparison, we fitted both the NT-VAR model and the LT-VAR using p = 2 lags. The LT-VAR model provides econometrically reasonable responses: the responses of inflation and output to an interest rate shock shrinks to zero during the zero interest rate periods for all horizons. This is not obtained from the NT-VAR model; there the associated time-varying coefficients and covariance components are fluctuating in non-zero values. The responses from the LT-VAR model indicate that the reactions of short-term interest rates to inflation and output decay after the beginning of the 1990s, and afterwards stay at zero due to the zero interest rates. Since the BOJ terminated the quantitative easing policy in 2006, small responses of interest rates are estimated after 2006. The LT-VAR model also suggests that the responses of inflation decay more dramatically to zero in the 1990's than the VAR model indicates. The responses of output to interest rates and to output itself decline more clearly in the LT-VAR model than in the VAR model. These differences obviously result from the LTM structure, which provides these plausible implications for the Japanese macroeconomic analysis as well as the improved multi-step-ahead predictions already discussed.
In addition, Figure 17 reports impulse response with credible intervals computed from posterior (ii) LT-VAR model Figure 16 : Impulse response trajectories for one-, two-and three-year ahead horizons from the VAR model (upper) and LT-VAR model (lower) for Japanese macroeconomic data. The symbols ε a ↑ → b refer to the response of the variable b to a shock to the innovation of variable a. The shock size is set equal to the average of the stochastic volatility across time for each series.
(i) Response of interest rate to GDP shock (ε x ↑ → i)
(ii) Response of inflation to GDP shock (ε x ↑ → p) Figure 17 : Impulse response trajectories with credible intervals from the NT-VAR (left) and LT-VAR (right) models for Japanese macroeconomic data. Posterior median (solid) and 75% credible intervals (dotted).
August 2012 draws from NT-VAR and LT-VAR models. Trajectories of posterior median and 75% credible intervals are plotted for responses of the interest rate and inflation to a GDP shock. In both responses, the credible intervals from the LT-VAR model are narrower than that from the NT-VAR and theirs spread is more time-varying; the advantage of LTM structure is obvious particularly in the zero interest rate periods. In addition to the improvements in forecasting performance, these findings confirm that the posterior outputs from the LT-VAR provides more plausible evidences for the macroeconomic dynamics.
