Abstract Partial-order reduction is one of the main techniques used to tackle the combinatorial state explosion problem occurring in explicit-state model checking of concurrent systems. The reduction is performed by exploiting the independence of concurrently executed events, which allows portions of the state space to be pruned. An important condition for the soundness of partial-order-based reduction algorithms is a condition that prevents indefinite ignoring of actions when pruning the state space. This condition is commonly known as the cycle proviso. In this paper, we present a new version of this proviso, which is applicable to a general search algorithm skeleton that we refer to as the general state exploring algorithm (GSEA). GSEA maintains a set of open states from which states are iteratively selected for expansion and moved to a closed set of states. Depending on the data structure used to represent the open set, GSEA can be instantiated as a depth-first, a breadth-first, or a directed search algorithm such as Best-First Search or A*. The proviso is characterized by reference to the open and closed set of states of the search algorithm. As a result, it can be computed in an efficient manner during the search based on local information. We implemented partial-order reduction for GSEA based on our proposed proviso in the tool HSF-SPIN, an extension of the explicit-state model checker SPIN for directed model checking. We evaluate the state space reduction achieved by partial-order reduction using the proposed proviso by comparing it on a set of benchmark problems to the use of other provisos. We also compare the use of breadth-first search (BFS) and A*, two algorithms ensuring that counterexamples of minimal length will be found, together with the proviso that we propose.
Introduction
Model checking [5] is a formal analysis technique for the verification of hardware and software systems. Given the model of the system as well as a property specification, typically formulated in some temporal logic formalism, the state space of the model is analyzed to check whether the property is valid or not. The work that we present in this paper focuses primarily on explicit-state model checking, even though we contend that some of the ideas may also be applicable to symbolic model checking.
The practicability of model checking is challenged by the size of the state space that needs to be analyzed, known as the combinatorial state explosion problem, which is mainly due to concurrency, i.e., the state space of a system grows exponentially with the number of concurrent components. Different approaches have been proposed to tackle state space explosion as caused by concurrency, on which we will focus in the sequel. One of the most successful of those techniques is partial-order reduction (POR) [5, 12, 29, 30, 32, 34] . The reduction is performed by exploiting the independence of concurrently executed events to allow portions of the state space to be pruned. An important condition for the soundness of POR-based reduction algorithms is a condition that prevents indefinite ignoring of actions when pruning the state space. This condition is commonly known as the cycle proviso. In this paper, we propose a new version of this proviso that is applicable to a general state search algorithm skeleton also known as the general state exploring algorithm (GSEA) (Fig. 1 ). GSEA maintains a set of visited but not expanded states that we will refer to as the open set, as well as a set of visited and expanded states that we refer to as closed set. The algorithm skeleton iteratively selects states from the open set for exploration and moves them to the closed set when they have been fully expanded and explored. Depending on the data structure used to represent the open set, GSEA can be instantiated as depth-first search (DFS), breadth-first search (BFS), or a directed search algorithm such as Best-First Search (BF) or A*.
Unlike during full state space exploration, a search using POR expands only a subset of the enabled actions in a given state, called the ample set. The actions outside the ample set are temporarily ignored. However, an action could be permanently ignored along some cycle in the reduced state space, which may lead to behavioral differences between the original and the reduced state space that would render the POR unsound. To illustrate this point, consider a state s that appears in both the full and the reduced state spaces. An action a is (permanently) ignored if it is executed in s in the full state space, but it is ignored along all execution sequences starting at s in the reduced state space.
To prevent this from happening, we propose that at least one state s, which is directly reachable via an action from the ample set has not been visited before or it is in the set of open states. Otherwise, the ample set consists of all enabled transitions which means that for s no reduction can be performed. We refer to our proposed condition as the open set proviso. For simplicity, in the remainder of this introductory section, we treat the newly generated unvisited states also as open states, since they will eventually be entered in the open set.
The intuition behind the open set proviso is that the ignoring problem is postponed until state s is expanded later. Since additional classical constraints on PORs require the ignored actions to be independent of the actions contained in the ample set, the ignored actions remain enabled in the open set. As a consequence actions will be either selected in the ample set of s and executed immediately, or they will be delayed until another open state reachable from s is executed. Under the assumption that the GSEA algorithm terminates, one can show that this postponement will eventually stop. This is since GSEA is guaranteed to terminate with an empty open set.
The open set proviso is a generalization of the cycle proviso for POR with BFS [3] implemented in the model checker SPIN [15] . The BFS POR proviso in turn was inspired by the algorithm presented in [1] for the application of POR in symbolic state space exploration.
Since it is characterized in terms of the open set of states in GSEA, the open set proviso can be computed in an efficient manner during the search based on local information, i.e., information about the currently expanded state and its successors. As mentioned above, GSEA can be instantiated as a DFS, a BFS, or a directed search algorithm. As it was shown by many authors (see, for instance, [9] and the references therein), the use of heuristically guided search algorithms, which is referred to as directed model checking, can significantly improve the error-detection capabilities of explicit state model checking. The fact that GSEA is an on-the-fly model checking algorithm makes it prima facie an adequate choice for joint use with POR.
We implemented POR for GSEA based on our proposed proviso in the tool HSF-SPIN [9] , an extension of the model checker SPIN for directed model checking. We evaluate the state space reduction achieved by POR using the open set proviso by comparing it on a set of benchmark problems to other reduction approaches.
With the development of a proviso that is applicable to BFS as well as A*, which is one of the most successful algorithms applied in directed model checking, we can experimentally address a further relevant issue. When checking safety properties, both BFS and A* are capable of returning counterexamples of minimal length if an erroneous state is found in the state space. The usage of BFS without POR is often impossible due to the memory needs of this algorithm, but this obstacle to its application is partially remedied by the availability of an efficient POR, which this paper as well as some previous papers offer. It is hence interesting to see how both optimal algorithms perform when used to find errors with the proposed proviso. Related Work. The work presented in this paper expands on work first published in [4] .
The POR algorithm of [1] is applicable to symbolic state space exploration. As it is typical for symbolic model checking, the approach is based on BFS. Unlike the approach proposed in this paper, the algorithm proposed in [1] is not dealing with the reopening of states. Reopening is a technique used by some heuristic algorithms to guarantee counterexamples of optimal length. Further, the practical side of the theory in [1] hinges on the concept of history function, which assigns to each state a set of states that is incompatible with the explicit state setting in which we operate. The states in the history can be seen as potentially "dangerous" because they can lead to a cycle. By requiring that at least one action leads outside the "dangerous" set, i.e., at least one successor state does not belong to the history, one ensures that at least one action from the ample set does not close a cycle. Therefore, the temporarily ignored transitions can be safely postponed. To be useful in practice, there should be a simple criterion to define such history sets. For example, in the context of explicit state model checking, assuming DFS exploration, the history set of the currently expanded state s consists of the states, which are on the DFS stack. If at least one of the successors is not on the DFS stack, we are sure that at least one transition from the ample set does not close a cycle. To avoid cycles, the definition of history requires that for no two states s, s , s belongs to the history of s and, vice versa, s is in the history of s. Because of the reopening of states that GSEA performs, a direct application of the history concept is not possible, since the set of open states that GSEA maintains does not satisfy such a requirement. A similarity with our approach, however, lies in the fact that we express our proviso as well in terms of the open set.
A proviso that we will refer to as the visited proviso is proposed in [9] . It requires that at least one newly generated state is not one of the already visited states. As the set of open states is a subset of the visited states, the open set proviso is weaker than the visited proviso. As a result, reductions that are refuted by the visited proviso are allowed by the open set proviso. Our experiments show that the open proviso outperforms the visited proviso.
Note that at first sight POR and directed model checking are competing techniques, since both aim at a form of state space pruning. It is conceivable that the POR decides to prune portions of the state space that contain the shortest counterexample. However, the experimental results published in [9] suggest that this is not a problem for practical verification problems, i.e., a loss of solution quality of the directed model checking when using it jointly with POR can often not be observed, or otherwise it is minor.
In another work [18] , the authors exploit the fact that the concurrent systems we work with are defined by a parallel composition of sequential processes. This leads to the formulation of a static version of the cycle proviso, the static proviso. This variant of the proviso does not depend on the search status but on information regarding control flow cycles of component processes that is gathered at compile-time. The static proviso is in general much stronger than the previously discussed provisos. Nonetheless, as our experiments show, in practice, it tends to be less efficient than the open set proviso.
Alternatives for the cycle proviso are presented in [21] and [20] . Both references assume DFS exploration of the state space and are therefore not directly applicable to our setting.
An adaptation for BFS of the algorithm in [21] is proposed in [27] . The very short description of the POR algorithm in [27] does not provide sufficient detail to allow for a meaningful comparison with our approach. However, reconciling this approach with ours might be an interesting subject for future research. Paper outline. In Sect. 2, we review the foundations of labeled transition systems, POR and directed model checking. Our approach toward an efficient POR for general state space exploring algorithms is introduced in Sect. 3. We describe our experimental results in Sect. 4 and conclude in Sect. 5.
Preliminaries

Transition systems
Our approach mainly targets the verification of asynchronous systems where the global state space is constructed as an asynchronous product of a set of local component processes. We assume an interleaving model of execution. To reason formally about such systems, we introduce the notion of a labeled transition system. 1 Definition 1 (Labeled transition system) A labeled transition system (LTS) is a four-tuple (S,ŝ, A, τ ), where S is a finite set of states,ŝ ∈ S is the initial state, A is a finite set of actions, and τ : S × A → S is a (partial) transition function.
When the LTS is clear from the context we omit the T subscript. A state s ∈ S is a deadlock state iff enabled(s) = ∅.
The transition function τ of LTS T induces a set
To improve readability, we write s a → s for (s, a, s ) ∈ T . We also say that s is a successor of s.
As in most POR methods (see [5] and the references therein), our approach deals with deterministic transition systems. However, strictly speaking, for the preservation of deadlocks and local safety properties (assertions), this is not needed. The proofs from the literature for those kind of properties can be easily adapted for the nondeterministic case. However, nondeterminism is not a severe limitation in our case, because we mainly focus on concurrent languages such as Promela, where nondeterminism is due to the interleaving semantics and nondeterministic choices in control flow, but transitions correspond to deterministic instances of statements. For partial order methods dealing with nondeterministic transitions, we refer the interested readers to [33] .
An execution sequence of an LTS T is a (finite) sequence of consecutive transitions in T . For any natural number n ∈ IN, states s i ∈ S and actions a i ∈ A with i ∈ IN and 0
State s n is said to be reachable from state s 0 . A state is said to be reachable in T iff it is reachable fromŝ.
Partial-order reduction
The basic idea of state space reduction is to restrict the part of the state space of a concurrent system that is explored during verification in such a way that all properties of interest are preserved. POR exploits the independence of properties from the many possible interleavings of the individual actions of a concurrent system. In our experimental context, actions can be seen to Promela statements.
To be practically useful, a reduction of the state space must be achieved on-the-fly, during the construction and traversal of the state space. This means that it must be decided per state which transitions, and hence which subsequent states, must be considered. In the following let T = (S,ŝ, A, τ ) be some LTS.
Definition 2 (Reduction) For any reduction function r :
S → 2 A , we define the (partial-order) reduction of T with respect to r as the smallest LTS T r = (S r ,ŝ r , A, τ r ) satisfying the following conditions:
Note that the definition implies that, for every s ∈ S r and a ∈ A, if τ r (s, a) is defined, then also τ (s, a) is defined and τ r (s, a) = τ (s, a). Formally, if the function r (s) is fixed in advance, the reduced LTS T r is independent of the particular algorithm with which it is generated. In practice, r (s) is computed on-the-fly during the generation of T r ; so the latter may depend on the algorithm. Not all reductions preserve all properties of interest. Depending on the properties that a reduction must preserve, we have to define additional restrictions on r . To this end, we need to formally capture the notion of independence. Actions occurring in different processes can easily influence each other, for example, when they access global variables. The following notion of independence defines the absence of such mutual influence: two independent actions neither disable nor enable one another and they are commutative.
Definition 3 (Independence of actions) Actions a, b ∈
A with a = b are independent in a given state s ∈ S iff the following holds:
Actions that are not independent are called dependent. The following conditions are sufficient for preservation of deadlocks [12, 13, 26, 31] :
→ s n of length n ∈ IN \ {0} such that a i ∈ r (s) for all i ∈ IN with 0 ≤ i < n, it holds: action a n−1 is independent in s n−1 with all actions in r (s).
In this paper, we focus on subclasses of safety properties that include Promela assertions [15] , which can be considered as code annotations stating the truth of a state predicate.
The main obstacle in the verification of safety properties is the action ignoring problem, which was identified for the first time in [32] . Informally, the ignoring problem occurs when a reduction of a state space ignores the actions of an entire process. For instance, if there is a cyclic process in the system, which contains only globally independent actions, i.e., does not interact with the rest of the system, the reduction algorithm could ignore the rest of the system by choosing only actions of this process in r (s). An action a is ignored in a state s ∈ S r iff a ∈ enabled T (s) and for all s , which are reachable in T r from s, it holds a ∈ enabled T r (s ). An action is ignored in T r iff it is ignored in some state s ∈ S r . So, the following condition prevents action ignoring:
-C2ai: For every s 0 ∈ S r and every a ∈ A, if a ∈ enabled T (s), then there exists an execution sequence s 0
In other words, each delayed transition in s must be eventually executed in a state reachable from s. Condition C2ai implies that each execution sequence σ derived from the original state space starting in s has a representative in the reduced state space. A representative violates the safety property iff the sequence in the nonreduced state space violates the property [1] . If we see the execution sequence as a sequence of actions, this representative is a permutation of an action sequence obtained by extending σ with another (possibly empty) action sequence σ from the original state space. More formally, the claim is given by the following theorem: 
Proof of the above theorem can be found in [32] . Analogous results were proven using different versions of the condition that prevents action ignoring (e.g. [12] ). Theorem 1 is a meeting point of almost all existing POR-like techniques. It implies preservation of various classes of safety properties (for instance, see [34] for an overview). Among them are also Promela assertions that can be fitted in a straightforward way in one of the existing approaches like assertions in the sense of [12, 16] , fact transitions of [32] , or local properties of [1] .
Directed model checking
Explicit-state model checking is primarily state space search. For memory efficiency reasons, the most commonly used algorithms are DFS for safety property verification and nested DFS for liveness property checking. The verification of safety properties can be performed with BFS, which is rather memory inefficient in comparison with DFS. To be able to reconstruct paths to states, BFS needs to store a predecessor link with each state. In addition, the search horizon in BFS grows exponentially with the depth while only linearly in DFS. For a deeper comparison of BFS and DFS for verification purposes we refer to [19] . However, BFS guarantees to find an error on an optimally short path. Since short paths into property violating states are helpful in debugging, various approaches, for instance [9] , suggested the use of heuristically guided search algorithms such as best-first search (BF) and A* in the state space search, an approach to which some authors refer to as directed model checking (DMC). Such algorithms hold the potential of locating safety property violating states on short or even optimally short error paths while requiring less states to be stored than BFS. They accomplish this by functions that heuristically assign to each state a value representing the desirability of exploring it. Typical heuristics, for instance, estimate the distance of a state to the set of error states. The heuristic function takes structural properties of the state space as well as properties of the requirements specification into account.
In this paper, we base the construction of a cycle proviso for POR performed in the course of executing a GSEA-type search. The algorithm in Fig. 1 generalizes most of the search algorithms used in directed model checking. GSEA divides the set of system states S into three mutually disjoint sets: the set Open of visited but not yet expanded states, the set Closed of visited and expanded states, and the set of unvisited states. The algorithm performs the search by extracting states from Open and moving them into Closed (line 4). States extracted from Open are expanded, i.e., the respective successor states are generated (lines 6,7). If a successor of an expanded state is neither in Open nor in Closed it is added to Open (line 9). Based on the processing done by function reopenO K a state can be reopened, i.e., after it is deleted from Closed (line 8) it is reinserted in Open (line 9). DFS (respectively, BFS) can be defined as an instance of the general algorithm presented above, which does not perform reopening of states and where Open is implemented as a stack (respectively, queue). Notice that GSEA is not guaranteed to terminate. The termination depends on the state reopening policy, i.e., on the function reopenO K . However, in the sequel, we consider only instances for which the termination is guaranteed. Of course, whenever a goal is found, which in model checking means that an error state is found, the algorithm terminates returning a solution consisting of an execution path from the initial state into the property violating state. We refer to this offending path as a counterexample.
Heuristic search algorithms successfully used in DMC include the nonoptimal algorithm BF and the optimal algorithm A* [14] . A* is an extension of Dijkstra's single-source shortest path algorithm. It uses estimates of the goal distance as well as the length of the path from the initial state to the current state to determine the expansion order among the successor states to some given state. We present a variant of A* suitable to verify safety properties in Fig. 2 . It can also be considered a variant of GSEA if one interprets Open as a priority queue in which the priority of a state s is determined by a value f . The f value for a state s is computed as the sum of (1) the length s.g of the currently found shortest path from the start state to s and (2) the estimated distance h(s) from s to a goal state. A* can perform a reopening of states. This means that it can move states from Closed to Open when they are reached along a path that is shorter than any path that 
transition has a unit cost of 1, corresponding to the step distance between adjacent states. If nonmonotone heuristics are applied, the number of reopenings can be exponential in the size of the state space. However, even if many of the heuristics that we use cannot be proven to be monotone, experimental experience has shown that in practical protocol validation examples states are very rarely reopened [10] . An interesting property of A* is that if h is a lower bound of the distance to a goal state, then A* will always return the shortest path to a goal state [22] .
A key challenge in directed model checking is the determination of appropriate heuristics. In precursory work, heuristics based on the structure of the property specification, in particular on the syntactic structure of LTL formulae, on local state machine distances as well as property specific heuristics, for instance for deadlock detection, were developed and experimentally evaluated. For more information on directed model checking, as well as the tool HSF-SPIN, we refer to [9, 10] and the references given in those papers.
When applying POR in the context of directed model checking one is faced with two challenges: (a) The pruning of a part of the state space leads to suboptimality of the combined method, since optimal error traces may be cut away by the reduction. Experimental results [10] show that in practical examples the suboptimal solutions are very close to the optimal solutions, if a discrepancy can be detected at all. (b) Algorithms such as BF and A* lack a search stack; hence, a stack-based action prevention condition, such as that used when implementing POR for DFS-based state space exploration, cannot be used. The authors of [10] therefore applied two independent over-approximations of the cycle proviso that do not rely on the presence of a search stack (cf. our discussion in Sect. 3), namely the static and visited provisos.
The open set proviso for GSEA
Condition C2ai from Sect. 2.2 is stated as a global property of the state space and as such it is expensive to check. Therefore, for practical purposes, it is important to have a possibly stronger condition (which implies C2ai), but which can be locally checked in an efficient way. For particular state expanding strategies, such stronger versions of the ignoring condition exist. For instance, for DFS, there exists a simple locally checkable condition, the stack proviso. For each expanded state s in the reduced state space, we require that there exists at least one action a in the reduced action set r (s) and a state s ∈ S r such that s a → s and s is not on the DFS stack. In other words, at least one transition from r (s) must lead to a transition outside the stack, i.e., must not close a cycle. Otherwise, r (s) = enabled T (s). An analogous version of this condition exists also for BFS [3] , namely the queue proviso, which requires at least one state reachable from s through an action of r (s) to be either not visited or to be in the search queue. Otherwise, r (s) = enabled T (s). As a matter of fact, the proviso we propose in this paper is a generalization of the queue proviso.
The open set proviso
The POR version of the GSEA (POR GSEA) differs from the original of Fig. 1 in line 6 only, where enabled T (s) is substituted by r (s). We now put the emphasis on the new version of the action ignoring prevention condition. The conditions C0a, C0b, and C1 do not depend on the search order, as is argued in [9] . Consequently, they may remain unchanged. Only the condition for ignoring prevention should be adjusted to comply with the general search. To prevent action ignoring, we require that for the currently expanded state s at least one action of r (s) leads to a state s that will be processed later by the algorithm. This means that s is unvisited or it has been visited already but it is in the Open set. The intuition is that the solution to the ignoring problem is postponed until state s is expanded later. The actions, which are temporarily ignored in s, remain enabled in s . This is because by the persistence condition C1 they are independent of the actions in r (s) and therefore they cannot be disabled. Under the assumption that the algorithm terminates, i.e., that the Open set eventually becomes empty, such a postponement will eventually stop. In other words, we will eventually arrive at a state for which all transitions lead to visited states outside Open. For such a state, the open proviso is not satisfied and therefore the set of explored actions cannot be reduced. Consequently, at that point, we are guaranteed that all possibly postponed actions will be explored.
More formally, we require that in addition to conditions C0a, C0b, and C1, the reduced set r (s) also has to satisfy the open set proviso for each state s ∈ S r immediately before its use in the algorithm:
-C2o (open set): There exists at least one action a ∈ r (s) and a state s ∈ S r such that s a → s and s ∈ Closed.
Otherwise, r (s) = enabled T (s).
Note that the proviso is checked before the line in the POR GSEA algorithm that corresponds to line 6 of the original GSEA algorithm depicted in Fig. 1 .
Next we show that C2o implies C2ai to hold for the reduced state space. This entails via Theorem 1 preservation of safety properties by the POR GSEA algorithm.
Lemma 1 Let T = (S,ŝ, A, τ ) be an LTS with a reduction function r that satisfies conditions C0a, C0b, C1, and C2o. Further, let us assume that the POR GSEA algorithm terminates when applied on the initial stateŝ and produces the reduction T r . Then r satisfies the ignoring prevention condition C2ai.
Proof The proof is by induction over the decreasing order in which the states are removed from Open. As in general each state can be reinserted in Open several times, we establish the ordering based on the last removal of the state. To this end, we assign to each state a number n ∈ IN, which we call the removal order of the state. The state, which is removed as the very last, is assigned the number |S r |−1, where |S r | is the number of states in S r , while the one, which is removed first, is assigned 0. Such an ordering is always possible because of the assumption that POR GSEA terminates. As a consequence, the set Open eventually becomes empty and there exists some state s, which is removed last from the Open set.
Base case: Let s be the state with the highest removal order, i.e., s is removed as the last state from Open. Consider the very last removal of s from Open. Since Open is empty, all successors of s must be in Closed. (If they were new they would be inserted in Open-line 9 in Fig. 1 -and as such removed for the last time after s, which is a contradiction.) So, by condition C2o, r (s) = enabled T (s), i.e., all enabled actions will be explored. The prevention condition C2ai holds trivially.
Inductive step: Let s be the state with removal order n. We assume that for each state s with removal order greater than n, i.e., which is removed for the last time from Open after s is removed for the last time, the following holds: for each a ∈ r (s ), there exists a state s reachable via an execution sequence in the reduced state space such that a ∈ r (s ). Consider the very last removal of s from Open. If r (s) = enabled T (s) C2ai holds trivially. So, let us assume that r (s) is a proper subset of enabled T (s). By condition C2o, there exists at least one action b ∈ r (s) and a state s ∈ S r such that s b → s and s ∈ Closed. This implies that s is either a new unvisited state and it will be inserted in Open or it is already in Open. Since it follows from the assumption that s is already removed, before it is expanded, for the last time from Open (line 4 of the POR GSEA algorithm), we are sure that s will be removed from Open for the last time after s. Let a be an action, which is not in r (s), i.e., it is postponed. By the persistence condition C1, actions a and b are independent and therefore a is enabled in s . By the induction hypothesis, there exists a state s reachable from s via a transition sequence in the reduced state space.
The concatenation of s b
→ s and the execution sequence from s to s gives the desired execution sequence from s to s .
After proving the termination of the concrete version of the POR GSEA algorithm, its correctness follows by Lemma 1 and further by Theorem 1. Evidently, termination of the concrete version of the POR GSEA algorithm depends on the reopening strategy. Practical strategies, however, guarantee termination. Proofs of termination of A * and similar directed search algorithms discussed in Sect. 2.3 can be found in Sect. 3.1.2 of [28] . Since the POR versions of those algorithms work on a subset of the original state space, it is trivial to adapt the argument from [28] to the case of the state space reduced by POR. For another, more direct argument for the termination of the instances of the POR GSEA skeleton, see Appendix.
In analogy with the DFS case [17, 29] , accompanied with some additional restrictions on r [11, 30] We refer the reader to Appendix for further details.
Efficiently computable cycle provisos
We now turn to the problem of finding efficiently computable cycle provisos for A*. Using the observation made in [18] to prevent global cycles, one has to break all local cycles of the involved concurrent processes; in [10] , a static POR method was adapted to the A*-based directed model checking setting. The method relies on marking one action in every local control cycle as "sticky." It is then enforced that no sticky action is allowed in an ample set of a state if the state is not fully expanded. The resulting proviso C2s is defined as the following condition (for the details we refer to the literature) on the reduced set r (s) of a state s being expanded.
-C2s (static): There exists no sticky action a ∈ r (s) such that s a
→ s . Otherwise, r (s) = enabled T (s).
A second idea proposed in [10] and inspired by a proviso used in symbolic model checking [1] was to enforce breaking cycles by requiring that at least one transition in the ample set does not lead to a previously visited state, which lead to the following condition: -C2v (visited): There exists at least one action a ∈ r (s) and a state s ∈ S r such that s a → s and s ∈ Closed ∪ Open.
Otherwise, r (s) = enabled T (s).
It is worth noting that C2o implies C2v, which points at a potentially superior performance of C2o. In fact, in the experimental section, we will show that on practical examples C2o performs significantly better than C2v. For safety properties, it was shown that C2s and C2v entail the cycle proviso defined in [10] . There it was also shown that while C2s and C2v are strictly stronger than C2ai, leading to a weaker state space reduction, they could still ensure significant reductions on practical examples.
Experiments
This section presents experimental results that evaluate the performance of the proposed proviso. We implemented the approach described in our paper in the tool HSF-SPIN [9] and performed various experiments in which we compare our proposed proviso with the performance of other, previously proposed provisos for BFS and A*. We use various models in our experiments: A leader election algorithm (leader) [8] that solves the problem of finding a leader in a ring topology; a model of a concurrent program that solves the stable marriage problem (marriers(n)) [23] ; the CORBA GIOP protocol (giop(n,m)) [24] , which is a key component of the OMG's common object request broker architecture (CORBA) specification; the preliminary design of a plain old telephony system (pots) [25] ; the bounded retransmission protocol (brp) [6] , which is used in Philips products; a steam generator controller (sgc) [35] ; a bus arbiter (bus(n)) [7] ; and a database manager protocol (dbm(n)) [2] . A description of these models can be found in [9] . Note that some of these models have been used in benchmarking PORs before, and that most of them have real-life system complexities. For parameterized scalable models, we indicate the instantiated parameters using brackets after the name of the protocol.
Our first set of experiments is devoted to a specific case of the GSEA, namely BFS. None of the previous works on BFS with PO [3, 9] presents a comparison with C2o. The results of [9] , which do not consider C2o, show that none between the visited proviso (C2v) [9] and the static proviso (C2s) [18] is better than the other. In contrast, the results of [3] do not consider C2s but show that an instance of C2o for BFS is significantly better than C2v. The main question to investigate is therefore how C2o performs in comparison to C2s. Table 1 depicts results obtained by exploring the state space of some models, where a depth bound is imposed in those cases where an exhaustive exploration is not feasible within a memory bound of 512 MB. The exploration is performed using BFS as search algorithm in combination with various reduction methods: no POR at all (no), no action ignoring prevention (C2i), and the provisos C2v, C2s, and C2o. Note that C2i leads to an unsound reduction. We introduce it only to assess the other provisos in terms of the number of ample sets that they refuse. For each experiment, we present the size of the state space (s) in Megabytes, the amount of memory required (m), and the running time (r ) expressed in minutes:seconds.milliseconds.
C2o with BFS
The first thing we observe is that C2o performs better than C2v. This, for instance, becomes especially obvious in the case of the giop model where C2o explores about three times less states. Regarding the comparison with the C2s proviso, the C2o-based reduction performs better in all cases. Here, the leader model is the most significant example, since C2o explores almost four times less states. Finally, by comparing the columns C2o and C2i, we observe that C2o refuses ample sets in the giop, pots, brp, dbm, and sgc models only. In the cases of giop, pots, and dbm, the difference is minor, below 1%. For sgc, it is around 5%, and for brp, it is around 20%. This indicates that in most cases C2o is leading to the greatest possible reduction in the size of the state space or is very close to it. Note that when the exploration with C2o results in equal state spaces as when ignoring the proviso, there is a small difference in the running time that can be traced to the overhead caused by computing the proviso. 
C2o with directed model checking
We continue the evaluation of the C2o proviso in a different setting, namely where the goal is error detection and directed model checking algorithms like A* and BF are used. The results of [9] show no clear winner between C2v and the C2s. Hence, the first question to answer is whether C2o outperforms C2s. Second, we would like to find out to what degree C2o is actually superior to C2v. To answer this last question, we extend the results presented in [9] with C2o and extend all experiments to those benchmark models that were not used in [9] . Table 2 depicts the results. As in the previous set of experiments, in many cases, C2o performs significantly better than C2v. Consider, for instance, the models marriers and giop, where the number of states explored with C2o is only about half the number explored with C2v. An interesting result is that in the dbm model C2v outperforms C2o. This seemingly contradicts the assertion that C2o implies C2v, i.e., that C2v is the weaker reduction method. Note that this entails that the reduction of the full state space with C2o is at least as big as the one achieved with C2v. However, we are searching for existing errors in the state space and that the search terminates when we find the error. In this situation, POR can delay the selection of transitions that lead to the error states. It is therefore possible that the stronger reduction strategy delays the finding of an error more than the weaker strategy, which leads to the result that we observe in this case. A similar phenomenon was first identified in [10] . On the other hand, there is no clear winner between the C2o and C2s provisos. C2s prevails over C2o in the marriers and brp models. For the remaining models both provisos either work equally well, or C2o prevails.
By comparing the two previous sets of experiments, we observe the following phenomenon: in the marriers model, algorithm BFS with C2o explores as many states as BFS with C2i (Table 1) , while A* with C2o explores almost twice as many states as A* with C2i (Table 2) . In other words, the C2o proviso is refuting ample sets when the search algorithm is A* but not when it is BFS. What happens is that the new proviso, as well as the rest of the provisos, depends on the order in which states are explored. This phenomenon can be illustrated by a simple example. Assume the following state space:
Suppose thatŝ = s 0 , that actions a, b are independent, and that we use BFS with our proviso to explore the state space. First, state s 0 , in which we assume no reduction to be possible, is extracted from the open set and its successors s 1 and s 3 are inserted into Open. Assume further that the order in which these states are inserted is s 1 before s 3 . During the next iteration of BFS, state s 1 is selected for expansion. Now, {b} is selected as ample set since it satisfies all the conditions. In the last step, state s 4 is explored. The algorithm, hence, explores all states but s 2 . Consider now that s 3 is inserted in Open first and s 1 second. Now, state s 3 is extracted from the Open set and s 4 is inserted in it. In the next step, state s 1 is selected for expansion, but this time set {b} is refused by C2o, since state s 3 is no longer in the open set. Thus, the search is forced to visit state s 2 . As a result, the whole state space is visited.
We have performed some experiments in which the exhaustive exploration is performed randomly. This was done by using the A* algorithm and a random heuristic function. The result leads to larger state spaces than with BFS. At this point, an interesting question arises. While previous work presents the benefits of using directed search algorithms over BFS, can BFS when used with C2o take advantage of the exploration order phenomenon so as to become more memory efficient than A* with C2o? And more in general, is there a way to (heuristically) identify exploration orders that lead to better reductions? This is particularly relevant since POR holds the potential of containing the state space explosion that BFS is particularly vulnerable to. To answer this question, we included experiments with BFS and C2o in Table 2 . With the C2o proviso, A* explores less states than BFS with C2o for all of the experiments. In terms of running time, with the exception of leader and giop, A* with C2o offers a clear advantage over BFS with C2o. In the case of leader a comparison is not meaningful, due to the small number. In the case of giop, the running time of A* with C2o is higher than that of BFS with C2o. We conjecture that this is due to the fact that the improvement in the state space size in this case is not significant enough to offset the running time that needs to be spent on computing the heuristic functions during state space exploration.
Conclusions
In this paper, we presented a POR for GSEAs. The main novelty in the algorithm lies in the condition for avoiding action ignoring, which we call open set proviso. During the state space exploration, the open set proviso can be checked locally and in an efficient way, which ensures its practical usability in on-the-fly state space exploration algorithms.
We implemented the open set proviso for some directed model checking algorithms, which are special instances of the GSEA skeleton. The experimental results show that the open set proviso leads to a significant performance improvement when used in the context of directed model checking algorithms in comparison to previously known provisos. The experiments also showed that A* together with the open set proviso is performing superior in terms of explored states and memory consumption over BFS with POR and the open set proviso.
We notice that the efficiency of the open proviso can depend on the order in which the actions in the reduced state set are selected. Further experiments that we have performed indicate that when there are various valid ample sets, the choice amongst them influences size of the reduced state space. It is the subject of future research to investigate whether this can be exploited to further improve POR algorithms. In particular, we propose to investigate whether heuristics, possibly exploiting the property being verified, can be defined to select amongst different possible ample sets to improve the efficiency of the reduction. Another interesting topic for future work will be to apply the ideas of this paper in the realm of symbolic model checking, for instance, for the verification of liveness properties.
removed from Closed (line 21) and reinserted in Open (line 22). This happens only if the new f value is strictly smaller than the previous one (line 19) and the f value is accordingly recorded (line 20). Since the number of transitions in the state space is finite, this kind of improvement of function f can happen only finitely many times. Consequently, each state can be reopened only finitely many times.
Termination of the other directed search algorithms from Sect. 2.3 can be shown using analogous arguments.
Action ignoring prevention for liveness properties
The proviso C2o can be adapted for preservation of liveness properties. It is well known [5] that to preserve LT L −X (and with some additional restrictions on r (s) also CT L * −X [11, 30] ), the following condition is sufficient: Unlike the safety cycle proviso C2ai (which required that an action a is not ignored by at least one cycle along which it is constantly enabled in the original LTS), the liveness cycle proviso ensures that along each cycle of the reduced LTS no action is ignored. This is because at least in one state of each cycle all enabled actions are included in r (s). Thus, using similar arguments as in the case of safety properties one can conclude that all actions that might have been ignored along the cycle are executed in the reduced state space. One can ensure the validity of C2l with the following strengthened version of C2o The intuition behind the open liveness proviso C2ol is more or less the same as for C2o -we do not have to worry about "losing" an ignored transition as long as the problem is delegated to the states in Open that will be explored later. Only, unlike in the safety case, there is a stronger requirement that the ignoring is avoided along every cycle.
Lemma 2 Proviso C2ol implies the liveness cycle proviso C2l.
Proof Let T r be obtained using r (s), which satisfies C2ol. As in the proof of Lemma 1, let us assume that we have assigned to each state s a removal order W (s), which enumerates the states of S r in the reverse order they are removed (for good) from Open. Before being expanded by the POR GSEA algorithm, the state s j is removed from Open. As in line 6 of the POR GSEA algorithm the duplicates of each state are removed from Closed, one can conclude that the state space obtained by the algorithm contains only the last copy of each state, i.e., the one that is removed the last from Open. Since all the states are uniquely mapped by W to a number between |S r | − 1 and 0, for each cycle s 0 a 0 → s 1 a 1 → . . . a n−1 → s n = s 0 (n > 0) in T r there exists some 0 ≤ j < n such that the W (s j ) < W (s j+1 ). On the other hand, when the last copy of s j is expanded, for any state s, which is newly generated or it is in Open, it holds W (s j ) > W (s). Therefore, s j+1 must be in Closed and by C2ol r (s j ) = enabled(s j ), which proves our claim.
