Abstract-Dynamics of laser generation is considered on the base of single mode rate equations with retarded argument. In the framework of local analysis, we determine continual sets of families of quasi normal forms in the vicinity of the bifurcation parameter values. Their solutions imply the coex istence of a large number of steady oscillatory modes due to a large delay.
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INTRODUCTION
Phenomenon of bi and multistability, i.e. the coexistence of two or more stable states of the system with the same parameters, can be applied in engineering and information systems. In recent years, multi stability induced by delayed feedback is actively discussed, see [1] [2] [3] and references therein. The peculiar ity of this effect is that not stationary modes but modes oscillating with different frequency are stable, and number of such coexisting attractors may increase by increasing the delay time. For optoelectronic laser systems multistability of large amplitude relaxation oscillations has been described in [4, 5] by the special asymptotic method using a large value of a laser parameter [7] . In this paper we demonstrate multistability in a local vicinity of the stationary state of a laser system with optoelectronic feedback (FB) controlling intracavity loss. Multistability occurs at a large delay in FB circuit and manifested as the coexistence of small amplitude oscillating modes with different frequencies in addition to pulsed regimes.
We consider the following dynamical system of delay differential equations,
where u is proportional to the photon density, y is proportional to the population inversion, q > 1 is the pumping rate, v is the ratio of the photon damping rate to the inversion damping rate. The constant part of the intracavity losses is normalised to unit and the intensity dependent part γu(t -T) characterize the additional losses created by Kerr cell in optoelectronic FB circuit, where T is the period of propagation and transformation an optical signal in FB circuit, γ is FB coefficient, which is naturally limited as 0 < γ < 1. First scheme used for the suppression of the spikes and the stabilization of the radiation in ruby laser [6] . Mathematical model (1) is valid when considering generation modes with time changes in the characteristics of the radiation sig nificantly higher than the passage of radiation through the resonator. Dynamics of system (1) has been studied by many authors. In paper [4] , using the special asymptotic method for delayed systems [7] it was shown that when the parameter v is large enough (in realistic sys tems, it is of the order of 10 3 -10 4 ) system (1) demonstrates a variety of spike oscillations of large amplitude and short duration. If the parameter q is enough large, then system (1) demonstrates various pulse modes of sufficiently large amplitude and of duration comparable with delay time. The coexistence of such solu tions was proved for additional small external influence. In papers [8, 9] local dynamics was investigated in a small neighborhood of the equilibrium state of the system with delayed pump modulation and with large v. It was shown that the critical case in the problem of stability of equilibrium has infinite dimension. Based on the proposed in [10] [11] [12] [13] method for constructing quasi normal forms, special nonlinear evolu 1 The article is published in the original. 
Multistability in a Laser
Further we assume that the delay time T takes sufficiently large value, i.e. it is much large than the photon decay time and the inversion decay time,
With applying the normal forms method [10, 11] we will obtain continual sets of families of nonlinear evolution equations (quasi normal forms). Their non local dynamics determines the solutions of Eqs. (1). To each family there correspond steady solutions of a specific structure. A lot of such solutions coexist at the same parameters, hence we conclude on hypermultistability in the system with a large delay.
Consider solutions of Eqs. (1) with the initial conditions from a small ε independent vicinity of the equilibrium (2) . Setting in Eqs. (1) and omitting index "1" we get the system for deviations from the equilibrium,
Further we assume that the deviations are sufficiently small (the condition of locality is true in Eqs. (4). (5) is determined by the roots of its characteristic equation (6) Take into account that T -1 = ε Ӷ 1. If all the roots of Eq. (6) have negative real parts, and separated from the imaginary axis when ε → 0, then all solutions (4) from small (and independent of ε) neighbor hood of zero equilibrium vanish with t → ∞. In this case, the local dynamics is trivial, i.e. zero state solu tion is stable. If for each sufficiently small ε there exists a root with a positive (and bounded away from zero when ε → 0) real part, then the dynamics becomes nonlocal. Below we consider so called critical case when Eq. (6) has no roots with positive (separated from zero at ε → 0) real parts and has roots located in a small (under ε → 0) neighborhood of the imaginary axis on the complex plane. To determine the con ditions the existence of such roots, put in (6) λ = iω. In result, we get (7) and Rewrite the above equation with z = ω
Equation (8) is obviously solvable, in particular, z = ω 2 = 0 at γ = -1.
Note, when γ = 0 system (4) is a system of ordinary differential equations. All the characteristic roots have negative real parts and, hence, all solutions of the neighborhood of zero (u = y = 0) tend to zero with t → ∞. We find the first positive value γ + < 1 and the first negative value γ -≥ -1 such that at γ = γ ± Eq. (8) is solvable but at γ ∈ [0, γ + ) and γ ∈ (γ -, 0) Eq. (8) has not non negative solutions.
In order to find γ + and γ -we rewrite Eq. (8) as (9) The discriminant of the quadratic trinomial (9) has the form Denote respectively, the smallest positive and the largest negative roots of the equation
In the particular case of sufficiently large q, we get (10) Denote z ± = the solution of Eq. (9) at γ = γ + and γ = γ -, respectively. It follows from Eq. (9) that (11) Below we use γ 0 instead of γ + or γ -and ω 0 instead of ω + or ω -in dependence on the sign of γ. Respectively, we get the stationary state as u 0 = u 0 (γ 0 ), and denote a 0 = 1 + u 0 , b 0 = vγ 0 u 0 , c 0 = 1 + γ 0 u 0 .
We introduce now a few more notations. Let Θ = Θ(ε) belongs to the interval [0, 2π) and complements the value of ω 0 T up to integer multiple of 2π. The parameter ⑂ ∈ [0, 2π) is given by the formulae (12) These designations allow a convenient way to write some set of roots of the characteristic Eq. (6), which, for small ε are in the small vicinity of the imaginary axis. 
where
Under the condition Reσ < 0 the problem on the dynamics of Eqs. (4) in a small vicinity of zero sta tionary state is nonlocal because there are roots of Eq. (6) with positive real parts separated from 0 at ε → 0. Consider now the case of (17) that is always true for sufficiently large v.
Note that λ k (ε) are discontinuous at ε due to discontinuous of the parameter Θ(ε). Also, λ k (ε) increase indefinitely in absolute values when ε decreases. In addition, the asymptotic expressions (14) are nonuni form in relation to numbers k (k = 0, ±1, ±2, …). Some families of the characteristic roots can be repre sented in another form. To this end we introduce the following parameters.
Fix arbitrary the parameter α ∈ (0, 1) and integer number n. Choose arbitrary n positive values ω 1 , …, ω n . Let Θ j = Θ j (ω, ε) be such a value from the semi interval [0, 2π) that the expression ω j ε -α + Θ j (ω, ε) is inte ger multiple of 2π. At last, let For such values of γ, an infinite number of the characteristic roots (19) tends to imaginary axis when ε → 0. It means that the critical case of infinite dimension takes place for the stationary state of system (4). Standard way of research, based on the methods of local invariant integral manifolds and normal forms directly can not be applied, but the formalism of these methods is used. Corresponding constructions elaborated in [10] [11] [12] [13] . Following this procedure we consider the formal series
and U j (t, τ, τ 1 ) are the functions which are 2π/ω 0 periodic in the first argument.
It is convenient to represent system (4) in vector form with respect to U = (u 1 , u 2 ), (u 1 = u, u 2 = y),
Insert Eq. (21) into Eq. (22) and collect the coefficients of the terms with ε of equal power. At ε 1 we get the identity (13) . At the second step, collecting the coefficients of the terms with ε 2 , we come to the equa tions for determining U 2 = U 21 exp(iω 0 t) + exp(-iω 0 t) + U 22 exp(2iω 0 t) + exp(-2iω 0 t).
At the third step we collect the coefficients of the terms with ε
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. From the condition of solvability we obtain the linear inhomogeneous system for the variable U 3 (t, τ, τ 1 ), where heterogeneity contains har monics in the first argument exp(inω 0 t) with numbers n = 0, ±1, ±2, ±3. Therefore, the solution U 3 (t, τ, τ 1 ) also contains the same harmonics. Relevant coefficients denoted by U 3n (τ, τ 1 ). For n = 0, ±1, ±2, ±3 the vector function U 3n (τ, τ 1 ) can be consistently obtained. Then for U 31 (τ, τ 1 ) (and for U 3 -1 (τ, τ 1 ) = (τ, τ 1 ))we get the system CU 31 = Γ.
The solvability condition for the system CU 31 = Γ implies the equality (Γ, z 0 ) = 0, where z 0 = (a 0 -iω 0 , b 0 ). As a result, we obtain the system of equations for the function of two time arguments W(τ, τ 1 ),
with periodic boundary conditions (24)
Since the expression for ρ is cumbersome, we omit it here.
The coefficients in the quasi normal form (23) depend on Θ, hence, on the small parameter ε. With ε → 0 the function Θ(ε) infinitely many times takes on any value in the interval [0, 2π). Denote ε n (Θ 0 ) such a sequence that ε n (Θ 0 ) → 0 and Θ(ε n (Θ 0 )) = Θ 0 . In particular, it follows that the dynamics of Eqs. (4) is sensitive to changes in the small parameter ε: when ε → 0 there may be an unlimited process of birth and death of one or other steady state regimes.
The following statement is true. Statement 2. Let Θ = Θ 0 ∈ [0, 2π) and the boundary problem (23), (24) has the limited solution u*(τ, x). Then system (4) at ε = ε n (Θ 0 ) has the asymptotic (residual with n → ∞) solution x(t, ε),
In the simplest situations when, for example, u*(τ, x) is a rough periodic solution, it is possible to show that Eq. (25) leads to the solution of Eqs. (4) in the form of a torus of the same stability that u*(τ, x) has.
To conclude this section, we note that the boundary problem (24), (25) is Ginzburg-Landau equation. It is known (see, for example, [14] ) that it may possess a sufficiently rich dynamics. From the above con structions we get that the same conclusion holds for the local dynamics of the system (4).
QUASI NORMAL FORMS IN THE CASE OF (26)
Here, the deviation of the parameter γ from γ 0 is much larger than in the previous case (13), i.e. we con sider solutions in the wider vicinity of the bifurcation point given by Eq. (11) .
In Eqs. (22) we set (27) where, as before, we denote ε = ε 2γ + 1 t,
The summation in (27) taken over all possible integer sets K = (k 1 , …, k n ), the vector functions U j = U j (t, t 1 , …, t n ) are 2π peri odic relative each of the last n arguments. Substituting the formal series (27) in Eqs. (22) and successively equating the coefficients of equal powers of ε we find the following quasi normal forms,
with periodic boundary conditions for each space like arguments, 
Equations (28) and (29) are degenerate parabolic boundary value problem. It is known that its dynam ics can be very complicated. In addition, Eq. (28) and the boundary conditions (29) contain an arbitrary integer parameter n (n = 2, 3, 4, …) and n of continual parameters ω 0 , …, ω n . To each of these solutions there corresponds the asymptotic residual solution given by Eq. (22). Therefore we suppose the phenom enon of hypermultistability may occur. Results of numerical analysis given in [15, 16] confirm this conclu sion.
Note also that, despite the apparent complexity of boundary value problems (28), (29), they simplify the study of the local dynamics of the original Eqs. (22). As shown above solutions (22) include both solu tions (5), (28), and the rapidly oscillating functions.
Another conclusion, which confirms the possibility of hypermultistability, is associated with the numerical determination parameters in Eq. (1). Indeed, the parameters γ 1 and α, appearing in Eq. (26), may widely vary. Since γ determines the dynamics of the boundary value problem (28), (29) and, in turn, the local dynamics of Eq. (1), we conclude that it is necessary to consider this option in all its range changes.
Let us illustrate the phenomenon in the following three cases of ε = 10 ).
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