We give a new recurrence formula for the eigenvalues of the derangement graph. Consequently, we provide a simpler proof of the Alternating Sign Property of the derangement graph. Moreover, we prove that the absolute value of the eigenvalue decreases whenever the corresponding partition decreases in the dominance order. In particular, this settles affirmatively a conjecture of Ku and Wales (J. of Combin. Theory, Series A 117 (2010) 289-312) regarding the lower and upper bound for the absolute values of these eigenvalues.
Introduction
Let G be a finite group and S be a subset of G. The Cayley graph Γ(G, S) is the graph which has the elements of G as its vertices and two vertices u, v ∈ G are joined by an edge if and only if uv −1 ∈ S. We require that S is a nonempty subset of G satisfying the condition that s ∈ S =⇒ s −1 ∈ S and 1 ∈ S.
The derangement graph Γ n is the Cayley graph Γ(S n , D n ) where S n is the symmetric group on [n] = {1, . . . , n}, and D n is the set of derangements in S n . That is, two vertices g, h of Γ n are joined if and only if g(i) = h(i) for all i ∈ [n], or equivalently gh −1 fixes no point.
Clearly, Γ n is vertex-transitive, so it is D n -regular where D n = |D n |. It is well known that the largest eigenvalue of a regular graph is its degree. However, it is generally difficult to determine the smallest eigenvalue of a regular graph. Recently, after having derived a recurrence formula (see Theorem 1.2 below) for the eigenvalues of Γ n , Renteln [8] showed that the smallest eigenvalue µ of Γ n is − Dn n−1 . The value of µ was also determined independently by Ellis et al. [3] in their seminal work on intersecting families of permutations. The recurrence obtained by Renteln was later used by Ku and Wales [4] to prove the Alternating Sign Property (ASP) of the derangement graph (Theorem 1.3). The purpose of this paper is to give a new recurrence formula for these eigenvalues. This new recurrence, which follows from the property of shifted schur functions, provides a simpler proof of the ASP and settles affirmatively a conjecture of Ku and Wales regarding the lower bound and upper bounds for the absolute values of these eigenvalues.
Recall that a Cayley graph Γ(G, S) is normal if S is closed under conjugation. It is well known that the eigenvalues of a normal Cayley graph Γ(G, S) can be expressed in terms of the irreducible characters of G.
Theorem 1.1 ([1, 2, 5, 6]). The eigenvalues of a normal Cayley graph Γ(G, S) are integers given by
where χ ranges over all the irreducible characters of G. Moreover, the multiplicity of η χ is χ(1) 2 .
Recall that a partition λ of n, denoted by λ ⊢ n, is a weakly decreasing sequence λ 1 ≥ . . . ≥ λ r with λ r ≥ 1 such that λ 1 + · · · + λ r = n. We write λ = (λ 1 , . . . , λ r ). The size of λ, denoted by |λ|, is n and each λ i is called the i-th part of the partition. We also use the notation (µ a 1 1 , . . . , µ as s ) ⊢ n to denote the partition where µ i are the distinct nonzero parts that occur with multiplicity a i . For example, (5, 5, 4, 4, 2, 2, 2, 1)
Clearly, the derangement graph Γ n is normal since the set D n is closed under conjugation. On the other hand, it is well known that both the conjugacy classes of S n and the irreducible characters of S n are indexed by partitions λ of [n] . Therefore, the eigenvalue η χ λ of the derangement graph can be denoted by η λ . Throughout, we shall use this notation.
To describe the recurrence formula of Renteln, we require some terminology. To the Young diagram of a partition λ, we assign xy-coordinates to each of its boxes by defining the upper-left-most box to be (1, 1) , with the x axis increasing to the right and the y axis increasing downwards. Then the hook of λ is the union of the boxes (x ′ , 1) and (1, y ′ ) of the Ferrers diagram of λ, where x ′ ≥ 1, y ′ ≥ 1. Let h λ denote the hook of λ and let h λ denote the size of h λ . Similarly, let c λ and c λ denote the first column of λ and the size of c λ respectively. Note that c λ is equal to the number of rows of λ. When λ is clear from the context, we replace h λ , h λ , c λ and c λ by h, h, c and c respectively. Let λ − h ⊢ n − h denote the partition obtained from λ by removing its hook. Also, let λ − c denote the partition obtained from λ by removing the first column of its Ferrers diagram, i.e. (λ 1 , . . . , λ r )− c = (λ 1 −1, . . . , λ r −1) ⊢ n−r.
Theorem 1.2 ([8]
Renteln's Formula). For any partition λ, the eigenvalues of the derangement graph Γ n satisfy the following recurrence:
with initial condition η ∅ = 1. 
where
It turns out that the two terms on the right-hand side of Renteln's formula (2) can have different signs. This is the source of difficulty in the proof of the ASP by Ku and Wales which relies mainly on the recurrence. Our recurrence formula does not have this problem, thus giving a 'quicker' proof of the ASP.
To state our results, we need a new terminology. For a partition λ = (λ 1 , . . . , λ r ) ⊢ n, let l λ denote the last row of λ and let l λ denote the size of l λ . Clearly, l λ = λ r . Also, let λ − l λ denote the partition obtained from λ by deleting the last row. When λ is clear from the context, we replace l λ , l λ by l and l respectively. Theorem 1.4. Let λ = (λ 1 , . . . , λ r ) ⊢ n. The eigenvalues of the derangement graph Γ n satisfy the following recurrence:
with initial condition η ∅ = 1.
It follows from the ASP that both of the terms on the right-hand side of (4) have the same sign.
is the usual lexicographic ordering on the partitions of n.
Let λ, λ ′ ⊢ n with λ 1 as their first part. In general, λ < lex λ ′ does not imply that |η λ | < |η λ ′ |. This has been pointed out in [4, Remark 1.4] . One of our main contributions in this paper is to show that such property holds with respect to the dominance order. Recall that if λ and λ ′ are partitions, we say that λ is dominated by λ ′ , and write λ λ ′ , if
We give a more intuitive interpretation of the dominance order as follows. Recall that an outside corner of a partition λ is a box (x, y) of λ such that neither (x + 1, y) nor (x, y + 1) are boxes of λ. On the other hand, define an inside corner of λ as a location (x, y) which is not a box of λ, such that either y = 1 and (x − 1, y) is a box of λ, x = 1 and (x, y − 1) is a box of λ, or (x − 1, y) and (x, y − 1) are boxes of λ. For example, in the following diagram of the partition (4, 3, 1, 1), the outside corners are marked with an 'o' and the inside corners with an 'i':
are partitions of n. Intuitively, λ < 1 λ ′ corresponds to sliding an outside corner of λ upwards into an inside corner of λ ′ .
It turns out that the dominance order can be entirely characterized in terms of the partial ordering < 1 . We shall omit the proof of this standard result. 
Using the recurrence given by Theorem 1.4, we are able to prove Theorem 1.6 and then settle affirmatively the conjecture of Ku and Wales regarding the lower and upper bounds for the absolute values of the eigenvalues of Γ n (Theorem 1.7). 
Proof. It follows from Theorem 1.6 by noting that (
Note that it has been shown by Ku and Wales (see [4, Theorem 1.3] ) that the lower bound holds for all λ 1 ≥ ⌊n/2⌋.
The paper is organized as follows. In Section 2, we introduce the shifted Schur functions developed by Okounkov and Olshanski [7] and rewrite a formula of Renteln in terms of these functions. Theorem 1.4 will then follow immediately from the property of these shifted Schur functions. Using the new recurrence formula, we provide a simpler proof of the ASP in Section 3. In Section 4, we proved Theorem 1.6, thus settling a conjecture of Ku and Wales. For the reader's convenience, in Section 5, we reproduce some the eigenvalues of the derangement graphs for small n as given in [4] .
Shifted Schur Functions
The Schur function or Schur polynomial in n variables can be defined as the ratio of two n × n determinants
where µ is an arbitrary partition µ 1 ≥ µ 2 ≥ · · · µ n ≥ 0 of length at most n.
An important variant of the Schur polynomial are the shifted Schur polynomials that was developed by Okounkov and Olshanski [7] :
where the symbol (x ↓ k) is the k-th falling factorial power of a variable x:
Just like the ordinary Schur polynomials, the shifted Schur polynomials also satisfy the stability property:
The stability property allow us to define the functions s * µ (x 1 , x 2 , . . .) in infinitely many variables that form a basis in the algebra of shifted symmetric functions, denoted by Λ * . Every element of Λ * may be viewed as a function f (x 1 , x 2 , . . .) on an infinite sequence of arguments such that x m = 0 for all sufficiently large m. We refer the reader to [7] for basic results on shifted symmetric functions.
For the application we have in mind, the following formula for the dimension of skew Young diagrams will be useful.
Theorem 2.1 ([7]
). Let µ ⊢ k and λ ⊢ n be two partitions, where k ≤ n and µ ⊆ λ. Let dim λ/µ denote the number of standard tableaux of shape λ/µ; in particular, dim λ = dim λ/∅. Then
where H(µ) = α∈µ h(α) is the product of the hook lengths of all boxes of µ.
As an example of shifted symmetric functions, set h * k = s * (k) where (k) is the partition of k whose Young diagram consists of just one row. These are called the complete shifted symmetric functions. They are shifted analogues of the complete homogeneous symmetric functions. We shall require the following properties of h * k . Proposition 2.3 ( [7] ). The complete shifted symmetric functions h * k can be written as
Corollary 2.4. The complete shifted symmetric functions h * k satisfy the following recurrence:
Proof. In view of the stability property and Proposition 2.3, we have
Recall the following formula due to Renteln [8, Theorem 3.2].
Theorem 2.5 ([8])
. The eigenvalues of the derangement graph Γ n are given by
Therefore, it follows immediately from Theorem 2.1 and Theorem 2.5 that Corollary 2.6. The eigenvalues of the derangement graph Γ n are given by
Proof of Theorem 1.4.
. By the Vanishing Theorem (Theorem 2.2) and Corollary 2.6, we can write
By (13),
A simpler proof of the Alternating Sign Property
We prove by induction on |λ|. By the recurrence formula (4), we deduce that sign(η λ ) = (−1) |λ|−λ 1 .
Some preliminary lemmas
For convenience, let us write f (λ 1 , λ 2 , . . . , λ r ) = |η (λ 1 ,λ 2 ,...,λr) |.
Then by Theorem 1.3 and Theorem 1.4, we have
By abuse of notation, in this section we shall use the symbol λ to denote a positive integer instead of a partition.
Lemma 4.1.
Proof. It follows easily from Proposition 2.3.
Lemma 4.2. For any
1 < m ≤ r, f (λ 1 , λ 2 , . . . , λ r ) = λm k=0 h * k (λ m , . . . , λ r )f (λ 1 − k, λ 2 − k, . . . , λ m−1 − k).
Proof. Repeatedly applying equation (16) and by Lemma 4.1, we obtain
Thus the lemma holds for m = r. Assume that it holds for some m 0 , 2 < m 0 ≤ r. We shall show that it also holds for m 0 − 1.
By assumption, the following equation holds:
By applying equation (17),
Now by collecting all the terms with k + j = j 0 , equation (19) becomes
By Proposition 2.3,
Thus, by induction the lemma follows.
Lemma 4.3.
Proof. By Proposition 2.3,
Therefore,
and
We shall compare equation (21) (21) are
On the other hand, the j-th and (k − 1 − j)-th term of the right side of equation (22) are
When j = 0, the sum (23) + (24) − (25) − (26) is
where the last inequality follows from k ≥ 2 and λ ≥ λ s > λ s − 1.
and (24) − (26) is
Since λ ≥ λ s and j <
Therefore the sum (28)+ (29) is at least
If k is odd, then j can take value
2 -th term on the right side of (21) is
and the k−1 2 -th term on the right side of (22) is
Note that (31) − (32) is
From equations (27), (30) and (33), we deduce that
is a term in the sum of h * k (x, λ l , y). In fact, there are
From (34),
Now replacing x with λ and y with λ − 1 in (35), we obtain
Now replacing x with λ and y with λ in (37), we obtain
By equations (36) and (38), we deduce that Proof. By Lemma 4.2,
The lemma then follows from Lemma 4.3 and Lemma 4.4.
Lemma 4.7. If l ≥ 1 and
are two partitions of n, then
Proof. By Lemma 4.2,
The lemma then follows from Lemma 4.3 and Lemma 4.5.
5 Proof of Theorem 1.6
Proof. By Lemma 1.5, it is sufficient to show that the inequality holds for λ
We shall prove by induction on n. Clearly, Theorem 1.6 holds for small values of n. We shall distinguish two cases. 
Note that λ −ĉ < 1 λ ′ −ĉ and λ −l < 1 λ ′ −l. So, by induction, Let m 3 be the largest integer such that
is a partition of n. Note that m 1 ≤ m 3 . By the choice of m 3 , we must have
If λ r = λ r−1 , then by Lemma 4.7, |η λ | < |η λ ′′ |. If λ r < λ r−1 , then by Case 1, |η λ | < |η λ ′′′ |, where
By Lemma 4.6, |η λ ′′′ | < |η λ ′′ |. Thus |η λ | < |η λ ′′ |.
In either case, |η λ | < |η λ ′′ |. If m 1 = m 3 , then we are done. If m 1 < m 3 , then by Case 1, |η λ ′′ | < |η λ ′ |. Hence |η λ | < |η λ ′ |. This completes the proof of the theorem.
Some Values of η λ
In this section we reproduce some of the eigenvalues of Γ n for small n as given in [4] . 
