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Fourier Transform
From: The Fourier Transform and its Applications lecture notes of
professor Brad Osgood Stanford University
Let f a real function of a real variable. The Fourier Transform (FT)
of f is the complex valued function:
Ff(s) :=
∫ +∞
−∞
e−2pi istf(t)dt
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Fourier Transform
From: The Fourier Transform and its Applications lecture notes of
professor Brad Osgood Stanford University
Let f a real function of a real variable. The Fourier Transform (FT)
of f is the complex valued function:
Ff(s) :=
∫ +∞
−∞
e−2pi istf(t)dt
There is another notation in use
fˆ(s) =
∫ +∞
−∞
e−2pi istf(t)dt
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A warning on definitions Our definition of the Fourier transform
is a standard one, but it’s not the only one. The question is where to
put the 2pi: in the exponential, as we have done; or perhaps as a factor
out front; or perhaps left out completely. There’s also a question of
which is the Fourier transform and which is the inverse, i.e., which
gets the minus sign in the exponential. All of the various conventions
are in day-to-day use in the professions.
5/16 Pi?
22333ML232
Following the helpful summary provided by T. W. Ko¨rner in his book
Fourier Analysis, I will summarize the many variations. To be general,
let’s write
Ff(s) = 1
A
∫ +∞
−∞
eiBstf(t)dt
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Fourier Analysis, I will summarize the many variations. To be general,
let’s write
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−∞
eiBstf(t)dt
The choices that are found in practice are
A =
√
2pi B = ±1
A = 1 B = ±2pi
A = 1 B = ±1
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Following the helpful summary provided by T. W. Ko¨rner in his book
Fourier Analysis, I will summarize the many variations. To be general,
let’s write
Ff(s) = 1
A
∫ +∞
−∞
eiBstf(t)dt
The choices that are found in practice are
A =
√
2pi B = ±1
A = 1 B = ±2pi
A = 1 B = ±1
The definition we’ve chosen has A = 1 and B = −2pi
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A sufficient condition for the existence of the integral is f ∈ L1(R).
One value is easy to compute, and worth pointing out, namely for
s = 0 we have
Ff(0) :=
∫ +∞
−∞
f(t)dt
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One value is easy to compute, and worth pointing out, namely for
s = 0 we have
Ff(0) :=
∫ +∞
−∞
f(t)dt
The inverse Fourier transform is defined by:
F−1g(t) :=
∫ +∞
−∞
e2pi istg(s)ds
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A sufficient condition for the existence of the integral is f ∈ L1(R).
One value is easy to compute, and worth pointing out, namely for
s = 0 we have
Ff(0) :=
∫ +∞
−∞
f(t)dt
The inverse Fourier transform is defined by:
F−1g(t) :=
∫ +∞
−∞
e2pi istg(s)ds
The Fourier inversion theorem states that
F(F−1g) = g, F−1(Ff) = f
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Theorem Riemann Lebesgue If f ∈ L1(R) then
lim
|s|→∞
F(s) = 0
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Theorem Riemann Lebesgue If f ∈ L1(R) then
lim
|s|→∞
F(s) = 0
Theorem Plancherel If f ∈ L1(R) ∩ L2(R) then fˆ ∈ L2(R) and∫ ∞
−∞
|f(t)|2dt =
∫ ∞
−∞
|fˆ(s)|2ds
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Theorem Riemann Lebesgue If f ∈ L1(R) then
lim
|s|→∞
F(s) = 0
Theorem Plancherel If f ∈ L1(R) ∩ L2(R) then fˆ ∈ L2(R) and∫ ∞
−∞
|f(t)|2dt =
∫ ∞
−∞
|fˆ(s)|2ds
Theorem If f, g ∈ L1(R) then∫ ∞
−∞
fˆ(s)g(s)ds =
∫ ∞
−∞
f(x)gˆ(x)dx
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Examples. 1: The triangle function Consider the “triangle func-
tion”, defined by Λ(x) = max{1 − |x|, 0}. Notice that the explicit
expression of Λ is then
Λ(x) =
1− |x| |x| ≤ 1
0 otherwise
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Figure 1: Graph of triangle function
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For the Fourier transform we compute (using the fact that sine func-
tion is odd):
FΛ(s) =
∫ +∞
−∞
e−2pi istΛ(t)dt
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For the Fourier transform we compute (using the fact that sine func-
tion is odd):
FΛ(s) =
∫ +∞
−∞
e−2pi istΛ(t)dt =
∫ 1
−1
(cos(2pist)− i sin(2pist)) (1− |t|) dt
FΛ(s) =
∫ 1
−1
cos(2pist) (1− |t|) dt
It is worth noting that this is a general fact: for each even function
f(t)(= f(−t)) the following relation holds
Ff(s) =
∫ +∞
−∞
cos(2pist)f(t)dt = 2
∫ +∞
0
cos(2pist)f(t)dt
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Moreover if f(t)(= −f(−t)) is and odd function, we have
Ff(s) = −i
∫ +∞
−∞
sin(2pist)f(t)dt = −2i
∫ +∞
0
sin(2pist)f(t)dt
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Moreover if f(t)(= −f(−t)) is and odd function, we have
Ff(s) = −i
∫ +∞
−∞
sin(2pist)f(t)dt = −2i
∫ +∞
0
sin(2pist)f(t)dt
Let us go back to the FT of the triangle function:
FΛ(s) = 2
∫ 1
0
cos(2pist) (1− t) dt
= 2
(
sin(2pis)
2pis
− 2pis sin(2pis) + cos(2pis)− 1
4pi2s2
)
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Moreover if f(t)(= −f(−t)) is and odd function, we have
Ff(s) = −i
∫ +∞
−∞
sin(2pist)f(t)dt = −2i
∫ +∞
0
sin(2pist)f(t)dt
Let us go back to the FT of the triangle function:
FΛ(s) = 2
∫ 1
0
cos(2pist) (1− t) dt
= 2
(
sin(2pis)
2pis
− 2pis sin(2pis) + cos(2pis)− 1
4pi2s2
)
Now, simplifying we get
FΛ(s) = 1− cos(2pis)
2pi2s2
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Examples. 2: Exponential even function Let f(t) = e−|t|, then
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Examples. 2: Exponential even function Let f(t) = e−|t|, then
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∫ +∞
0
cos(2pist)f(t)dt
= 2
∫ +∞
0
e−t cos(2pist)dt
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Examples. 2: Exponential even function Let f(t) = e−|t|, then
Ff(s) = 2
∫ +∞
0
cos(2pist)f(t)dt
= 2
∫ +∞
0
e−t cos(2pist)dt
=
[
2e−t(2pis sin(2pist)− cos(2pist))
4pi2s2 + 1
]t=+∞
t=0
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Examples. 2: Exponential even function Let f(t) = e−|t|, then
Ff(s) = 2
∫ +∞
0
cos(2pist)f(t)dt
= 2
∫ +∞
0
e−t cos(2pist)dt
=
[
2e−t(2pis sin(2pist)− cos(2pist))
4pi2s2 + 1
]t=+∞
t=0
so that
Ff(s) = 2
1 + 4pi2s2
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Examples. 3: Gaussian function. Let f(t) = e−pi t
2
. Then:
Ff(s) =
∫ +∞
−∞
e−2pi iste−pi t
2
dt
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Examples. 3: Gaussian function. Let f(t) = e−pi t
2
. Then:
Ff(s) =
∫ +∞
−∞
e−2pi iste−pi t
2
dt
Differentiate with respect to s:
d
ds
Ff(s) =
∫ +∞
−∞
(−2pi it)e−2pi iste−pi t2dt =
∫ +∞
−∞
(
i e−pi t
2
)′
e−2pi istdt
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2
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Differentiate with respect to s:
d
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Ff(s) =
∫ +∞
−∞
(−2pi it)e−2pi iste−pi t2dt =
∫ +∞
−∞
(
i e−pi t
2
)′
e−2pi istdt
so we can integrate by parts obtaining:
d
ds
Ff(s) = −
∫ +∞
−∞
i e−pi t
2
(−2pi is) e−2pi istdt
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−∞
(−2pi it)e−2pi iste−pi t2dt =
∫ +∞
−∞
(
i e−pi t
2
)′
e−2pi istdt
so we can integrate by parts obtaining:
d
ds
Ff(s) = −
∫ +∞
−∞
i e−pi t
2
(−2pi is) e−2pi istdt
= −2pi s
∫ +∞
−∞
e−pi t
2
e−2pi istdt
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Examples. 3: Gaussian function. Let f(t) = e−pi t
2
. Then:
Ff(s) =
∫ +∞
−∞
e−2pi iste−pi t
2
dt
Differentiate with respect to s:
d
ds
Ff(s) =
∫ +∞
−∞
(−2pi it)e−2pi iste−pi t2dt =
∫ +∞
−∞
(
i e−pi t
2
)′
e−2pi istdt
so we can integrate by parts obtaining:
d
ds
Ff(s) = −
∫ +∞
−∞
i e−pi t
2
(−2pi is) e−2pi istdt
= −2pi s
∫ +∞
−∞
e−pi t
2
e−2pi istdt = −2pi sFf(s)
14/16 Pi?
22333ML232
In such a way we proved that Ff(s) satisfies the differential equation
d
ds
Ff(s) = −2pi sFf(s)
14/16 Pi?
22333ML232
In such a way we proved that Ff(s) satisfies the differential equation
d
ds
Ff(s) = −2pi sFf(s)
whose unique solution, incorporating the initial condition, is
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In such a way we proved that Ff(s) satisfies the differential equation
d
ds
Ff(s) = −2pi sFf(s)
whose unique solution, incorporating the initial condition, is
Ff(s) = Ff(0) e−pi s2
But
Ff(0) =
∫ +∞
−∞
e−pi t
2
dt = 1
Hence
Ff(s) = e−pi s2
We have found the remarkable fact that the Gaussian f(t) = e−pit
2
is
its own Fourier transform i.e. a fixed point of the FT.
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Properties
1. Linearity One of the simplest and most frequently invoked prop-
erties of the Fourier transform is that it is linear (operating on func-
tions)
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Properties
1. Linearity One of the simplest and most frequently invoked prop-
erties of the Fourier transform is that it is linear (operating on func-
tions)
F(f + g)(s) = Ff(s) + Fg(s)
F(αf)(s) = αFf(s)
where α is any number (real or complex).
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2. The shift theorem A shift of the variable t (in many applications
a delay in time) has a simple effect on the Fourier transform. To
compute the Fourier transform of f(t+b) for any constant b, we have,
let us write fb(t) = f(t+ b) :
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2. The shift theorem A shift of the variable t (in many applications
a delay in time) has a simple effect on the Fourier transform. To
compute the Fourier transform of f(t+b) for any constant b, we have,
let us write fb(t) = f(t+ b) :
Ffb(s) =
∫ +∞
−∞
f(t+ b)e−2pi istdt
=
∫ +∞
−∞
f(u)e−2pi is(u−b)du
= e2pi isb
∫ +∞
−∞
f(u)e−2pi isudu
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2. The shift theorem A shift of the variable t (in many applications
a delay in time) has a simple effect on the Fourier transform. To
compute the Fourier transform of f(t+b) for any constant b, we have,
let us write fb(t) = f(t+ b) :
Ffb(s) =
∫ +∞
−∞
f(t+ b)e−2pi istdt
=
∫ +∞
−∞
f(u)e−2pi is(u−b)du
= e2pi isb
∫ +∞
−∞
f(u)e−2pi isudu
= e2pi isbFf(s)
