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Some Constacyclic Codes over
Finite Chain Rings
Aicha Batoul, Kenza Guenda and T. Aaron Gulliver ∗
Abstract
For λ an n-th power of a unit in a finite chain ring we prove that λ-constacyclic
repeated-root codes over some finite chain rings are equivalent to cyclic codes. This
allows us to simplify the structure of some constacylic codes. We also study the α+pβ-
constacyclic codes of length ps over the Galois ring GR(pe, r).
1 Introduction
Constacyclic codes are a generalization of cyclic codes. While the class of simple root
constacyclic codes is well known over fields, little is known about repeated root constacyclic
codes over fields, and even less about these codes over finite chain rings. Recently, simple
root constacyclic codes over finite chain rings and the repeated root cyclic and negacyclic
codes over finite fields have been studied [22, 23]. In this work, we generalize the results
in [22, 23]. The structure of constacyclic codes over some chain rings is given, as well as
conditions on the equivalence between constacyclic codes over finite chain rings and cyclic
codes. As a special case, we consider the structure of (α + βp) constacyclic codes of length
ps over GR(pe, r). Besides contributing to what is known concerning this class of codes,
our motivation in studying these codes comes from the fact that repeated root cyclic codes
contains many optimal codes, and the decoding complexity can be low as shown by Van
Lint in the binary case [33] and Byrne et al. [6] for codes over Z4. Furthermore, repeated
root cyclic codes have found applications in DNA computing [34].
The remainder of this paper is organized as follows. In Section 2, we give some pre-
liminaries results concerning finite chain rings. Section 3 gives conditions on the scalar
equivalency between constacylic codes and cyclic codes over finite fields (for both simple
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and repeated roots). In Section 4, we generalize some results of Section 3 to finite chain
rings. Finally, the structure of (α + βp)-constacyclic codes of length ps over GR(pe, r) is
considered in Section 5.
2 Preliminaries
A finite chain ring is a finite local, principal commutative ring R with 1 6= 0 such that its
ideals are ordered by inclusion. Hence if 〈γ〉 is the maximal ideal of the finite chain ring R,
then γ is nilpotent with nilpotency index some integer e. The ideals of R form the following
chain
< 0 >= 〈γe〉 ( 〈γe−1〉 ( . . . ( 〈γ〉 ( R.
The simplest examples of finite chain rings are the finite fields. Since they are chain rings
with nilpotency index 0, the nilradical of R is 〈γ〉, so all the elements of 〈γ〉 are nilpotent.
Therefore the elements of R \ 〈γ〉 are units. We denote this group by R∗. Since 〈γ〉 is a
maximal ideal, the residue ring R
〈γ〉
is a field which we denote by K. The natural surjective
ring morphism is given by
µ : R −→ K
a 7−→ µ(a) = a+ 〈γ〉
(1)
The map given in (1) extends naturally to a map from R[x] −→ K[x]. A polynomial f of
R[x] is called basic irreducible if µ(f) is irreducible in K[x].
Let |R| denote the cardinality of R. If |K| = q = pr for some integer r, then
|R| = |K| · |〈γ〉| = |K| · |K|e−1 = |K|e = per. (2)
A code C of length n over R is a subset of R. If the code is a submodule we say that the
code is linear. Here, all codes are assumed to be linear.
Lemma 2.1 ( [32]) Let R be a finite commutative chain ring with maximal ideal 〈γ〉, residue
field K and nilpotency e. Then the following hold:
i) the distinct proper ideals of R are 〈γi〉 , i = 1, 2, . . . , e− 1;
ii) for i = 1, 2, . . . , e− 1 , |〈γi〉| = |K|e−i.
A special case of finite chain rings are the called Galois rings. The Galois ring GR(pe, r) is
a ring of characteristic pe and cardinality per. We have GR(pe, 1) = Zpe and GR(p, r) = Fpr .
The Galois ring GR(pe, r) is a local ring with maximal ideal 〈p〉 = pGR(pe, r) and residue
field GR(pe, r)/pGR(pe, r) = Fpr . If f(x) ∈ Zpe[x] is a monic basic irreducible polynomial
of degree r, then the Galois ring of degree r over Zpe is the residue class ring
GR(pe, r) = Zpe[x]/(f(x)).
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If ξ is a root of f(x), then GR(pe, r) = Zpe [ξ], i.e., GR(p
e, r) is a free module of rank r over
Zpe with {1, ξ; ξ
2, . . . , ξr−1} as a basis. All Galois rings of the same orders are isomorphic.
There exists an element ξ of order pr − 1 in GR(pe, r) called a primitive element of
GR(pe, r), ξ is a root of a unique monic basic primitive polynomial of degree r over Zpe and
dividing xp
r−1 − 1 in Zpe[x]. If
Tr = {0, 1, ξ, . . . , ξ
pr−2},
then each element a ∈ GR(pe, r) can be uniquely expressed as
a = a0 + a1p+ · · ·+ ae−1p
e−1
where a0, a1, . . . , ae−1 ∈ T. This representation is called the p-adic representation of the
elements of the Galois ring GR(pe, r), and is the generalization of the usual representation
of the non-zero elements of a finite field as the powers of a primitive element.
Let R be a finite chain ring. For a given unit λ ∈ R, a code C is said to be constacyclic, or
more precisely λ−constacyclic, if (λcn−1, c0, c1, . . . , cn−2) ∈ C, whenever (c0, c1, . . . , cn−1) ∈
C. The cyclic and negacyclic codes are obtained when λ is 1 and -1, respectively. It is well-
known that the λ−constacyclic codes over a finite chain ring R are ideals of R[x]/〈xn − λ〉.
Two codes are called equivalent if there exists a monomial permutation which send one
to another. MacWilliams [27] proved that there exists a monomial permutation between
two codes over a finite field if and only if there exists a linear Hamming isometry. Wood [35]
extended this result to codes over finite chain rings. Several weights over rings can be
defined. A weight on a code C over a finite chain ring is called homogeneous if it satisfies
the following assertions.
(i) ∀x ∈ C and ∀u ∈ R∗ : w(x) = w(ux)
(ii) There exists a constant ξ = ξ(w) ∈ R such that
∑
w(x)x∈U = ξ|U |,
where U is any subcode of C.
Honold and Nechaev [25] proved that for codes over a finite chain ring there exists a homo-
geneous weight. A linear morphism f : R 7−→ R is called a homogeneous isometry if it is a
linear homomorphism which preserve the homogeneous weight.
Lemma 2.2 ( [21]) Let R be a finite chain ring, C a linear code over R and φ : C 7−→ Rn
an embedding. Then the following are equivalent.
(i) φ is a homogeneous isometry.
(ii) C and φ(C) are equivalent.
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Here when two codes are said to be equivalent it means that they are monomially equivalent.
Let n be a positive integer and q a prime power. Then we denote by ordn(q) the mul-
tiplicative order of q modulo n. This is the smallest integer l such that ql ≡ 1 mod n. The
notation q ≡  mod q means that q is a quadratic residue modulo n.
3 Constacyclic Codes over Finite Fields
In this section, we give the structure of repeated root constacyclic codes over finite fields
and we give conditions on the existence of an isomorphism between constacyclic and cyclic
codes. We begin with the following lemma.
Lemma 3.1 Let α be a primitive element of Fq, q = p
r and λ = αi for i ≤ q− 1. Then the
following holds:
(i) xn = λ has a solution in Fq if and only if (n, q − 1)|i;
(ii) if n = 2m is an oddly even integer and q is an odd prime power, then xn = −1 has a
solution in F∗q if and only if −1 ≡  mod q;
(iii) −1 ≡  mod q if and only if p ≡ 1 mod 4, r any integer, or p ≡ 3 mod 4 and r even.
Proof. For the Part (i), assume that xn = λ has a solution in Fq. Then this solution is
equal to γ = αj for some j and satisfies (αj)n = αi. This is equivalent to αnj−i = 1. Since
the order of α is q − 1, then (q − 1)|nj − i ⇔ nj − r(q − 1) = i for some integer r. This
gives that (n, q − 1)|i.
Assuming the existence of a solution αi of xn = −1, then from Part (i) we have that
(n, q− 1)|i. If n is even and q is odd then (n, q− 1) is even, hence i is even. This gives that
−1 =  mod q. Conversely, assume that −1 ≡  mod q. Then there exists an even i = 2i′
such that −1 = αi. Since n = 2m is oddly even, (−1)m = −1 = α2mi
′
= (αi
′
)n, and hence
there exists a solution of xn + 1 = 0 in Fqr .
For Part (iii), we have that −1 ≡  mod q if and only if (−1)
pr−1
2 = 1 mod q [26, Lemma
6.2.4]. This is equivalent to pr ≡ 1 mod 4, which can happen if and only if q ≡ 1 mod 4 and
p ≡ 1 mod 4, r any integer, or p ≡ 3 mod 4 and r even. 
Proposition 3.2 Let q be a prime power, n a positive integer and λ ∈ Fq. If F
∗
q contains
an n-th root δ of λ, then a λ-constacyclic code of length n is equivalent to a cyclic code of
length n.
Proof. Let δ ∈ F∗q such that δ
n = λ and define
φ: Fq[x]/(x
n − 1) −→ Fq[x]/(x
n − λ)
f(x) 7−→ φ(f(x)) = f(δ−1x)
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It is obvious that φ is a ring homomorphism and is Hamming weight preserving. Hence we
only need prove that φ is a one-to-one map. For this, let f(x) and g(x) be polynomials in
Fq[x] such that f(x) ≡ g(x) mod x
n − 1. This is equivalent to the existence of h(x) ∈ Fq[x]
such that f(x)−g(x) = h(x)(xn−1). This equality is true if and only if f(δ−1x)−g(δ−1x) =
h(δ−1x)[(δ−1x)n − 1] is true. We have that h(δ−1x)[δ−nxn − 1] = δ−nh(δ−1x)[xn − δn] =
δ−nh(δ−1x)[xn − λ], so for f, g ∈ Fq[x]/(x
n − 1)
φ(f(x)) = φ(g(x)) ⇐⇒ g(x) = f(x).
Then φ is well defined and one-to-one, and hence is a ring isomorphism and a Hamming
isometry. Since the λ-constacyclic and cyclic codes are ideals, the result follows from [27].

Corollary 3.3 Let q = pr be a prime power, n a positive integer and λ ∈ Fq. If F
∗
q contains
an n-th root δ of λ and the fi, 1 ≤ i ≤ r, are the monic irreducible factors of x
n − 1 in Fq,
then xn− λ = λ
∏r
i=1 fi(δ
−1x) is the factorization of xn− λ into irreducible factors over Fq.
Proof. Assume that xn − 1 =
∏r
i=1 fi(x) is the factorization of x
n − 1 into irreducible
factors over Fq. This factorization is unique since it is over a unique factorization domain
(UFD), but in this case (n, p) 6= 1, so the factors are not necessarily coprime. Since φ is a
ring isomorphism, φ(xn − 1) = δ−nxn − 1 = δ−n(xn − λ) =
∏r
i=1 φ(fi(x)) =
∏r
i=1 fi(δ
−1x),
as the image of 0 by φ is 0. 
Theorem 3.4 Let Fq be a finite field, q = p
r a prime power, and n an integer such that
(n, q− 1) = 1. Then all constacyclic codes of length n over Fq are equivalent to cyclic codes
of length n over Fq.
Proof. Let α be a primitive element of Fq and λ ∈ F
∗
q . Then there exists an integer i such
that λ = αi. Since (n, q−1) = 1, then (n, q−1)|i and by Lemma 3.1 there exists δ ∈ F∗q such
that δn = λ. By Proposition 3.2, the λ-constacyclic codes of length n over Fq are equivalent
to cyclic codes of length n over Fq. 
Example 3.5 Let Fq be a finite field, q = p
r a prime power, and n = mps an integer such
that (m, pr − 1) = 1. Then all constacyclic codes of length n over Fq are equivalent to cyclic
codes of length n over Fq.
Theorem 3.6 Let Fq be a finite field, q = p
r an odd prime power, and m an odd integer
such that (m, p) = 1. Let λ ∈ F∗q such that there exists δ ∈ F
∗
q and δ
m = λ. Then the
following hold:
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(i) ±λ-constacyclic codes of length mps over Fq are equivalent to cyclic codes over Fq;
(ii) If q ≡ 1 mod 4 and δ = β2 in Fq, then ±λ-constacyclic codes of length 2mp
s over Fq
are equivalent to cyclic codes over Fq.
Proof.
i) Let λ ∈ F∗q such that there exists δ ∈ F
∗
q and δ
m = λ. Then exists α ∈ F∗q such that
αp
s
= δ, so that λ = δm = αmp
s
. Since mps is odd, we obtain −λ = (−δ)m = (−α)mp
s
,
and the result follows by Proposition 3.2.
ii) Let λ ∈ F∗q such that there exists β ∈ F
∗
q and β
2m = λ. Then there exists ρ ∈ F∗q so that
ρp
s
= β and λ = β2m = ρ2mp
s
. Thus ρ is a 2mps-th root of λ in Fq. If q ≡ 1 mod 4,
by Lemma 3.1 there exists ξ ∈ Fq such that ξ
2 = −1. Then −λ = (−1)mp
s
β2m =
ξ2mp
s
ρ2mp
s
= (ξρ)2mp
s
, and ξρ is a 2mps-th root of −λ in Fq. The result then follows
by Proposition 3.2.

Example 3.7 When m is odd we have (−1)m = −1. Then from Part (i) of Theorem 3.6,
the negacyclic codes of length mpr are equivalent to cyclic codes.
When m is odd, q ≡ 1 mod 4, and q = pr an odd prime power, from Part (ii) of The-
orem 3.6 the negacyclic codes of length 2mps are equivalent to cyclic codes of length 2mps
over Fq. The structure of these codes was also given in [23], and they are generated by
k1∏
i=1
fi(βx)
αi
k2∏
i=1
fi(−βx)
γi ,
where k1, k2 ≤ l, αi, γi ≤ p
s,
∏l
i=1 fi(x) is the factorization of x
m − 1 into monic irreducible
factors over Fq[x], and β
2 = −1. When m = 1, these codes are generated by 〈(x+β)i(x−β)j〉
0 ≤ i, j ≤ ps. These codes have also been studied by Dinh [16].
Example 3.8 Let α be a primitive element of F∗27 and n = 90 = 2 · 5 · 3
2. Further, let
λ ∈ {α2i, 1 ≤ i ≤ 13}, and since (5, 26) = 1, α2i = α2i(26−5·5) = (α−5i)2·5. Then β = α−5i,
β27 = (β3)9 and ρ = β3, so λ = (α−15)2·5·9i = (α11)2·5·9i. We have x90 − 1 = (x10 − 1)9 =
(x5 − 1)9(x5 + 1)9 = (x − 1)9(x4 + x3 + x2 + x + 1)9(x + 1)9(x4 − x3 + x2 − x + 1)9. Since
cyclic codes of length 90 over F27 are principal ideals of
F27[x]
x90−1
, these codes are generated by
polynomial of the following form
(x− 1)s(x4 + x3 + x2 + x+ 1)j(x+ 1)k(x4 − x3 + x2 − x+ 1)l
= f s1 (x)f
j
2 (x)f
k
1 (−x)f
l
2(−x), for s, j, k, l ∈ {0, . . . , 9}.
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Therefore λ-constacyclic codes of length 90 over F27 are ideals of
F27[x]
x90−λ
which is a principal
ideal ring, and these codes are generated by
〈f s1 (α
−11ix)f j2 (α
−11ix)fk1 (−α
−11ix)f l2(−α
−11ix)〉, s, j, k, l ∈ {0, . . . , 9}, 1 ≤ i ≤ 13.
The set of all possible generators of λ-Constacyclic codes of length 90 over F27 are given in
Table 1.
Table 1: All Possible Generators of λ-Constacyclic Codes of length 90 over F27
λ = α11.i.2.5.9 f s1 (α
−11ix)f j2 (α
−11ix)fk1 (−α
−11ix)f l2(−α
−11ix)
α11.2.5.9 〈f s1 (α
−11x)f j2 (α
−11x)fk1 (−α
−11x)f l2(−α
−11x)〉
α11.2.2.5.9 f s1 (α
−11.2x)f j2 (α
−11.2x)fk1 (−α
−11.2x)f l2(−α
−11.2x)
α11.3.2.5.9 f s1 (α
−11.3x)f j2 (α
−11.3x)fk1 (−α
−11.3x)f l2(−α
−11.3x)
α11.4.2.5.9 f s1 (α
−11.4x)f j2 (α
−11.4x)fk1 (−α
−11.4x)f l2(−α
−11.4x)
α11.5.2.5.9 f s1 (α
−11.5x)f j2 (α
−11.5x)fk1 (−α
−11.5x)f l2(−α
−11.5x)
α11.6.2.5.9 f s1 (α
−11.6x)f j2 (α
−11.6x)fk1 (−α
−11.6x)f l2(−α
−11.6x)
α11.7.2.5.9 f s1 (α
−11.7x)f j2 (α
−11.7x)fk1 (−α
−11.7x)f l2(−α
−11.7x)
α11.8.2.5.9 f s1 (α
−11.8x)f j2 (α
−11.8x)fk1 (−α
−11.8x)f l2(−α
−11.8x)
α11.9.2.5.9 f s1 (α
−11.9x)f j2 (α
−11.9x)fk1 (−α
−11.9x)f l2(−α
−11.9x)
α11.10.2.5.9 f s1 (α
−11.10x)f j2 (α
−11.10x)fk1 (−α
−11.10x)f l2(−α
−11.10x)
α11.11.2.5.9 f s1 (α
−11.11x)f j2 (α
−11.11x)fk1 (−α
−11.11x)f l2(−α
−11.11x)
α11.12.2.5.9 f s1 (α
−11.12x)f j2 (α
−11.12x)fk1 (−α
−11.12x)f l2(−α
−11.12x)
α11.13.2.5.9 f s1 (α
−11.13x)f j2 (α
−11.13x)fk1 (−α
−11.13x)f l2(−α
−11.13x)
4 Constacyclic Codes over Finite Chain Rings
The purpose of this section is to provide an isomorphism between constacyclic and cyclic
codes in a more general setting than those given in [5]. This allows us to simplify the
structure of constacyclic codes. To achieve this goal, we extend some results given in the
previous section to finite chain rings with characteristic p such that (n, p) = 1. For λ ∈ R∗,
if there exists δ ∈ R∗ such that δn = λ, then δ is called an n-th root of λ in R.
Since R∗ = R \ 〈γ〉, then for all a ∈ R∗ we have µ(a) 6= 0. Further, as the map µ is
a surjective homomorphism, it induces the surjective homomorphism µ˜ : R∗ −→ F∗q . The
following lemma provides the link between the n-th root of elements in R and the n-th root
of their images in Fq.
Lemma 4.1 ( [28, p. 355]) With the notation given above, Ker(µ˜) is a p-group.
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We now generalize a result of Dougherty et al. [19, Lemma 4.2].
Proposition 4.2 Let R be a finite chain ring with residue field Fpr and n an integer such
that (p, n) = 1. Further, let λ ∈ R such that µ(λ) 6= 0. Then there exists an n-th root of λ
in R if and only if there exists an n-th root of µ(λ) in F∗q.
Proof. We first prove that the following map is an automorphism ξ : Ker(µ˜) −→
Ker(µ˜), x 7−→ xn. Suppose x, y ∈ Ker(µ˜) are such that xn = yn, then (xy−1)n = 1. From
Lemma 4.1, we have that Ker(µ˜) is a p-group, and since (n, p) = 1 we obtain that xy−1 = 1.
Hence x = y, which implies that ξ is a bijection. It is easy to check that ξ is a homomor-
phism, and hence an automorphism. Let λ ∈ R with µ(λ) 6= 0, and suppose ∃δ ∈ R such
that δn = λ. Then since µ is a homomorphism, we have µ(δn) = µ(λ) =⇒ µ(λ) = (µ(δ))n.
Now let c1 ∈ F
∗
pr such that there exists δ1 ∈ F
∗
pr which satisfies c1 = δ
n
1 . Then there exists
c0 ∈ R
∗ and δ0 ∈ R
∗ such that µ(c0) = c1 and µ(δ0) = δ1. Therefore µ(c0) = µ(δ
n
0 ), so then
c0δ
−n
0 ∈ Ker(µ˜). Since we already have that ξ is a bijection, there exists b ∈ Ker(µ˜) such
that c0δ
−n
0 = b
n. Then c0 = δ
n
0 b
n = (δ0b)
n, δ0b ∈ R
∗. This implies that δ0b is a n-th root of
c0 in R
∗. 
Theorem 4.3 Let R be a finite chain ring with residue field Fq, and let n be an integer such
that (n, q) = 1. If there exists λ ∈ F ∗q such that ∃δ ∈ F
∗
q with δ
n = λ, then ∃λ0 a unit in R
such that λ0 = δ0
n and µ(λ0) = λ. Further, the λ0-constacyclic code of length n over R is
equivalent to a cyclic code of length n over R.
Conversely, if there exists a unit λ ∈ R such that there exists a unit δ ∈ R with δn = λ,
then a µ(λ)-constacyclic code of length n over Fq is equivalent to a cyclic code of length n
over Fq.
Proof. Let R be a finite chain ring with residue field Fq, and let n be an integer such that
(n, q) = 1. If there exists λ ∈ F ∗q such that ∃δ ∈ F
∗
q with δ
n = λ, then by Proposition 4.2
there exists λ0, δ0 ∈ R
∗ such that µ(λ0) = λ and δ
n
0 = λ0. Let
ψ: R[x]/(xn − 1) −→ R[x]/(xn − λ0)
f(x) 7−→ µ(f(x)) = f(δ−10 x).
(3)
We need to prove that ψ is an isometry according to a homogeneous weight over R. Let
w(.) be a homogeneous weight over R and let f(x) = a0 + a1x+ . . . anx
n be a codeword in
R[x]/(xn − 1). Then ψ(f(x)) = a0 + a1δ
−1x + a2δ
−1x
2
+ . . . + δ−1x
n
. Since δ is a unit, it
must be that w(δ−iai) = w(ai), hence w(ψ(f(x)) = w(f(x)). By a proof similar to that of
Proposition 3.2 for fields, ψ is a ring isomorphism so A is an ideal of R[x]/(xn − 1). Then
ψ(A) is an ideal of R[x]/(xn − λ0) and if B is an ideal of R[x]/(x
n − λ0), ψ
−1(B) is an ideal
of R[x]/(xn − 1). Hence from Lemma 2.2 the result follows.
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Conversely, if there exists a unit λ ∈ R such that there exists a unit δ ∈ R with δn = λ,
then by Proposition 4.2 µ(λ) = µ(δ)n in Fq. From Proposition 3.2, we deduce that a µ(λ)-
constacyclic code of length n over Fq is equivalent to a cyclic code of length n over Fq. 
Corollary 4.4 Let R be a finite chain ring with residue field Fq with q = p
r a prime power
and n a positive integer such that (n, p) = 1. In addition, let λ be a unit in R. Then if R
contains an n-th root δ of λ and the fi, 1 ≤ i ≤ r are the monic basic irreducible pairwise
coprime factors of xn − 1 in R[x], xn − λ = λ
∏r
i=1 fi(δ
−1x) is the factorization of xn − λ
into basic irreducible pairwise coprime factors in R[x].
Proof. Assume that xn − 1 =
∏r
i=1 fi(x) is the unique factorization of x
n − 1 into monic
basic irreducible pairwise coprime factors over R. This factorization is unique since xn − 1
is monic, (n, p) = 1 and it is over a finite chain ring. Since µ is a ring homomorphism,
µ(xn − 1) =
∏r
i=1 µ(fi)(x) is the unique factorization of µ(x
n − 1) into monic irreducible
pairwise coprime factors over Fq. By Corollary 3.3, x
n−µ(λ) = µ(λ)
∏r
i=1 µ(fi)(µ(δ)
−1x) is
the unique factorization of xn − µ(λ) into irreducible pairwise coprime over Fq.
From Theorem 4.3, ψ is a ring isomorphism, so ψ(xn − 1) = δ−nxn − 1 = δ−n(xn − λ) =∏r
i=1 ψ(fi(x)) =
∏r
i=1 fi(δ
−1x), and λ
∏r
i=1 fi(δ
−1x) is a factorization of xn−λ over R. Then
µ(xn − λ) = µ(
∏r
i=1 fi(δ
−1x)) =
∏r
i=1 µ(fi)(δ
−1x) =
∏r
i=1 µ(fi)(µ(δ)
−1x), fi(δ
−1x) is basic
irreducible over R for 1 ≤ i ≤ r 
Corollary 4.5 Let R be a chain ring with maximal ideal 〈γ〉, index of nilpotency e, and
residue field Fq with q = p
r a prime power. Further, let n be an integer such that (n, q) = 1
and λ ∈ 1+ 〈γ〉. Then λ-constacyclic codes over R of length n are equivalent to cyclic codes
of length n over R.
Proof. Let λ ∈ 1 + 〈γ〉 so that µ(λ) = 1. Then from Proposition 4.2, there exists an n-th
root of λ in R since there is an n-th root of 1 in Fq. Hence from Theorem 4.3, we have that
these constacyclic codes are equivalent to cyclic codes. 
Example 4.6 If n is an integer such that (n, q) = 1 and λ = 1± γe−1, then λ-constacyclic
codes over R of length n are equivalent to cyclic codes of length n over R.
Corollary 4.7 Let R be a finite chain ring with residue field Fpr , n = 2m an oddly even
integer and p an odd prime such that (n, p) = 1. Then if p ≡ 1 mod 4, r an integer, or
p ≡ 3 mod 4, r even, negacyclic codes of length n over R are equivalent to cyclic codes of
length n over R.
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Proof. From Lemma 3.1, if n is oddly even and p ≡ 1 mod 4, r an integer, or p ≡ 3 mod 4,
r even, then xn + 1 has a solution in Fpr . Hence from Theorem 4.3 the negacyclic codes are
equivalent to cyclic codes over R. 
Next the structure of negacyclic codes of length 2m are examined under the assumptions
of Corollary 4.7.
Proposition 4.8 With the assumptions of Corollary 4.7, any cyclic or negacyclic code over
R of length 2m, m odd, over R is a direct sum of two cyclic codes of length m over R.
Proof. Let n = 2m with m an odd integer and p ≡ 1 mod 4, r an integer, or p ≡ 3 mod 4,
r even, by Lemma 3.1 there exists ν ∈ F ∗q such that ν
2 = −1. Then since p is odd and
(p, 2) = 1, by Proposition 4.2 there exists a unit ν0 ∈ R such that ν
2
0 = −1 in R. Thus −1 =
(−1)m = (ν20)
m = (ν0)
2m = νn0 . From Theorem 4.3 we deduce that negacyclic codes of length
n are equivalent to cyclic codes of length n over R. Since m is odd, then R[x]
xm−1
≃ R[x]
xm+1
.
Hence we have
R[x]
x2m − 1
≃
R[x]
xm − 1
⊕
R[x]
xm − 1
.

Example 4.9 Let R = Z25 and n = 18 = 2 · 9. Since x
18 − 1 = (x9 − 1)(x9 + 1), then
Z25[x]
x18 − 1
≃
Z25[x]
x9 − 1
⊕
Z25[x]
x9 + 1
.
In Z25[x] we have the factorization x
9 − 1 = (x+ 24)(x2 + x+ 1)(x6 + x3 + 1). Denote the
monic basic irreducible factors of x9 − 1 as
f0(x) = (x+ 24), f1(x) = (x
2 + x+ 1), and f2(x) = (x
6 + x3 + 1).
Then
x18 − 1 = (x9 − 1)(x9 + 1) = f0(x)f1(x)f2(x)f0(−x)f1(−x)f2(−x)
is the factorization of x18 − 1 in Z25[x] into monic basic irreducible factors. Then
C1 = 〈f0(x)f2(x), 5f0(x)f1(x)〉
and
C2 = 〈f0(x)f1(x), 5f1(x)f2(x)〉
generate cyclic codes of length 9 over Z25. Since 9 is odd,
Z25[x]
x9−1
≃ Z25[x]
x9+1
, and the image of
C2 is 〈f0(−x)f1(−x), 5f1(−x)f2(−x)〉. Then
〈f0(x)f2(x), 5f0(x)f1(x)〉 ⊕ 〈f0(−x)f1(−x), 5f1(−x)f2(−x)〉
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is a cyclic code of length 18 over Z25.
We know that negacyclic codes over Z25 of length 18 are principal ideals of
Z25[x]
x18+1
. In
Z25, 7
2 = −1 so x18 + 1 = x18 − (−1) = x18 − 72 = x9 − 7)(x9 + 7) = (x9 − 79)(x9 + 79) =
7((−7x)9 − 1)7((7x)9 + 1) = −((−7x)9 − 1)((7x)9 + 1). Since x9 − 1 = f0(x)f1(x)f2(x),
f0(−7x)f1(−7x)f2(−7x) is the factorization of ((−7x)
9 − 1) into monic basic irreducible
factors in Z25[x], and f0(7x)f1(7x)f2(7x) is the factorization of ((7x)
9+1) into monic basic
irreducible factors in Z25[x]. We then have
Z25[x]
x18 + 1
≃
Z25[x]
(−7x)9 − 1
⊕
Z25[x]
(7x)9 + 1
. (4)
Since Z25[x]
(7x)9−1
≃ Z25[x]
(7x)9+1
, then for example
〈f0(7x)f2(7x), 5f0(7x)f1(7x)〉 ⊕ 〈f0(−7x)f1(−7x), 5f1(−7x)f2(−7x)〉
is a negacyclic code of length 18 over Z25.
5 (α+ βp)-Constacyclic Codes of Length ps over Finite
Galois Rings
Let R = GR(pe, r) be the finite Galois ring with residue field Fpr , maximal ideal 〈p〉, and
nilpotency index e. Let α, β be units in R, n = ps, and R(α, β) = R[x]
(xps−(α+βp))
. Then the
(α + βp)-constacyclic codes of length ps over R are precisely the ideals of R(α, β).
Each element of GR(pe, r) can be uniquely written as
a = a0 + a1p+ a2p
2 + · · ·+ ae−1p
e−1
with ai ∈ T . Note that T is equivalent to Fpr . We have µ(a) = a0, where µ is the map
given by (1).
Lemma 5.1 Let R be a finite commutative ring with identity, and let x, y ∈ R. If x− y is
nilpotent in R, then x is a unit if and only if y is a unit.
Proof. Let z = x − y. Since the set of nilpotent element of R is a subgroup in R, if z is
nilpotent then x is nilpotent if and only if y is nilpotent. 
Lemma 5.2 Assume there exists a unit α0 ∈ R such that α
ps
0 = α. Then in R(α, β) we
have (α−10 x− 1)
ps = pρ(x) where ρ(x) is a unit in R(α, β). Moreover, the nilpotency index
of (α−10 x− 1)
ps is eps.
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Proof. In R(α, β) we have
(α−10 x− 1)
ps = (α−10 x)
ps + (−1)p
s
+
∑ps−1
i=1 (−1)
i(p
s
i )(α
−1
0 x)
ps−i
= α−p
s
0 x
ps + (−1)p
s
+
∑ps−1
i=1 (−1)
i(p
s
i )(α
−1
0 x)
ps−i
= α−1(α + βγ) + (−1)p
s
+
∑ps−1
i=1 (−1)
i(p
s
i )(α
−1
0 x)
ps−i
= 1 + (−1)p
s
+ α−1βp+
∑ps−1
i=1 (−1)
i(p
s
i )(α
−1
0 x)
ps−i
Let g(x) =
∑ps−1
i=1 (−1)
i(p
s
i )(α
−1
0 x)
ps−i. Expanding g(x) in (α−10 x− 1) gives
g(x) =
∑ps−1
i=1 (−1)
i(p
s
i )((α
−1
0 x− 1) + 1)
ps−i
=
∑ps−1
i=1
∑ps−i
j=0 (−1)
i(p
s
i )(
ps−i
j )(α
−1
0 x− 1)
ps−i−j,
where the constant term is
g(α0) = (−1)− (−1)
ps.
Hence g(x) can be represented as g(α0)+p
∑ps−1
i=1 bi(α
−1
0 x−1)
i where bi ∈ R for 0 ≤ i ≤ p
s−1.
Then we have (α−10 x− 1)
ps = pρ(x), where
ρ(x) = α−1β +
ps−1∑
i=1
bi(α
−1
0 x− 1)
i.
From Lemma 5.3, we have that ρ(x) is a unit in R(α, β) since α−1β is a unit in R. Hence
(α−10 x−1)
pse = 0 in R(α, β), which means that the nilpotency index of (α−10 x−1) is ep
s. 
Lemma 5.3 Assume there exists a unit α0 ∈ R such that α
ps
0 = α. Then for f(x) ∈ R(α, β)
the following hold:
(i) f(x) can be uniquely written as
f(x) = a0 + a1(α
−1
0 x− 1) + a2(α
−1
0 x− 1)
2 + · · ·+ aps−1(α
−1
0 x− 1)
ps−1
where ai ∈ R, 0 ≤ i ≤ p
s − 1;
(ii) f(x) is a unit in R(α, β) if and only if µ(a0) 6= 0.
Proof. Note that we can write x as x = α0(α
−1
0 x−1)+α0 so that x
i = (α0(α
−1
0 x−1)+α0)
i
for 0 ≤ i ≤ ps − 1. Hence f(x) ∈ R(α, β) can be written as
f(x) = a0 + a1(α
−1
0 x− 1) + a2(α
−1
0 x− 1)
2 + · · ·+ aps−1(α
−1
0 x− 1)
ps−1.
Since a0 ∈ R, it can be written uniquely as a0 = µ(a0)+a0,1p+· · ·+a0,e−1p
e−1 with a0,i ∈ Fpr .
Hence f(x) can be expressed as
f(x) = µ(a0) + ap+ (α
−1
0 x− 1)g(x),
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for some a ∈ R and g(x) ∈ R(α, β). Define
A(x) = f(x)− µ(a0).
Since (α−10 x − 1) and p are nilpotent in R(α, β), it follows that ap is nilpotent in R(α, β).
Therefore A(x) is nilpotent in R(α, β), so by Lemma 5.1 f(x) is a unit if and only if µ(a0)
is a unit in Fpr , i.e., µ(a0) 6= 0. 
Theorem 5.4 The ring R(α, β) is a chain ring with maximal ideal 〈(α−10 x−1)〉 with residue
field Fpr , and the nilpotency index of (α
−1
0 x−1) is ep
s. The ideals ofR(α, β) are 〈(α−10 x−1)
i〉,
0 ≤ i ≤ eps.
Proof. Let a(x) be an element in R(α, β). Then from Lemma 5.3, a(x) can be expressed
as
a(x) = a0 + pa+ (α
−1
0 x− 1)g(x),
where a0 ∈ Fpr , a ∈ R and g(x) ∈ R(α, β). If a0 = 0, then a(x) = pa + (α
−1
0 x − 1)g(x).
By Lemma 5.2, p = (α−10 x − 1)
ps(ρ(x))−1, and hence a(x) = (α−10 x − 1)h(x) for some h(x)
in R(α, β). This gives that a(x) ∈ 〈(α−10 x − 1)〉. If a0 6= 0, then a(x) is a unit in R(α, β).
Therefore for any element a(x) ∈ R(α, β) either a(x) is a unit or a(x) ∈ 〈(α−10 x− 1)〉. This
implies thatR(α, β) is a local ring with maximum ideal 〈(α−10 x−1)〉. Hence from [15, Propo-
sition 2.1], R(α, β) is a chain ring whose ideals are 〈(α−10 x− 1)
i〉, 0 ≤ i ≤ eps. 
Corollary 5.5 There are 1+ eps (α+ βp)-constacyclic codes of length ps over R. They are
precisely the ideals Ci = 〈(α
−1
0 x− 1)
i〉 ⊂ R(α, β) for some 0 ≤ i ≤ eps. Then the number of
codewords in Ci is |Ci| = p
r(eps−i).
Proof. An (α + βγ)-constacyclic code of length ps over R is an ideal of R(α, β). From
Theorem 5.4, we have that these ideals are Ci = 〈(α
−1
0 x − 1)
i〉 with 0 ≤ i ≤ eps. Then by
Lemma 2.1, we deduce that |Ci| = p
r(eps−i). 
Example 5.6 Let Z9 = {0, 3, 6}∪{2, 2
2, 23, 24, 25, 26} and n = 33. We have that (33, 6) = 3
if α = 23. Let β be a unit in Z9. If C is a (−1+ 3β)-constacyclic code over Z9 of length 27,
then C = 〈(−x − 1)i〉 for some i ∈ {0, 1, . . . , 2 · 33}, and the number of codewords in C is
|C| = 32·27−i.
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