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Abstract
Newborns of a gestational age of 24-32 weeks are commonly very weak and have
health problems. The facilities of a Neonatal Intensive Care Unit (NICU) provide
the medical equipment needed for their care and in some cases, for their survival.
The acoustic environment of a typical NICU is very rich and may contain a large
number of different sounds, which come either from the equipment or from the
human activities taking place in it. 
Alarm sounds triggered by biomedical equipment play a key role in providing
healthcare in a NICU, but at the same time loud sounds or particular sounds may
be harmful for the neurological development of preterm infants. 
The aim of this project is to develop a system that allows to detect these alarm
sounds. Previously, several systems have been proposed for this task, all based on
machine learning techniques. Our goal is to provide an alternative solution based
on signal processing techniques.
The system proposed in this work consists of a set of consecutive stages that
convert the audio input into a binary data stream specifying each alarm detection
in time. The experimental evaluations were performed with a database recorded in
a  real-world  hospital  environment  (Hospital  de  Sant  Joan  de  Déu).  The
performance of the detection system is assessed both at the frame level and at the
alarm period level.
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Chapter 1 
Introduction
It is known that the noisy acoustic  environment of the NICU may have adverse
effects  on  the  neurodevelopment  of  the  preterm  infants  as  inadequate,  loud,
unexpected sounds replace natural hearing placental stimulation [1]. The negative
or  stressful  environmental  impact  of  NICUs on the  developing  brain  has  been
widely documented [2]–[6].
The acoustic environment of a typical NICU is highly diverse and may contain
a large number of sounds coming from numerous sources, such as alarm sounds
generated  by  different  biomedical  equipment,  noisy  mechanical  ventilation,
telephone ring sound and people conversations  [7],  [8]. Various acoustic events
are  usually  taking  place  simultaneously  in  a  NICU  and  the  maximum  sound
pressure level limits recommended [9] are exceeded frequently [10], which is of a
great concern in the medical literature.
Equipment alarms are extensively present in a NICU environment and are used
in  monitoring  or  supporting  equipment  to  alert  of  situations  requiring  medical
attention.  The  fact  that  a  large  number  of  sounding  alarms  are  not  clinically
relevant and/or are unrelated to emergency situations [11], and also general noise
and information overload may lead to unsatisfactory quality of healthcare provided
by the medical staff.
Intelligent alarming systems are being proposed [11], [12] in order to improve
the alarm handling process  in  NICUs and reduce noise  levels.  These  solutions
make  use  of  alternative  alarm modalities  and  usually  imply  development  of  a
distributed  alarm  system  where  all  or  almost  all  the  medical  equipment  is
connected  to  a  central  monitoring  system  and  medical  staff  carries  personal
notification  devices,  whereas  only  the  most  critical  alarms  are  sounding.
Unfortunately, in the majority of the NICUs smart alarming solutions are yet to be
developed.
Basically, automatic detection of equipment alarms can be beneficial in terms
of two medical application objectives:
1. For assisting the medical staff in their work and facilitate the reaction to
events.  For  instance,  in  [13] a  simple  sound-activated  light  device  was
implemented for alerting the staff members when the sound level exceeded
a predefined threshold. A more sophisticated notification system could be
designed to warn about particular alarms sounding.
2. For detection of the sounds that are potentially harmful for a preterm baby.
The sound description obtained from detectors can be correlated with the
preterm physiological  variables  in  order  to  investigate  how  a  preterm
infant reacts to the sounds that take place in a NICU. The investigation of
the  influence  of  different  types  of  sound  sources  (i.e.,  alarms  or
vocalizations),  that  have  different  spectro-temporal  characteristics  and
intensity,  on the physiological stability of preterms will  complement the
work  already  reported  in  the  literature  (for  instance,  in  [14])  and  can
contribute greatly to our understanding of how a preterm baby reacts in
short term to a “natural” auditory stimuli of the NICU environment.
Several  solutions  have  been  proposed  for  the  alarm  detection  in  a  NICU
environment  [15],  [16]. In this work, the detection is approached by employing
signal processing tools.
This work is organized as follows. Chapter 2 contains the description of the
acquired database and of the considered acoustic alarm classes. In Chapter 3 the
signal processing techniques that are used in this work are explained. Chapter 4
describes the whole system stage by stage. In Chapter 5 the results of the different
setups are shown.  Finally,  in Chapter  6 conclusions and suggestions  for  future
lines of work are presented.
Chapter 2 
Data description
Before  starting  to  develop  our  system we  need  to  study  the  data  we  will  be
working  with.  On  one  hand,  it's  important  to  know  how  the  audio  data  was
acquired. On the other hand, it is good to know about the characteristics of the
sounds we want to detect (equipment alarms) in order to design a robust system.
A more general description of the NICU acoustic environment can be found in
[15].
2.1 Audio acquisition
The sounds from the Neonatal Intensive Care Unit (NICU) of Hospital Sant Joan
de Déu (HSJD) were recorded and stored in organized database: This was done in
10 sessions from different hours of a day to get more diversity on our data. In each
session there are between 8 and 10 audio files, each one around 1 minute duration.
These files represent different situations which we call scenarios. In total, we have
107.8 min of audio data distributed in 86 audio files.
The  original  audio was recorded using two electret  unidirectional  microphones
(one inside the incubator and one outside) connected to the Olympus LS-5 Linear
PCM Recorder at samplerate of 44.1 kHz, with a resolution of 16 bits (integer) and
2 channels (stereo) in *.wav format. In practice, for our experiments we'll use a
downsampled  version  of  the  outside  channel  at  24  kHz,  since  the  highest
frequency of the sounds of interest (alarms) is below 12 kHz. Above this frequency
range we only find ventilation noise and other sounds that we don't care.  Also,
working at smaller sample rate has a benefit of faster signal processing.
2.2 Audio annotation
Each alarm signal was annotated separately using the ELAN tool  [17]. This tool
allows to place time stamps in a Graphic  User  Interface (GUI) for audio/video
annotation and it is possible to save this time information to a text file. The general
format of the resultant labeling is the following: start_time, end_time, class, where
start_time  and  end_time  are  the  event  time  stamps  and  the  class  indicates  its
identity. As we'll see, these labeling files will be used to extract training data for
our experiments, and also as reference in the evaluation phase.
Only part of the database was annotated. In our experiments we use 47 files
where all the alarm classes are labeled.
2.3 Alarm analysis
It's important to  characterize and classify possible types of alarms that we could
have in a NICU environment. The main criterion by which we will classify alarms
is the temporal evolution of the fundamental frequency of alarm signal in a single
alarm period. Based on that criterion, all the alarms can be divided to three types:
A) Monotone: alarms that contain only one tone in a signal interval.
B) Pulsed:  alarms that contain several repetitions of the same tone (i.e. one
tone with silences or interruptions), possibly of different duration.
C) Melodic: alarms that contain several different consecutive tones.
In order to be able to distinguish between different  alarms we should study
their  properties,  both  in  time  and  in  frequency  domain.  Let's  see  the  specific
parameters of the alarm types defined above.
2.3.1 Monotone alarms
Time domain:
T0: Tone period, T0 = 1/f0
L: Length or duration of the alarm sound
A: The amplitude of the reference signal is always peak-normalized to 1.
Frequency domain:
f0: Tone frequency, f0 = 1/T0
MH: Meaningful harmonics are the most significant harmonics defined with
respect to the strongest frequency.
MHR: Meaninful harmonics ratio are the difference between the strongest and
the weakest meaningful harmonic (see figure below, more details in chapter 4.1.1).
2.3.2 Rhythmic alarms
These ones have the same properties as the monotone alarms and additionally:
Time domain:
PAM: Pulse amplitude modulator (PAM): Switching binary signal.
Figure 2.1: Monotone alarm in time and frequency
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Note the length 'L' is defined from the beginning of the first tone to the end of
last tone.
2.3.3 Melodic alarms
Have the same properties as the rhythmic alarms and additionally:
Frequency domain:
Pitch: Real signal along time with values from 0 up to bandwidth limit.
Figure 2.2: Rhythmic alarm in time domain
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Figure 2.3: Waveform and spectrogram of melodic alarm
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2.3.4 Hierarchy
As we can see, the types B and C are in fact like a combination of two or more
alarms of type A, separated (or not) by silence. From another point of view, types
A and B can be seen as particular cases of C: B can be seen as type C alarm with
constant pitch envelope, and A can be seen as type B alarm with constant PAM, or
type C with constant pitch envelope.
2.3.5 Alarm parameters
Table  2.1 summarizes  the properties  of the alarm types.  Each row in this  case
would correspond to a specific alarm type.
For  the  rhythmic  alarms  we  can  leave  empty  the  pitch  field,  because  this
information can be generated from the PAM signal multiplied by the fundamental
frequency (f0). Furthermore, the PAM field of a monotone alarm can be left empty
also, since PAM will be equivalent to a constant array of length L. However, the
Figure 2.4: Alarm types hierarchy
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Table 2.1: Alarm information fields
Name Sequence L Shape PAM Pitch
str. float arr. float. int. str. int arr. int arr. float arr.
str. float arr. float. int. str. int arr. int arr. floatt arr.
… … … … … … … …
Monotone (null) (null)
Rhythmic (null)
(null)    Melodic
f
0
MH
10dB
fundamental frequency in a melodic alarm doesn't have any sense, since we have
more precise information using pitch.
Only some of this properties would be used directly  in the detection system
developed, but all of them will be used to process the reference signals.
2.3.6 Alarm classes and characteristics
For the evaluation of the system we have focused on seven alarm classes of the
sixteen that exist in the NICU. These seven classes are the most frequent and have
sufficient number of samples in the database. From these seven, four of the alarm
classes show a variation of the frequency values among different device samples of
the same model, so in this cases we'll consider 2 versions of the same alarm. The
other 3 alarm classes have only one version. This means that in total we have to
deal  with  11  audio  alarms.  More  detailed  characteristics  of  considered  alarm
classes can be found in Annex.
Chapter 3 
Techniques
Our system is based on several signal processing techniques, but there are two of
them that  require a theoretical  review for the good understanding of this work.
First one is the cross-correlation – a linear operation that measures the similarity
between two signals. Second one is the morphology which is a set of non-linear
operations  based  on  maximum  and  minimum  and  typically  used  in  image
processing.  These  linear  and  non-linear  operators  form  the  main  core  of  the
implemented system.
3.1 Cross-correlation
The cross-correlation is a similitude measurement between two signals. The causal
cross-correlation of an input signal s[n] with the reference signal a[n] of length L 
is defined as:
[ ] [ ]{ } [ ] [ ]
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The  cross-correlation  defined  by  equation  (3.1) gives  an  absolute  magnitude
signal. A little variation of this formula can be written to make this measurement
relative:
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Expression  (3.2) is just a normalization by the energy of the reference signal 'Ea'
(3.3). In that case, the result  is limited to the range of values ±1 (i.e. +1 if the
signal is equal to the reference sequence, -1 if it's inverse and 0 if it's completely
different).
3.1.1 Matched filter proof
This concept arises from the attempt to find out under which conditions we obtain
a maximum as a result of the cross-correlation operation [18].
In discrete case, the cross-correlation between two signals can be seen as a dot
product between two vectors:
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Where  we  are  assuming  for  simplicity  on  the  notation  s instead  of  s(n).  In
particular, we're considering the equivalency under the condition n=0. In that case,
we only are eliding the n-dependence shifting of the signal. So let's assume  s a
piece of s(n) of length L.
Also, the energy of a given signal v[n] of length L can be seen as the magnitude of
the vector:
[ ]
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Finally, let's define the normal vector as the vector divided by its magnitude:
ˆ vv
v
= (3.6)
Let's formulate the objective:
For a given reference signal a of energy Ea, we want to find which signal s of
energy Es (3.7) maximizes the cross-correlation between s and a (3.8):
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2 2,a sa E s E= = (3.7)
[ ] [ ]{ }max ,XC s n a né ùë û (3.8)
As we have seen  in  formula  (3.4),  cross-correlation  can be expressed  as  a dot
product:
[ ] [ ]{ } 0, · nXC s n a n a s == (3.9)
Dot product between two vectors also can be expressed as:
( ) [ )· · ·cos , 0,2a s a s a a p= Î (3.10)
where  α is  the  angle  between  the  two  vectors.  Therefore,  we  can  write  our
maximization function as follows:
( )max · ·cosa s aé ùë û (3.11)
Since ||a|| and ||s|| are constants, the only variable of the maximization function is
the angle:
( )· ·max cosa s aé ùë û (3.12)
And thus, this angle must be 0 and the maximum is:
[ ]max · · ·a sa s a s E E= = (3.13)
This can be expressed in different way:
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(3.14)
i.e. the maximization of the dot product between the normal vectors must be 1:
[ ]ˆ ˆmax · 1a s = (3.15)
And there is only one solution to the equation (3.15):
ˆ ˆ ˆ ˆ· 1a s a s= « = (3.16)
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Then, writing it with non-normalized vectors, the solution becomes:
s
a
E
s a
E
= (3.17)
From the signal point of view, this means that the cross-correlation will give us a
maximum when s[n] is proportional to  a[n]. In other words, when s[n] matches
with a[n].
[ ] [ ]s
a
Es n a n
E
= (3.18)
Thus,  the  reference  signal  a[n] should  be  chosen  properly  so  that  it
corresponds to (matches) the signal which we want to detect.
3.2 Morphological tools
Unlike  linear  operators,  morphological  tools  [19] are  based  on  comparisons,
maximums and minimums. Typically, these tools are used in image processing and
thus  operate in 2D space. In our case, we'll apply them to audio processing and
therefore, 1D mathematical structures that are easier.
It  is  out  of  the  scope of  this  work  to  describe  exhaustively  these  tools.
However,  it  is  good to start  with a short  summary of the operators,  what  their
mathematical  expressions are, what  they do and provide a little  example in the
signal point of view.
3.2.1 Supremum and Infimum
The supremum operator computes the maximum over a set of values or a discrete
sequence:
[ ] [ ]{ }max kkx x k x k
¥
Ú -¥< <¥=-¥
= Ú = (3.19)
The infimum is its dual operator and is defined as:
[ ] [ ]{ }min kkx x k x k
¥
Ù -¥< <¥=-¥
= Ù = (3.20)
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3.2.2 Dilation and Erosion
These  are  operators  based  on  the  previous  ones  (supremum and  infimum).  In
addition to an input  sequence  x[n],  both operators  use another  sequence called
Structuring  Element  (SE)  denoted  by  b[n] that  characterizes  the  operation.
Dilation (3.21) and Erosion (3.22) are defined as:
[ ]{ } [ ] [ ]( )b kx n x k b n kd
¥
=-¥
= Ú + - (3.21)
[ ]{ } [ ] [ ]( )b kx n x k b k ne
¥
=-¥
= Ù - - (3.22)
Unlike supremum and infimum, the result of these operators is a new n-depending
sequence, not a single value. Of course, these output sequences are strongly related
to the structuring element. Tipically, SEs are binary sequences:
[ ] { }0 if n setb n
otherwhise
ì Î
= í
-¥î
(3.23)
There is a particular case that is specially interesting, the Flat Structuring Element
(FSE) of size S:
( )[ ] 0 0 1if n SF S n
otherwhise
£ £ -ì
= í -¥î
(3.24)
In that  case,  it  can  be  shown  that  dilation  and  erosion  can  be  simplified  just
truncating the limits of the supremum and infimum operators:
( ) [ ]{ } [ ]
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Using FSE, dilation always gives a sequence greater than or equal to the original
one, and erosion gives a sequence that is smaller than or equal to the original.
Note that erosion is non-causal defined and if we want to make it causal we
need to assume some latency, specifically, S samples due to the size of SE.
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Graphical example
Let's see how these two operations behave over a FSE of size 3. As we can see in
Figure 3.1, the dilation holds the maximums during 3 samples (or  S in general).
Erosion holds the minimum only if the next 3 samples (S in general) are equal or
greater.  From  another  point  of  view,  dilation  and  erosion  removes  narrow
minimums and maximums respectively:
But  here  we  have  some  problems.  For  example,  if  we  are  interested  in  sharp
maximums, we can use dilation, but the obtained result will be 3 samples more.
Furthermore,  if  we are interested in the minimums we can use erosion but  the
narrow valleys will be enlarged.
To solve these changes on the sizes of shapes due to the size of the SE, other
operators are defined combining the previous ones.
3.2.3 Opening and Closing
Opening  (3.27) and  closing  (3.28) are  the  two  operators  that  arise  from  the
composition of erosion with dilation and vice versa.
Figure 3.1: Graphical example of dilation and erosion
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[ ]{ } [ ]{ }{ }b b bx n x ng d e= (3.27)
[ ]{ } [ ]{ }{ }b b bx n x nj e d= (3.28)
Using FSE, opening always gives a sequence smaller than or equal to the original
and closing gives a sequence that is greater than or equal to the original.
Graphical example
Let's see an example with the same input sequence and SE as in Figure 3.1.
Now,  closing  gives  us  sharp  maximums  without  enlarging  their  length,  and
correspondingly opening preserves narrow minimums.
Note that opening and closing will  have a systematic latency of 'S' samples
(size of SE), since both use the erosion operator.
Figure 3.2: Graphical example of closing and opening
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Chapter 4 
System implementation
In this chapter we will see how are implemented the different stages of the system.
First  of  all,  we  will  see  how  Matched  Filter  (MF)  is  used  to  get  a  signal
proportional  to the detection output.  Second,  how this  signal  is  processed with
morphological tools to get the envelope and third, how last stage decides if alarm
is detected or not. In fourth place, we will describe the energy overload protection
stage (that in fact is the very first stage of the proposed system). We leave it by the
end because this stage is an enhancement and was developed the last.
 s[n] denotes the input signal in which we want to detect the alarm, ai[n] is the
alarm of interenst itself (i is the label of the alarm class) and di[n] is the detection
signal of the alarm i, a binary signal which is equal to 1 if alarm is detected and 0
otherwise.
Each stage has some latency (denoted in  Figure 4.1 within the rhombus) and
the total estimated latency of the system is the sum of the latencies at all stages:
2Latency Q L S= + + (4.1)
24
Figure 4.1: General scheme of the proposed detection system.
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4.1 Matched filter
From the system point of view, the matched filter can be expressed as a linear and
time-invariant system as shown in Figure 4.2:
The  output  c[n] is  computed  as  shown  in  equation  (3.2).  In  a  real  time
application this system will have a systematic latency of L samples. We will base
the detection of each alarm based on a bank with different  MF, one per alarm
version.
4.1.1 Reference signal enhancement
Reference signal has to represent as close as possible the sound to be detected. Our
recorded references of each alarm are not exactly clean, in a sense that we may
have certain noise floor at other frequencies that do not belong to the frequency
content of the alarm.
Figure 4.2: Matched filter integrated into a block system
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The solution proposed is simple: Filtering. We want to make an algorithm that
creates a filter based on the Meaningful Harmonics Ratio (MHR) estimated from
the noisy alarm reference, and use this filter to remove the irrelevant frequency
content on the alarm and thus obtain a clean reference. 
Meaningful  harmonics  (MH)  are  defined  as  the  frequencies  with  power
spectral  density  that  is  under  MHR (dB)  value,  where  the  MHR value  is  the
relation to the frequency with the strongest power. Here, we are assuming that the
strongest frequency belongs to the frequency content of the alarm. So MHR has to
be less than the SNR of the noisy reference.
Steps of the algorithm (shown also in Figure 4.4) are:
Figure 4.4: Graphical scheme of automatic filtering algorithm
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1. The normalized PSD is computed.
2. Local maximums are found.
3. Around each local maximum position, a Gaussian function is placed.
Gaussian function is chosen due to its properties. On one side, this function
guarantees  smooth  transitions.  On  the  other  side,  the  Fourier  transform  of  a
Gaussian function is also a Gaussian function.
The Gaussian function used is such that it ensures 80Hz of bandwidth at 6dB
per local maximum (Figure 4.5(a)). The 80Hz bandwidth is chosen to avoid the
overlap  between  two  neighboring  Gaussian  functions,  since  distance  between
harmonics of alarms in a considered alarm class set is larger than 80Hz. Even so,
there may be an overlap, and in this case, the overlap of Gaussian functions is not
equal  to its  addition.  Instead,  as shown in  Figure 4.5 (b),  the maximum of the
overlapped Gaussians is placed at each bin.
The  reason  of  this  handling  of  the  overlapping  is  to  ensure  a  frequency
response under 1, in other words, to ensure that filter does not amplify.
Finally,  if  the  alarm  is  of  Type  C  (melodic)  the  PSD  is  not  a  good
representation of its frequency content,  because is temporal  evolution. For such
cases, an extension of this algorithm is proposed:
1. Reference signal is divided in frames of  NFFT samples half overlapped
between them.
Figure 4.5: (a) Bandwidth (b) Handling of overlapped Gaussian functions
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2. PSD  of  each  frame  is  computed  and  normalized  with  respect  to  the
maximum of all frames.
3. Local maximums of each frame are sought.
4. Around each local maximum position of each frame, a Gaussian function
is placed (following the overlap criteria described above).
NFFT value is a power of two chosen as large as possible and still allowing us
to consider one frame as stationary signal. In our case, alarms can be considered
stationary in frames of around 200ms duration.
( )2 ·stat SNFFT prevpow T F= (4.2)
Where  prevpow2(·) denotes the previous power of two of the number,  Tstat is
the  stationary  time  and  FS is  the  sample  rate,  which  in  our  case  is  24000
samples/second. Therefore, due to (4.2) NFFT should be 4096.
4.2 Morphological envelope
Since after MFS we are interested in peaks at the output, a peak detector is needed.
These peaks can be wide or very thin and, thus, a peak detector based on simple
RMS with sliding window can't  be used,  because the thin peaks could be very
important and with RMS peak detector they will be smoothed.
Figure 4.6: Morphological envelope stage and its units
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We are  interested  purely in the  contour  of the  output  signal,  and that's  the
reason to draw upon morphological tools, because they are very sensitive to abrupt
transitions.
Since an envelope is the positive contour of a signal, we can use morphological
closing. But signal maximums are the farthest samples from the origin (positive or
negative). So we don't care if a sample is positive or negative, we only use the
absolute  value.  This  absolute  value  can  be  computed  simply  with  a  full-wave
rectifier. If we don't do that, closing will work only on the maximums found on the
positive cycles of the waveform.
To  summarize,  the  morphological  envelope  could  be  represented  as  a
concatenation of two non-linear and time-invariant systems (Figure 4.6) – a full-
wave rectifier and the morphological closing. The only parameter to be defined is
the size of the SE.
The output  of  one MF associated to one alarm of frequency  f0 also gives a
signal with the same frequency. After the full wave rectification, this frequency is
doubled, so the period is the half. This half period is the expected time between
two zero-crossing. Since we are interested in maximums, we want to ensure that
these zero-crossing points  are skipped.  So the minimum size of the  structuring
element can be expressed as function of the fundamental frequency of the alarm.
0
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³ = (4.3)
Low  values  of  S  result  in  detailed  envelope.  The  increase  of  S has  the
advantage of “burying” longest minimums, but the latency will increase. In that
case we have large margin, since if f0 is around hundreds of Hz, minimum latency
will  be of few ms.  So,  in practice,  S is  chosen as a double  of minimum value
rounded up to the next integer.
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4.3 Decision stage
At  this  point,  we  need  to  decide  if  a  certain  peak  at  the  output  of  the  ME
corresponds to a true detection or not. Main unit in this stage is the peak detector,
but also the other two previous units are needed. The first unit is a FIR low-pass
filter to smooth the signal at the output of the ME stage. The second one is a gate,
a unit similar to the full-wave rectifier which objective is to suppress the values of
the envelope below a threshold, the ones that do not correspond to true detections.
4.3.1 Smoother
The ME is usually curly and staggered due to the character of the morphological
tools. Mainly, this ME results in a base-band signal, but this signal also have some
components in high frequencies. In any case, these curly shapes may worsen the
performance of the peak detector. The solution we propose is to design a low-pass
FIR filter.
Again, we will use the concept of MF. If we know which is the shape of the
expected ME, we can use it to set up the reference signal of this second matched
filter. We can extract this expected shape if we introduce a clean signal at the input
of our system. Then  at the output of the ME stage we will obtain the expected
envelope v[n], and we can use it to construct the low-pass FIR filter. Again, this
shape will be the optimal shape due to the properties of the matched filter.
Figure 4.7: Detection stage and its units
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Since this expected envelope v[n] is related to the output of MF, for an alarm
of length L, the expected length at the output of the MF is 2L-1 and, therefore, the
length of v[n] is 2L-1. However, the maximum of the expected envelope is at the
middle point and the latency of this unit will be again L.
4.3.2 Gate
Matched filter is optimal but not perfect. This means that in practice other signal
s[n] that doesn't match with a[n] won’t be null, and in that case at the output of
the MF we will have some background, which is expected to be less than the peaks
related to the true detections, but higher than 0 in terms of power.
After MF, ME stage will give us a signal greater than 0. The smoother also will
provide us a positive signal. At this point we want to distinguish the true peaks
from  the  background,  that  can  also  have  low  peaks  due  to  its  variability.
Difference between them lies in the amplitude of this signal. Since we are only
interested in the peaks, we will  think of a way to remove the background. Our
proposal is a gate unit.
The gate unit removes this residual background based on a decision threshold
U. If the input signal is lower than the gate threshold, output will be 0. If not, the
output signal is the input minus the threshold.
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(4.5)
Then the set up of the gate unit lies only on the choice of the threshold. Here,
we propose 2 different ways of doing it based on a prior knowledge of the data.
a) Threshold based on true peaks: in this case, we assume that the true peak
values are known. Thus, we can choose a threshold less than the minimum
of these true peak values.
( ) ( )1 ·minU Tol TP= - (4.6)
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b) Threshold  based  on  background:  here  our  knowledge  is  based  on  the
background.  In  this  case,  we  can  choose  the  maximum  value  of  the
background peaks as a threshold.
( ) ( )1 ·maxU Tol BG= + (4.7)
In both approaches we could apply some tolerance, depending on the margin
we have among the highest peak on the background and the lowest true peak.
In the first approach we need a training sequence with the alarm in the work
environment, but perhaps we can't have access to this training sequence (we can't
control  when  alarm  happens).  The  second  case  is  more  realistic  in  our
environment, because we can find easier training sequences without alarms.
The combination of both approaches could also be used, where the mean value
of the minimum true peak level  TP and the maximum background level  BG is
applied:
( ) ( )1 min max
2
U TP BG= +é ùë û (4.8)
In this work,  the background based method is chosen, due to next reasons:
• Not all sessions and scenarios contain alarms, so we can not assume the
previous knowledge of the true peaks.
• All sessions and scenarios contain background, so we can assume in all
cases the previous knowledge of the background.
4.3.3 Peak detector
This is the last unit of the system. The aim of the peak detector is to convert the
signal  provided for the gate unit  into a mostly 0's signal  except  1 on the local
Figure 4.8: Gate threshold choice (a) True peak based (b) Background based
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maxima  positions.  This  output  signal  will  be  at  same sample  rate  as  the  input
signal.
The minimum peak distance constraint needs to be defined in order to avoid
two adjacent detections. Two consecutive peaks can happens due to, for example
short echos on the room.
Since  we  know the  alarm period  duration  (i.e.  the  minimum time  elapsed
between two eventualities of the same alarm class). we can use this time value as a
restriction on our peak detector.
In practice, the peak detector is implemented as Matlab function “findpeaks”,
that has the adjustable parameter 'MinPeakDistance'. For every peak detected the
output will be a logical 1. If no peaks are detected, then the output is 0.
4.4 Energy overload protection stage
Up to  this  point  the  system would  work if  the  input  signal  would  have had a
regular power. Of course, things can not be so easy as we expect.
Let's recall under which conditions (3.7) the MF is optimal. If these conditions
are not met, then MF response is not what we expect. Let's show a r.a.a. example
to prove that MF can give us higher value for a non-matched signal than for a
matched signal.
Figure 4.9: Energy overload protection stage
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Let's  suppose  that  our  input  signal  g (expressed  in  vectorial  notation)  is  a
Kronecker delta δk, where k determines the position of the impulse in time:
[ ]· , 0, 1 / 0g k kg E k L ad= Î - ¹ (4.9)
Where
0 10 1 10
0 ... 1 ... 0 , ... ...k k Lk L Lk
a a a ad -- -
é ùé ù= = ê úë û ë û
(4.10)
Then the dot product of g with a is:
· ·g kg a E a= (4.11)
If the energy of the input signal d[n] is such that
2
·s a
g
k
E EE
a
> (4.12)
Then the dot product will be higher than the expected highest value:
· ·s ag a E E> (4.13)
Therefore,  there may be some non-matched signal that  at the output  of  MF
gives a value higher than the expected value for the matched signal.
Although  this  can  happen  with  many  more  signals  besides  g[n],  this  one
represents the particular case which we encounter a lot in our data. The recordings
Figure 4.10: Waveform example with knocks and glitches (S11_SC4)
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often have some  strong knocks and glitches that can be modeled as the signal g[n]
shown  in  equation  (4.10).  In  any case,  these  are  signals  whose  energy in  the
window of length  L defined by the reference signal  a[n] are extremely high in
comparison with the standard energy ES of the recording.
In other  words,  we  need  to  keep  the  power  of  the  signal  (since  power  is
proportional to energy (4.14)).
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To solve that the Energy Overload Protection Stage (EOPS) shown on Figure
4.9 is proposed. It consists of a filter followed by a dynamic compressor. It has an
equivalent latency of Q samples due to the latencies introduced by its two units.
4.4.1 Dynamic compressor
Dynamic  compressors  are  commonly  used  in  music  production  to  reduce  the
dynamic range (i.e. keep the power) without affecting the clarity of sound, or in
technical  words,  without  causing  harmonic  distortion  [20].  In our  case  we  are
looking for a similar tool.
Static parameters
We refer to static characteristics as the ones that are independent of time. Any
compressor is defined by its compression ratio (R>1) and also by a threshold (T).
Threshold  is  a  dB  value  that  tells  us  at  what  level  the  signal  starts  to  be
compressed. The ratio is a quotient (frequently given in format  R:1) that defines
how many decibels above the threshold are needed at the input to get only 1dB
increase above the threshold at the output.
In Figure 4.11 it can be seen clearly that if the input signal level (in horizontal
axis) is under the threshold, the output signal level (in vertical axis) is the same of
the input  signal. If input  signal level  is  above the threshold the compression is
applied with a given ratio R.
Chapter 4  - System implementation 36
The signal processing is performed in dB scale, and therefore static parameters
T and R are in dB units. This static characteristic can be mathematically expressed
as:
[ ]
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(4.15)
where I[n] and O[n] are the input and output signal respectively, both in dB.
Alternatively, previous equation can also be expressed as: 
[ ] [ ] [ ]dB dB dBO n I n G n= + (4.16)
Where G[n] is a gain signal, expressed also as a function of I[n]:
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(4.17)
Figure 4.11: Static compression characteristic curve
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Since this gain signal is always negative or zero, it is commonly known as gain
reduction signal.
In our case we will choose a ratio of R=10, because the relation between the
highest glitch and the typical level of the signal can be (in the worst case) around
10.
Using the compressor  with only static  characteristics  will  cause a harmonic
distortion, because the gain function will have similar bandwidth, and the linear
expression equivalent to (4.16) turns into a product of two signals (modulation). If
the gain reduction function is fast, this modulation causes distortion. So in order to
avoid that the gain function should be smoother.
Dynamic parameters
A little  variation  of  the  gain  reduction  formula  (4.17) is  used  in  order  to
smooth the gain reduction signal. Instead of using directly the input signal that we
want  to compress,  we use a smoothed version of it.  In music  compressors  this
smoothed signal is computed by convolving the absolute value of the input signal
with a window. This window is generally defined by 3 time parameters: Attack
(τA), Sustain (τS) and Release (τR). The window formula is given as:
[ ]
11 0
1
1
A
A S
A S R
n
N
A
A A S
n N N
N N N
A S A S R
if n N
F
w n if N n N N
if N N n N N N
F
- -
+ +
ì
æ öï - £ £ç ÷ï è ø
ï= < £ +í
ï
ïæ ö + < £ + +ïç ÷
è øî
(4.18)
where Ni is the equivalent number of samples at the working sample rate:
·SN F t= é ùê ú (4.19)
and F is a value which determines how fast the exponential function grows. If
we want an error of ε between neighboring zones, then F must be:
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1F
e
= (4.20)
In this work ε is chosen around 0.1%, thus, F must be around 10E+003.
Attack (τA), Sustain (τS) and Release (τR) times depend on the length of these
strong glitches. Since they are usually set to around the tens of ms, we chose the
sustain time to be equal to 10ms. Then, since the attack time is related to how fast
the compressor reacts to the strong glitches and we want it to be fast, we chose it
to be the half of the sustain time, 5ms. Finally, the release time is related to how
fast the compressor forgets the strong glitches. In this case 50ms is chosen (5 times
greater than the sustain time) in order to set a slow recovery after those glitches.
Then, we can rewrite the gain reduction signal expression (4.17) as follows:
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Where S[n] is the smoothed version of the absolute value of I[n]:
Figure 4.12: Compressor smoothing window and its PSD
Chapter 4  - System implementation 39
[ ] [ ] [ ]S n I n w n= * (4.22)
And then, the expression of the output signal can be written again as shown in
(4.16). But we won't do it. Instead we will do a little variation to this expression,
which  is  just  to  delay the  input  signal.  This  is  done  to  ensure  that  the  strong
glitches will be compressed, because the gain reduction signal anticipates a glitch
with a time τA. This is known also as Look Ahead Time.
[ ] [ ] [ ]AdB dB dBO n I n N G n= - + (4.23)
There is only one parameter left to be defined – the compressor threshold (T).
Since the level of the signal can vary between different recordings, this threshold
will  be  estimated  statistically  a  priorifrom the  training  data  by  the  following
formula:
[ ] [ ]( )' ,90%T per I n w n= * (4.24)
where per(·,90%) denotes the percentile at 90%. Thus, only 10% of the input
signal is compressed.
In  this  case,  I'[n] should  be  a  signal  with  properties  similar  to  the  input
sequence to be compressed. It can be just one part of I[n] used as training data.
As  a  summary,  Figure  4.13 depicts  the  block  diagram  of  the  dynamic
compressor.
The different parameters of the compressor are shown in Table 4.1.
Figure 4.13: Dynamic compressor block diagram
τ
A
lin2dB* dB2lin
I[n]
S[n]
O[n]
τ
A
, τ
S
, τ
R T
R
G[n]
Chapter 4  - System implementation 40
Finally, Figure 4.14 shows a graphical example of the behavior of the designed
dynamic compressor.
4.4.2 FIR Filter
If there are strong glitches or knocks at other frequencies that don't belong to the
alarm frequency content, these should not affect the amplitude of the rest of the
frequencies. But it can happen if  only compressor is used at the input. For this
reason a FIR filter will be added as a previous stage of the compressor.
But we have already used a filter with these required frequency characteristics:
The same filter used to clean the reference signal for the MF (section  4.1.1) can
also be used as the previous stage of the compressor. Since FIR filter guarantees
linear phase, we have to admit some latency which is denoted by D in Figure 4.9.
4.5 System overview
This section describes the set up and work flow of the implemented system.
Table 4.1: Values of parameters of the designed dynamic compressor
Static parameters Dymnamic parameters
R 10 5ms, 10ms, 50ms
T Per(S[n],90) F 1,00E+003
τA, τS,τR
Figure 4.14: Behavior of dynamic compressor
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4.5.1 System parameters and default setup
We  will  classify our  system parameters  either  as  internal  or  external.  Internal
parameters are the ones that are fixed or can be initialized automatically. External
parameters are the ones that can be initialized by user (denoted in bold in Table
4.2). If there is no previous initialization (automatic or manual), the default values
of the parameters used are:
4.5.2 Initialization processes
As  we  have  seen  in  previous  sections,  there  are  some  system  units  that  are
automatically configured depending on training data. There are 2 types of training
data: Alarm Training Data (ATD) and Background Training Data (BTD) and, thus,
there will be 2 initialization processes.
Alarm initialization process
This is  the first  of the two initialization processes.  The units  that  need this
initialization are listed below and have to be initialized strictly in this order.
1. FIR Filter:  set the impulse response extracted from the filter that was used
to clean the reference signal (based on MHR).
2. MF: set the clean reference signal as impulse response.
3. Closing: set the size S of the SE from the lowest frequency (fundamental)
of the alarm (see (4.3)).
4. Smoother: set as impulse response the expected envelope.
Table 4.2: Parameters default setup
MODULE EOPS
…UNIT FIR FILTER COMPRESSOR
Parameter Imp Res. MH R T F
Default value δ[n] 90 10 0 5ms 10ms 50ms 1,00E+003
…
MF ME DECISOR
MF CLOSING SMOOTHER GATE
Imp Res. S Imp Res. U Tol PeakDistance
δ[n] 1 δ[n] 0 0 0
τA τS τR
PEAK 
DETECTOR
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5. Peak detector: set the time between peaks (peak distance) using the alarm
period duration.
6. Total latency estimation: use the clean reference signal as an input of the
system and determine the time elapsed until a logical 1 is obtained at the
output.
 At each step system is updated with the new parameters, so the next step uses
the previous steps that are already configured.
Background initialization process
When  the  alarm initialization  process  is  done,  then  we  have  to  adapt  our
system  to  the  background  conditions.  This  consists  in  initializing  the  two
thresholds of the units compressor and gate units. For each step the BTD is used at
the input of the system. As before, system is updated with the new parameters at
each step.
1. Compressor: Threshold T is set as shown in (4.24).
2. Gate: Threshold U is set as the maximum peak provided by the smoother
unit, with the Tol addition as shown in (4.7).
4.5.3 Work flow
Basically,  what we need is to convert  the audio file (i.e. the audio of a certain
scenario) into a binary data which determines the positions of the alarms in time.
These labels are later used to evaluate the system. The system work flow contains
a  double  nested  loop..  The  external  loop  does  the  alarm initialization  at  each
iteration for each alarm version (i.e. 11 alarm audios), and the internal loop does
the  background  initialization  and  the  processing  itself  for  each  scenario.
Remember, we have 47 scenarios, so we have to do 47 iterations for each of the 11
alarm versions, in total 517 iterations. When the loop iteration ends for the second
version  of  one  alarm,  the  binary data  of  the  first  and  the  second versions  are
merged into a final binary data with the logical OR function.
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Figure 4.15: Work flow diagram
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Chapter 5 
Experiments
We  used  two  different  setups  for  the  system  evaluation.  The  first  one  is  an
idealized  setup  which  we call  “oracle”  because  we  assume  an  unrealistic  case
when the threshold of the gate unit is set based on the previous knowledge of the
background (in real case such knowledge is not available).. This first setup was
used  while  developing  the  system  and  allowed  to  check  the  improvements
introduced. Moreover, this setup give us an initial idea of how good can the system
potentially be (in other words, to know the limit). The second is a realistic setup in
which the threshold is estimated from the training data whose characteristics are
similar to the testing data.
5.1 Evaluation metrics
As  we  know,  the  output  of  the  system  is  a  binary  signal  that  indicates  the
timestamps  of  the  detected alarms  (hypothesis)..  Such signal  is  stored for each
scenario and is analyzed by other code that calculates performance metrics.
5.1.1 Frame-based
The metric is calculated on frames of 2048 samples length, half-overlapped. Each
frame is  labeled  as  alarm or  non-alarm,  and then reference  and hypothesis  are
compared frame by frame.
Misses rate (MR)
Is the relation between the number of missed frames over the number of alarm
frames.
44
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Misses
Alarms
NMR
N
= (5.1)
The ideal value of this metric happens when there are no misses, in this case
MR is equal to 0. Its maximum value is equal to 1, since the number of missed
frames is always less or equal to the number of alarm frames.
False alarms rate (FAR)
Is the relation between the number of false alarm frames over the number of non-
alarm frames.
FalseAlarms
NonAlarms
NFAR
N
= (5.2)
As for  MR,  the  ideal  value of this  metric  happens  when there  are no false
alarms, therefore in this situation FAR is equal to 0. Also, its maximum value is 1,
since the number of false alarm frames can not be higher than the number of non-
alarm frames.
5.1.2 Period-based
The period is the time elapsed between two consecutive alarm signals of the same
class. This metric uses the reference and hypothesis comparing if the start time of
one matches with the other (with some tolerance).
Error rate (ERR)
This metric is the complementary measure of F-score, and give us some idea of the
error on the detection.
1 1 2· Correct
Correct FalseAlarms Misses
PERR F
P P P
= - = -
+ +
(5.3)
Here, instead of number of frames (N) we talk about number of periods (P).
When the number of false alarms periods and number of missed periods are 0 (i.e.
the ideal values) then the error rate is 0, so this is the best value of this metric. This
metric penalizes equally false alarms and misses, this means that if we have lots of
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misses but few false alarms (or vice-versa) error goes to 1 quickly. Therefore only
if both (false alarms and misses) have a low value error rate is small.
5.2 Oracle setup
In this setup we are considering the following hypotheses:
1. Labeling has no errors.
2. Signal at the input of the gate unit  is above the threshold only when it
corresponds to alarm.
3. We know all the background data for a given scenario (and therefore we
can estimate the proper gate threshold).
Under these 3 assumptions we'll evaluate our system in different conditions.
The order in which we have presented the different stages in previous chapter was
not arbitrary. The reason why the EOPS was described at the end of the chapter,
even though it's the first stage of the system is because it was not present in the
initial  or basic version of the developed system, but due to the results obtained
without this stage we have decided to develop the EOPS as improvement of the
system, and fortunately results have been better.
5.2.1 Results
The following tables show the results obtained for each experiment. In addition we
also include other two experiments  with compressor  but  without  FIR filter  and
vice-versa to observe the effectiveness of each unit.
Table 5.1: Experiment #1 – Oracle results without EOPS
Alarm / Metric a1 a3 a6 a7 a8 a10 a16 Average
FB
MR 0,098900 0,089700 0,254100 0,108500 0,317000 0,130700 0,277400 0,182329
FAR 0,683000 0,751400 0,666100 0,808400 0,624000 0,715200 0,510900 0,679857
PB ERR 0,889800 0,934900 0,939100 0,953000 0,840000 0,968700 0,946800 0,924614
Table 5.2: Experiment #2 – Oracle results with EOPS
Alarm / Metric a1 a3 a6 a7 a8 a10 a16 Average
FB
MR 0,482600 0,160000 0,253800 0,264800 0,208700 0,137500 0,417600 0,275000
FAR 0,002700 0,001400 0,004200 0,002600 0,002300 0,000138 0,000063 0,001914
PB ERR 0,105600 0,035900 0,069800 0,091000 0,291600 0,047700 0,208900 0,121500
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In experiment #1, we can see lots of false alarm errors which results in a PB-
ERR greater than 92%. However, there are not too many misses. In Experiment #2,
when EOPS is added at the beginning of our system there is a significant change
compared  to  experiment  #1.  While  it  is  true  that  number  of  misses  increases
slightly, the, number of false alarms is reduced drastically, giving us the more than
acceptable PB-ERR of 12%.
Experiments #3 and #4 show us separately the effectiveness of the compressor
and the filter, respectively. Comparing experiments #1 and #3 we can see that the
compressor reduces the number  of false alarms at the expense of loosing some
detections (i.e. increases misses). Even with that, PB-ERR decreases to almost by
25%. Further, comparing #1 to #4 we see the effectiveness of the FIR filter. In this
case,  the  decrease  of  PB-ERR is  about  65%.  Contrary to  compressor,  we  can
conclude that FIR filter reduces more the number of misses than the number of
false alarms. And as we have seen, joining together these two units into the EOPS,
the decrease of PB-ERR reaches the 80%.
5.3 Training / Testing Setup
As we have seen,  the  main  problem of  the system is  to choose the appropiate
threshold for the gate unit at the decision stage. In oracle setup, since we know the
background  data  of  the  audio  file,  we  can  place  the  threshold  based  on  the
maximum  value  provided  by  the  smoothed  envelope  of  this  background  data
(obtained at the output of the smoother unit previous to the gate unit). But in this
Table 5.3: Experiment #3 – Oracle results with compressor and without FIR filter
Alarm / Metric a1 a3 a6 a7 a8 a10 a16 Average
FB
MR 0,981800 1,000000 0,892800 0,490000 0,673600 0,965000 1,000000 0,857600
FAR 0,000060 0,011000 0,000232 0,000369 0,003100 0,000007 0,000000 0,002110
PB ERR 0,790300 0,397900 0,604800 0,490200 0,557200 0,898800 1,000000 0,677029
Table 5.4: Experiment #4 – Oracle results with FIR filter and without compressor
Alarm / Metric a1 a3 a6 a7 a8 a10 a16 Average
FB
MR 0,655700 1,000000 0,344100 0,228900 0,422900 0,253600 0,673800 0,511286
FAR 0,002100 0,027000 0,005600 0,001900 0,004300 0,007900 0,001500 0,007186
PB ERR 0,220900 0,212200 0,160400 0,063100 0,399700 0,315600 0,522000 0,270557
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setup, the temporal location of the background is unknown. So in this case, we can
consider only the first two hypothesis from Oracle setup.
Since we have no idea of the  threshold value,  we need to split  our data  in
training (to estimate the threshold) and testing data (for evaluation). From the 10
sessions we have, 9 of them will be used as training data and 1 as testing data. This
will be done in the 10 different combinations to ensure that each session is used as
testing data at least one time.
5.3.1 Training phase
Since  all  sessions  will  be  used  as  training  data  9  times,  we  will  compute  the
threshold for each file of each training session as we have done in oracle setup,
since for the training data the labels are known. Then, if the scenarios are similar
between them (i.e. the smoothed envelope has more or less the same amplitude for
the background), thresholds of each file will be similar. These thresholds in fact
are training thresholds Utrain(j,n), where j denotes the session and n the scenario.
5.3.2 Testing phase
The testing threshold of the session U is computed from training thresholds using a
Δ{·} function Utest(i) (note that in this case, the threshold will be the same for the
different scenarios of the testing session). The restriction is that we only can use
the thresholds from the sessions different than the current testing session. 
( ) ( ) ( ) ( ){ }1,1 ,..., , ,..., 10,test train train train j n
j i
U i U U j n U N "
" ¹
= D (5.4)
Where Δ{·} is a function used in our case is the mid-range of the values, and Nj the
maximum number of scenarios in each session.
{ } [ ] [ ]min max
2
args args
args
+
D = (5.5)
Other  functions  could  be  used  as  criterion  (mean,  mode,  minimum,
maximum…).  We  chose  the  mid-range  because  in  general  it  gives  a  higher
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threshold  than  other  functions,  and  since  the  training  thresholds  are  minimum
values, we obtain a little bit higher testing threshold.
We have supposed that  the smoothed envelope have more or less the same
amplitude for the background, but in general it is not true. For that reason, we'll
normalize  the  smoothed  envelope  and,  therefore,  the  thresholds.  Any
normalization process  has  to be done using a reference.  In this  case,  since the
smoothed envelope can have peaks (smoothed, but very different height between
files)  we'll  base  the  normalization on the background.  Since background is  the
most  repeated value in all  files,  we can use the statistic mode of the smoothed
envelope as reference. Then, in training phase:
1. We obtain the smoothed envelope.
2. Mode of this envelope is computed.
3. Training threshold is normalized by the mode value.
In testing phase, since testing threshold will be computed from the normalized
training thresholds,  normalization of the smoothed envelope with respect  to the
statistical mode is also needed.
5.3.3 Results
Table 8 provides of this setup.
Experiment #5: Training / Testing setup
As we can see, these results are not as good as the ones obtained in Experiment
#2. In average, the PB-ERR metric increases by 22%. When analyzing the results
for each alarm separately, we can see that there are alarms with much higher error
than the average, and others with lower error (in fact,  this  also happens in the
Oracle setup, but to a lesser extent). For alarms a1, a8 and a16 we obtain very bad
results as they have the high misses rate. This is because these particular alarm
Table 5.5: Training / Testing setup results
Alarm / Metric a1 a3 a6 a7 a8 a10 a16 Average
FB
MR 0,931400 0,242200 0,265100 0,270000 0,545500 0,327900 0,445300 0,432486
FAR 0,023500 0,005200 0,004500 0,003000 0,001000 0,000261 0,000602 0,005438
PB ERR 0,642580 0,149462 0,170562 0,239863 0,531131 0,248278 0,416151 0,342575
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tones are very similar between them. Table 5.6 shows the matrix Λ values, where
each element is computed as shown in (5.6) and ai[n] denotes the reference alarm
signal  (the  tone).  In  fact,  this  matrix  is  the  maximum of  the  cross-correlation
between a pair of alarms normalized alarms.
[ ] [ ]{ }
[ ] [ ]{ } [ ] [ ]{ }
max ,
max , ·max ,
i j
ij
i i j j
XC a n a n
XC a n a n XC a n a n
l = (5.6)
For simplicity, i=j elements are omitted, since result is always equal to 1.
From table  5.6 we can see (marked in darker gradient  background) that  the
most similar alarms are a1_v2, a8 and a16, and indeed, these are the ones that have
worse results on detection due to misses.
Table 5.6: Matrix Λ values: similitude between alarms
Λ a1_v1 a1_v2 a3_v1 a3_v2 a6 a7_v1 a7_v2 a8 a10_v1 a10_v2 a16
a1_v1 4,65E-003 1,29E-002 5,55E-003 2,51E-003 2,82E-003 1,39E-003 7,04E-003 4,91E-003 2,25E-003 5,06E-003
a1_v2 4,65E-003 1,68E-002 4,83E-002 1,02E-002 2,45E-002 1,21E-002 5,89E-001 2,52E-002 1,09E-002 7,99E-002
a3_v1 1,29E-002 1,68E-002 6,68E-002 9,64E-004 1,55E-003 3,88E-004 2,06E-002 2,74E-003 1,38E-003 2,48E-002
a3_v2 5,55E-003 4,83E-002 6,68E-002 1,08E-004 3,49E-003 1,79E-004 6,12E-002 2,34E-003 1,33E-003 6,72E-002
a6 2,51E-003 1,02E-002 9,64E-004 1,08E-004 1,54E-003 4,64E-003 1,36E-002 7,29E-003 8,76E-005 1,88E-003
a7_v1 2,82E-003 2,45E-002 1,55E-003 3,49E-003 1,54E-003 4,02E-003 1,44E-002 1,20E-002 9,68E-004 1,89E-003
a7_v2 1,39E-003 1,21E-002 3,88E-004 1,79E-004 4,64E-003 4,02E-003 1,55E-003 2,57E-003 1,40E-004 1,24E-002
a8 7,04E-003 5,89E-001 2,06E-002 6,12E-002 1,36E-002 1,44E-002 1,55E-003 1,74E-002 3,18E-003 2,31E-001
a10_v1 4,91E-003 2,52E-002 2,74E-003 2,34E-003 7,29E-003 1,20E-002 2,57E-003 1,74E-002 5,50E-003 2,24E-003
a10_v2 2,25E-003 1,09E-002 1,38E-003 1,33E-003 8,76E-005 9,68E-004 1,40E-004 3,18E-003 5,50E-003 1,77E-003
a16 5,06E-003 7,99E-002 2,48E-002 6,72E-002 1,88E-003 1,89E-003 1,24E-002 2,31E-001 2,24E-003 1,77E-003
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Conclusions and future work
In this work the system for automatic detection of acoustic alarms was developed,
which  is  based  on  signal  processing  techniques.  In  particular,  the  developed
system was  applied  and  evaluated  for  the  detection  of  equipment  alarms  in  a
neonatal intensive care unit. In the experimental part of the work it has been shown
that the system works quite well under certain conditions:
1. Alarms to be detected have to be deterministic: if the alarms can have 2
versions,  we have to detect each version separately.
2. EOPS  must  be  added  at  the  input.  This  stage  has  provided  a  high
improvement as it can be seen from the results in Tables 5.1 and 5.2.
3. The other alarms are different as similar alarms can be confused easily and
worst results are obtained for the alarms that have higher cross-correlation
coeffitient λij.
However  the  system can  be  improved.  In  the  next  points  we'll  propose  some
directions for future work.
6.1 Choice of the decision threshold on the gate unit
Other  more sophisticated methods for the threshold choice can be investigated,
based  on  statistical  properties  of  the  environment,  i.e.  using  the  PDF  of  the
morphological envelope for this choice.
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As we can see in the histogram (Figure 6.1) we can distinguish between two
classes  based  on  the  amplitude  around  the  two  main  peaks  (the  first  peak
corresponds to background and the second one to alarms). We could choose as a
threshold the least probable value between these two peaks.
The  problem  is  when  there  is  only  one  amplitude  peak  corresponding  to
background data with no alarm presence (see  Figure 6.2). The developed system
should be able to distinguish this case from the previous.
Figure 6.1: Morphological envelope and its histogram
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6.2 Other possible result improvements
One possibility to improve the results could be by using other kind of labeling.
Sometimes, if the background data contains alarms similar to the one we want to
detect, the chosen threshold value can be too high. Instead of distinguish between
ai and ot, where ai denotes the presence of the alarm and ot denotes the presence
of other sounds (i.e. background that includes all the non-ai data which can also
contain other alarms), we could use a more elaborated labeling, e.g. with the  bg
label,  which denotes  the absence  of alarms of  any class.  This  can be obtained
easily by computing the AND function of the  ot labels for all alarms and for all
files. This background labeling can further be used for all the alarm classes.
Other possibility could be to use a different criterion (i.e.  Δ{·} function) that
gives a lower testing threshold.
In the end, both possibilities try to decrease the testing threshold. This implies
in general less misses but also more false alarms, so we can't ensure better results.
Figure 6.2: Morphological envelope and its histogram (without alarm presence)
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Perhaps  the  decreasing  of  misses  rate  will  be  greater  in  comparison  with  the
increasing of false alarm rate, and in the end we will obtain best results, but that
cannot be guaranteed.
Finally,  to  avoid  the  trade-off  between  misses  and false  alarms  due  to  the
attempt to reduce the threshold, other possibility could be to implement a complex
alarm initialization algorithm that tries to reduce the coefficients of the mat rix  Λ
by deleting the  common harmonics  of  alarms.  However,  this  implies  a  loss  of
information and again, doesn't guarantee better results.
Annex
Alarm label a1
Source device Monitor Philips (IntelliVue MP30)
Type Monotone
Description 1 high beep, not very short
Number of versions 2
 
Figure A.1: a1 version 1 Figure A.2: a1 version 2
Alarm label a3
Source device Incubator Atom
Type Melodic
Description 2 beeps, (1 higher, 1 lower)
Number of versions 2
 
Alarm label a6
Source device Incubator Atom
Type Monotone
Description 1 beep, very frequent
Number of versions 1
  
Figure A.3: a3 version 1 Figure A.4: a3 version 2
Figure A.5: a6
Alarm label a7
Source device Monitor Philips Agilent V24C
Type Monotone
Description 1 high frequent beep
Number of versions 2
 
Alarm label a8
Source device Monitor Philips Agilent V24C
Type Monotone
Description 1 short beep
Number of versions 1
Figure A.8: a8
Figure A.6: a7 version 1 Figure A.7: a7 version 2
Alarm label a10
Source device Infusion pump Alaris Plus GH Care Fusion [ASENA GH]
Type Monotone
Description 1 beep
Number of versions 2
 
Alarm label a16
Source device Monitor Philips IntelliVue MP70
Type Monotone
Description 1 short beep
Number of versions 1
Figure A.9: a10 version 1 Figure A.10: a10 version 2
Figure A.11: a16
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