This paper reports weak solutions of 3D stochastic primitive equations of the large scale ocean converge exponentially fast to the equilibrium, if the noise is at the same time sufficiently smooth and non-degenerate. Furthermore, thanks to global well-posedness of the strong solution, weak solutions which are limits of Galerkin approximations share the same invariant measure. In particular, the invariant measure for the strong solution is unique.
Introduction
The large-scale motion of the ocean can be well modeled by 3D viscous primitive equations. Beyond their considerable significance in physical applications, the primitive equations have generated much interest from the mathematics community due to their rich nonlinear, nonlocal character and their anisotropic structure.
The mathematical study of the 3D determine primitive equations of the large scale ocean originated in a series of articles by J. L. Lions, R. Temam, and S. Wang in the early 1990s ( [18, 19, 20, 21] ). They defined the notions of weak and strong solutions and also proved the existence of weak solution. However, the uniqueness of weak solutions in the general case is still an open question, even for the twodimensional case. In [10] , the existence of strong solutions to the primitive equations with small initial data was established. In [13] , the authors proved the global existence and uniqueness of strong solution to the primitive equations under the small depth hypothesis for a large set of initial data whose size depends on the thickness of the domain. In [2] , C. Cao and E.S. Titi developed a beautiful approach to dealing with the L 6 -norm of the fluctuationṽ of horizontal velocity, and obtained the global well-posedness for the 3D viscous primitive equations.
Despite these great successful developments for the deterministic primitive equations, introducing uncertainty in 'exact' model equations is reasonable and necessary in the study of the primitive equations of the large scale ocean. The introducing of stochastic processes is aimed at accounting for a number of uncertainties and errors. For example, the external forcing of the ocean comes mainly from the atmosphere, and atmospheric forcing field must be regarded as random, see, e.g. [8, 11, 23, 28] and references therein. On the other hand, as mentioned in [6] , these 'exact' models are numerically intractable, they can't be fully solved with present super computers(and will not be for any foreseeable future). We refer to e.g. [6] and [11] for more details about the motivations for introducing uncertainty.
Recently, there are several works on the global well-posedness and the long-time behavior of the 3D stochastic primitive equations. In [6] , A. Debussche, N. Glatt-Holtz, R. Temam and M. Ziane established the global existence and uniqueness of strong solution for a nonlinear, multiplicative white noise in 2011. For the long-time behavior of the stochastic case, in [24] , T. Tachim Medjo obtained the weak solution converges exponentially in the mean square and almost surely exponentially to the stationary solution. In his paper, the viscosity is assumed large enough and the covariance operator of the noise is required to satisfy some exponential decline property. In [11] , B. Guo and D. Huang obtained the global wellposedness of strong solution and the existence of global random attractor under the assumptions that the momentum equation is driven by an additive stochastic forcing and the thermodynamical equation is driven by a fixed heat source. In [9] , the authors established the continuity of the Markovian semigroup associated with strong solution of the 3D stochastic primitive equations, and proved the existence of invariant measure for the strong solution.
In the present paper, we devote to proving the exponential mixing property for 3D stochastic primitive equations driven by multiplicative noise. The difficulty we encounter is that in both determine and random cases, the uniqueness of weak solutions which start from L 2 space is unknown. Thanks to the idea of [26] , we can overcome this difficulty by dealing with weak solutions which are limits of the Galerkin approximations.
Firstly, we need to show the existence of weak solutions of 3D stochastic primitive equations. Since the 3D stochastic primitive equation (2.1)-(2.4) is driven by multiplicative noise, which can not be translated into random parameter partial differential equations, so the method in [11] can not be applied. Here, our proof is based on [7] , where compactness method is applied. Further, we consider the exponential mixing property for weak solutions which are limits of Galerkin approximations of 3D stochastic primitive equations. Our proof relies on the modified coupling method from [26] , which aims at proving the exponential mixing for the 3D stochastic Navier-Stokes equations. In [26] , the author chose the smooth small ball for the entering of two Markov processes is in H 2 , however, H 2 is not suitable for our equations, here, we have to choose a smooth small ball in H 3 , since our nonlinear term − z −1 ∇ H · v(t, x, y, z ′ )dz ′ ∂v ∂z is one order higher than v ∂v ∂z . Moreover, during the prove that the time of entering the smooth small ball admits an exponential moment, we have to deal with higher order Sobolev norms than [26] , such as · 6 , · 4 2 , · 6 2 , · 4 3 . This is highly non-trivial. Last but not least, it is worth mentioning that with the help of the uniqueness of strong solution of our equations, we can obtain that weak solutions which are limits of Galerkin approximations share the same invariant measure. In particular, the invariant measure for the strong solution is unique (see Corollary 3.3). Such properties are not valid for 3D stochastic Navier-Stokes equations because of the lack of the uniqueness of strong solution, that is, the invariant measure for weak solutions of 3D stochastic Navier-Stokes have to depend on the initial data and Galerkin approximation subsequence (for the detail, see [26] ).
This paper is organized as follows. In Sects. 2 and 3, we introduce the 3D stochastic primitive equations and review some basic representational results. Hypothesises on the stochastic forcing are given in Sect. 4 . The concrete proof of our main results are given in Sects. 5 and 6.
Preliminaries
The 3D Stochastic Primitive Equations of the large-scale ocean under a stochastic forcing, in a Cartesian system, are written as
1)
2) 4) where the horizontal velocity field v = (v 1 , v 2 ), the three-dimensional velocity field (v 1 , v 2 , θ), the temperature T and the pressure P are unknown functions. f is the Coriolis parameter. k is vertical unit vector. Set ∇ H = (∂x, ∂y) to be the horizontal gradient operator and ∆ = ∂ 2 x + ∂ 2 y + ∂ 2 z to be the three dimensional Laplacian. W 1 and W 2 are two independent cylindrical Wiener processes on H 1 and H 2 , respectively. H 1 and H 2 will be defined below.
The spatial variable (x, y, z) belongs to M T 2 × (−1, 0). For simplicity of the presentation, all the physical parameters (height, viscosity, size of periodic box) are set to 1.
Refer to [3] , the boundary value conditions for (2.1)-(2.4) are given by v, θ and T are periodic in x and y, (2.5)
Replacing T and P by T + z and P − z 2 2 , respectively, then (2.1)-(2.4) with (2.6)-(2.7) is equivalent to the following system 11) subject to the boundary and initial conditions v, θ and T are periodic in x and y, (2.12)
where we still denote by T 0 the initial temperature in (2.14), though it is now different from that in (2.7). Inherent symmetries in the equations show that the solution of the primitive equations on T 2 × (−1, 0) with boundaries (2.13)-(2.14) may be recovered by solving the equations with periodic boundary conditions in x,y and z variables on the extended domain T 2 × (−1, 1) T 3 , and restricting to z ∈ (−1, 0).
To see this, consider any solution of (2.8)-(2.11) with boundaries (2.13)-(2.14), we perform that
We also extend σ 1 in the even fashion and σ 2 in the odd fashion across T 2 × {0}. Hence, we consider the primitive equations on the extended domain T 3 = T 2 × (−1, 1),
15) 
where T 0 to denote the initial temperature in (2.14), though it is now different from that in (2.7).
Because of the equivalent of the above two kinds of boundary and initial conditions, we consider, throughout this paper, the system (2.15)-(2.21). Note that condition (2.21) is a symmetry condition, which is preserved by system (2.15)- (2.18) , that is if a smooth solution to system (2.15)-(2.18) exists and is unique, then it must satisfy the symmetry condition (2.21), as long as it is initially satisfied.
Reformulation
Note that the vertical velocity θ can be expressed in terms of the horizonal velocity v, through the incompressibility condition (2.17) and the symmetry condition (2.21), as
Supposing that p b is a certain unknown function at Γ b , and integrating (2.18) from −1 to z, we have
Then, we make scaling transformation of T . Let S = √ C 0 T , where C 0 is a positive constant will be described in Sect. 4, (2.15)-(2.21) can be rewritten as 
In the following, our aim is to prove exponential mixing of (v, S ) of (2.23)-(2.28), which implies exponential mixing of the original solution (v, T ) of the system (2.15)-(2.21).
Working Spaces
Let 
) is a Hilbert space. Define working spaces for equations (2.23)-(2.28). Let
is periodic in x, y and even in z,
; S is periodic in x, y and odd in z, 
The inner products and norms on V, H are given by
where
. By the Riesz representation theorem, we can identify the dual space
where the two inclusions are compact continuous.
Some Functionals
Define three bilinear forms a :
where 
where C 1 and C 2 are two positive constants and can be determined in concrete conditions. 
Moreover, we define another functional g : V × V → R and the associated linear operator G :
By (2.25), we have
= 0,
(ii) There exists a constant C, such that
We combine (2.23) and (2.24) , and use the functionals defined in the above to obtain the stochastic evolution equation
Some inequalities
We recall some interpolation inequalities used later (see [1] ).
,
.
For h ∈ H 1 (T 3 ),
At last, we recall the integral version of Minkowshy inequality for the L p spaces, p ≥ 1. Let T 3 1 ⊂ R m 1 and T 3 2 ⊂ R m 2 be two measurable sets, where m 1 and m 2 are two positive integers. Suppose that f (ξ, η) is measurable over 
Definition of Weak Solution
where α > 3 is any fixed positive number, and for all ψ ∈ D(A α 2 ), the identity
holds.
Here D(Z) stands for the law of random variable Z.
Hypothesis and Main Results

Hypothesis
in the preliminaries. The covariance operator Ψ satisfies the following Hypothesis H0 and Hypothesis H1.
is a continuous and bounded Lipschitz mapping, i.e.
for some constants λ 0 ≥ 0, ρ ≥ 0.
Hypothesis H1 W 1 and W 2 are two independent cylindrical Wiener processes on H 1 and H 2 , respectively.
(1) There exists ε 0 > 0 and a family {Ψ n } n=1,2,··· of continuous mappings H → R with continuous Frechet derivatives such that
(2) There exists κ 1 such that for any y,
(3) For any y ∈ H and n ∈ N,
h n e n .
Setting κ = κ 0 + κ 1 + κ 2 + 1.
Remark 1. It is easy to know Hypothesis H1 implies Hypothesis H0 and
Ψ = A − β 2 fulfills Hypothesis H1, provided β ∈ ( 7 2 , 4].
Main Results
Our results are as follows. 
Theorem 3.2. [Exponential Convergence]
Assume that Hypothesis H1 holds. There exist C and γ > 0 only depending on Ψ, T 3 , ε 0 such that, for any weak solution P λ with initial law λ ∈ P(H) which is a limit of Galerkin approximations of (4.33) , there exists a unique stationary measure weak solution µ ∈ P(H), such that 
Existence of Weak Solutions
Our proof is based on [7] , compactness method is applied.
Compact Embedding of Certain Functional Spaces
Let (Ω, F , {F t } t≥0 , P) be a stochastic basis (with expectation E) and W be a cylindrical Wiener process with values in H defined on the stochastic basis.
endowed with the norm
and there exists a constant C(p, α) > 0 independent of f such that 
Proof of Theorem 3.1.
We divide into three steps to prove this theorem.
Step 1. Let P n be the operator from
2 ) defined as 
Consider the classical Galerkin approximation scheme defined by the processes Y n (t) ∈ P n H, solutions of
Noticing (2.29), (2.30) and B is locally Lipschitz from
2 ), all the coefficients are continuous and with linear growth in P n H, thus, this equation has a unique weak solution Y n ∈ L 2 (Ω; C(0, T ; P n H)). Moreover, for each p ≥ 2, applying Itô formula on |Y n | p and using the classical method referred to [7] , by
we can prove that there exist two positive constants C 1 (p), C 2 , which are independent of n, such that
Step 2. Decompose Y n as
By (4.34),
From (4.35),
for suitable positive constants C 3 , C 4 , C 5 . As to J 5 n , from Lemma 4.1 and (4.34), under Hypothesis H0, we have
for all β ∈ (0, 1 2 ), and for some constant C 6 (β) > 0. As to J 3 n , refer to [19] ,
by (4.34) and (4.35),
For a Banach space B, we know W 1,p (0, T ; B) ⊂ W α,p (0, T ; B) for all α ∈ (0, 1) and p > 1. Collecting all the previous inequalities we obtain
for all β ∈ (0, 1 2 ), and for some constant C 9 (β) > 0. Recalling (4.35), which implies that the laws D(Y n ) are bounded in probability in 
, for all given γ > 3. Thus we can find a subsequence, still denoted by
Step 3.
Fix γ > 3. By Skorohod embedding theorem, there exists a stochastic basis
and by (4.34) and (4.35), we have
for all n and p ≥ 2. Hence, we also have
In fact, M 1 n is a square integrable martingale with respect to the filtration
with quadratic variation
Then by a standard method (cf. [7] ), we obtain the weak solution.
Exponential Convergence
Let λ and Y be a probability measure and a random variable on (Ω, F ), respectively. The distribution D λ (Y) denotes the law of Y under λ. A weak solution P µ with initial law µ is said to be stationary if, for
For N ∈ N, we consider the following finite dimensional approximation of (2.31)
It's easy to show that for any given y 0 ∈ H, (5.36) has a unique solution
Y N (·, y 0 ) verifies the strong Markov property, which obviously implies that (P N t ) t∈R + is a Markov transition semi-group on P N H. In the following, P N is omitted for simplicity written.
Itô formula on |Y N (·, y 0 )| 2 gives
By integration by parts, we have
By Lemma 2.3, we obtain
and applying integration by parts to e µ 1 t |Y N (t)| 2 , then integrating and taking expectation, we obtain
Hence, applying the Krylov-Bogoliubov Criterion (see [4] ), we obtain that (P N t ) t admits an invariant measure µ N and that every invariant measure has a moment of order two in H. Let Y N 0 be a random variable whose law is µ N and which is independent of W,
is a stationary solution of (5.36). Integrating (5.37), we obtain
Since the law of Y N (s) is µ N for any s ≥ 0, it follows
Using the similar arguments as proof of Theorem 3.1, the laws (
Then, for a subsequence, still denote by (P N µ N ), which converges in law to P µ a stationary martingale solution of (2.31) with initial law µ. We deduce from (5.40) that
In general, it's not known whether µ is an invariant measure due to the lack of uniqueness and also we don't know whether (2.31) defines a Markov evolution. However, the above information is a key to prove uniqueness of invariant measures.
Coupling Method
Let (λ 1 , λ 2 ) be two distributions on a Polish space (E, B(E)) and let (Ω, F , P) be a probability space and let (Z 1 , Z 2 ) be two random variables (Ω, F ) → (E, B(E)). We say that (Z 1 , Z 2 ) is a coupling of (λ 1 , λ 2 ) if λ i = D(Z i ) for i = 1, 2. The total variation λ var of a finite real measure λ on E is defined as
where B(E) stands for the set of the Borelian subsets of E.
The next result is fundamental in the coupling methods, the proof, for example, can be found in [26] .
Lemma 5.1. Let (λ 1 , λ 2 ) be two probability measures on (E, B(E)). Then
The minimum is taken over all couplings (Z 1 , Z 2 ) of (λ 1 , λ 2 ). There exists a coupling which reaches the minimum value. It is called a maximal coupling.
Let us first consider the case of the solutions of (5.36). Assume that Hypothesis H1 holds. Let N ∈ N and (y 1 0 , y 2 0 ) ∈ H × H. Combining arguments similar as [15] , [22] , it can be shown that there exists a function p N (·) > 0 such that 
. It follows
Let (W,W) be a couple of independent cylindrical Wiener processes on H × H and δ > 0. Denote by Y N (·, y 1 0 ) andỸ N (·, y 2 0 ) the solutions of (5.36) with initial data y 1 0 and y 2 0 associated to W andW, respectively. Now we can construct a couple of random variables (
where B H×H (0, δ) is the ball of H × H with radius δ . Then (V 1 (
. It can be shown that it depends on (y 1 0 , y 2 0 ). We then construct a coupling (
Taking into account (5.38), it is easily shown that the time of return of (
) admits an exponential moment. We choose δ = 4κ µ 1 . It follows from (5.42) and (5.43) that (Y 1 (n), Y 2 (n)) ∈ B H×H (0, δ) implies that the probability of (Y 1 , Y 2 ) having coupled at time n + 1 is bounded below by p N (2δ) > 0. Finally, remark that if (Y 1 , Y 2 ) are coupled at time n + 1, then they remain coupled for any time after. Combining these properties and using the fact that (Y 1 (n), Y 2 (n)) n∈N is a discrete strong Markov process, it is easily shown that
. Combining Lemma 5.1 and (5.44), we obtain, for
Setting n = ⌊t⌋(the integer part of t) and integrating (y 2 0 , y 1 0 ) over ((P N t−n ) * λ) µ N , where µ N is an invariant measure, it follows that, for any λ ∈ P(P N H) with P N H |y| 2 λ(dy) < ∞,
This result is useless when considering equations (2.31) since the constants C N , γ N strongly depend on N. In the following, we prove that (5.41) is true uniformly in N, which implies (5.45) holds with constants uniform in N, provided y 1 0 , y 2 0 in a small ball of H 3 . Then it remains to prove that the time of return in this small ball admits an exponential moment. Besides, in order to obtain Theorem 3.2, it's sufficient to prove the following proposition.
Proposition 5.1. Assume that Hypothesis H1 holds. Then there exist C = C(Ψ, T 3 , ε 0 ) > 0 and γ = γ(Ψ, T 3 , ε 0 ) > 0 such that for any N ∈ N, there exists a unique invariant measure µ N for (P N t ) t∈R + . Moreover, for any λ ∈ P(P N H) with P N H |y| 2 λ(dy) < ∞,
Let λ ∈ P(H) and E λ be an expectation under the initial distribution λ. It's easy to know that (5.46) implies that
for any g ∈ UC b (H s ).
Coupling of Solutions Starting from Small Initial Data
The aim of this section is to establish the following result, which is analogous to (5.42) but uniform in N. ). Measurable dependence on (y 1 0 , y 2 0 ) follows from a slight extension of Lemma 5.1 (cf. [27] , Remark A.1). In order to establish Proposition 5.2, it is sufficient to prove that there exists c(κ, T 3 ) not depending on Υ ∈ (0, 1) and on N ∈ N such that Then it suffices to choose Υ ≤ 1/(4c(κ, T 3 )) 2 and δ = κΥ 3 .
Since · var is the dual norm of | · | ∞ , (5.50) is equivalent to
for any g ∈ UC b (P N H). It follows from the density of C 1 b (P N H) ⊂ UC b (P N H) that, in order to establish Proposition 5.2, it is sufficient to prove that (5.52) holds for any N ∈ N, Υ ∈ (0, 1) and g ∈ C 1 b (P N H) provided (5.51) holds.
The proof of (5.52) under condition (5.51) is aligned into the next three subsections.
A Prior Estimate.
For any process Y = (v, S ), we define the H 2 − energy of Y at time t by
For any N ∈ N. Let P 1 N be the orthogonal projection in H 1 onto the space
N be the orthogonal projection in H 2 onto the space
We obtain the following finite dimension approximation of (2.23), (2.24)
For written simplicity, in the following, P N , P 1 N and P 2 N are omitted. Now we establish the following result which will be useful in the proof of (5.52).
Lemma 5.2. Assume that Hypothesis H1
holds. There exist K 0 = K 0 (T 3 ) and c = c(T 3 ) such that for any Υ ≤ 1 and any N ∈ N, we have 
By Lemma 2.4, Hölder inequality and the Young inequality, we obtain
Similarly, Itô formula on |∆S N | 2 gives
Using the same method as above, we have
Combining the above inequalities, we obtain
We deduce from Hypothesis H1 that Ψ(y) * A is bounded in L(H 2 ; H 2 ) by cκ. It follows that for any t ∈ (0, σ H 2 ),
Hence Burkholder-Davis-Gundy inequality gives
It follows from (5.56) and Υ ≤ 1 that
which yields, by Chebyshev inequality, 
Estimate of Derivative
Let N ∈ N and (y 0 , h) ∈ (H 3 ) 2 , where y 0 = (v 0 , S 0 ). Consider
Denote β N = (η N , γ N ) and β N (t) = β N (t, s, y 0 ) · h. Existence and uniqueness of the solutions of (5.57) is easily shown. Moreover, if g ∈ C 1 b (P N H), then, for any t ≥ 0, we have
where K 0 is defined in (5.55).
Lemma 5.3. Assume that Hypothesis H1 holds. Then there exists c = c(κ, T 3 ) such that for any N
Proof of Lemma 5.3. For written simply, we set β
Itô formula on |∇∆γ N (t)| 2 gives
Collecting all inequalities in the above, we have
Integrating and taking the expectation on both sides of (5.59), we deduce
From the definition of σ, we deduce
which yields Lemma 5.3.
Proof of (5.52)
Let ψ ∈ C ∞ (R; [0, 1]) be such that
For process Y, set
Remark that
where σ is defined in (5.58). For better readability, the dependence on N has been omitted. Setting
we have
To estimate J θ , applying a truncated Bismut-Elworthy-Li formula, similar to [26] , we have
It follows from Hypothesis H1 that
and from Hölder inequality that
Hence for any Υ < 1,
Combining (5.61) and Lemma 5.3, we have
Since κΥ 3 ≤ κΥ, we can apply Lemma 5.2 to control I 1 + I 2 in (5.60) if (5.51) holds. Hence (5.52) follows provided (5.51) holds, which yields Proposition 5.2.
Time of Return in a Small Ball of H 3
Assume that Hypothesis H1 holds. Let N ∈ N and Υ, δ, Z 1 , Z 2 be as in Proposition 5.2. Let (W,W) be a couple of independent cylindrical Wiener processes on H × H. Denote by Y N (·, y 0 ) andỸ N (·, y 0 ) the solution of (4.33) associated to W andW, respectively. We construct a couple of random variables 
It follows that (Y 1 , Y 2 ) is a discrete strong Markov process and a coupling of Y 2 ) are coupled at time nΥ, then they remain coupled for any time after.
Setting
The aim of this section is to establish the following Proposition 5.3.
Proposition 5.3. Assume that Hypothesis H1 holds. There exist
The proof is postponed to Section 5.3.4, which is based on the following five lemmas.
Refer to [26] , we know the following property of Z(t) defined in Lemma 5.4.
Lemma 5.4. Assume that Hypothesis H1 holds. For any t, M
Using this estimation, we can estimate the moment of the first time in a small ball in H.
Lemma 5.5. Assume that Hypothesis H1 holds. Then, for any δ 3 > 0, there exist C 3 (δ 3 ) and γ 3 (δ 3 ) such that for any (
Proof of Lemma 5.5 Recall (5.38)
is a strong Markov process, it can be deduced that there exist C 7 and γ 7 such that
Taking into account (5.64), a standard method shows that, in order to establish Lemma 5.5 it is sufficient to prove that there exist (p 8 (δ 3 , t) , Υ 8 (δ 3 )) such that
is independent of y 0 . Setting
Assume that there exist M 8 (δ 3 ) > 0 and Υ 8 (δ 3 ) such that for ω ∈ Ω, 
, where
From (5.53) and (5.54), we have
Taking the scalar product of (5.67) with ω N , it follows that
by integration by parts
furthermore, by Lemma 2.4, Hölder inequality and the Young inequality, we have
and
Combining all inequalities in the above, we obtain
(5.69)
Similarly, taking the scalar product on both sides of (5.68) with g N , using Hölder inequality and Sobolev embedding theorem, it follows that
When M 8 is sufficiently small, combining (5.69) and
Applying Gronwall inequality, we get
Then, we deduce from |y 0 | 2 ≤ 4κ that
Choosing t sufficiently large and M 8 sufficiently small, we obtain (5.66), which yields Lemma 5.5 holds. Indeed, when (5.66) holds,
4 and choose p 8 (t, δ 3 ) = p 0 (t,M 8 (δ 3 )), which yields (5.65), then Lemma 5.5 holds.
In the following, we need to get a finer estimate in order to control the time necessary to enter a ball in stronger topology. Three steps are divided during the travel from H to H 3 . 
From
which yields, by Chebyshev inequality,
where λ denotes the Lebesgue measure on (0, Υ). Setting
from (5.72) and the continuity of X N , we deduce
Taking inner product with ∆ω N on both sides of (5.67) in L 2 (T 3 ), we obtain
By Hölder inequality and the Young inequality, we have
Thus, it follows
Similarly, taking inner product with ∆g N on both sides of (5.68) in L 2 (T 3 ), we obtain
(5.75)
. When M 9 is sufficiently small, combining (5.74) and
. Remark that on (τ H 1 , σ H 1 ), we have
Integrating (5.76), we obtain
From (5.73) and (5.77), we obtain that, for M 8 , M 9 and |y 0 | 2 sufficiently small,
provided M 8 , M 9 and |y 0 | 2 sufficiently small. Since
4 and choose p 4 (δ 4 ) = p 0 (Υ,M 9 (δ 4 )), we obtain Lemma 5.6. 
Proof of Lemma 5.7 When M 9 sufficiently small and y 0 2 + cM 9 ≤K 1 , we have τ H 1 = 0 and σ H 1 = Υ, then it follows from (5.76) that
Applying the same argument as in subsection 6.3.3, it is easy to deduce that there exists a stopping time τ H 2 ∈ (0, Υ) such that 
we obtain
Combining the above inequalities, applying Hölder inequality and the Young inequality, we obtain Choosing M 10 small enough, since
, by (5.79) and (5.80), we obtain
where K 2 is defined similar to the above. Setting
(5.82)
Combining (5.78) and (5.82). We obtain that, for M 9 , M 10 and y 0 2 sufficiently small,
It follows that σ H 2 = Υ and
provided M 9 , M 10 and y 0 2 sufficiently small. Since Applying the same argument from Lemma 3.4, it's easy to know there exists a stopping time τ H 3 ∈ (0, Υ) such that
where K 3 is defined similarly to the above. Setting
Taking into account (5.83) and choosing M 10 , M 11 and y 0 2 2 sufficiently small, we obtain
It follows that σ H 3 = Υ and that
provided M 10 , M 11 and y 0 2 2 sufficiently small. Since
4 and choose p 6 (δ 6 ) = p 0 (Υ,M 11 (δ 6 )), we obtain Lemma 5.8.
Proof of Proposition 5.3
We prove this proposition by three cases.
The second case: 
For the front two cases, using the method similar to the first and second case, respectively, and combining (5.88), we have (5.87) holds. For the last case, we know that 
Proof of Theorem 3.2
As above explained, we only need to prove Proposition 5.1. Let (y 1 0 , y 2 0 ) ∈ H 3 × H 3 . Let's recall the process (Y 1 , Y 2 ) is defined at the beginning of Sect. 3. Let δ > 0, Υ ∈ (0, 1) be as in Proposition 5.2 and τ defined in (5.63), setting 
By strong Markov property of (Y 1 , Y 2 ), we have
Since for any n ∈ N and any (y 1 0 , y 2 0 ) ∈ H 3 × H 3 . Recall that the existence of an invariant measure µ N ∈ P(P N H) can be justified by (5.39). Let λ ∈ P(H) and t ∈ R + . We set n = ⌊ In the last part, we want to prove that µ (λ,{N k }) is independent on λ and {N k }. First of all, Ψ in (2.31) satisfies the conditions required by [6] , so for any initial value y ∈ V, there exists a unique global strong solution Y(t, y).
Proof of Corollary 3.3
For any initial value y ∈ V, denote by Y(t, y) is the unique global strong solution and its invariant measure is µ (δ y ) , which does not depend on {N k }. We claim that µ (δ y ) ≡ µ V for any y ∈ V, that is, the invariant measure µ V for the strong solution is independent of the initial data y ∈ V. Indeed, suppose y i ∈ V(i = 1, 2) are two different elements, µ 
