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Abstrat
Response of pure Ising systems to time-dependent external magneti
elds, like pulsed and osillating elds, are disussed and ompared here.
Beause of the two time sales involved, namely the thermodynami re-
laxation time of the system and the pulse width or the time period of
the external eld, dynamially broken symmetri phases appear sponta-
neously when both beome omparable. A partiularly simple ase is that
of an Ising ferromagnet below its stati ritial temperature, when it is
perturbed for a short duration by a pulsed magneti eld ompeting with
the existing order in the system. If the eld strength and duration is more
than the threshold (dependent on the temperature), the system, and on-
sequently the magnetization, swithes from one minimum to the other of
the stati free energy. This magnetization reversal transition here shows
intriguing dynami transition behaviour, similar to those for osillating
elds. Monte Carlo studies for suh dynami transitions are disussed
and ompared with the mean eld results for the same and the Monte
Carlo results for the osillating eld ase. In partiular, we disuss about
the Monte Carlo results for the utuations and their growth behaviour
near this magnetization reversal (dynami) transition point.
1 Introdution
The response of pure ferromagneti Ising systems under the ation of time-
dependent external magneti elds are being studied intensively these days. A
whole new lass of dynami phase transitions emerged from the study of suh
driven spin systems under dierent time dependenes of the driving eld. Orig-
inally it was seen that when a pure Ising system is driven by an osillating
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external eld, it settles to a dynami steady state with spontaneously broken
symmetry when the time period of the external eld beomes smaller ompared
to the system's relaxation time. In this steady state, the period averaged mag-
netization aquires a net non-zero value, while the period averaged magneti
eld remains zero [1, 2, 3, 4℄. The universality lass of this dynami transition
has reently been established, from extensive Monte Carlo studies, to be the
same as that of the equilibrium transition in the pure Ising system [4, 5℄. Later,
eorts were made to investigate and analyse the response of suh systems under
a pulsed magneti eld whih, for a short duration, either favours the exist-
ing magneti order of the system (positive pulse) or ompetes with it (negative
pulse). The results of the positive pulse ase were analyzed by extending appro-
priately the nite size saling tehnique to this nite time-window ase, and it
did not indiate any new phase transition or thermodynami sale [6℄. However,
the negative pulse ase indiated a new dynami transition and thermodynami
sales, as the appropriate pulse width and strength just manages to help the
system overome the double-well free-energy barrier and the magnetization
reversal transition ours [7, 8, 9℄.
In the next setion we briey introdue the model and the magnetization
reversal transition in this negative pulse ase. We also briey summarize here
a few analyti results obtained earlier in the mean eld limit. In setion 3, we
report Monte Carlo results for the utuations near this magnetization reversal
transition in two dimensional Ising systems. In the onluding setion, we anal-
yse these observations and also ompare them with those obtained for the Ising
model under osillating eld.
2 Model
The model we onsider here is the Ising model with nearest-neighbour intera-
tion under a time-dependent external magneti eld, desribed by the Hamilto-
nian
H = −
J
2
∑
[ij]
SiSj − h(t)
∑
i
Si. (1)
Here, J denotes the strength of the ooperative interation between nearest
neighbour spins put under a time-dependent eld h(t). Si and Sj denote the
spins at lattie sites i and j respetively and the nearest-neighbour spin pairs
are denoted by [...℄. We onsider suh a system at temperatures T below its
stati ritial temperature Tc. The external eld is applied at t = t0 after
the system is brought to equilibrium, having an equilibrium magnetization m0
(T ). The external eld h(t) has a time dependene given by h(t) = −hp for
t0 ≤ t ≤ t0 + ∆t and h(t) = 0 outside this range. Typial responses of the
time-dependent magnetization m(t) of the system under dierent h(t) are in-
diated in Fig. 1. For appropriate ombinations of hp and ∆t, at a xed T , a
magnetization reversal transition ours when the magnetization of the system
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eventually swithes to −m0. It may noted that a magnetization reversal phe-
nomenon trivially ours in the limit ∆t→∞ for any non-vanishing value of hp
at any temperature T < Tc . This is however a limiting ase of the transition,
whih is studied here for any nite value of ∆t . Also, in the ase of magneti-
zation reversal transition, the magnetization reversal need not our during the
presene of the external pulsed eld. In fat, the time required for the system
to reah its nal equilibrium state diverges as the transition point is approahed
[7℄.
A qualitative understanding for these diverging time and also length sales
at this magnetization reversal transition point an be easily understood from a
mean eld study of this problem [7, 8℄. Using mean eld approximation for the
dynamis, we an write the equation of motion for the average magnetization
mi(=< Si >) as
dmi
dt
= −mi + tanh
(
J
∑
j mj + h(t)
T
)
, (2)
where < ... > denotes the thermodynami (ensemble) average. This equation
may be linearized near the magnetization reversal transition point and for uni-
form magnetization one gets
m(t) = m0 −
(
hp
∆T
−m0
)[
exp
{
∆T
T
(t− t0)
}]
(3)
as a solution of Eq. (2). Here ∆T = Tmfc − T , where T
mf
c ≡ J(q = 0) is the
ritial temperature in the mean eld approximation and J(q) is the Fourier
transform of the interation J . From the solution (3) the value of m0 is always
restrited to be less than hp/∆T in order to make the linear approximation valid.
Hene during the presene of the eld, m(t) will derease in its magnitude from
m(t0) ≡ m0 to m(t0 +∆t) ≡ mw at the time of withdrawal of the pulse. Sine
there is no utuation here, the magnetization will relax bak to its original
value m0 if mw is positive or relax to a value −m0 if mw is negative. This an
be easily seen by solving eq. (2) for t > t0 + ∆t where h(t) = 0, using mw as
the initial value of the magnetization. In this time region one gets a Debye type
relaxation of magnetization to its nal equilibrium value, with a relaxation time
[7℄
τ ∼
(
1
Tmfc − T
)
ln
(∣∣∣∣m0mw
∣∣∣∣
)
.
It diverges at the magnetization reversal transition point, where mw vanishes.
The prefator, giving the divergene of τ at the stati mean eld transition
temperature, is responsible for the usual ritial slowing down phenomenon at
the stati transition point (h = 0). The other fator gives the diverging time
sale of interest here, at any temperature below the stati transition tempera-
ture, where magnetization reversal ours ormw vanishes due to the appropriate
ombination of the external eld pulse strength and duration. A similar solution
3
for the Fourier transform of the linearized version of the equation (2), with an
additional derivative with respet to the eld h for the suseptibility χ(q), gives
[8, 9℄
χ(q) ∼ exp
(
−q2ξ2
)
,
where
ξ ∼
[
1
(Tmfc − T )
ln
(
1
|mw|
)] 1
2
.
Here also, the prefator in ξ gives the usual divergene at Tmfc , while the other
fator gives the divergene of interest here at the magnetization reversal tran-
sition point. Suh divergenes of τ and ξ aross the dynami transition phase
boundary whih gives the optimal ombination of hp and ∆t at any partiular
T , are also seen [9℄ in the Monte Carlo simulations.
We believe, a similar transition and the assoiated length and time sales are
responsible in an essential way for the spontaneous dynami symmetry breaking
transition in the Ising systems under osillating elds [1, 5℄. The growing time
sale indued by the periodially hanging eld ompeting with the existing
order in the system at that point, loks the system dynamially in a broken
symmetri phase. In order to ompare these senario, we have studied here
the growing utuations in the order parameter mw and the internal energy
E, as one approahes the magnetization reversal phase boundary in a Monte
Carlo study. We nd that the utuations in both these quantities diverge very
prominently at the magnetization reversal phase boundary. We also indiate the
behaviour of the derivatives (dmw/dhp) and (dE/dT ), whih show some peak
aross the same phase boundary. We ompare our results with those reported
for the dynami transition under osillating eld [10, 5℄.
3 Monte Carlo study
We study here the behaviour of the utuations near the magnetization reversal
transition in a ferromagneti Ising system on square lattie of size L, under
negative or ompeting eld pulses, using Monte Carlo simulations with single
spin ip Glauber dynamis. Working at temperatures T below the stati ritial
temperature Tc (≃ 2.27 in units of J ), the system is brought to the equilibrium
state by evolving the system without any external eld, from an initial ong-
uration (say all spins up). The equilibrium relaxation time required for this
system to evolve to its equilibrium state with magnetization m0 is noted. The
eld pulse of strength −hp for a duration ∆t (measured in Monte Carlo steps
or MCS), ompeting with this order, is applied at t = t0 only after the system
has reahed its equilibrium. The magnetization m(t) starts dereasing (from
its equilibrium value m0) due to the eet of the ompeting eld −hp during
the time period ∆t. The average value of the magnetization mw at the time
of the withdrawal of the pulse is noted. The phase boundary of this dynami
transition gives the appropriate ombination of hp and ∆t that indues the mag-
netization reversal by bringing m(t) from m(t0) = m0 to m(t0+∆t) ≡ mw = 0.
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Therefore aross the phase boundary mw hanges its sign [7℄. Obviously the
phase boundary hanges with T . We study the behaviour of various thermody-
nami quantities aross these phase boundaries. The thermodynami quantities
are averaged over dierent initial ongurations of the system. We note the
utuations over these average quantities as well. In our simulations we have
onsidered three dierent system sizes, viz., L =256, 512 and 1024 for all our
studies reported here. The typial number of averages is 200 for L = 1024 and
1000 for L = 256.
In Fig. 2 we show the growth of utuations ∆mw = L
2(< m2w > − <
mw >
2) in mw aross the phase boundary at two dierent points, both driven
by the pulse strength hp. The insets here show the orresponding variations of
the pulse-withdrawal-time magnetization mw, whih rosses zero at the phase
boundary. Figure 3 shows the growth of utuations∆Etot = L
2(< E2tot > − <
Etot >
2) in the average total energy Etot per spin pair (in units of J) aross
the phase boundary, again at two points, both driven by T . The insets here
again show the orresponding mw variations. Both these utuations ∆mw and
∆Etot learly diverge at the phase boundary, in the large system size limit. Fig.
4 shows the variation of the utuation ∆Ecoop = L
2(< E2coop > − < Ecoop >
2)
in the ooperative part Ecoop (exluding the eld ontribution) of the total
energy Etot for the same parameter values as those of Fig. 3(a). Although the
utuation in Ecoop also grows in general around the transition point, a sharp
dip is observed there. This dip is identied to be due to the sharp growth of
Ecoop at the transition point, as shown in the inset.
In Fig. 5, we show the behaviour of the derivatives dmw/dhp (in (a)) and
dEtot/dT (in (b)) aross the phase boundary at two dierent points. Unlike in
the ase of the dynami transition under osillating elds [10℄, we do not observe
any divergene in these quantities at the transition point. This is beause the
urves are independent of system size and hene the peak values do not grow
with L. However, the peaks beome sharper at lower temperatures (higher
values of hp) as the system approahes the triritial point ourring on the
phase boundary [9℄.
4 Conluding remarks
We have studied here the growth of utuations and their system size depen-
dene aross the dynami magnetization reversal phase boundary. This tran-
sition an be driven by the eld pulse strength hp or its duration ∆t or even
by varying T in the presene of a xed eld pulse but always keeping it below
Tc. `Critial slowing down' and the divergene of length sales et at this dy-
nami phase boundary have already been demonstrated earlier [9℄, using both
mean eld approximation and the Monte Carlo simulations in two and three
dimensions. Here we have shown the Monte Carlo results for the growth of
utuations, both in the eld-withdrawal-time magnetization mw and in the
total energy Etot , aross the dynami phase transition boundary in two dimen-
sion. The growth of these utuations with the system size L learly indiates
5
a divergene at the phase boundary. It may also be noted that although we
have shown the utuations for one spei driving parameter, e.g. ∆mw with
hp and ∆Etot with T , similar utuations in both the quantities are seen for
other driving parameters as well. All these learly indiate a genuine dynami
phase transition at the magnetization reversal point of an Ising system under a
ompeting eld pulse.
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Figure Captions:
Fig. 1 Typial time variation of the response magnetizations m(t) for two
dierent eld pulses h(t) with dierent strengths hp, but same width ∆t and at
same temperature T , are shown. The quantities of interest to haraterize the
response magnetization are also indiated.
Fig. 2 Growth of utuations ∆mw near the transition, driven by hp, are
shown for two dierent points on the phase boundary. (a) for T = 1.0 and
∆t = 12 MCS, and (b) for T = 1.50 and ∆t = 2 MCS. The insets show the
orresponding mw variations; mw = 0 at the transition point.
Fig. 3 Growth of utuations ∆Etot near the transition, driven by T , are
shown for two dierent points on the phase boundary. (a) for hp = 1.75 and
∆t = 10 MCS, and (b) for hp = 1.25 and ∆t = 10 MCS. The insets show the
orresponding mw variations; mw = 0 at the transition point.
Fig. 4 Growth of utuations ∆Ecoop near the transition point at hp = 1.75
and ∆t =10 MCS. The insets show the (rather sharp) variations of < Ecoop >
and < E2coop > at the transition point, giving rise to the dip there in ∆Ecoop.
Fig. 5 (a) The variation of dmw/dhp aross two dierent points on the phase
boundary: for T =1.50 and ∆t = 2 MCS (open symbol) and T = 1.00 and ∆t
= 12 MCS (solid symbol); (b) The variation of dEtot/dT aross two dierent
points on the phase boundary: for hp = 1.25 and ∆t =10 MCS (open symbol)
and hp = 1.75 and ∆t = 10 (solid symbol).
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