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Abstract
In this contribution we deal with sequences of monic polynomials orthogonal with respect
to the Freud Sobolev-type inner product
〈p, q〉
s
=
∫
R
p(x)q(x)e−x
4
dx +M0p(0)q(0) +M1p
′(0)q′(0),
where p, q are polynomials, M0 and M1 are nonnegative real numbers. Connection formulas
between these polynomials and Freud polynomials are deduced and, as a consequence, a five
term recurrence relation for such polynomials is obtained. The location of their zeros as well
as their asymptotic behavior is studied. Finally, an electrostatic interpretation of them in
terms of a logarithmic interaction in the presence of an external field is given.
AMS Subject Classification: 33C45, 33C47
KeyWords and Phrases: Orthogonal polynomials, Exponential weights Freud-Sobolev
type orthogonal polynomials, Zeros, Interlacing, Electrostatic interpretation.
1 Introduction
Let us consider the so called Freud type inner products
〈p, q〉 =
∫
R
p(x)q(x)dµ(x), p, q ∈ P, (1)
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early 2017, under the “GINER DE LOS RIOS” research program. Both authors wish to thank the Departamento
de F´ısica y Matema´ticas de la Universidad de Alcala´ for its support. The work of the three authors was partially
supported by Direccio´n General de Investigacio´n Cient´ıfica y Te´cnica, Ministerio de Economı´a y Competitividad
of Spain, under grant MTM2015-65888-C4-2-P. (†) Corresponding author.
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where dµ(x) = ω(x)dx = e−V (x)dx is a positive, nontrivial Borel measure supported on the whole
real line R, and P is the linear space of polynomials with real coefficients. Analytic properties
of such sequences of polynomials are very well known for certain values of the external potential
V (x).
Let us introduce the following inner product in P
〈p, q〉 =
∫
R
p(x)q(x)e−x
4
dx, p, q ∈ P, (2)
i.e., V (x) = x4 in (1).
Let {Fn(x)}n≥0 be the corresponding sequence of monic orthogonal polynomials (MOPS,
in short), which constitute a family of semi–classical orthogonal polynomials (see [21], [25]),
because V (x) is differentiable in R (the support of µ), and the linear functional u associated
with ω(x) = e−V (x), i.e.
〈u, p(x)〉 =
∫
R
p(x)ω(x)dx,
satisfies the distributional (or Pearson) equation (see [27])
[σ(x)ω(x)]′ = τ(x)ω(x),
where σ(x) = 1 and τ(x) = −4x3. Notice that, in terms of the weight function, the above
relation means that
ω′(x)
ω(x)
=
τ(x)− σ′(x)
σ(x)
= −V ′(x).
In this contribution, we consider the diagonal Freud Sobolev-type inner product
〈p, q〉s = 〈p, q〉+ pT (0)Mq(0), (3)
where
p(0) = [p(0), p′(0), . . . , p(s)(0)]T
is a column vector of dimension s + 1, the column vector q(0) is defined in an analogous way,
and M is the diagonal and positive definite (s+ 1)× (s+ 1) matrix
M = diag [M0,M1, . . . ,Ms], Mk ∈ R+, k = 0, 1, · · · , s.
Thus (3) reads
〈p, q〉s = 〈p, q〉+
s∑
k=0
Mkp
(k)(0)q(k)(0). (4)
We will denote by {Qn(x)}n≥0 the MOPS with respect to the above inner product. This is
the so called diagonal case for Sobolev-type inner products, see [1]. If there are no derivatives
involved therein (i.e., s = 0), the polynomials orthogonal with respect to (4) are known as
Krall–type orthogonal polynomials, and they are orthogonal with respect to a standard inner
product, because the operator of multiplication by x is symmetric with respect to such an inner
product, i.e. 〈xp, q〉s=0 = 〈p, xq〉s=0, for every p, q ∈ P. On the other hand, when s > 0 (3)
becomes non–standard, and the corresponding polynomials are called Sobolev–type orthogonal
polynomials. In this work we consider the Sobolev case, so we will refer Qn(x) as Freud–Sobolev
type orthogonal polynomials.
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We will also use a notation relative to the norm of the polynomials. If for any n-th degree
polynomial of a sequence of orthogonal polynomials we have 〈fn, fn〉 = ||fn||2 = 1, then the
sequence is said to be orthonormal. In order to have uniqueness, we will always choose the
leading coefficient of any orthonormal polynomial to be positive for every n.
Proposition 1 Let {fn(x)}n≥0 denote the sequence of polynomials orthonormal with respect to
(2). That is,
fn(x) = γnFn(x) = γnx
n + lower degree terms,
where
γn =
(||Fn||2)−1/2 > 0, (5)
and
||Fn||2 =
∫
R
[Fn(x)]
2e−x
4
dx.
The following structural properties hold.
1. Three term recurrence relation (see [22]). Since ω(x) is an even weight function, the family
{fn(x)}n≥0 is symmetric. For every n ∈ N,
xfn−1(x) = anfn(x) + an−1fn−2(x), n ≥ 1, (6)
with f−1 := 0, f0(x) = (
∫
R
ω(x)dx)−1/2, f1(x) = a−11 x. Also, an =
γn−1
γn
, n ≥ 1, a0 = 0,
and
a21 =
∫
R
x2ω(x)dx∫
R
ω(x)dx
=
Γ
(
3
4
)
Γ
(
1
4
) .
We also have (see [12])
xFn(x) = Fn+1(x) + a
2
nFn−1(x), n ≥ 1, (7)
for the monic normalization.
2. Ratio of the leading coefficients (see [16], [23])
a2n =
( n
12
) 1
2
[
1 +
1
24n2
+O(n−4)
]
(8)
3. String equation (see [27, (2.12)]). An important feature of these polynomials is that the
recurrence coefficients an in the above three term recurrence relation, satisfy the following
nonlinear difference equation
4a2n
(
a2n+1 + a
2
n + a
2
n−1
)
= n, n ≥ 1.
This is known in the literature as the string equation or Freud equation (see [12], [14,
(3.2.20)], among others)
4. ([22, Th. 4]).The polynomials fn(x) defined by (6) constitute a generalized Appell sequence.
More precisely,
[fn]
′(x) =
n
an
fn−1(x) + 4anan−1an−2fn−3(x), n = 1, 2, . . .
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5. ([22, Th. 5]). The polynomials fn(x) satisfy
[fn]
′(x) = −4xa2nfn(x) + 4anφn(x)fn−1(x), (9)
and
[fn]
′′(x) = [16a4nx
2 − 4a2n − 16a2nφn(x)φn−1(x)]fn(x) (10)
+[8anx+ 16anx
3φn(x)]fn−1(x),
where (see [22, eq. (14)])
φn(x) = a
2
n+1 + a
2
n + x
2.
6. Strong inner asymptotics (see [22, Th. 1], and [23, eq. (8)]). Let {fn}n≥0 be the orthonor-
mal polynomials with respect to the weight function for ω(x) = e−x4 . Then,
fn (x) = Ae
x4/2n−1/8×
sin
{(
64
27
)1/4
n3/4x+ 12−1/4n1/4x3 − n− 1
2
pi
}
+ o(n−1/8),
where A = 8
√
12/
√
pi, uniformly for x in every compact subset ∆ ⊂ R.
We are interested in the asymptotic properties of derivatives of the Freud polynomials which
will be useful in the sequel. From [22, eqs. (16)-(17)], and (10), the following Lemma follows
Lemma 1 (see [22, Th. 6]) There exists a constant A = 8
√
12/
√
pi such that the following
estimates hold
fn(0) =
{
0 if n is odd
(−1)n/2n−1/8(A+ o(1)) if n is even ,
[fn]
′(0) =
{
(−1)(n−1)/2
√
8
4√27n
5/8(A+ o(1)) if n is odd
0 if n is even
,
[fn]
′′(0) =
{
0 if n is odd
(−1)n2+1 8
3
√
3
n11/8(A+ o(1)) if n is even
,
[fn]
′′′(0) =
{
(−1)(n−1)/2 16
√
2
9 4
√
3
n17/8(A+ o(1)) if n is odd
0 if n is even
.
The kernel polynomials associated with the polynomial sequence {Fn}n≥0 will play a key
role in order to prove some of the results of the manuscript. In the remaining of this section,
we analyze them in detail. The n-th degree reproducing kernel associated with {Fn}n>0 is
Kn(x, y) =
n∑
k=0
Fk(x)Fk(y)
||Fk||2 .
For x 6= y, the Christoffel-Darboux formula reads
Kn(x, y) =
1
||Fn||2
Fn+1(x)Fn(y)− Fn+1(y)Fn(x)
x− y , (11)
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and its confluent expression becomes
Kn(x, x) =
n∑
k=0
[Fk(x)]
2
||Fk||2 =
[Fn+1]
′(x)Fn(x)− [Fn]′(x)Fn+1(x)
||Fn||2 . (12)
We introduce the following standard notation for the partial derivatives of the n-th degree kernel
Kn(x, y)
∂j+kKn (x, y)
∂jx∂ky
=: K(j,k)n (x, y) , 0 ≤ j, k ≤ n. (13)
Thus,
K
(0,1)
n−1 (x, 0) = K
(1,0)
n−1 (0, x) =
1
||Fn−1||2 · (14)[
Fn(x)Fn−1(0)− Fn−1(x)Fn(0)
x2
+
Fn(x)[Fn−1]′(0) − Fn−1(x)[Fn]′(0)
x
]
,
and, considering the coefficient of x in the above expression, we have
K
(1,1)
n−1 (0, 0) =
1
||Fn−1||2 ·[
[Fn]
′′′(0)Fn−1(0)− [Fn−1]′′′(0)Fn(0)
6
+
[Fn]
′′(0)[Fn−1]′(0) − [Fn−1]′′(0)[Fn]′(0)
2
]
.
From (12)
Kn−1(0, 0) =
[Fn]
′(0)Fn−1(0) − [Fn−1]′(0)Fn(0)
||Fn−1||2 , (15)
and taking limit in (14) when x→ 0, we get
K
(0,1)
n−1 (0, 0) = K
(1,0)
n−1 (0, 0) =
1
||Fn−1||2
[Fn]
′′(0)Fn−1(0)− [Fn−1]′′(0)Fn(0)
2
.
Taking a suitable index shifting in the last three expressions, we conclude
K2n−1(0, 0) =
−[F2n−1]′(0)F2n(0)
||F2n−1||2 ,
K
(0,1)
2n−1(0, 0) = K
(1,0)
2n−1(0, 0) = 0,
K
(1,1)
2n−1(0, 0) =
1
||F2n−1||2
[
[F2n]
′′(0)[F2n−1]′(0)
2
− [F2n−1]
′′′(0)F2n(0)
6
]
as well as
K2n(0, 0) =
[F2n+1]
′(0)F2n(0)
||F2n||2 ,
K
(0,1)
2n (0, 0) = K
(1,0)
2n (0, 0) = 0,
K
(1,1)
2n (0, 0) =
1
||F2n||2
[
[F2n+1]
′′′(0)F2n(0)
6
− [F2n]
′′(0)[F2n+1]′(0)
2
]
.
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Another interesting property of the Freud kernels arises from the symmetry of {Fn(x)}n≥0.
From (12) and (13) we have
K2n+1(x, 0) =
n−1∑
i=0
F2i(0)
‖F2i‖2
F2i(x) = K2n(x, 0),
K
(0,1)
2n (x, 0) = K
(0,1)
2n−1(x, 0),
K
(1,1)
2n (x, 0) =
[F2n]
′(x)[F2n]′(0)
‖F2n‖2
+K
(1,1)
2n−1(x, 0) = K
(1,1)
2n−1(x, 0),
This fact will be useful throughout the paper. We also need explicit asymptotic expressions for
the reproducing kernel and their derivatives. They are introduced in the following lemma.
Lemma 2 For every n = 0, 1, . . ., we have
Kn(0, 0) = O(n3/4),
K(0,1)n (0, 0) = K
(1,0)
n−1 (0, 0) = 0,
K(1,1)n (0, 0) = O(n9/4).
Proof. Writing Kn(0, 0), K
(0,1)
n (0, 0) and K
(1,1)
n (0, 0) in terms of orthonormal polynomials
fn,the Lemma follows.
The structure of the manuscript is as follows.
In Section 2 we will obtain connection formulas between monic Freud-Sobolev type and monic
Freud orthogonal polynomials. We also prove that Freud-Sobolev orthogonal polynomials satisfy
a five term recurrence relation and we will deduce the asymptotic behavior of the coefficients
involved therein. In Section 3 we study some analytic properties of zeros of Freud-Sobolev
type orthogonal polynomials, in particular interlacing and asymptotic behavior. Section 4 is
focused on the second order linear differential equation that such polynomials satisfy. As a
direct consequence, the electrostatic interpretation of such polynomials in terms of a logarithmic
potential interaction and an external potential is presented.
2 Connection formulas
Let us consider the aforementioned Sobolev-type inner product (4). In the sequel, we will denote
by {Qn(x)}n≥0 the corresponding sequence of monic orthogonal polynomials and by
||Qn||2s = 〈Qn, xn〉s
the norm of the n-th degree polynomial. The connection formula between {Qn(x)}n≥0 and
{Pn(x)}n≥0 is stated in the following lemma.
Lemma 3 [1] For n ≥ 1, we have
Qn(x) = Fn (x)−
s∑
k=0
Mk[Qn]
(k)(0)K
(0,k)
n−1 (x, 0), (16)
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where, for 0 ≤ k ≤ s,
[Qn]
(k)(0) = (detD)−1
∣∣∣∣∣∣∣∣∣∣
1 +M0K
(0,0)
n−1 (0, 0) · · · Fn(0) · · · MsK(0,s)n−1 (0, 0)
M0K
(1,0)
n−1 (0, 0) · · · [Fn]′(0) · · · MsK(1,s)n−1 (0, 0)
...
...
. . .
...
M0K
(s,0)
n−1 (0, 0) · · · [Fn](s)(0) · · · 1 +MsK(s,s)n−1 (0, 0)
∣∣∣∣∣∣∣∣∣∣
,
with
D =


1 +M0K
(0,0)
n−1 (0, 0) M1K
(0,1)
n−1 (0, 0) · · · MsK(0,s)n−1 (0, 0)
M0K
(1,0)
n−1 (0, 0) 1 +M1K
(1,1)
n−1 (0, 0) · · · MsK(1,s)n−1 (0, 0)
...
...
. . .
...
M0K
(s,0)
n−1 (0, 0) M1K
(s,1)
n−1 (0, 0) · · · 1 +MsK(s,s)n−1 (0, 0)

 .
Moreover, an easy computation shows that
K
(0,k)
n−1 (x, 0) =
1
||Fn−1||2

 k∑
η=0
k!
η!
Fn(x)[Fn−1](η)(0) − Fn−1(x)[Fn](η)(0)
xk−η+1

 ,
and, as a consequence, we can write (16) as
xs+1Qn(x) = As(n;x)Fn(x) + Bs(n;x)Fn−1(x), (17)
where
As(n;x) =
s∑
k=0

xs+1 − k∑
η=0
k!
η!
Mk[Qn]
(k)(0)[Fn−1](η)(0)
||Fn−1||2 x
s−k+η

 ,
Bs(n;x) =
s∑
k=0

 k∑
η=0
k!
η!
Mk[Qn]
(k)(0)[Fn]
(η)(0)
||Fn−1||2 x
s−k+η

 ,
are polynomials of degree s+ 1 and s, respectively.
2.1 Connection formulas for monic polynomials
In what follows, we restrict ourselves to study the case of only one mass point with derivative
in the inner product (2), i.e., s = 1, M0 ≥ 0, and M1 ≥ 0,
〈p, q〉1 = 〈p, q〉+M0p(0)q(0) +M1p′(0)q′(0). (18)
In such a case, the connection formula (17) becomes
x2Qn(x) = A1(n;x)Fn(x) + B1(n;x)Fn−1(x), (19)
where A1(n;x) = x2 +A10(n), and B1(n;x) = B11(n)x with
A10(n) = −M1[Qn]
′(0)Fn−1(0)
||Fn−1||2 , B11(n) =
M0Qn(0)Fn(0) +M1[Qn]
′(0)[Fn]′(0)
||Fn−1||2 .
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To obtain Qn(0) and [Qn]
′(0) in the above expression, we evaluate (19) at x = 0 and solve
the corresponding linear system. Indeed,
Qn(0) =
∣∣∣∣∣ Fn(0) M1K
(0,1)
n−1 (0, 0)
[Fn]
′(0) 1 +M1K
(1,1)
n−1 (0, 0)
∣∣∣∣∣∣∣∣∣∣1 +M0Kn−1(0, 0) M1K
(0,1)
n−1 (0, 0)
M0K
(1,0)
n−1 (0, 0) 1 +M1K
(1,1)
n−1 (0, 0)
∣∣∣∣∣
,
[Qn]
′(0) =
∣∣∣∣∣1 +M0Kn−1(0, 0) Fn(0)M0K(1,0)n−1 (0, 0) [Fn]′(0)
∣∣∣∣∣∣∣∣∣∣1 +M0Kn−1(0, 0) M1K
(0,1)
n−1 (0, 0)
M0K
(1,0)
n−1 (0, 0) 1 +M1K
(1,1)
n−1 (0, 0)
∣∣∣∣∣
.
As a consequence,
Qn(0) =
Fn(0)
[1 +M0Kn−1(0, 0)]
, (20)
[Qn]
′(0) =
[Fn]
′(0)
1 +M1K
(1,1)
n−1 (0, 0)
. (21)
Thus,
Q2n(0) =
F2n(0)
[1 +M0K2n−2(0, 0)]
, Q2n+1(0) = 0,
[Q2n+1]
′(0) =
[F2n+1]
′(0)
1 +M1K
(1,1)
2n−1(0, 0)
, [Q2n]
′(0) = 0.
(22)
Let us denote by {qn(x)}n≥0, with
qn(x) = ζnx
n + lower degree terms,
the sequence of Freud-Sobolev type orthonormal polynomials. The relation between the leading
coefficients ζn and γn is given in the following result.
Proposition 2 For n ≥ 1, we have
‖F2n‖2
‖Q2n‖2 =
1 +M0K2n−2(0, 0)
1 +M0K2n(0, 0)
,
‖F2n+1‖2
‖Q2n+1‖2 =
1 +M1K
(1,1)
2n−1(0, 0)
1 +M1K
(1,1)
2n+1(0, 0)
.
(23)
Proof. Consider the Fourier expansion
qn(x) =
n∑
k=0
ck,n fk(x),
whose coefficients are (see (18))
ck,n =
∫
R
qn(x)fk(x)e
−x4dx = 〈qn(x), fk(x)〉1 −M0qn(0)fk(0) −M1[qn]′(0)[fk]′(0).
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If k = n, by comparing the leading coefficients, we obtain cn,n = ζn/γn. When k < n, by
orthogonality we have 〈qn(x), fk(x)〉1 = 0, so that
ck,n = −M0qn(0)fk(0)−M1[qn]′(0)[fk]′(0).
Hence,
∫
R
[qn(x)]
2e−x
4
dx =
(
ζn
γn
)2
+
n−1∑
k=0
[ck,n]
2[fk(x)]
2
=
(
ζn
γn
)2
+M20 q
2
n(0)
n−1∑
k=0
f2k (0) +M
2
1 ([qn]
′(0))2
n−1∑
k=0
([fk]
′(0))2
+2M0M1qn(0)[qn]
′(0)
n−1∑
k=0
fk(0)[fk]
′(0).
On the other hand, by the orthonormality of qn(x) with respect to (18),
〈qn, qn〉1 = 1 =
∫
R
[qn(x)]
2e−x
4
dx+M0q
2
n(0) +M1([qn]
′(0))2,
so that ∫
R
[qn(x)]
2e−x
4
dx = 1−M0q2n(0) −M1([qn]′(0))2.
Therefore,
1−M0q2n(0) −M1([qn]′(0))2 =
(
ζn
γn
)2
+M20 q
2
n(0)
n−1∑
k=0
f2k (0)
+M21 ([qn]
′(0))2
n−1∑
k=0
([fk]
′(0))2 + 2M0M1qn(0)[qn]′(0)
n−1∑
k=0
fk(0)[fk]
′(0).
Taking into account that
∑n−1
k=0 fk(0)[fk]
′(0) = K(0,1)n−1 (0, 0) = 0, we rewrite the above expression
as
1−M0q2n(0)−M1([qn]′(0))2 =
(
ζn
γn
)2
+M20 q
2
n(0)Kn−1(0, 0) +M
2
1 ([qn]
′(0))2K(1,1)n−1 (0, 0),
and, as a consequence,
1 =
(
ζn
γn
)2
+M0q
2
n(0) [1 +M0Kn−1(0, 0)] +M1([qn]
′(0))2
[
1 +M1K
(1,1)
n−1 (0, 0)
]
.
Next, using the orthonormal versions of (20) and (21), respectively,
qn(0) =
ζn
γn
fn(0)
1 +M0Kn−1(0, 0)
, [qn]
′(0) =
ζn
γn
[fn]
′ (0)
1 +M1K
(1,1)
n−1 (0, 0)
,
we obtain
1 =
(
ζn
γn
)2 1 +M0 (fn(0))2
[1 +M0Kn−1(0, 0)]
+M1
([fn]
′ (0))2[
1 +M1K
(1,1)
n−1 (0, 0)
]

 .
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Since
Kn(0, 0) −Kn−1(0, 0) = (fn(0))2
K(1,1)n (0, 0) −K(1,1)n−1 (0, 0) = ([fn]′(0))2
we get
1 =
(
ζn
γn
)2 [
1 +
M0Kn(0, 0) −M0Kn−1(0, 0)
[1 +M0Kn−1(0, 0)]
+
M1K
(1,1)
n (0, 0) −M1K(1,1)n−1 (0, 0)
1 +M1K
(1,1)
n−1 (0, 0)
]
,
1 =
(
ζn
γn
)2 [ 1 +M0Kn(0, 0)
1 +M0Kn−1(0, 0)
+
1 +M1K
(1,1)
n (0, 0)
1 +M1K
(1,1)
n−1 (0, 0)
− 1
]
which is (23).
Now, we obtain connection formulas that relate both families of monic orthogonal polyno-
mials.
Proposition 3 The Freud-Sobolev type orthogonal polynomials satisfy
x2Qn(x) =
[
x2 − rnκ
[1]
n
4φn(0)
]
Fn(x) + a
2
n
(
κ[0]n +κ
[1]
n
)
xFn−1(x), n ≥ 1, (24)
where
κ[0]n =
1 +M0Kn(0, 0)
1 +M0Kn−1(0, 0)
− 1, κ[1]n =
1 +M1K
(1,1)
n (0, 0)
1 +M1K
(1,1)
n−1 (0, 0)
− 1, rn = 1− (−1)
n
2
.
Moreover, for the even and odd degrees, respectively, we have
Q2n(x) = F2n (x)−M0 F2n(0)
[1 +M0K2n−2(0, 0)]
K2n−2(x, 0), n ≥ 1, (25)
Q2n+1(x) = F2n+1 (x)−M1 [F2n+1]
′(0)
1 +M1K
(1,1)
2n−1(0, 0)
K
(0,1)
2n−1(x, 0), n ≥ 1. (26)
In other words, Q2n (Q2n+1) is an even (odd) polynomial.
Proof. Setting s = 1 in (16) we get
Qn(x) = Fn (x)−M0Qn(0)Kn−1(x, 0) −M1[Qn]′(0)K(0,1)n−1 (x, 0).
From (14) we have
K
(0,1)
n−1 (x, 0) =
(
Fn−1(0) + x[Fn−1]′(0)
x2||Fn−1||2
)
Fn(x)−
(
Fn(0) + x[Fn]
′(0)
x2||Fn−1||2
)
Fn−1(x),
and taking into account (11), (20), (21), and the symmetry of the Freud polynomials, we get
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Qn(x) =
[
1− Fn−1(0)
[Fn]′(0)
||Fn||2
x2||Fn−1||2
(
1 +M1K
(1,1)
n (0, 0)
1 +M1K
(1,1)
n−1 (0, 0)
− 1
)]
Fn(x)
+
a2n
x
[(
1 +M0Kn(0, 0)
1 +M0Kn−1(0, 0)
− 1
)
+
(
1 +M1K
(1,1)
n (0, 0)
1 +M1K
(1,1)
n−1 (0, 0)
− 1
)]
Fn−1(x).
Denoting
κ[0]n =
1 +M0Kn(0, 0)
1 +M0Kn−1(0, 0)
− 1, κ[1]n =
1 +M1K
(1,1)
n (0, 0)
1 +M1K
(1,1)
n−1 (0, 0)
− 1, rn = 1− (−1)
n
2
,
and noticing that from (9) we have Fn−1(0)/[Fn]′(0) = 1/4a2nφn(0), we obtain
Qn(x) =
[
1− rn
4x2φn(0)
κ[1]n
]
Fn(x) +
a2n
x
(
κ[0]n +κ
[1]
n
)
Fn−1(x), (27)
which is (24). On the other hand, shifting the index n → 2n, and taking into account (22) we
obtain (25). For the odd case, (26) follows similarly by using (22).
Remark 1 Notice that, from the symmetry of the Freud polynomials, we have κ
[0]
2n+1 = 0 and
κ
[1]
2n = 0 for n ≥ 1. As a consequence, (24) becomes
xQ2n(x) = xF2n(x) + a
2
2nκ
[0]
2nF2n−1(x), n ≥ 1,
x2Q2n+1(x) =
[
x2 − r2n+1κ
[1]
2n+1
4φ2n+1(0)
]
F2n+1(x) + a
2
2n+1κ
[1]
2n+1xF2n(x), n ≥ 1.
The following is a straightforward extension of connection formulas (25) and (26) for or-
thonormal polynomials.
Corollary 1 Let qn = ζnx
n + · · · and fn = γnxn + · · · , then for n ≥ 1,
q2n(x) =
ζ2n
γ2n
f2n(x)−M0q2n(0)K2n−2(x, 0),
q2n+1(x) =
ζ2n+1
γ2n+1
f2n+1(x)−M1[q2n+1]′(0)K(0,1)2n−1(x, 0).
with
q2n(0) =
ζ2n
γ2n
f2n(0)
[1 +M0K2n−2(0, 0)]
, [q2n+1]
′(0) =
ζ2n+1
γ2n+1
[f2n+1]
′(0)[
1 +M1K
(1,1)
2n−1(0, 0)
] .
Remark 2 Notice that, by defining Q2n(x) := Pn(x
2) and Q2n+1(x) := xRn(x
2), for n ≥ 0 and
introducing the change of variable x =
√
y, we obtain the following orthogonality relations
0 = 〈Q2n, Q2m〉 =
∫ ∞
0
Pn(y)Pm(y)y
−1/2e−y
2
dy +M0Pn(0)Pm(0), n 6= m
0 = 〈Q2n+1, Q2m+1〉 =
∫ ∞
0
Rn(y)Rm(y)y
1/2e−y
2
dy +M1Rn(0)Rm(0), n 6= m,
i.e. {Pn(x)}n≥0 and {Rn(x)}n≥0 are MOPS with respect to standard inner products associated
with the measures dσ(x) = x−1/2e−x2dx+M0δ(x) and xdσ(x) +M1δ(x), respectively, supported
on the positive real semiaxis.
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2.2 The five-term recurrence relation
This section deals with the five-term recurrence relation that the sequence of discrete Freud–
Sobolev orthogonal polynomials {Qn(x)}n≥0 satisfies. We will use the remarkable fact, which is a
straightforward consequence of (18), that the multiplication operator by x2 is a symmetric opera-
tor with respect to such a discrete Sobolev inner product. Indeed, for polynomials h(x), g(x) ∈ P
〈x2h(x), g(x)〉1 = 〈h(x), x2g(x)〉1.
Notice that
〈x2h(x), g(x)〉1 = 〈h(x), g(x)〉[2]. (28)
An equivalent formulation of (28) is
〈x2h(x), g(x)〉1 = 〈x2h(x), g(x)〉.
We need a preliminary result.
Lemma 4 For every n ≥ 1, the five term connection formula
x2Qn(x) = Fn+2(x) +
[
a2n+1 + a
2
n +A10(n) + B11(n)
]
Fn(x)
+a2n−1
[
a2n + B11(n)
]
Fn−2(x)
holds.
Proof. The result follows easily from (19) after successive applications of (7).
We are ready to find the five-term recurrence relation satisfied by {Qn(x)}n≥0. Let us
consider the Fourier expansion of x2Qn(x) in terms of {Qn(x)}n≥0
x2Qn(x) =
n+2∑
k=0
λn,kQk(x),
where
λn,k =
〈x2Qn(x), Qk(x)〉1
||Qk||21
, k = 0, . . . , n+ 2. (29)
Thus, λn,k = 0 for k = 0, . . . , n− 3, and λn,n+2 = 1. To obtain λn,n+1, we use (19) and get
λn,n+1 =
1
||Qn+1||21
〈A1(n;x)Fαn (x), Qn+1(x)〉1 +
1
||Qn+1||21
〈B1(n;x)Fn−1(x), Qn+1(x)〉1
=
1
||Qn+1||21
〈x2Fn(x), Qn+1(x)〉1 = 1||Qn+1||21
〈Fn(x), x2Qn+1(x)〉 = 0,
by using Lemma 4. In order to compute λn,n, using (19) we get
λn,n =
〈x2Fn(x), Qn(x)〉1
||Qn||21
+A10(n) + B11(n).
But, according to Lemma 4, the first term is
〈x2Fn(x), Qn(x)〉1
||Qn||21
=
[
a2n+1 + a
2
n +A10(n) + B11(n)
] ||Fn||2
||Qn||21
,
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so that
λn,n =
[
a2n+1 + a
2
n +A10(n) + B11(n)
] ||Fn||2
||Qn||21
+A10(n) + B11(n).
A similar analysis yields λn,n−1 = 0 and
λn,n−2 =
〈x2Qn(x), Qn−2(x)〉
||Qn−2||21
=
〈a2n−1
[
a2n + B11(n)
]
Fn−2(x), Qn−2(x)〉
||Qn−2||21
= a2n−1
[
a2n + B11(n)
] ||Fn−2||2
||Qn−2||21
.
Thus, as a conclusion:
Theorem 1 (Five-term recurrence relation) For every n ≥ 1, the monic Freud-Sobolev
type polynomials {Qn(x)}n≥0, orthogonal with respect to (18), satisfy the following five-term
recurrence relation
x2Qn(x) = Qn+2(x) + λn,nQn(x) + λn,n−2Qn−2(x), n ≥ 1, (30)
with initial conditions Q−1(x) = 0, Q0(x) = 1, Q1(x) = x, and Q2(x) = x2 − λ0,0, where
λn,n =
[
a2n+1 + a
2
n +A10(n) + B11(n)
] ||Fn||2
||Qn||21
+A10(n) + B11(n), n ≥ 0,
λn,n−2 = a2n−1
[
a2n + B11(n)
] ||Fn−2||2
||Qn−2||21
, n ≥ 2.
We now proceed to analyze the asymptotic behavior of the coefficients. First, we need the
following lemma.
Lemma 5 We have
lim
n→∞
‖Qn‖
‖Fn‖ = 1 +O(n
−1). (31)
Proof. Let us consider first the even case. From (5) and its analogue for Qn, as well as (23),
we have
‖Q2n‖2
‖F2n‖2 =
1 +M0K2n(0, 0)
1 +M0K2n−2(0, 0)
=
1 +M0(K2n−2(0, 0) + f22n(0))
1 +M0K2n−2(0, 0)
.
Taking into account Lemmas 1 and 2, the result follows. The odd case is similar.
Notice that from successive applications of the three term recurrence relation (7), we get
x2Fn(x) = Fn+2(x) + [a
2
n+1 + a
2
n]Fn(x) + a
2
n−1a
2
nFn−2(x).
We will show that, when n → ∞, the five term recurrence relation (30) behaves exactly as the
previous equation.
Proposition 4 We have
lim
n→∞
λn,n
a2n+1 + a
2
n
= 1 +O(n−2), and lim
n→∞
λn,n−2
a2n−1a2n
= 1 +O(n−3/2).
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Proof. In view of (30) and (31), we need estimates for limn→∞A10(n) and limn→∞ B11(n). It
is easy to show that A10(2n) = 0, and for the odd case we have
A10(2n+1) = −M1[Q2n+1]
′(0)F2n(0)
||F2n||2 = −
M1
(
[F2n+1]′(0)
1+M1K
(1,1)
2n−1(0,0)
)
F2n(0)
||F2n||2 = −
M1K2n(0, 0)
1 +M1K
(1,1)
2n−1(0, 0)
,
where the second equality follows from (22) and the third equality from the confluent expression
(15). As a consequence, using Lemma 2, we get A10(2n+1) = O(n−3/2). On the other side, for
the even case,
B11(2n) = M0Q2n(0)F2n(0)||F2n−1||2 =
M0F
2
2n(0)
||F2n−1||2(1 +M0K2n−2(0, 0)) =
M0‖F2n‖2f22n(0)
‖F2n−1‖2(1 +M0K2n−2(0, 0)) ,
where we have used (22) for the second equality and the fact that F 22n(0) = ‖F2n‖2(K2n(0, 0)−
K2n−1(0, 0)) = ‖F2n‖2f22n(0) for the third equality. Since ‖F2n‖2/‖F2n−1‖2 = a22n, and by using
8, and Lemmas 1 and 2, we obtain B11(2n) = O(n−1/2). Finally, for the odd case, in a similar
way we have
B11(2n+ 1) = M1([F2n+1]
′(0))2
||F2n||2(1 +M1K(1,1)2n−1(0, 0))
=
M1‖F2n+1‖2(f ′2n+1(0))2
‖F2n‖2(1 +M1K(1,1)2n−1(0, 0))
,
and again from (8), and Lemmas 1 and 2, we get B11(2n + 1) = O(n−1/2). As a consequence,
we have
lim
n→∞
λn,n
a2n+1 + a
2
n
= lim
n→∞
[
a2n+1 + a
2
n +A10(n) + B11(n)
] ||Fn||2
||Qn||21
+A10(n) + B11(n),
a2n+1 + a
2
n
= 1+O(n−2),
and
lim
n→∞
λn,n−2
a2n−1a2n
=
a2n−1
[
a2n + B11(n)
] ||Fn−2||2
||Qn−2||21
.
a2n−1a2n
= 1 +O(n−3/2).
3 The Zeros
In this Section we analyze some properties of the zeros of the polynomials {Qn(x)}n≥0.
3.1 Interlacing rupture
From (25) and (26), it is clear that the zeros of evenQ2n(x) and oddQ2n+1(x) Freud-Sobolev type
polynomials act in an independent way. From those expressions, we observe that the variation
of M0 (respectively M1) exclusively influences the position of the zeros of Q2n(x) (respectively
Q2n+1(x)) without affecting the zeros of Q2n+1(x) (respectively Q2n(x)). This interesting phe-
nomena leads to the destruction of the zero interlacing for two consecutive polynomials of the
sequence {Qn(x)}n≥0 for certain values of M0 and M1. Notice that the zeros of Qn(x), n ≥ 1,
are real and simple (see [20], Proposition 3.2). In the next two tables we provide numerical
evidence that supports this fact. In the sequel, let {ηn,k}nk=0 ≡ ηn,1 < ηn,2 < ... < ηn,n be
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the zeros of Qn(x) and {xn,k}nk=0 be the zeros of Fn(x) arranged in an increasing order. Next
we show the position of the second zero of the Freud-Sobolev-type polynomial of degree n = 4
(namely Q4(x)) and the second and third zeros of Q5(x) for some choices of the masses M0 and
M1. For M0 = M1 = 0 we obviously recover the corresponding zeros of the Freud polynomials.
The first table shows the position of the aforementioned zeros for M0 = 0 and several values for
M1. The cases when between the second and third (resp. third and fourth) zeros of Q5(x) there
are no zeros of Q4(x), i.e. the zero interlacing for the sequence {Qn(x)}n≥0 fails, are shown in
bold.
M0 = 0.0
η5,2 η4,2 η5,3 η4,3 η5,4
M1 = 0.0 −0.655248 −0.39615 0.0 0.39615 0.655248
M1 = 0.2 −0.458455 −0.39615 0.0 0.39615 0.458455
M1 = 0.4 −0.371898 −0.39615 0.0 0.39615 0.371898
M1 = 1.0 −0.261023 −0.39615 0.0 0.39615 0.261023
Table 1: Zeros of Q5(x) and Q4(x) for fixed M0 = 0.0 and some values of M1.
M0 = 1.0
η5,2 η4,2 η5,3 η4,3 η5,4
M1 = 0.0 −0.655248 −0.284325 0.0 0.284325 0.655248
M1 = 0.4 −0.371898 −0.284325 0.0 0.284325 0.371898
M1 = 0.9 −0.272822 −0.284325 0.0 0.284325 0.272822
M1 = 2.0 −0.192081 −0.284325 0.0 0.284325 0.192081
Table 2: Zeros of Q5(x) and Q4(x) for fixed M0 = 1.0 and some values of M1.
Observe that, as expected, the variation of M1 only affects the position of η5,2 and η5,4 and
the variation of M0 only affects the position of η4,2 and η4,4. This numerical example is also
reflected in Figure 1.
3.2 Asymptotic behavior
We are interested in the dynamics of the zeros of the Freud-Sobolev type whenM0 andM1 tend,
respectively, to infinity. To that end, let us introduce the following the limit polynomials
G2n(x) = lim
M0→∞
Q2n(x) = F2n(x)− F2n(0)
K2n−2(0, 0)
K2n−2(x, 0),
J2n+1(x) = lim
M1→∞
Q2n+1(x) = F2n+1 (x)− [F2n+1]
′(0)
K
(1,1)
2n−1(0, 0)
K
(0,1)
2n−1(x, 0). (32)
Similar polynomials have been previously studied in [20], when the discrete mass points are
located outside the support of the perturbed measure. Here, we find a slightly different situation
because the support of the measure is the whole real line and the discrete massesM0 andM1 are
both located at x = 0 ∈ R. As stated before, M0 only affects the even degree polynomials, and
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Figure 1: The figure shows, for a fixed value M0 = 1, the evolution of the second zero of the
Freud-Sobolev type polynomialQ5(x) for three different values of the massM1. The curve in gray
color represents the Freud-Sobolev type Q4(x), which is not affected by the variation ofM1. The
zero of Q5(x;M1 = 0) = F5(x) (continuous black graph) occurs at η5,2(M1 = 0) = −0.655248.
For Q5(x;M1 = 0.2) (dashed line) we have η5,2(M1 = 0.2) = −0.371898 and for Q5(x;M1 = 2)
(dotted line) occurs at η5,2(M1 = 2) = −0.19208. Notice that for M0 = 1 and M1 = 2 there
is no zero of the polynomial Q4(x) between the second (η5,2(M1 = 2) = −0.19208) and third
(η5,3(M1 = 2) = 0) roots of Q5(x;M1 = 2), so the interlacing of the complete Freud-Sobolev
type orthogonal polynomial sequence {Qn(x)}n≥0 has been broken.
the dynamics for the zeros of {Q2n(x)}n≥0 has been already obtained in [3]. Next, we extend
those results for the odd sequence {Q2n+1(x)}n≥0.
Our goal is to obtain results concerning the monotonicity and speed of convergence of the
zeros of Q2n+1(x). For this purpose we need the following lemma concerning the behavior and
the asymptotics of the zeros of linear combinations of two polynomials with interlacing zeros,
whose proof we omit (see [5, Lemma 1] or [9, Lemma 3]).
Lemma 6 Let fn(x) = a(x − x1) · · · (x − xn) and jn(x) = b(x − y1) · · · (x − yn) be polynomials
with real and simple zeros, where a and b are positive real constants.
If
y1 < x1 < · · · < yn < xn,
then, for any real constant c > 0, the polynomial
qn(x) = fn(x) + cjn(x)
has n real zeros η1 < · · · < ηn which interlace with the zeros of fn(x) and jn(x) as follows
y1 < η1 < x1 < · · · < yn < ηn < xn.
Moreover, each ηk = ηk(c) is a decreasing function of c and, for each k = 1, . . . , n,
lim
c→∞ ηk = yk and limc→∞ c[ηk − yk] =
−fn(yk)
j′n(yk)
.
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Before stating the main result of this Section, we will prove some auxiliary results concerning
the interlacing properties of {F2n+1}n≥0, {K(0,1)2n−1(x, 0)}n≥0, and {J2n+1}n≥0.
Lemma 7 The zeros of {K(0,1)2n+1(x, 0)}n≥0, are real and simple. Moreover, for every n ≥ 1, the
non vanishing zeros of K
(0,1)
2n+1(x, 0) and K
(0,1)
2n−1(x, 0) interlace.
Proof. First, sinceK
(0,1)
2n−1(x, 0) is an odd polynomial, we can writeK
(0,1)
2n+1(x, 0) = xsn(x
2), where
sn is a polynomial of degree n. We will prove that {sn(y)}n≥0, with y = x2, is an orthogonal
polynomial sequence with respect to the measure dσ(y) = y3/2e−y2dy, which is positive in the
positive real line. Indeed, for n 6= m, we have∫ ∞
0
sn(y)sm(y)dσ(y) =
∫ ∞
−∞
K
(0,1)
2n+1(x, 0)
x
K
(0,1)
2m+1(x, 0)
x
x3e−x
4
(2xdx)
= 2
∫ ∞
−∞
K
(0,1)
2n+1(x, 0)K
(0,1)
2m+1(x, 0)x
2e−x
4
dx
= 0,
by using the reproducing property of K
(0,1)
2n−1(x, 0). On the other hand, for n = m, and taking
into account (14) and the symmetry of the Freud polynomials, we get∫ ∞
0
s2n(y)dσ(y) =
∫ ∞
−∞
K
(0,1)
2n+1(x, 0)K
(0,1)
2n+1(x, 0)x
2e−x
4
dx
=
∫ ∞
−∞
K
(0,1)
2n+1(x, 0)
xF2n+2(x)[F2n+1]
′(0)− F2n+1(x)F2n+2(0)
‖F2n+1‖2 e
−x4dx
=
1
‖F2n+1‖2
(
([F2n−1]′(0))2‖F2n+2‖2 − [F2n+1]′(0)F2n+2(0)
)
> 0,
since [F2n+1]
′(0)F2n+2(0) < 0. As a consequence, the zeros of sn(x) are real, simple, and they
are located in the positive real semiaxis. Moreover, the zeros of sn(x) and sn−1(x) interlace.
Now, because of the symmetry, all polynomials of the sequence {K(0,1)2n+1(x, 0)}n≥0 have a zero
at the origin, and the remaining zeros are located symmetrically at both sides of the origin.
Furthermore, if we denote by sn,k the kth zero of sn(x), then it is clear from the definition that
±√sn,k are zeros of K(0,1)2n+1(x, 0). As a consequence, the (non vanishing) zeros of K(0,1)2n+1(x, 0)
and K
(0,1)
2n−1(x, 0) interlace.
The next Lemma shows that the non vanishing zeros of F2n+1 and K
(0,1)
2n−1(x, 0) also interlace.
Lemma 8 Let {x2n+1,k}2n+1k=1 and {z2n−1,k}2n−1k=1 be the set of zeros of F2n+1 and K
(0,1)
2n−1(x, 0),
respectively, arranged in increasing order. Then, we have
x2n+1,k < z2n−1,k < x2n+1,k+1, 1 ≤ k ≤ n− 1,
x2n+1,k+1 < z2n−1,k < x2n+1,k+2 n+ 1 ≤ k ≤ 2n− 1.
Proof. Due to the symmetry of both polynomials, it suffices to prove the interlacing for the
positive zeros. Since x2n+1,n+1 = z2n−1,n = 0, we consider the case when n + 1 ≤ k ≤ 2n − 1.
From (14) and the symmetry of the Freud polynomials, we have
x2K
(0,1)
2n−1(x, 0) =
1
‖F2n−1‖2
(
xF2n(x)[F2n−1]′(0)− F2n−1(x)F2n(0)
)
= xF2n(x)[F2n−1]′(0)−
(
xF2n(x)− F2n+1(x)
a22n
)
F2n(0),
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where we have used (7) on the second equality. As a consequence, evaluating the previous
equation in x2n+1,k+1 and x2n+1,k+2 we obtain, respectively,
x22n+1,k+1K
(0,1)
2n−1(x2n+1,k+1, 0) = x2n+1,k+1F2n(x2n+1,k+1)
(
[F2n−1]′(0) − F2n(0)
a22n
)
,
x22n+1,k+2K
(0,1)
2n−1(x2n+1,k+2, 0) = x2n+1,k+2F2n(x2n+1,k+2)
(
[F2n−1]′(0) − F2n(0)
a22n
)
.
Since x2n+1,k+1 and x2n+1,k+2 are positive and the zeros of the Freud polynomials interlace,
F2n(x2n+1,k+1) and F2n(x2n+1,k+2) have distinct sign. As a consequence, K
(0,1)
2n−1(x2n+1,k+1, 0)
and K
(0,1)
2n−1(x2n+1,k+2, 0) differ in sign, which means that K
(0,1)
2n−1(x, 0) has a zero between the
zeros x2n+1,k+1 and x2n+1,k+2.
Remark 3 Notice that F2n+1 and K
(0,1)
2n−1(x, 0) differ in two degrees. This causes that the zeros
interlacing between them is not complete. Indeed, K
(0,1)
2n−1(x, 0) has not zeros in the interval
[x2n+1,n, x2n+1,n+2], i.e. between the origin and the first zeros of F2n+1(x) at both sides.
We will need some results concerning the interlacing properties of the zeros of F2n+1(x),
J2n+1(x) and Q2n+1(x). By symmetry, for the zeros of F2n+1(x), we have x2n+1,n+1 = 0 and
x2n+1,k = −x2n+1,2n+2−k for 1 ≤ k ≤ n. As a consequence, it suffices to analyze the behavior of
the positive zeros. In order to simplify the notation, we denote xk := x2n+1,n+1+k, 1 ≤ k ≤ n,
i.e. {xk}nk=1 are the n positive zeros of F2n+1 arranged in increasing order. A similar notation
will be used for the zeros of Q2n+1 and F2n+1. The following result is a straightforward corollary
of Lemma 8.
Corollary 2 Let us denote by {yk}nk=1 the set of positive zeros of J2n+1(x) arranged in increas-
ing order. Then, for 1 ≤ k ≤ n− 1, we have
xk < yk+1 < xk+1, (33)
i.e., positive zeros of J2n+1(x) and F2n+1(x) interlace.
Proof. Taking into account the symmetry and the fact that [J2n+1]
′(0) = 0, we deduce that
J2n+1(x) has a zero of multiplicity 3 at the origin. This is, y1 = 0. The result follows by
evaluating (32) at two consecutive zeros xk and xk+1 of F2n+1, for 1 ≤ k ≤ n− 1, and noticing
that by Lemma 8, J2n+1(xk) and J2n+1(xk+1) have distinct sign.
Remark 4 Observe that due to the triple zero at the origin, J2n+1(x) does not have a zero in the
interval (0, x1), i.e. between the origin and the first positive zero of F2n+1(x). Since F2n+1(x)
only have n− 1 positive zeros, we have y1 = 0.
Now, we are ready to enunciate the main result of this Section.
Theorem 2 On the positive real line, the following interlacing property holds
0 = y1 < η1 < x1 < y2 < η2 < x2 · · · < yk < ηn < xn.
Moreover, each ηk := ηk(M1) is a decreasing function of M1 and, for each k = 1, . . . , n,
lim
M1→∞
ηk(M1) = yk , (34)
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as well as
lim
M1→∞
M1[ηk(M1)− yk] = −F2n+1(yk)
K
(1,1)
2n−1(0, 0)[J
′
2n+1(yk)]
. (35)
Proof. Notice that the polynomials {Q˜2n+1(x)}n≥0 with Q˜2n+1(x) = ρ2n+1Q2n+1(x), can be
represented as
Q˜2n+1(x) = F2n+1(x) +M1K
(1,1)
2n−1 (0, 0) J2n+1 (x) ,
where
ρ2n+1 = 1 +M1K
(1,1)
2n−1 (0, 0) .
Thus, the interlacing follows at once from (33) and Lemma 6. On the other hand, we can write
xqˆn(x
2) = xfˆn(x
2) +M1K
(1,1)
2n−1(0, 0)xjˆn(x
2),
with
fˆn = (x− x21) · · · (x− x2n),
qˆn = (x− η21) · · · (x− η2n),
jˆn = (x− y21) · · · (x− y2n),
and by the previous results, their zeros are real, simple and interlace, so they satisfy the condi-
tions on Lemma 6, and therefore
lim
M1→∞
η2k = y
2
k,
and
lim
M1→∞
=M1K
(1,1)
2n−1(0, 0)[η
2
k − y2k] = −
fˆn(y
2
k)
jˆ′n(y2k)
= −2ykF2n+1(yk)
[J2n+1]′(yk)
,
and since η2k − y2k = (ηk + yk)(ηk − yk) and limM1→∞ ηk = yk, the result follows.
Remark 5 Because of the symmetry, the limits (34) and (35) also hold for the negative zeros.
The only difference is that those zeros are increasing functions of M1.
4 Holonomic equation and electrostatic interpretation
In this section, we deduce a second order differential equation satisfied by {Qn(x)}n≥0 and, as an
application, an electrostatic interpretation of its zeros is presented. We will use the connection
formula between Qn and Fn, which for convenience will take the form (27). We will also use the
structure formula (9) (for the monic normalization) and the three term recurrence relation (7).
Let us rewrite these formulas as
Qn(x) = An(x)Fn(x) +Bn(x)Fn−1(z), (36)
F ′n(x) = an(x)Fn(x) + bn(x)Fn−1(x), (37)
Fn+1(x) = βn(x)Fn(x) + γn(x)Fn−1(x), (38)
where the coefficients above are given according to (27), (9) and (7), respectively. Before stating
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Figure 2: It illustrates the variation of the zeros of an odd degree Freud-Sobolev type polynomials
when M1 varies as described in Theorem 2. The graphs of Q7(x) for three different values of
M1 are plotted. The black continuous, dashed, and dotted lines correspond to M1 = 0.03,
M1 = 0.05, and M1 = 0.09, respectively. We also include the graphs of F7(x) (medium gray
color) and J7(x) (light gray color), showing that the zeros of Q7(x) are increasing functions of
M1 in the negative real semiaxis, traveling from the negative zeros of F7(x) to the corresponding
zeros of J7(x) as M1 increases. Likewise, the positive zeros of Q7(x) are decreasing functions of
M1, traveling from the positive zero of F7(x) to the corresponding zero of J7(x) according with
Theorem 2. Observe that in this picture, the value of M0 is irrelevant.
Lemma 9 The monic sequences {Qn(x)}n≥0 and {Fn(x)}n≥0 satisfy
[Qn(x)]
′ = C1(x;n)Fn(x) +D1(x;n)Fn−1(x) (39)
where
C1(x;n) = A
′
n(x) +An(x)a(z;n) +Bn(x)
bn−1(x)
γn−1(x)
, (40)
D1(x;n) = B
′
n(x) +An(x)bn(x) +Bn(x)
(
an−1(x)− βn−1(x)
γn−1(x)
)
.
Proof. Notice that, combining (37) and (38) we have
[Fn−1(x)]′ =
bn−1(x)
γn−1(x)
Fn(x) +
(
an−1(x)− βn−1(x)
γn−1(x)
)
Fn−1(x).
The result follows by substituting the last equation and (37) into the derivative with respect to
x of (36).
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Lemma 10 The sequences of monic polynomials {Qn(x)}n≥0 and {Fn(x)}n≥0 are also related
by
Qn−1(x) = A2(x;n)Fn(x) +B2(x;n)Fn−1(x), (41)
[Qn−1(x)]′ = C2(x;n)Fn(x) +D2(x;n)Fn−1(x), (42)
where
A2(x;n) =
Bn−1(x)
γn−1(x)
, B2(x;n) = An−1(x)−Bn−1(x)βn−1(x)
γn−1(x)
,
C2(x;n) =
D1(x;n − 1)
γn−1(x)
, D2(x;n) = C1(x;n− 1)−D1(x;n− 1)βn−1(x)
γn−1(x)
.
The coefficients C1(x;n− 1) and D1(x;n− 1) are given in (40).
Proof. The expressions follow from (36) and (39), respectively, after a shift in the degree, and
using (38) to express both of them in terms of Fn and Fn−1.
Lemma 11 The following ”inverse connection” formulas hold.
Fn(x) =
B2(x;n)
Λ(x;n)
Qn(z)− Bn(x)
Λ(x;n)
Qn−1(x), (43)
Fn−1(z) =
−A2(x;n)
Λ(x;n)
Qn(x) +
An(x)
Λ(x;n)
Qn−1(x), (44)
where
Λ(x;n) = An(x)B2(x;n)−A2(x;n)Bn(x).
Proof. The result follows by solving the linear system defined by (36) and (41).
Now, we replace (43) and (44) in (39) and (42), respectively, to obtain the ladder equations
[Qn(z)]
′ =
[
C1(x;n)B2(x;n)
Λ(x;n)
− D1(x;n)A2(x;n)
Λ(x;n)
]
Qn(x)
+
[
An(x)D1(x;n)
Λ(x;n)
− C1(x;n)Bn(x)
Λ(x;n)
]
Qn−1(x),
[Qn−1(x)]′ =
[
C2(x;n)B2(x;n)
Λ(x;n)
− A2(x;n)D2(x;n)
Λ(x;n)
]
Qn(x)
+
[
An(x)D2(x;n)
Λ(x;n)
− C2(x;n)Bn(x)
Λ(x;n)
]
Qn−1(x),
which can be written in the more compact way
(Ξ(x;n, 2)I −Dx)Qn(x) = Ξ(x;n, 1)Qn−1(x), (45)
(Θ(x;n, 1)I +Dx)Qn−1(x) = Θ(x;n, 2)Qn(x), (46)
where I and Dx are the identity and x-derivative operators, respectively, by defining the deter-
minants
Ξ(x;n, k) =
1
Λ(x;n)
∣∣∣∣C1(x;n) Ak(x;n)D1(x;n) Bk(x;n)
∣∣∣∣ , (47)
Θ(x;n, k) =
1
Λ(x;n)
∣∣∣∣C2(x;n) Ak(x;n)D2(x;n) Bk(x;n)
∣∣∣∣ , (48)
for k = 1, 2, where A1(x;n) := An(x). As a consequence, we have the following result.
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Theorem 3 Let bn and b
†
n be the differential operators
bn = Ξ(x;n, 2)I −Dx,
b†n = Θ(x;n, 1)I +Dx.
Then,
bn[Qn(x)] = Ξ(x;n, 1)Qn−1(x),
b†n[Qn−1(x)] = Θ(x;n, 2)Qn(x),
where Ξ(x;n, k) and Θ(x;n, k) are given in (47) and (48), respectively.
Finally, we state the main result of this section.
Theorem 4 The Sobolev-Freud type polynomials {Qn(x)}n≥0 satisfy the second order linear
differential equation
[Qn(x)]
′′ +R(x;n)[Qn(x)]′ + S(x;n)Qn(x) = 0, (49)
where
R(x;n) = Θ(x;n, 1) − Ξ(x;n, 2) − [Ξ(x;n, 1)]
′
Ξ(x;n, 1)
,
S(x;n) = Ξ(x;n, 2)
[
[Ξ(x;n, 1)]′
Ξ(x;n, 1)
−Θ(x;n, 1)
]
− [Ξ(x;n, 2)]′.
Proof. The result follows in a straightforward way from the ladder operators provided in
Theorem 3. The usual technique (see, for example [14, Th. 3.2.3]) consists in applying the
raising operator to both sides of the equation satisfied by the lowering operator, i.e.
b†n
[
1
Ξ(x;n, 1)
bn[Qn(x)]
]
= b†n[Qn−1(x)] = Θ(x;n, 2)Qn(x),
and then using the definition b†n to compute the left hand side. After some computations, (49)
follows.
We point out that we have obtained a second order linear differential equation for the com-
plete sequence {Qn(x)}n≥0. However, as we have mentioned in the previous sections, the
even and odd degree polynomials behave differently. Indeed, they have another connection
formula, and the previous results hold in either case just by taking the coefficients of the con-
nection formula (36) accordingly. Using Mathematicar, the expression for R(x;n) was ob-
tained according to Theorem 4. In the sequel, we provide the expressions for the odd case
(κ
[0]
n = 0, κ
[1]
2n = 0, r2n+1 = 1, r2n = 0), together with an electrostatic interpretation of the zeros
of {Qn(x)}n≥0. The even case was analyzed in [3]. We found
R(x; 2n + 1) = 2
x
− 4x3 − u
′(x; 2n + 1)
u(x; 2n + 1)
,
where u(x; 2n + 1) is the biquartic polynomial
u(x; 2n + 1) = u4(n)x
4 + u2(n)x
2 + u0(n) (50)
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with
u4(n) = 16φ
2
2n+1(0)[1 + κ
[1]
2n+1],
u2(n) = 4φ2n+1(0)
[
4φ22n+1(0) + κ
[1]
2n+1(2 + κ
[1]
2n+1)(4a
2
2n+1φ2n+1(0)− 1)
]
,
u0(n) = κ
[1]
2n+1
[
−12φ22n+1(0) + κ[1]2n+1
{
1 + 8a22n+1φ2n+1(0) [−1 + 2φ2n(0)φ2n+1(0)]
}]
.
Now, the evaluation of (49) at the zeros {y2n+1,k}2n+1k=1 of Q2n+1 yields
[Q2n+1]
′′(y2n+1,k)
[Q2n+1]′(y2n+1,k)
= −R(y2n+1,k; 2n + 1) = − 2
y2n+1,k
+ 4(y2n+1,k)
3 +
u′(y2n+1,k; 2n + 1)
u(y2n+1,k; 2n+ 1)
.
The above equation represents the electrostatic equilibrium condition for the zeros {y2n+1,k}2n+1k=1
of Q2n+1 and can be rewritten as (see [14] )
2n+1∑
j=1,j 6=k
1
y2n+1,j − y2n+1,k +
u′(y2n+1,k; 2n + 1)
2u(y2n+1,k; 2n + 1)
− 1
y2n+1,k
+ 2(y2n+1,k)
3 = 0.
Therefore, the zeros of Q2n+1 are critical points of the total energy. Thus, the electrostatic
interpretation of the distribution of zeros means that we have an equilibrium position under the
action of the external potential
Vext(x, 2n + 1) =
1
2
lnu(x; 2n + 1)− 1
2
lnx2e−x
4
,
where the first term represents a short range potential which corresponds to unit charges located
at the four zeros of u(x; 2n + 1), and the second term is a long range potential associated with
a Christoffel perturbation of the Freud weight function.
If z+(n) and z−(n) are the solutions of the associated quadratic equation
u4(n) z
2 + u2(n) z + u0(n) = 0, (51)
then the zeros of (50) are
x1(n) = +
√
z+(n), x2(n) = −√z+(n), x3(n) = +√z−(n), x4(n) = −√z−(n).
Table 3 shows the zeros of u(x; 2n + 1) for some fixed values of M1 and several values of n.
With just a little more effort, we can describe the asymptotic behavior with n of these four roots.
From Lemma 2, and (8), after some tedious but straightforward computations, the asymptotic
behavior of the three coefficients is
u4(n) =
32
3
n
(
1 +
15
8n
+
155
128n2
+O(n−3)
)
,
u2(n) = 8
√
6n1/2
(
1 +
4n
9
+
287
432n
+O(n−2)
)
,
u0(n) =
−9
2
(
1 +
9
8n
+O(n−2)
)
.
Then, the asymptotic behavior of the aforementioned z+ and z− is
z+(n) =
27
64
√
3
2
1
n3/2
− 243
512
√
3
2
1
n5/2
+O(n−7/2),
z−(n) = −
√
2
3
1
n1/2
− 1
4
√
3
2
1
n5/2
+O(n−7/2)
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M = 0.1 M = 1 M = 10
±√z1 ±√z2 ±√z1 ±√z2 ±√z1 ±√z2
n = 1 ± 0.369164 ± 0.878731 i ± 0.745497 ± 0.914759 i ± 0.905303 ± 0.928589 i
n = 3 ± 0.397067 ± 1.059517 i ± 0.387740 ± 1.089036 i ± 0.159258 ± 1.106825 i
n = 5 ± 0.329766 ± 1.181451 i ± 0.197206 ± 1.197172 i ± 0.068685 ± 1.201241 i
n = 7 ± 0.251172 ± 1.272375 i ± 0.116257 ± 1.279623 i ± 0.038576 ± 1.280856 i
n = 9 ± 0.189032 ± 1.345977 i ± 0.076318 ± 1.349456 i ± 0.024825 ± 1.349937 i
n = 11 ± 0.144418 ± 1.408813 i ± 0.053943 ± 1.410616 i ± 0.017374 ± 1.410839 i
n = 13 ± 0.112816 ± 1.464184 i ± 0.040222 ± 1.465192 i ± 0.012969 ± 1.465308 i
n = 15 ± 0.089745 ± 1.513969 i ± 0.029902 ± 1.514571 i ± 0.004691 ± 1.514637 i
n = 17 ± 0.073204 ± 1.559345 i ± 0.024134 ± 1.559723 i ± 0.005169 ± 1.559764 i
n = 19 ± 0.060787 ± 1.601140 i ± 0.019950 ± 1.601389 i ± 0.005144 ± 1.601416 i
Table 3: Zeros of u(x; 2n + 1) for several values of M1 and odd values of n.
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Figure 3: Zeros of u(x; 2n + 1) for M1 = 1 and odd values of n, from 1 to 19.
The above shows that, as n goes to infinity, z+(n) remains positive and z−(n) negative, so
u(x; 2n+1) will always have two symmetric real zeros x1, x2 = ±√z+(n) , and two extra simple
conjugate pure imaginary zeros x3, x4 = ±√z−(n).
REFERENCES 25
References
[1] M. Alfaro, F. Marcella´n, M. L. Rezola, A. Ronveaux, Sobolev-type orthogonal polynomials:
the nondiagonal case, J. Approx. Theory 83 (1995), 266–287.
[2] M. Alfaro, J. J. Moreno-Balca´zar, A. Pen˜a, M. L. Rezola, Asymptotic formulae for gener-
alized Freud polynomials, J. Math. Anal. Appl. 421 (1), (2014), 474–488.
[3] A. Arceo, E. J. Huertas, F. Marcella´n, On polynomials associated with an Uvarov modifi-
cation of a quartic potential Freud-like weight, Appl. Math. Comput. 281 (2016), 102–120.
[4] L. Boelen, W. Van Assche, Discrete Painleve´ equations for recurrence coefficients of semi-
classical Laguerre polynomials, Proc. Amer. Math. Soc. 138 (4), (2010), 1317–1331.
[5] C. F. Bracciali, D. K. Dimitrov, A. Sri Ranga, Chain sequences and symmetric generalized
orthogonal polynomials, J. Comput. Appl. Math. 143 (2002), 95–106.
[6] T. S. Chihara, An Introduction to Orthogonal Polynomials, Gordon and Breach, New York.
(1978).
[7] P. Deift, T. Kriecherbauer, K. T. R. McLaughlin, S. Venakides, X. Zhou, Uniform asymp-
totics for polynomials orthogonal with respect to varying exponential weights and applica-
tions to universality questions in random matrix theory. Comm. Pure Appl. Math. 52 (11),
(1999), 1335–1425.
[8] P. Deift, T. Kriecherbauer, K. T. R. McLaughlin, S. Venakides, X. Zhou, Strong asymptotics
of orthogonal polynomials with respect to exponential weights. Comm. Pure Appl. Math. 52
(12), (1999), 1491–1552.
[9] D. K. Dimitrov, M. V. Mello, F. R. Rafaeli, Monotonicity of zeros of Jacobi-Sobolev type
orthogonal polynomials, Appl. Numer. Math. 60 (2010), 263–276.
[10] H. Duen˜as, E. J. Huertas, F. Marcella´n, Asymptotic properties of Laguerre-Sobolev type
orthogonal polynomials, Numer. Algorithms 60 (1), (2012), 51–73.
[11] M. Duits, A. B. J. Kuijlaars, Painleve´ I asymptotics for orthogonal polynomials with respect
to a varying quartic weight, Nonlinearity 19 (10), (2006), 2211–2245.
[12] G. Filipuk, W. Van Asche, and L. Zhang, The recurrence coefficients of semi-classical
Laguerre polynomials and the fourth Painleve´ equation, J. Phys A: Math. Theor. 45 (2012),
205201, (13 pages).
[13] A. Garrido, J. Arvesu´, and F. Marcella´n, An electrostatic interpretation of the zeros of the
Freud-type orthogonal polynomials, Electron. Trans. Numer. Anal. 19 (2005), 37–47.
[14] M. E. H. Ismail, Classical and Quantum Orthogonal Polynomials in One Variable, Encyclo-
pedia of Mathematics and its Applications, Vol. 98. Cambridge University Press. Cambridge
UK. 2005.
[15] T. Kriecherbauer, K. T. R. McLaughlin, Strong Asymptotics of Polynomials Orthogonal
with respect to Freud Weights, Internat. Math. Res. Notices 6 (1999), 299–333.
REFERENCES 26
[16] J. S. Lew, D. A. Quarles, Jr., Nonnegative solutions of a nonlinear recurrence, J. Approx.
Theory 38 (1983), 357–379.
[17] D. S. Lubinsky, A survey of general orthogonal polynomials for weights on finite and infinite
intervals, Acta Appl. Math. 10 (1987), 237–296.
[18] A. P. Magnus, On Freud’s equations for exponential weights, J. Approx. Theory 46 (1986),
65–99.
[19] A. P. Magnus, Freud’s equations for orthogonal polynomials as discrete Painleve´ equations,
In Symmetries and integrability of difference equations (Canterbury, 1996), P. A. Clarkson
and F. W. Nijhoff Editors. London Math. Soc. Lecture Note Ser., 255, Cambridge Univ.
Press, Cambridge, 1999. 228–243.
[20] F. Marcella´n, T. E. Pe´rez, M. A. Pin˜ar, On zeros of Sobolev-type orthogonal polynomials,
Rend. Mat. Appl. (7) 12, (1992), 455–473.
[21] P. Maroni, Une the´orie alge´brique des polynoˆmes orthogonaux. Application aux polynoˆmes
orthogonaux semi-classiques, in Orthogonal Polynomials and Their Applications, C. Brezin-
ski et al. Editors. Annals. Comput. Appl. Math. 9, Baltzer, Basel. 1991, 95–130.
[22] P. Nevai, Orthogonal polynomials associated with exp(−x4), in Second Edmonton Confer-
ence on Approximation Theory, Can. Math. Soc. Conf. Proc. 3 (1983), 263–285.
[23] P. Nevai, Asymptotics for orthogonal polynomials associated with exp(−x4), SIAM J. Math.
Anal. 15 (1984), 1177–1187.
[24] B. Rui, R. Wong, A uniform asymptotic formula for orthogonal polynomials associated with
exp(−x4), J. Approx. Theory 98 (1999), 146–166.
[25] J. Shohat, A differential equation for orthogonal polynomials, Duke Math. J. 5 (1939),
401–417.
[26] G. Szego˝, Orthogonal Polynomials, 4th ed., Amer. Math. Soc. Colloq. Publ. Series, vol 23,
Amer. Math. Soc., Providence, RI. (1975).
[27] W. Van Assche, Discrete Painleve´ equations for recurrence coefficients of orthogonal po-
lynomials, in “Difference Equations, Special Functions and Orthogonal Polynomials” (S.
Elaydi et al., eds.), World Scientific, (2007), 687–725.
