It is shown that for any sequence v 1 , v 2 , . . . , v n of unit vectors in a real Hilbert space H, there exists a unit vector v in H such that
Introduction
A plank in a vector space X is the region bounded by two parallel hyperplanes. The classical plank problem, conjectured by Tarski, states that if an n-dimensional convex body is covered by a collection of planks, then the sum of the widths of the planks should be at least the minimal with of the convex body they cover. Tarski proved it for the particular cases of the unit disc and the 3-dimensional sphere. Bang [1] solved the problem for arbitrary convex bodies. Bang [1] also asked whether the widths of the planks could be measured with respect to the convex body that it is covered. Ball [2] The Plank theorem is obviously sharp in the sense that the unit ball of X can be covered by n non-overlapping parallel planks whose half-widths add up to 1.
In the present discussion, we are interested in the affine problem in the case that the planks covering the convex body are symmetric about the origin: so we are only interested in planks of the form {x ∈ X : |φ(x)| ≤ w} where φ is a linear functional on X * of norm 1 and w is a positive number.
In this case, Ball's plank theorem states the following. 
there exists a unit vector x in X for which
For an arbitrary Banach space, the condition that the sequence of positive sequence of numbers (t k ) ∞ k=1 add up to at most 1 is sharp. This can be seen by taking the space X to be ℓ 1 and the collection φ i to be the standard basis vectors in ℓ ∞ . For other spaces, such as Hilbert spaces, one might expect to be able to improve upon this condition. Ball [3] proved that for complex Hilbert spaces it is possible to beat any sequence for which k t 2 k = 1.
Theorem 3 (Complex Plank Theorem [3] ). For any sequence v 1 , v 2 , . . .
,v n of unit vectors in a complex Hilbert space and positive real numbers
there exists a unit vector z ∈ R n such that
On the other hand, for real Hilbert spaces, this is clearly not possible.
Consider 2n vectors v 1 , v 2 , . . . , v 2n in R 2 equally spaced around the circle: (n vectors and their negatives). For any unit vector v in R 2 there is a i such that
The purpose of this paper is to show that this simple example gives the sharp version of the plank theorem for real Hilbert spaces: an asymptotic improvement by a factor of π/2. The main theorem of the paper is thus the following.
exists a unit vector v ∈ R n such that
for all i ∈ {1, 2, . . . , n}.
The basic strategy in the proof of theorem 4 is the strategy followed by
Ball in the proof the complex plank problem, but there is a fundamental difference. The main ingredient of the proof of Theorem 3 has no analogue in the real case. In [3] , Ball studies the behaviour of a complex polynomial locally around 1 and, with the aid of the maximum modulus principle, manages to jump away from 1 to a point in the unit disk where this polynomial has large absolute value. In contrast, the proof of Theorem 4 relies on the extremal properties of trigonometric polynomials to produce this jump.
For rest of the discussion, we shall work with the following rescaled version of Theorem 4 which will suit our purposes better. We also assume that n ≥ 2 so as to eliminate from the discussion the trivial case when n = 1. 
for all k.
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Inverse eigenvectors
In this section we introduce the notion of inverse eigenvectors. seems to be no simple way to either manipulate or obtain useful information from this maximal condition. Instead we choose a unit vector v for which the product i | v i , v | is maximal, hoping that each of the factors will be large enough to get the desired inequality. For the product, we can use simple analytic tools to study the points for which it is locally extremal. Luckily, the structure of these local optimisers can be described concisely as the following proposition shows.
v n be a sequence for unit vectors in a real
Hilbert space H. Suppose that v is vector of norm √ n chosen so as to maxi-
Proof. Since v is a stationary point, by the method of Lagrange multipliers, the gradients of the objective function and the constraint should be scalar multiples of one another. Hence, there exists a real number λ such that
This gives equation (1) up to a constant and taking inner product with v shows that the constant must be 1.
Denote by H the Gram matrix associated to the sequence of unit vectors
, that is, H ij = v i , v j , and let w be the vector in R n given by
for all k. Then w satisfies
Therefore, w satisfies the following equation Hw = w −1 where w −1 is define as the inverse of the vector w componentwise, i.e.
This observation leads us naturally to the following definition.
Definition 6. Let M be a n × n matrix. We say that w is an inverse
In their paper [4] , Leung, Li and Rakesh describe the structure of inverse eigenvectors for real Gram matrices. This is summarized in the following proposition.
Proposition 7 ( [4] ). Let H be a n × n real Gram matrix then: On the other hand, given an inverse eigenvector w of H, one can set
It is clear that v would satisfy equations (1) 
To find a suitable eigenvector w notice that w defined as in equation (3) is a local extremal point for the function
which in terms of w is given by n k=1 1 |w k | subject to the constraint
In the light of Proposition 5, this would suggest that we try to find a vector w to minimize |w k | subject to the constrain w ⊤ Hw = n. Unfortunately, this minimum is always 0. To deal with this problem, we choose u so as to maximize |u k | subject to the constrain w ⊤ H −1 w = n, in the hope that the maximum would be converted into a minimum of the original problem via the natural bijection between the inverse eigenvectors of H and H −1 . That is, if u is an inverse eigenvector of H −1 , then w = u −1 is an inverse eigenvector of H. We have the following lemma which is a slight variation of Lemma 7 in [3] . 
Then, w is an inverse eigenvector for H.
Lemma 9 yields a vector u for which |u k | is maximal subject to the constrain u ⊤ H −1 u = n. Set w = u −1 . Thus, w is an inverse eigenvector of H. Moreover, since u has being selected as to maximize |u k | we have that if c is a vector such that |c k | = 1, then
The problem is to show w ∞ ≤ n 
This is an analogue of Bang's lemma in [1] (also see [2] for a proof of Bang's lemma in the form described here). To see this, we rewrite Theorem 10 as follows. 
We will give a simple proof of Theorem 10 using inverse eigenvectors.
Actually, we will prove something stronger.
Theorem 13. Let H be a real n × n Gram matrix with n ≥ 2. Then, there exists an inverse eigenvector w of H for which
where wx is just the coordinate-wise product of the vectors w and x.
In terms of a sequence of vectors in a Hilbert space this says that if v 1 , . . . , v n is a sequence of unit vectors in a real Hilbert space H, then there exists a vector w in R n such that
for all vector x in R n and
This resembles a plank-type theorem of Nazarov [6] , (also stated in [3] ) that states the following.
Theorem . Let f i be unit functions in L 1 which satisfies
for some M and all a ∈ ℓ 2 . Let t j be a sequence of positive numbers with
Then there is a function g ∈ L ∞ with norm at most 15M 2 and
for every j.
The final transformation
In this section, we make a final transformation of the statement of Theorem 4 and then prove it. Define a matrix M by
for all j, k. M is a positive matrix and its inverse is given by
Observe that
If we denote by 1 the vector whose entries are all equal to 1, then
where the last identity is guaranteed by the fact that w is an inverse eigenvector of H. Hence, to prove Theorem 8 it suffices to show the following.
Lemma 14. Suppose that M is a symmetric positive matrix satisfying
• M1 = 1, and
• whenever c is a vector such that |c k | = 1, then
Then m kk ≤ n −1 csc 2 (π/2n) for all k.
In the same way Lemma 13 reduces to the following.
Lemma 15. Suppose that n ≥ 2 and M is an n × n symmetric positive matrix satisfying
Then M 2 ≤ n − 1.
We will first give the proof for Lemma 15 and make some useful remarks that lead us to the proof of Lemma 14.
Proof of lemma 15. First notice that if we let c = Mb then the second condition of the lemma can be restated as follows:
Or equivalently, for any b with
The proof consists of looking at 2-dimensional slices of the ellipsoid defined by
So we will "cut" E with subspaces of dimension 2 of R n which contain the vector 1. Thus, given a vector v ∈ E orthogonal to 1, we let H v be the 2 dimensional subspace span by 1 and v,
We denote by E v the ellipse we get by intersecting E and H v ,
Notice that we can parameterize the ellipse E v as follows: given an angle θ ∈ [0, 2π] we define
Any vector in E v is of the form (8) for some θ ∈ [0, 2π] and that every vector
Hence,
Define the trigonometric polynomial T v by
Notice that T v (0) = 1. We now compute the first and second derivatives of T v at 0. For any θ such that T v (θ) is not 0 we have
Evaluating equation (11) at 0, we see that T ′ v (0) = 0. Taking derivatives on both sides of equation (11) yields
Thus replacing T v (0) = 1 and T ′ v (0) = 0 in equation (12), we get
We are now in a position to apply the following well known inequality for trigonometric polynomials.
Theorem (Bernstein's Inequality). Let T n be the set of trigonometric polynomials of degree at most n. If T ∈ T n , then
where
Applying Bernstein's inequality twice, we get the following inequality for the second derivative of T v ,
Since v θ ∈ E,
for all θ and thus
Hence by inequality (14),
for all v ∈ E orthogonal to 1. Therefore,
for all v ∈ E orthogonal to 1.
Let v ∈ E be an eigenvector orthogonal to 1 associated to the possible largest eigenvalue λ. For this eigenvector v we have that
and hence by (15),
The norm M 2 is the maximum of 1 and λ which, in either case, is less than or equal to n − 1.
Remark 16. To get the classic result for Hilbert spaces, observe that
where e k is the k-th canonical vector. This would give a proof for Lemma 10. However, one can try to make a better selection of the vector v so as to get a much better estimate of m kk for all k. In other words, we could select the 2 dimensional slice of E more carefully so that we get a better bound for m kk for all k. The natural choice of 2 dimensional subspace to cut E so as to get a better estimate for m kk would be
However e k is not orthogonal to 1 so we project it into the space orthogonal to 1. Doing so and normalizing so that the projection belongs to the ellipsoid E, we get that H is equal to H v k = span{1, v k } where
Then,
and
and therefore by (15)
Replacing equations (17) and (18) in (19) and rearranging, we obtain
On the other hand, we know that j =k m kj = 1 − m kk since M1 = 1 and so
Simplifying above inequality yields
Substituting t = nm kk we get
which is true if and only if
For all k. 
However, this is far form being optimal. In fact, this is asymptotically equivalent to the classic result. We will give a slightly different argument for the optimal bound.
Proof of lemma 14. Notice that if we let c = Mb then the second condition of lemma 14 states that if |(Mb) j | = 1,
Let us assume, for a contradiction, that one of the diagonal entries is too large. Thus, assume that there exists k such that
Consider the following vector
where v k is defined as in (16) and
The first thing we should notice is that α ∈ (0, 1).
It is easy to see that v Remark 17. {v θ : θ ∈ [0, 2π]} is the ellipsoid that one gets by taking the slice with the 2-dimensional subspace H v k of the ellipsoid
In geometrical terms, we obtain the ellipsoid E (α) by shrinking the axes of the ellipsoid E by a factor of α except for the axis 1 which remains untouched.
Define the trigonometric polynomial T v . Expanding the product we get 
It is easy to see that cos nθ is of the form (23); thus, taking the difference
(θ) and cos nθ we get
where ψ is a trigonometric polynomial of degree at most n − 2.
Observe that Q has roots at 0 and π, where T v , where both functions are equal to 0.
For a contradiction, let us assume that
