Abstract-Visual servoing was introduced in robotics nearly 4 decades ago. However until now, there are still only a handful of known examples of application of this technique in addressing real word robotics problems such as disaster response, assistance for elderly or handicapped people, etc. As the world is moving towards the use of robotics to improve quality of life, it is time to assess the challenges involved in applying visual servoing to solve real world problems. This paper presents an overview of these challenges, by asking the question what are the missing components for practical visual servoing? and by providing practical possible solutions for these components. Illustration of these challenges and our current practical solutions are given using our 7-DoFs Barrett WAM Arm.
I. INTRODUCTION
Despite interesting advances over the past 5 decades in research and development, robotic manipulation has yet to become generally useful in human environments. Let us consider a simple breakfast preparation task to be realized by a personal assistant robot. Figure 1 illustrates this task.
This figure mainly illustrates the difficulties of the current existing visual tracking algorithms to provide reliable measurements of the position of the cereal box. For an average human these kinds of task are naturally achievable. However, for a robot several key challenges have to be addressed: visual tracking, task sequencing, path planning and task precision.
In fact, robotics is not yet capable of solving real world problems. This is because industrial robot technology has not been easy to adapt outside engineered workcells. This lack of adaptation can be explained by the fact that:
• Our everyday natural environment is complex. This makes it harder to design an adequate representation usable for control and navigation of robots • Most of robotics research has focused more on mechatronics designs and on theoretical developments than on practical software developments. This results in an increasing gap between the advertized robotics and its real capabilities in practice. Triggered by recent world disasters, especially the Fukushima nuclear accident, the current DARPA robotics challenge aims at improving disaster response operations in order to bridge the gap between the current capability of robotics and the high health risks faced by rescue workers. The Emergence of ROS (Robot Operating System) goes along the way of improving the current state of the art software development in robotics by aiming at reducing integration costs through standardization [1] . ROS is world-class middleware which allows robot programmers and industrials to quickly and easily make good solutions reusable [2] .
Following this current trend in robotics, it is time to advance visual servoing control techniques towards more practical and usable implementations. Very few research groups have presented fully integrated visual servoing systems applied to human needs. A noticeable example evaluated with upper body disabled persons is presented in [3] where a user explicity selects an object and the system autonomously retrieves it. The challenges which need to be addressed range from the human-robot interface to the robot control systems. While the first one is concerned with easy to use and intuitive interfaces and their evaluations, the second is concerned with the motion control of the robot. In addition to this, issues such as visual task specification and verifiability, and visual tracking need to be solved. Although some solutions for the tracking problem exist, there is still not yet a way to design reliable trackers for some scenes and to deal with tracking failure occuring during visual servoing. The task specification problem raises the question of how to represent a robot workspace task in the camera image space?
This paper reviews visual servoing techniques and presents some practical solutions to the above mentioned problems. Going in the opposite order from how a human operator encounters a system, we first present the core of the system before looking at the human-robot interface. This paper is organized as follows. Section II recalls visual servoing in robotics. In this section, we present both the calibrated and the uncalibrated visual servoing approaches. Section III reviews some tracking techniques that could be applied to visual servoing. Section IV presents an intuitive robot command interface where visual evidence of convergence can be proved to be equivalent to convergence in the robot workspace. Section V presents touchscreen and gesture interfaces as a way to improve the intuiveness of the visual servoing command interface. Finally, this section describes experimental validations of these intuitive interfaces using our 7 DoFs Barrett WAM Arm in the context of a task where kitchen utensils and kids toys spread over a table are sorted in 2 different bins.
II. VISUAL SERVOING IN PRACTICE
In this section we review visual servoing control techniques in robotics and we present the issues which limit their application in practice. We also propose a possible practical approach to visual servoing in robotics. 
1) Review:
Visual servoing consists of using feedback provided by one or several vision sensors to influence the motion of a dynamic system [4] , [5] , [6] . Generally, the task in visual servoing consists of controlling the pose (position and orientation) of a rigid body relative to an object of interest as shown by Figure 2 . This figure shows the positioning in the world space of the end-effector of a robotic arm, using the vector of image coordinates of four points in the image space to generate control signals in the robot motor space. To achieve a visual servoing positioning task, a parameterization s(q, t) ∈ R m of a set of visual features 1 , where q represents the rigid body state, is selected from the image of the object of interest. One approach to achieving this objective is to compute the error dynamics differential equation
whereq(t) is the system control inputs, J(t) = ∂e(t) ∂q(t) is the feature Jacobian matrix and
∂t represents the contribution of a possible autonomous motion of the object of interest. The control law is built from expression (1) using the knowledge of J(t) and
which in general are not determined exactly.
There are three main approaches in visual servoing: 3D, hybrid and image-based visual servoings. In 3D visual servoing, visual features in the 3D Cartesian space, represented by SE(3) = R 3 × SO(3), are used as control inputs [8] . These features are obtained from the relative pose of the camera with respect to the object of interest. This pose can be recovered knowing the model of the object (for example the Euclidean distances between salient points of the object). In hybrid (or so-called 2 1/2 D) visual servoing which combines image and 3D data, the orientation in SO(3) (which is the 3D data) of the camera between the current and the goal poses, are generally obtained via the estimation of an Euclidean homography transformation (mapping between points in two Euclidean planes) between the current and goal images [9] . This method has the advantage over 3D visual servoing to not need the model of the object. However there is a drawback to the 2 1/2 D visual servoing method: it is more sensitive to image noise (like 3D visual servoing) than image-based visual servoing, which uses directly features extracted in the image as control inputs. The image-based visual servoing approach, as opposed to 3D and hybrid visual servoings, uses direct image feedback, and is thus very suitable for unstructured environment, for instance without camera and object models [10] .
2) A possible practical approach: Visual servoing has potential applications in different areas: in space robotics, for telemanipulation and on-orbit-servicing, in medical robotics, for ultrasound imaging diagnosis interventions, in aerial robotics, for target tracking and position control, etc. In order to apply visual servoing in practice, we propose a semi-autonomous control approach where the robot and the human-operator collaborate together to achieve a task. The principe of this approach is that the robot autonomously deals with its dynamics for precise positioning, whereas the human operator deals with task initialization and monitoring.
Because of the above mentioned advantages of imagebased visual servoing, this approach is chosen as our autonomous control system. In this approach we can distinguish between the calibrated and the uncalibrated methods. As oppose to the uncalibrated method, the calibrated method requires vision sensor (classical cameras and 3D cameras such as Kinect) and robot-camera calibration as well as the robot model. The latter calibration, which can be obtained through a complex process [11] , is inherent to errors which may limit the precision and the accuracy of a visual servoing task. In addition, errors in the robot model usually lead to poor precision of the positioning as it is the case in [3] for the gross motion. That is why, due to the complexity involved in the robot-camera calibration and the modeling of high dimension dynamic systems such as robot arms and humanoid robots which can be used for disaster response, uncalibrated visual servoing (UVS) seems to be the appropriate candidate approach for practical visual servoing.
However, up to date, designing an uncalibrated imagebased visual servoing controller is still considerably challenging because it involves 3 main ingredients: an adequate image tracking method, a formal learning algorithm to design an update of the Jacobian J(t) = ∂e(t)∂q ensuring control convergence and, more importantly an image-based task specification and verifiability approach. Other issues such as path planning appears when considering navigation tasks. In the case of manipulation of objects on the top of a table, the most commonly found situation in a kitchen in the context of assistive robotics, simple planning heuristic methods based on assumption of a planar table can solve this last issue [12] . These heuristic methods can be combined with point-to-point UVS for gross motion to the goal position and with point-to-line or line-to-line control primitives for fine alignment motions around the goal position. Of course in each of these motions, the conditioning of the Jacobian J(t) will determine the precision of the visual servoing task.
The second ingredient for UVS seems to be available and easy to implement (for example the Broyden update approach), thanks to extensive research and evaluation in control [10] , [13] , [14] . However the first one, which is the crucial one, despite a lot of research [15] , [16] , [17] , [18] , is still hard to synthesize for reliable tracking of everyday objects as shown by Fig. 1 .
III. VISUAL TRACKING: KEY CHALLENGES AND POSSIBLE SOLUTIONS
Tracking is essential to visual servoing to know the location of the target object. Often this is done simply by tracking black and white markers on the robot and target object. However such a method will not work well in a real world situation. We need to take into consideration other approaches to tracking. Familiar types of tracking algorithms include segmentation based tracking, feature based tracking and registration based tracking. Any tracking algorithm used for visual servoing needs to have good accuracy. In [19] Lieberknecht et al. compare the registration based efficient second-order minimization (E.S.M.) algorithm [17] to feature based approaches, where E.S.M. generally has better performance. For normal textured scenes E.S.M. tracks within two pixels accuracy. In this example registration based tracking does better than the feature based method. Below we will focus on registration based tracking.
In registration based tracking, also called sum of squared intensity difference (SSD) tracking, we specify a small image template that surrounds the desired object in the first image frame. Then we want to be able to find the location of this template in future frames. We warp incoming image frames to align them with the original template using a warp function with a corresponding warp parameter. With each new image frame the goal is to update the warp parameter. The Lucas-Kanade algorithm [20] serves as a foundation for many other registration based tracking algorithms. By minimizing the SSD between the current image warped with the latest warp parameter and the initial template, they are able to find the new update to the warp parameter. This technique is fast and runs in real time.
Baker and Matthews [18] solve image registration based tracking with their Inverse Compositional algorithm (I.C.) derived from the Lucas-Kanade algorithm. Benhimane and Malis E.S.M. algorithm [17] finds the same compositional update by using an efficient second order minimization. Dick et al. [21] tries a different approach to registration based tracking by introducing machine learning into their system. They use Nearest Neighbour Search with partially aligned template images to find the corresponding warp parameter update. We have tried to replace the Nearest Neighbour Search by a different machine learning approach to see if the behaviour is similar. In this case we learned the function between the warp updates and partially aligned image templates using Regularized Ridge Regression. Both machine learning approaches use a step of the Inverse Compositional algorithm for fine alignments.
For registration based tracking to be useful to visual servoing, the algorithms need to be able to handle large image motion between subsequent frames. A common problem with the Lucas-Kanade like approaches is that they only converge for small image motion. Dick et al. inclusion of machine learning improved the convergence for large image motion. They implemented and tested the I.C., E.S.M. algorithms and their own Nearest Neighbour tracker (N.N. + I.C.) on increasing static image motion. We repeat the same experiment, but include the Ridge Regression (R.R. + I.C.) algorithm as well. Similarly to Dick et al. we used the famous Lenna image for the experiment. Dick et al. [21] add random Gaussian noise with standard deviation to the original object template image to create the updated template. The experiment is run for σ from 1 to 20. Each such experiment is run 5000 times and records how often the different trackers fail. The results are shown in Fig. 3 . We can see that the Nearest Neighbour and Ridge Regression algorithms handle large image motion better than the Inverse Compositional and EMS algorithms. Tracking is just one component of an integrated visual servoing system which allows to select features for visual servoing. Object recognition techniques can be used to automously select features as in [3] . Different type of features can be found in the literature. For example the trifocal tensor [22] , the image and SIFT moments [23] , [24] , the cylindrical coordinates [25] and the spherical features [26] , [27] , [28] . Using the basic point and line features, the next section presents the key challenges related to imagebased task specification and a possible provable and intuitive specification interface.
IV. VISUAL SPECIFICATION AND VERIFIABILITY: KEY CHALLENGES AND POSSIBLE PROVABLE AND INTUITIVE

SOLUTION
An example of a simple practical problem in visual servoing is the image task specification of the goal position to reach. Most of the works carried out used the so-called "teach by showing" approach [4] to validate new control concepts. As shown in Fig. 4 , this approach consists of moving the robot to the goal position and to record the goal value s * of the visual features before regulating the error e(t) = s(t) − s * to zero. The "teach by showing" technique is a way to relate the image goal value s * to a consistent camera pose o M c * ∈ SE(3) with respect to the object frame. Although the teach by showing technique works well for repetitive tasks, it has slowed adoption of robotics in common unstructured environments where the cameras are not calibrated and where there is no full a priori knowledge about the environment. This is simply due to the fact that the parameterization of SE (3) is not native to the vision sensor coordinate system. A path to solve this problem was presented a long time ago in [29] . Here we propose the use of an intuitive image-editor like solution for task specification. The user selects the type of alignment he/she wants to achieve between the point-to-point and point-toline menus as shown in Fig. 5(b) . Then he/she chooses the corners of the target to track. Finally the control routine to zero the image errors, is launched. Fig 5(a) shows the different steps of the control. Yet there is the challenging issue of mathematically specifying and verifying a SE(3) task into the image space. Alignments and motions can be specified formally in SE(3) using 3D geometric constructions of 3D point features or 3D line features f , such as the 3D Cartesian coordinates of a point in R 3 or the Plücker coordinates of a 3D line in the projective 3-space P 3 , on the object of interest and on the robot [30] . Briefly, a positioning goal can be theoretically described by the constraint
where T : F → {0, 1} is a task function introduced in [31] , with F the n F -dimensional manifold of all possible configurations (n F ≤ 6). For example, to place a cup on a table, T would be a function which is zero when the points on the bottom of the cup are in the plane of the table. The actual coordinates of the points or lines f used to compute T are unknown. Rather, the image projections of f are observed using one or more cameras, yielding a vector of observations s ∈ S, with S the n S -dimensional manifold of all possible configurations in the image space. In general, s is the only dependable information available to perform an image-based visual servoing task. An image-based visual servoing task encoding can be represented by the constraint
where E : S → R n is an image-based task function as presented in [7] .
A central issue is the decidability of a positioning task function T on a given set C of camera models (formally defined by the level of camera calibration). More precisely, the question is whether or not there exists an image-based task encoding function E for the positioning task function T such that
where
with V the visibility space such that V ⊆ P 3 (R), with P 3 (R) the real projective space of dimension 3. It has been shown that, for a set C proj of weakly calibrated stereo vision systems, (4) holds when (2) is projectively invariant [30] 2 . For a set C uncal of uncalibrated cameras, projective invariance of the task T is a necessary but not sufficient condition for an image encoding E to exist. The proofs cited above are non-constructive. However, there is strong evidence that on the set C uncal , all decidable tasks can be described as compositions of a small set of basis tasks, where each "task" defines geometric constraints. Furthermore, it seems that there are other similar task classifications for different sets C of camera models (perfectly and weakly calibrated). We propose to research an intuitive, yet complete set of basis tasks, the needed composition operators, and to implement them within a visual servoing framework. This is a completely new topic of research which needs to be addressed in order to meet the task specification challenge in human-robot interaction in the promising context of semi-autonomous control of robots.
Using the proposed approach, it is possible to improve the intuitiveness of our human-robot interface by bringing it closer to the human-user. For instance by using a touchscreen or natural human gestures.
V. TOWARDS MORE INTUITIVE INTERFACES: TOUCSCREEN AND GESTURES
In addition to proving the realization of the task in the image space, we also aim at reducing the cognitive load for the human operator using the proposed interface. We do this by using either a touchscreen or, simply by naturally pointing to a shared image of the object to grasp, in the case where the operator and the robot are located in different sites. After the object selection, visual information on the position and orientation of the object are then used as feedback to autonomously move the robot close enough to the object to manipulate it.
In the case where the human-operator and the robot are located in the same site (kitchen setting for example), this gesture interface could be extended to pointing directly to the object, in which case the human operator and the robot share the same workspace [32] .
A key issue in the design of interfaces is evaluation: what should be tested? How should this be tested? etc. These are some of the main questions which need to be answered before proposing a visual servoing system to an end-user. Although our system has not been fully tested, we have validated our design in an application which consists of sorting kitchen utensils from kid toys.
Using ROS framework, we have experimentally verified our solutions to these issues using our 7 DoFs Barrett WAM Arm and a Kinect 3D sensor, a low cost vision system. More precisely, we have designed and developed several intuitive vision-based control interfaces for a one-click-grasping application. Fig. 6 presents our touchscreen interface. This application can allow a handicapped or elderly person to grasp either a toy for his/her child or a kitchen utensil in just one click. A video demonstrating our interface design is available at http://webdocs.cs.ualberta.ca/~vis/HRI/ Figure 6 .
Touchscreen task specification. Video demo is available at http://webdocs.cs.ualberta.ca/~vis/HRI/ VI. CONCLUSION In this paper we have proposed solutions towards practical visual servoing in robotics. The visual tracking problem was revisited. We reviewed existing tracking methods and showed some of their weakness in the context of visual servoing. The problem of task specification and verifiability has been introduced as the main issue which restrict the application of this technique to solve real world problems. We have presented the challenges related to this issue and proposed a provable and intuitive image-editor interface based on composition of primitive tasks such as point-topoint and point-to-line alignment. We have recalled a simple effective solution to the path planning problem in the case of a manipulation task on a table. Finally, we have shown possible ways to improve the intuitiveness of our solution using either a touchscreen or simply pointing gestures on a shared image between the robot and the human operator.
Future works will focus on proving convergence of imagebased composition of primitive tasks using our proposed image-editor like interface. We will also focus on the software integration of the different components necessary to implement a fully functional visual servoing system. Finally, as the main part of any systems development, we will extensively evaluate our system in real world conditions. 
