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An on-the-fly approach optimized switching: A special case of
free energy simulation under nonequilibrium feedback control
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We discuss the optimized switching free energy simulations in an analogy with the systems which
are driven under nonequilibrium feedback control. We find an on-the-fly simulation approach of
switching optimization is a special case of the nonequilibrium process under feedback control. In
this approach, the switching rate is allowed to vary during the simulation and the optimization is
done on-the-fly by utilizing the part of the simulation outcomes as the feedback information. In
such a case, one should use generalized Jarzynski equality under nonequlilibrium feedback control
for free energy calculation instead original Jarzynski equality.
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There are very few relations in statistical dynamics has
been used to calculate the equilibrium thermodynamics
properties for the systems which are driven arbitrarily
far-from-equlibrium [1–3]. One of these is the Jarzynski
equality [1] which relates nonequilibrium measurements
of the work done on the system to equilibrium free en-
ergy differences. The second law of thermodynamics can
be quantitatively described by the fluctuation theorem
which are closely related to the Jarzynski equality [1, 2].
A system initially at equilibrium with temperature (in-
verse) β = 1/kBT is externally driven from its initial
state to final state by nonequilibrum process satisfies the
detailed fluctuation theorem,
P (W )
P (−W )
= eβ(W−∆F ) (1)
and its integrated version, the Jarzynski equality
〈e−βW 〉 = e−β∆F . (2)
Where W denotes the work performed on the system,
∆F is the free energy difference of the system between
its final and initial equilibrium states and P (±W ) is the
work probability distribution in forward (+) and reverse
(-) direction. This relationship is widely used in experi-
ments [4, 5] as well as simulations [6] in many branches
of Science (see, eg.[7]).
Various experiments and simulations has been per-
formed by adopting a suitable time-dependent driving
scheme described by an external control switching pro-
tocol. Even though the Jarzynski equality is valid for
any time-dependent driving scheme, the efficiency of a
nonequilibrium switching simulation which use Jarzyn-
ski equality to estimate precise free energy difference
is depends on the switching function. A well selected
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switching function can significantly minimize the asso-
ciated dissipated work Wd = W − ∆F and reduce the
computational cost of nonequilibrium free energy simu-
lation [8–10].
In simulations, one has to search for the switching pro-
tocol that minimizes the mean work required to drive
the system from one given equilibrium state to another
in finite time such that the exponential average should
provides precise free energy estimates [8–10]. Since the
optimized switching protocol minimizes the average work
[10], most nonequilibrium free energy simulations which
use Jarzynski equality employ optimized switching func-
tion [11]. One simple and reasonable method of optimiza-
tion utilizes the informations obtained from an ensemble
of short simulation which are carried out at relatively
low switching speeds, usually within the linear response
regime [11]. Once the optimized control switching pa-
rameter has been estimated, the long run free energy
simulations then performed with the optimized switch-
ing function at a slower speed.
In a recent paper [12], an on-the-fly approach is pro-
posed for estimating an efficient switching function dur-
ing a single nonequilibrium free energy simulation. In
this approach, the part of the simulation carried out by
allowing the switching function to vary and the remain-
ing part continued with the optimized switching function
which has been estimated on-the-fly. In this approach,
the informations obtained from the earlier part of the
simulation outcomes are used to estimate the optimized
switching function. Here, the informations used for opti-
mization are the switching rate, the variance of the simu-
lation outcomes and its autocorrelation function [11, 12].
It has been shown very recently that the accuracy of the
free energy estimates also depends on shape of the switch-
ing protocol [13].
In most of the optimization problems [11–13], the
(feedback) informations about the physical system plays
crucial role in a direct or indirect way to calculate the op-
timized switching functions. This can provide the natural
2link between the switching optimization and the informa-
tions. In this paper, we discuss the optimized switching
free energy simulations in an analogy with the systems
which are driven under nonequilibrium feedback control
[14] and argue that the work value obtained from an
on-the-fly approach in general does not satisfy Jarzyn-
ski equality.
The evolution of the physical systems can be modified
or controlled by repeated operation of an external agent
called controller [14, 15]. In contrast to open loop con-
troller which operates on the system blindly, the feedback
or closed loop controllers use information about the state
of the system. The feedback is the process performed by
the controller of measuring the system, deciding on the
action given the measurement output, and acting on the
system [16]. For example, in a single molecule Atomic
Force Microscopy experiment, the external agent is an
electric feedback circuit which detects the motion of the
cantilever and manipulate the control force proportional
to its velocity [17]. The proper utilization of the informa-
tion about the state of the system in feedback control ef-
fectively improves the system performance [14–18]. How-
ever, the presence of feedback control in physical system
modifies both the Jarzynski equality and the fluctuation
theorem [17].
Recently, the Jarzynski equality is generalized to an
experimental condition in which the system is driven be-
tween two equilibrium state via nonequilibrium process
under forward feedback control [19]. At a given time, the
controller measure the partial state of the system. The
result of the measurement determines the action the con-
trol will take. The additional information on the system
provided by the measurement further determines the sys-
tem states. The equilibrium free energy difference for the
driven system (which locally satisfies detailed fluctuation
theorem) under nonequilibrium feedback control can be
calculated from the generalized Jarzynski equality [19]
〈e−σ−I〉 = 1, (3)
where σ = β(W −∆F ) and I is the mutual information
measure obtained from the feedback controller [19]. The
average is taken from the distribution of work in forward
direction with feedback control. The work distribution
with feedback control is computed without the knowledge
of internal details of the controller [19].
Let P (W, I) = P (W |I)P (I) be the (joint) probabil-
ity distribution of work with feedback information. The
above equality, Eq.(3), can be written as,∫ ∫
P (W |I)P (I) e−σ−I dW dI = 1, (4)
where P (W |I) is the conditional probability for obtaining
the outcome W given the mutual information measure I.
Since the controller often measure the partial state of
the system, the changes in feedback information measure
[16, 20] occurs with probability P (I).
The feedback control enhances our controllability of
small thermodynamics systems [14–18]. In free energy
simulations this feedback mechanism can be very help-
ful for sampling rare trajectories for precise free energy
difference calculations. Since the work that performed
on a thermodynamic system can be lowered by feedback
control [18, 19], we can say that using proper feedback
mechanism in a free energy simulation is equivalent to
carry out an optimized switching free energy simulation
which minimizes the average work. In this perspective,
we notice that an on-the-fly approach is a special case of
nonequilibrium process under feedback control as follows.
In simulations, the free energy difference between the
two equilibrium states can be calculated in general by
pulling the sytem from one equilibrium state to another
state along a switching path. The path connecting the
two states will be parameterized using the variable λ,
with 0 ≤ λ ≤ 1. The switching rate describes the nature
of the switching process to be an equilibrium (infinitely
slow) or nonequilibrium (fast). In an on-the-fly approach,
up to the history length time, th [12], the switching func-
tion parameter, λt, vary during the simulation. The
simulation outcomes obtained within th are used as a
feedback information to estimate the optimized switch-
ing function, λ⋆t . The remaining part of the simulation
carried out with this fixed λ⋆t . This is equivalent to say,
at time th, the (un-known) controller [23] measure the
partial state of the system and determines the optimized
switching function λ⋆t . Once the switching function to be
optimized, the outcome of the remaining part (after th)
of the simulation is performed by fixed feedback control
with feedback information measure, I(λ⋆t ).
In this aspect, the feedback information in an on-the-
fly approach can be characterized by the mutual infor-
mation measure [19], I1 = 0 for t ≤ th and I2 = I(λ
⋆
t )
for t > th. From a single measurement of the controller,
at th the mutual information measure I(λ
⋆
t ) is obtained
over all simulation outcomes for t ≤ th. The term mutual
information is appropriate in the sense that in this ap-
proach, the optimized switching function λ⋆t depends on
the feedback information measure I(λ⋆t ) which in turn
depends on λ⋆t for further simulation. In an on-the-fly
approach, the switching function is fixed at λ⋆t after th
which indicates that the controller measure the partial
state of the system only once (at th) for system control
(switching optimization) instead of many times in gen-
eral. In this sense, we can say that an on-the-fly approach
is a special case of nonequilibrium process under feedback
control.
It should be noted that, in systems with feedback con-
trol the simulation/experimental outcomes are different
from controller measurement outcomes. A single out-
come of the controller measurement is a result of ana-
lyzing many realizations of the simulation/experimental
outcomes. That is the controller utilizes the part of
the simulation/experimental outputs and calculate its
3measurement outcome, see ref.[15]. In an on-the-fly ap-
proach, the controller utilizes all simulation outcomes for
t ≤ th and obtained the optimized switching function λ
⋆
t .
Due to the single measurement of the controller at th,
work outcomes of the simulation associated with mutual
information measure I1 = 0 for t ≤ th and I2 = I(λ
⋆
t )
for t > th. Since the equality, Eq.(3), does not depends
on the internal details of the controller [16, 19] and the
controller made measurement only once at t = th, Eq.(4)
can be written in this case as
γ(I1) P (I1) + γ(I2) e
−I2 P (I2) = 1, (5)
where,
γ(Ii) =
∫
P (W |Ii) e
−σ dW, (i = 1, 2). (6)
In contrast to the original Jarzynski equality, 〈e−σ〉 =
1, if we measure 〈e−σ〉 in the presence of the feedback
control, the calculated value is differ from unity [19]
which is given as
〈e−σ〉 = γ, (7)
where γ is a measure which characterizes the efficacy of
the feedback control [19]. Hence, in an on-the-fly ap-
proach, the free energy difference obtained from original
Jarzynski equality [12] is in general inappropriate. In
this approach one should use the generalized Jarzynski
equality with proper feedback information measure I(λ⋆t )
provided the simulation process should satisfy the local
detailed balance or the detailed fluctuation theorem [19].
Since the switching function under feedback control de-
pends on the controller measurement outcomes [19], if we
perform nonequilibrium simulation under feedback con-
trol, the different trajectories will have different switching
function. These kind of different switching function has
been incorporated in an on-the-fly approach simulation
[12] clearly confirm that this approach is a special case
of free energy simulation with feedback control. Thus,
the work value obtained from an on-the-fly approach in
general does not satisfy original Jarzynski equality. The
un-noticed sign of violation of original Jarzynski equal-
ity for those simple systems studied in an on-the-fly ap-
proach [12] is in question. In fact, the free-energy es-
timate by the original Jarzynski equality for those sys-
tems studied in an on-the-fly approach seems to be pretty
good which can makes a general impression that the gen-
eralized Jarzynski equality does not needed. The main
motivation for our analogy argument of on-the-fly ap-
proach with nonequilibrium process under feedback con-
trol is that the stated conclusion of the un-noticed sign
of violation of original Jarzynski identity in an on-the-fly
approach is not definite for all systems (see, ref. [17]),
particularly, the folding and unfolding free energy simu-
lations studies for complex macromolecular systems. It
would be interesting to carry such an investigation on
macromolecular systems which has many folding inter-
mediates [21]. Finally, If one can carry on-the-fly ap-
proach simulation studies on complex systems and in-
sist to use original jarzynski equality for free enregy es-
timates, within the confident level of certain hypothe-
sis [22] one should properly test the violation of original
Jarzynski equality.
In conclusion, our analogy argument of the switching
optimization with nonequilibrium process under feedback
control indicates that an on-the-fly approach switching
simulation is a special case of a nonequilibrium free en-
ergy simulation with feedback control. In such a case,
using generalized Jarzynki equality under nonequilibrium
feedback control is appropriate for free energy difference
calculation instead original Jarzynki equality.
[1] C. Jarzynski, Phys. Rev. Lett. 78, 2690 (1997); Phys.
Rev. E 56, 5018 (1997);
[2] G. E. Crooks, Phys. Rev. E 60, 2721 (1999); Phys. Rev.
E 61, 2361 (2000).
[3] D. J. Evans, E. G. D. Cohen and G. P. Morriss, Phys.
Rev. Lett. 71, 2401 (1993); G. Gallavotti and E. G. D.
Cohen, Phys. Rev. Lett. 74, 2694 (1995); C. Maes, J.
Stat. Phys. 95, 367 (1999); C. Jarzynski, J. Stat. Phys.
98, 77 (2000); T. Hatano and S. -I. Sasa, Phys. Rev.
Lett. 86, 3463 (2001); T. Harada and S. -I. Sasa, Phys.
Rev. Lett. 95, 130602 (2005); S. Vaikuntanathan and
C. Jarzynski, Phys. Rev. Lett. 100, 190601 (2008); M.
Esposito and C. Van den Broeck, Phys. Rev. Lett. 104,
090601 (2010);
[4] J. Liphardt, S. Dunmont, S. B. Smith, I. Jr. Tinoco and
C. Bustamante, Science 296, 1832 (2002).
[5] D. Collin, F. Ritort, C. Jarzynski, S. B. Smith, I. Jr.
Tinoco and C. Bustamante, Nature 437, 231 (2005).
[6] S. Park, F. K. Araghi, E. Tajkhorshid and K. Schulten,
J. Chem. Phys. 119, 3559 (2003).
[7] S. Vemparala, L. Saiz, R. G. Eckenhoff and M. L. Klein,
Biophys. J. 91, 2815 (2006).
[8] T. Schmiedl and U. Seifert, Phys. Rev. Lett. 98, 108301
(2007).
[9] A. G. Marin, T. Schmiedl and U. Seifert, J. Chem. Phys.
129, 024114 (2008).
[10] H. Then and A. Engel, Phys. Rev. E 77, 041105 (2008).
[11] M. de Koning, J. Chem. Phys. 122, 104106 (2005).
[12] G. E. Lindberg, T. C. Berkelbach and F. Wang, J. Chem.
Phys. 130, 174705 (2009).
[13] P. Geiger and C. Dellago, Phys. Rev. E 81, 021127
(2010).
[14] F. J. Cao, L. Dinis and J. M . R. Parrondo, Phys. Rev.
Lett. 93, 040603 (2004); B. J. Lopez, N.J Kuwada, E. M.
Craig, B. R. Long and H. Linke, Phys. Rev. Lett. 101,
220601 (2008); M. Bonaldi et al., Phys. Rev. Lett. 103,
010601 (2009). K. Maruyama, F. Nori and V. Vedral,
Rev. Mod. Phys. 81, 1 (2009); T. Sagawa and M. Ueda,
Phys. Rev. Lett. 102, 250602 (2009).
[15] J. Bachhoefer, Rev. Mod. Phys. 77, 783 (2005).
[16] F. J. Cao and M. Feito, Phys. Rev. E 79, 041118 (2009);
[17] K. H. Kim and H. Qian, Phys. Rev. Lett. 93, 120602
4(2004); K. H. Kim and H. Qian, Phys. Rev. E 75, 022102
(2007);
[18] T. Sagawa and M. Ueda, Phys. Rev. Lett. 100, 080403
(2008).
[19] T. Sagawa and M. Ueda, Phys. Rev. Lett. 104, 090602
(2010).
[20] C. Beck, Contemporary Phys. 50, 495 (2009).
[21] V. Ortiz, S. O. Nielsen, M. L. Klein and D. E. Discher,
J. Mol. Biol. 349 638 (2005).
[22] D. L. Ensign and V. S. Pande, J. Phys. Chem. B 114,
280 (2010).
[23] In an on-the-fly approach, the arbitrary controller is one
who carry optimized switching calculation.
