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ABSTRACT 
 
The forecasted proportions of urban population to total population in Malaysia are 
steadily increasing from 26% in 1965 to 70% in 2020.  Therefore, there is a need to fully 
appreciate the legacy of the urbanization of Malaysia by providing affordable housing. 
The main aim of this study is to focus on developing a model to forecast the demand of 
low cost housing in urban areas. The study is focused on eight states in Peninsular 
Malaysia, as most of these states are among the areas predicted to have achieved the 
highest urbanization level in the country. The states are Kedah, Penang, Perlis, Kelantan, 
Terengganu, Perak, Pahang and Johor. Monthly time-series data for six to eight years of 
nine indicators including: population growth; birth rate; child mortality rate; 
unemployment rate; household income rate; inflation rate; GDP; poverty rate and 
housing stocks have been used to forecast the demand on low cost housing using 
Artificial Neural Network (ANN) approach. The data is collected from the Department 
of Malaysian Statistics, the Ministry of Housing and the Housing Department of the 
State Secretary. The Principal Component Analysis (PCA) method has been adopted to 
analyze the data using SPSS 18.0 package. The performance of the Neural Network is 
evaluated using R squared (R2) and the accuracy of the model is measured using the 
Mean Absolute Percentage Error (MAPE). Lastly, a user friendly interface is developed 
using Visual Basic. From the results, it was found that the best Neural Network to 
forecast the demand on low cost housing in Kedah is 2-16-1, Pahang  2-15-1, Kelantan  
2-25-1, Terengganu  2-30-1, Perlis 3-5-1, Pulau Pinang 3-7-1, Johor 3-38-1 and Perak 3-
24-1. In conclusion, the evaluation performance of the model through the MAPE value 
shows that the NN model can forecast the low-cost housing demand ‘very good’ in 
Pulau Pinang, Johor, Pahang and Kelantan, where else ‘good’ in Kedah and Terengganu 
while in Perlis and Perak it is ‘not accurate’ due to the lack of data. The study has 
successfully developed a user friendly interface to retrieve and view all the data easily. 
Key words:  low-cost housing demand, Principal Component Analysis, Artificial 
Neural Networks.  
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CHAPTER  
  1 
 
 
INTRODUCTION 
 
 
 
It is widely believed that the construction industry is more volatile than other sectors of 
the economy (Goh, 1998).  Accurate predictions of the level of aggregate demand for 
construction are of vital importance to all sectors of this industry such as developers, 
builders and consultants.  Empirical studies have shown that accuracy performance 
varies according to the types of forecasting technique and the variables to be forecasted.  
Hence, there is a need to identify different techniques, in terms of accuracy, in the 
prediction of needs for facilities. 
 
Under the Seventh Malaysia Plan (1996-2000) and Eight Malaysia Plan (2001-2005), 
the Malaysian government is committed to provide adequate, affordable and quality 
housing for all Malaysians, particularly the low income group. This is in line with 
Istanbul Declaration on Human Settlement and Habitat Agenda (1996) to ensure 
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adequate shelter for all (Shuid,2004). The total number of housing units targeted was 
800,000 units under the Seventh Malaysia Plan and 782,300 units of housing is targeted 
to be constructed under Eighth Malaysia Plan (Government of Malaysia, 2006).  
 
Unfortunately, in 2004 there were 100,000 of low-cost houses in Selangor, Malaysia 
overhang (The Sun, 2004). The over construction of the low-cost houses in Selangor had 
caused millions of loss while at the same time the money could have been used to 
provide low-cost houses in other states in Malaysia. Based on the Draft of the Kuala 
Lumpur Structure Plan 2020, Kuala Lumpur still lacks 20,595 units of houses. 
 
Besides the high cost of low-cost houses, one of the other main reasons for these houses 
remaining unsold is because they were built in undesirable locations (Buang, News 
Straits Times, 2004). Therefore, there is a vital need to have a model to forecast low-cost 
housing demand in Malaysia so that it will improve and solve the low cost housing 
constructions. At the same time, budget, time and manpower can be saved. 
 
 
1.1  BACKGROUND OF THE PROBLEM 
 
Over the past decade, the rate of growth of the housing construction in Malaysia has 
been dramatic. Demand on personal housing has also increased especially for low cost 
housing. Therefore; a housing scheme program called Public Low-Cost Housing 
(PAKR) was launched to tackle the housing problem for low-income group. Besides 
PAKR, the government has also introduced two other schemes which are Location and 
Facilities Scheme Program (SPK) and Housing Loan Scheme Program (SPP) (Sirat et. 
al, 1999). 
 
The percentage of urban population is currently greater. Due to that, most of the housing 
including low cost houses is located in the town area (Biro Rundingan UKM, 1999). The 
average of population growth rate during the last two decades was 2.25% with a 
population recorded in the 1991 census as 17.6 million people. 50.6% of these people 
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are urban population (Yahya and Abd. Majid, 2002). The census made by the 
Department of Statistic Malaysia had also shown that the percentage of constructed 
houses increased fifty-five percent in an eleven-year period starting from 1980 to 1991 
(Department of Statistics Malaysia, 1995). 
 
On the supply side, construction is expected to register a positive growth of 3.1% for the 
next five years due mainly to the impetus provided by public sector projects and the 
provision of social infrastructure such as schools and low cost housing. Growth in 
construction sector supply is expected to come from several large public and private 
infrastructure projects and also the construction of medium and low-cost residential 
houses (Construction Industry Development Board Malaysia, 2001) 
 
A significant shortage is already expected for low cost housing sub-sector from the year 
2001 (William et. al, 1999). It has resulted to the problem of insufficient housing 
especially for the low-income group. Therefore, during the Seventh Malaysia Plan 
period, various programs for the development of housing were implemented in the urban 
and rural areas. During the Eighth Malaysia Plan period, the objective of the housing 
development programs will be to increase adequately, affordable and quality houses for 
all income groups. Priority will be given to the development of low-cost and low-
medium cost houses (Government of Malaysia, 2006).  
 
However, the distribution based on the type of houses was not in line with the target set 
during the Plan period which is a total of 800,000 units of houses for construction to 
meet housing needs. Whereby, the private sector mainly built medium-cost and high-
cost houses and this was reflected by the completion of a total of 554,458 units of 
medium-cost and high-cost houses or 291.8 per cent of the Plan target (Government of 
Malaysia, 2006). 
 
Consequently, at the end of June 1999, the overall number of unsold residential 
properties was estimated at 93,600 units. Therefore, the Government and the Real Estate 
and Housing Developer’s Association Malaysia (REHDA) launched several home 
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ownership campaigns to help reduce the stock overhang (Government of Malaysia, 
2006).  
 
On the other hand, the Government is expected to build approximately 43,800 units of 
low-cost houses through the ‘Program Perumahan Rakyat’ during the Ninth Malaysia 
Plan (2006-2010) (Speech by the Prime Minister, Ninth Malaysia Plan, 2006). Of the 
35,000 units which were planned to be built in the Federal Territory of Kuala Lumpur, a 
total of 34,148 units were under various stages of implementation (Shuid, 2005).  
 
 
1.2  STATEMENT OF THE PROBLEM 
 
The housing census was first conducted in 1970 simultaneously with population census 
since the formation of Malaysia in 1963 (Department of Statistics Malaysia, 1995). 
Since then, the study on housing has been conducted extensively in Malaysia and many 
researchers have started their effort to study and find solutions for housing problems 
including Salih (1976), Chander (1977), and Wegelin (1978). Recently, research on 
forecasting low cost housing demand in urban area was carried out by Yahya and Abd. 
Majid (2002). His research was done by comparing nonlinear regression, ARIMA 
models; and Artificial Neural Networks (ANN) in forecasting the demand.  
 
Due to the increase for the demand for low cost houses, it is very significant and vital to 
select the best method for forecasting the demand. Meanwhile, the number of unit of low 
cost houses that have been built by private sector is 30% of the total development which 
is also a requirement imposed by the government. Obviously, by following this 
requirement, the number of low cost houses to be built does not reflect the actual 
demand of low cost housing. Henceforth, developing a model as an alternative way to 
forecast the number of units of low cost houses is therefore timely and imperative for a 
developing nation. 
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 In view of this, there is an increasing need to objectively identify a forecasting 
technique which can produce an accurate forecast demand for this vital sector of the 
economy. However, there has been no research purposely done on the forecast of low 
cost housing demand model based on ANN. In this study, a computerized model based 
on Artificial Neural Networks (ANN) will be developed to forecast low-cost housing 
demand in urban area. 
 
 
1.3  AIMS AND OBJECTIVES OF THE STUDY 
 
The aim of the study is to develop a computerized forecasting model using Artificial 
Neural Networks (ANN) technique to forecast low-cost housing demand in urban areas 
in Malaysia. To achieve this aim, the following objectives have been identified and 
carried out: 
 
a) Reviewed Artificial Neural Network (ANN) algorithms for forecasting. 
b) Established significant indicators for forecasting low-cost housing demand. 
c) Developed a model using ANN to forecast on low-cost housing demand in urban 
area in eight states in Peninsular Malaysia; and 
d) Developed a user friendly interface.  
 
 
1.4  SCOPE OF THE STUDY 
 
Malaysia’s modern urban growth, development and urbanization experiences may be 
conveniently periodised into three major periods, based on the form, structure and 
functions of the urban centers. Urbanization began as the founding of urban areas and 
urban growth during the British colonial rule, roughly covering the period 1887 till 
1956. This was followed by urban growth, development and increasing urbanization in 
the early years of independence, 1957-1969 (Sendut 1965; Yeoh and Hirsehman 1980), 
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and urban explosion and urban areas as growth centers in the export industrialization 
period, 1970 until present (Sirat et. al., 1999). 
 
It was observed by the government of Malaysia that in the census for year 2000 that the 
proportion of urban population had increased to 62.0% in 2000 from 50.7% in 1991. The 
states with very high proportions of urban population in the 2000 Census were: Wilayah 
Persekutuan Kuala Lumpur (100%), Selangor (87.6%) and Pulau Pinang (80.1%). 
Conversely the states with low urbanization levels were Kelantan (34.2%), Perlis 
(34.3%) and Kedah (39.3%). 
 
Figure 1.1 shows all the states in Peninsular Malaysia. There are eleven states in 
Peninsular Malaysia in addition to the Federal Territory of Kuala Lumpur. Malaysia is 
situated in the heart of Southeast Asia, which comprises of Peninsular Malaysia and the 
stares of Sabah and Sarawak. Peninsular Malaysia is bordered in the north by Thailand, 
and Singapore in the south. The Malaysian states of Sabah and Sarawak are located in 
the northern part of the island of Borneo which is separated by 500 kilometers of the 
South China Sea from Peninsular Malaysia. For more information refer to the map of 
Malaysia in Appendix A. 
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Figure 1.1: Map of Peninsular Malaysia 
Source: www.mymalaysiabooks.com,2011. 
 8
The scopes of this study are in the eight states in peninsular Malaysia and they are; 
Perlis, Kedah, Pulau Pinang, Perak, Kelantan, Terengganu, Pahang, and Johor. The 
scopes had been narrowed down to these eight states since the other states do not have 
enough and complete data to develop the forecasting model.   
 
 
1.5  SIGNIFICANCE OF RESEARCH 
 
From a comprehensive research finding output, a Neural Network Model developed. 
This model can be used by relevant government bodies and agencies for predicting the 
demand of low cost housing in the government’s economic planning activities. With the 
user friendly interface, the current input data can be siphoned to the model, thus giving 
more ease to the users. The model can also be used remotely for prediction activities.    
 
 
1.6  ORGANIZATION OF THE THESIS 
 
The thesis contains a total of 7 chapters and 6 appendices. In Chapter 1, the introduction, 
background of the problem, statement of problem, objectives, scope of the study, 
significant of research, research methodology framework and organization of the thesis 
are discussed. 
 
In Chapter 2, a literature review on low cost housing, urbanization and Principal 
Component Analysis is discussed. The main topics in this chapter are divided into 
introduction, Housing in Malaysia, Impact of Urbanization on Housing, Demand on 
Low Cost Housing and Indicators, Principal Component Analysis and Summary while 
the sub topic are divided into Concept of Low Cost Housing, Housing Policy, Urban 
Poverty, and Urbanization in Peninsular Malaysia. 
 
The literature review of previous forecasting models using Artificial Neural Network 
(ANN) technique is discussed in Chapter 3. The main topics of this chapter are; 
 9
Definition of Terms, Artificial Neural Networks (ANN), Application of Artificial Neural 
Networks, Forecasting of Low Cost Housing Demand in Urban Areas and Summary. 
The sub topics are; Back-propagation Network, ANN Strengths and Weaknesses, United 
Kingdom (UK) Demand Forecasting in Private Sector, Singapore Construction Demand 
Forecasting, Singapore Residential Construction Demand Forecasting, Private 
Residential Construction Forecasting in the United States (US), Tools for Forecasting 
Demand in Consumer Durables (automobiles) and House Price Prediction in New 
Zealand. 
 
Research methodology is presented in Chapter 4. It consist of Selection of research area, 
Selection of Indicators, Data Collection, Determination of Significant Indicators, 
Development of Neural Network Model, Network Architecture Determination, 
Validation, Development of User Friendly Interface and Summary are the main topics. 
The sub topics are: Confirmation of Indicators in Malaysian Housing Industry, Steps of 
Performing PCA on the Correlation Matrix, Neural Network Items, Training the 
Networks, Stop Training Network Criteria and Testing the Networks, and Programming 
Implementation. 
 
In Chapter 5, the collected data will be analyzed using the Principal Component 
Analysis. The topics are divided into five main topics. The main topics are; Time Series 
Data on Low Cost Housing Demand, Independent Indicators for Low Cost Housing 
Demand, Indicators Confirmation in Malaysian’s Housing Industry, Significant 
Indicators and Summary while the sub topics are; Birth Rate, Population Growth, Child 
Mortality Rate, Poverty Rate, Income Rate, Unemployment Rate, Housing Stock, 
Significant Indicators for Perlis, Significant Indicators for Pahang, Significant Indicators 
for Johor, Significant Indicators for Terengganu, Significant Indicators for Kelantan, 
Significant Indicators for Kedah, Significant Indicators for Penang, and Significant 
Indicators for Perak, 
 
In Chapter 6, the development of model was discussed. In this chapter, the topics are 
divided into Training and Testing Data, Creating Neural Network Model, Validation, 
 10
and Summary. Conclusions and recommendations are discussed in Chapter 7. This 
chapter contains Conclusions, Limitations, Advantages of the Model, and 
Recommendations.  
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CHAPTER  
  2 
 
 
HOUSING IN MALAYSIA 
 
 
 
This topic discusses the Malaysian housing development scenarios, the success and the 
drawback of government policies and programs in providing shelter to Malaysians. It 
discusses the demands in line with the population increase, birth rate, child mortality rate, 
income rate, poverty rate, inflation rate, unemployment rate, GDP, housing stock and other 
factors. It also mentions the key player for the development program, the overall policy, 
commitment of federal and state government in the schemes. 
 
 
2.1 HOUSING  
 
A house is a building or structure that has the ability to be occupied for habitation by humans 
or other creature (Kahn, 2000). The term ‘house’ includes many kinds of dwellings ranging 
from rudimentary huts of nomadic tribes to complex structures composed of many systems. 
The social unit that lives in a house is known as a household. 
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Affordable housing is a term used to describe dwelling units whose total housing costs for 
either rented or purchased unit are deemed affordable to those that have a median household 
income (Basudeb, 2010). In Australia, the National Affordable Housing Summit Group 
developed their definition of affordable housing as housing which is "reasonably adequate in 
standard and location for lower or middle income households and does not cost so much that 
a household is unlikely to be able to meet other basic needs on a sustainable basis. In the 
United Kingdom affordable housing includes "social rented and intermediate housing, 
provided to specified eligible households whose needs are not met by the market (Canada 
Mortgage and Housing Corporation, 2011). Most of the literature on affordable housing 
refers to a number of forms that exist along a continuum - from emergency shelters, to 
transitional housing, to non-market rental (also known as social or subsidized housing), to 
formal and informal rental, indigenous housing and ending with affordable home ownership 
 
Income is the primary factor that determines housing affordability (Chris, 2005). In a market 
economy the distribution of income is the key determinant of the quantity and quality of 
housing obtained. Housing is often the single biggest expenditure of low and middle income 
families. For low and middle income families, their house is also the greatest source of 
wealth (Chris, 2005). 
 
 
2.2 HOUSING IN MALAYSIA 
 
Low-cost housing is a popular political agenda worldwide. Housing provision in Malaysia is 
planned with the cooperation of the government and the private sector. The main objective of 
the housing policy is to ensure that all Malaysians particularly the low income groups have 
access to adequate and affordable shelter and related facilities (Ministry of Housing and 
Local Government Malaysia, 1999).  This was concurrent with the Eighth Malaysia Plan of 
housing program objectives (Government of Malaysia, 2001) in providing adequate, quality 
and affordable houses to all Malaysians.  This policy was then continued in the Ninth Plan 
period (Government of Malaysia, 2006).   
 
The Government’s five-year National Plan has focused on various housing programs in both 
rural and urban areas with the aim of providing affordable housing. The housing development 
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is the main sector in expanding the economy of Malaysia. Housing can be categorised into 
four main groups, namely (1) low cost, (2) low medium cost, (3) medium cost, and (4) high 
cost housing. To fill up the demand of housing each year, the government comes up with 
several plans with an aim to give the population affordable housing completely within the 
convenient infrastructure (Government of Malaysia, 1996). 
 
During the Sixth Malaysia Plan period (1990-1995), a total of 573,000 units of houses were 
planned for construction all over Malaysia to meet the new requirements and replacement of 
dilapidated units. The overall achievements of housing construction were very encouraging 
with the completion of 647,460 units or 113 percent of the planned target (Government of 
Malaysia, 1996). A total of 261,386 units of low cost-houses or 76 percent of the planned 
target were completed, with the public sector contributing 46,497 units and 214,889 units 
from the private sector (Government of Malaysia, 1991). 
 
During the Seventh Malaysia Plan Period (1995-2000) a total of 800,000 units of houses were 
targeted to be constructed, of which about 740,000 units were built to meet the demand of 
new households, while the remaining 60,000 units were allocated or built for replacing 
houses (Government of Malaysia,1996).  
 
The government has been focusing more on medium cost housing during the Seventh 
Malaysia Plan with a total of 350,000 units or 44% from the total 800,000 units planned 
(Shuid, 2005).  Figure 2.1 to 2.3 shows the planned and completed housing unit according to 
house price category during the Sixth and Seventh Malaysia Plan. These data have been 
summarised into a table in Appendix B. 
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 Figure 2.1: Planned housing units according to house price category during Sixth 
Malaysia Plan 
Source: Government of Malaysia, 2001 (Eight Malaysia Plan, 2001-2005) 
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 Figure 2.2: Completed housing units according to house price category during Sixth 
Malaysia Plan 
Source: Government of Malaysia, 2001 (Eight Malaysia Plan, 2001-2005) 
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 Figure 2.3: Total percentage of housing units according to house price category during 
Sixth Malaysia Plan 
Source: Government of Malaysia, 2001 (Eight Malaysia Plan, 2001-2005) 
 
From figure 2.1 to  2.3, it can be seen that although the number of units planned for low 
medium cost houses are the highest compared to other categories, the achievement is 
relatively low which is only 17.1% in the public sector and 22.4% in the private sector. 
During the Seventh Malaysia Plan the construction of medium and high cost housing by the 
private sector has achieved 187% and 435% respectively of the targeted units. This situation 
created an oversupply of housing stock for both categories from 1997 to 2000. The Asian 
economic crisis had a devastating effect on the property scenario in Malaysia, with many 
unsold properties, mainly from medium and high cost housing. 
 
Meanwhile, another 782,300 units of housing were targeted to be constructed under the Eight 
Malaysia Plan (Government of Malaysia, 2001). Consequently, the performance of housing 
development programmes and provisions were encouraging with the number of houses 
constructed surpassing the Planned Target. A total of 844,043 units were completed with 
77.6% constructed by the private sector while the remaining was constructed by the public 
sector. Table 2.2 shows the housing target and achievements during the Eighth Malaysia 
Plan. 
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As part of the Government’s efforts to increase the construction of low and low medium cost 
houses, the Syarikat Perumahan Negara Malaysia Berhad (SPNB) has under taken housing 
development projects to cater for the housing needs of the population. During the Plan period, 
SPNB implemented two housing programs: (1) Program Perumahan Mampu Milik, (2) 
Program Perumahan Mesra Rakyat, and housing projects for military personnel. In addition, 
SPNB also undertook the rehabilitation of selected abandoned housing projects, including 
those of the private sector which were identified by the Ministry of Housing and Local 
Government (MHLG) (Government of Malaysia, 2006). 
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Table 2.1: Public and private sector housing targets and achievements, 2001-2005 
Source: Government of Malaysia, 2006 (Ninth Malaysia Plan, 2006-2010) 
Notes: Excluding 13,037 units rehabilitated houses 
Housing for the poor Low cost Low medium cost Medium cost High cost Total Program 
Target 
(units) 
Achieved 
(units) 
% of  
Target 
Target 
(units) 
Achieved 
(units) 
% of  
Target 
Target 
(units) 
Achieved 
(units) 
% of  
Target 
Target 
(units) 
Achieved 
(units) 
% of  
Target 
Target 
(units) 
Achieved 
(units) 
% of  
Target 
Target 
(units) 
Achieved 
(units) 
% of  
Target 
 
Public sector 
 
Low cost housing 
 
Housing for the 
hardcore poor 
(PPRT) 
 
Sites and services 
 
Housing by 
commercial 
agencies 
 
Housing by land 
schemes 
 
Institutional 
quarters and staff 
accommodation 
 
 
16,000 
 
- 
 
 
15,000 
 
 
 
1,000 
 
 
- 
 
 
 
- 
 
 
- 
 
 
10,016 
 
- 
 
 
9,536 
 
 
 
480 
 
 
- 
 
 
 
- 
 
 
- 
 
62.6 
 
- 
 
 
63.6 
 
 
 
48.0 
 
 
- 
 
 
 
- 
 
 
- 
 
192,000 
 
175,000 
 
 
- 
 
 
 
- 
 
 
15,000 
 
 
 
2,000 
 
 
- 
 
103,219 
 
81,108 
 
 
- 
 
 
 
- 
 
 
16,386 
 
 
 
5,725 
 
 
- 
 
53.8 
 
46.3 
 
 
- 
 
 
 
- 
 
 
109.2 
 
 
 
286.3 
 
 
- 
 
37,300 
 
- 
 
 
- 
 
 
 
- 
 
 
10,000 
 
 
 
1,000 
 
 
26,300 
 
22,826 
 
- 
 
 
- 
 
 
 
- 
 
 
15,442 
 
 
 
695 
 
 
6,689 
 
61.2 
 
- 
 
 
- 
 
 
 
- 
 
 
154.4 
 
 
 
69.5 
 
 
25.4 
 
 
46,700 
 
- 
 
 
- 
 
 
 
- 
 
 
16,000 
 
 
 
- 
 
 
30,700 
 
30,098 
 
- 
 
 
- 
 
 
 
- 
 
 
9,924 
 
 
 
- 
 
 
20,174 
 
64.4 
 
- 
 
 
- 
 
 
 
- 
 
 
62.0 
 
 
 
- 
 
 
65.7 
 
20,000 
 
- 
 
 
- 
 
 
 
- 
 
 
15,000 
 
 
 
- 
 
 
5,000 
 
22,510 
 
- 
 
 
- 
 
 
 
- 
 
 
5,753 
 
 
 
- 
 
 
16,757 
 
112.6 
 
- 
 
 
- 
 
 
 
- 
 
 
38.4 
 
 
 
- 
 
 
335.1 
 
312,000 
 
175,000 
 
 
15,000 
 
 
 
1,000 
 
 
56,000 
 
 
 
3,000 
 
 
62,000 
 
188,669 
 
81,108 
 
 
9,536 
 
 
 
480 
 
 
47,505 
 
 
 
6,420 
 
 
43,620 
 
60.5 
 
46.3 
 
 
63.6 
 
 
 
48.0 
 
 
84.8 
 
 
 
214.0 
 
 
70.4 
 
Private sector 
 
Private developers 
 
Cooperatives 
societies 
 
 
 
- 
 
- 
 
 
- 
 
- 
 
- 
 
 
- 
 
- 
 
- 
 
 
- 
 
40,000 
 
39,000 
 
 
1,000 
 
97,284 
 
94,029 
 
 
3,265 
 
243.2 
 
241.1 
 
 
326.5 
 
94,000 
 
90,000 
 
 
4,000 
 
61,084 
 
53,607 
 
 
7,477 
 
65.0 
 
59.6 
 
 
186.9 
 
64,000 
 
60,000 
 
 
4,000 
 
222,023 
 
215,267 
 
 
6,756 
 
346.9 
 
358.8 
 
 
168.9 
 
105,000 
 
100,000 
 
 
5,000 
 
274,973 
 
269,320 
 
 
5,653 
 
261.9 
 
269.3 
 
 
113.1 
 
303,000 
 
289,000 
 
 
14,000 
 
655,374 
 
632,223 
 
 
23,151 
 
216.3 
 
218.8 
 
 
165.4 
Total 16,000 10,016 62.6 232,000 200,513 86.4 131,300 83,910 63.9 110,700 252,121 227.8 125,000 297,483 238.0 615,000 844,043 137.2 
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From table 2.1, the overall performance of houses built under low cost housing category was 
encouraging with 200,513 units completed which are 86.4% of the Plan target. Of this total, 
103,219 units (53.8%) were constructed by the public sector. Under the Public Low-cost 
Housing Program (PLHP) for the low income group, a total of 27,006 low cost houses were 
constructed involving 70 projects during the Plan period. These projects were implemented by 
the state government through loans provided by the Federal Government and they were 
mainly concentrated in small towns and sub-urban areas. These houses were sold to eligible 
buyers registered under the computerised open registration system which are administrated by 
the respective state governments. For cities and larger towns, the Program Perumahan Rakyat 
Bersepadu (PPRB) was implemented for the resettlement of squatters. Under this program, 
37,241 low cost houses were completed and rented out to those eligible. Out of this total, 
24,654 units were built in the Federal Territory of Kuala Lumpur while 12,587 units were 
built in other major towns throughout the country. 
 
In the low medium cost housing category, a total of 83,910 units were completed, achieving 
63.9% of the Plan target. Of this total, the private sector constructed 61,084 units (72.8%). 
The overall performance in this category was better than the 22.4% of the target achieved 
during the previous Plan period. On the other hand, the total number of medium and high cost 
houses constructed by the private sector during the Plan period far exceeded its target. A total 
number of 222,023 units of medium cost and 274,973 units of high cost houses were 
constructed. This shows the imbalance of housing construction in Malaysia which leads to 
high demand pressure for low cost houses. 
 
To ensure an adequate supply of low cost houses for the low income group, any mixed-
development projects undertaken by private developers, continued to be guided by the 30% 
low cost housing policy requirement (Government of Malaysia, 2006). The local income level 
should be one of the main dominant factors in decision making of housing construction 
category. By developing low cost and low medium cost housing, it can reduce illegal housing 
growth on the government’s land and also prevent the public from creating other new 
squatters.  
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During the Ninth Malaysia Plan, the requirement for new houses was expected to be about 
709,400 units of which 19.2% will be in Selangor followed by Johor at 12.9%, Sarawak 9.4% 
and Perak 8.2%. Table 2.2 shows the housing requirements by state from 2006 to 2010. 
 
Table 2.2: Housing requirements by state, 2006-2010 
Source: Government of Malaysia, 2006 (Ninth Malaysia Plan, 2006-2010) 
Notes: 1Includes Wilayah Persekutuan Putrajaya 
State New requirements Replacements Total needs 
 
Johor 
Kedah 
Kelantan 
Melaka 
Negeri Sembilan 
Pahang 
Perak 
Perlis  
Pulau Pinang 
Sabah 
Serawak 
Selangor1 
Terengganu 
Federal Territory of Kuala Lumpur 
Federal Territory of Labuan 
 
 
86,100 
51,800 
40,600 
19,100 
23,000 
41,100 
48,600 
6,100 
30,900 
50,800 
62,400 
135,200 
30,000 
31,800 
1,000 
 
5,400 
5,000 
5,600 
1,700 
3,700 
3,300 
9,600 
500 
1,900 
5,300 
4,600 
800 
2,800 
600 
100 
 
91,500 
56,800 
46,200 
20,800 
26,700 
44,400 
58,200 
6,600 
32,800 
56,100 
67,000 
136,000 
32,800 
32,400 
1,100 
Total 
% 
658,500 
92.8 
50,900 
7.2 
709,400 
100.0 
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New requirements
Replacements
Total needs
 
 
709,400 
(100.0%) 
658,500 
(92.8%) 
50,900 
(7.2%) 
Figure 2.4: Total units and percentage of housing requirements by state, 2006-2010 
Source: Government of Malaysia, 2006 (Ninth Malaysia Plan, 2006-2010) 
Notes: 1Includes Wilayah Persekutuan Putrajaya 
 
 
Of the total requirement, 92.8% will be for new houses while 7.2% for replacing old ones. 
The private sector is expected to supply 72.1% of the total requirement. The private sector 
will provide 38.2% of combination of low and low medium cost houses, as well as houses for 
the poor while 61.8% of medium and high cost houses. Table 2.3 shows the public and 
private sector housing targets for 2006 to 2010. 
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Table 2.3: Public and private sector housing targets, 2006-2010 
Source: Ministry of Housing and Local Government, 2006 
Number of units Total  
Program 
Housing 
for the 
poor 
Low cost Low 
medium 
cost 
Medium 
cost 
High 
cost 
Number 
of units 
% of 
total 
 
Public sector 
 
Low cost housing 
 
Hardcore poor housing 
(PPRT) 
 
Housing by commercial 
agencies 
 
Housing by land schemes 
 
Institutional quarters staff 
accommodation 
 
 
20,000 
 
- 
 
20,000 
 
 
- 
 
 
- 
 
- 
 
85,000 
 
67,000 
 
- 
 
 
13,500 
 
 
4,500 
 
- 
 
37,005 
 
- 
 
- 
 
 
31,005 
 
 
500 
 
5,500 
 
27,100 
 
- 
 
- 
 
 
8,200 
 
 
- 
 
18,900 
 
28,700 
 
- 
 
- 
 
 
4,700 
 
 
- 
 
24,000 
 
197,805 
 
67,000 
 
20,000 
 
 
57,405 
 
 
5,000 
 
48,400 
 
27.9 
 
9.5 
 
2.8 
 
 
8.1 
 
 
0.7 
 
6.8 
 
Private sector 
 
Private developers 
 
Cooperative societies 
 
 
- 
 
- 
 
- 
 
80,400 
 
77,700 
 
2,700 
 
48,500 
 
42,400 
 
6,100 
 
183,600 
 
178,000 
 
5,600 
 
199,095 
 
194,495 
 
4,600 
 
511,595 
 
492,595 
 
19,000 
 
72.1 
 
69.4 
 
2.7 
Total 
% 
20,000 
2.8 
165,400 
23.3 
85,505 
12.1 
210,700 
29.7 
227,795 
32.1 
709,400 100.0 
100.0 
 
 
During the Plan period, the Government will continue to construct low cost houses under the 
Program Perumahan Rakyat (PPR) to ensure adequate houses for the low income group. 
Greater private sector involvement is encouraged to ensure adequate supply of affordable 
houses, to meet the needs of the low income group. The private sector is targeted to construct 
a total of 80,400 low cost houses. The 30% quota requirement for the low cost houses will be 
reviewed, to encourage housing developers to increase the supply of low medium cost 
housing component in their mixed development projects (Government of Malaysia, 2006). 
 
The first systematic major collection of statistics on housing in Peninsular Malaysia was 
undertaken in 1970. Since then, studies on housing have been conducted extensively in 
Malaysia such as socio-economic considerations of human settlements and housing (Salih, 
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1976), housing needs versus effective demand in Malaysia 1976-1990 (Chander, 1977), and 
housing needs in Peninsular Malaysia (Chander, 1974).  
 
The questions of price, affordability and ownership remain as the main problems to the 
housing sector. Home ownership reflects an inherent human desire for property ownership for 
economic or non-economic reasons and the sense of security, which it is alleged, to bestow. 
In this respect, house ownership issues could be viewed as a demand led phenomenon 
(Saunders, 1990) 
 
Alternatively, home ownership could be viewed as essentially, a supply-led problem and 
accordingly, the growth of owner-occupation as a response to the problems of housing 
providers rather than consumers (Malpass and Muril, 1994). But in order to deal effectively 
with housing problems, a much wider perspective on housing is urgently required (Ball 1983, 
1992) embracing the issue of production as well as consumption. 
 
Based on the Draft of the Kuala Lumpur Structure Plan 2020, currently there are 328,205 
units of house (excluding temporary houses) as compared to the total household number of 
348,800. It means that, Kuala Lumpur still lacks some 20,595 units of houses if the objective 
of every family to own a house is to be achieved.  
 
The present housing stock according to the price category is at 3.5% for low medium cost 
housing as compared to percentage or targeted group at 20.5% within the affordability level, 
associated with this category. There is a clear mismatch between the people’s affordability 
and house category available at the market currently. Table 2.4 shows the existing housing 
stock in Kuala Lumpur. 
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Table 2.4: Existing housing stock in Kuala Lumpur, 2000 
Source: Kuala Lumpur City Hall, 2003 
Price category Unit % 
Low cost 
Low medium cost 
Medium cost 
High cost 
Temporary house 
Others 
111,906 
14,993 
61,345 
184,725 
40,350 
15,489 
26.1 
3.5 
14.3 
43.1 
9.4 
3.6 
Total 428,808 100 
 
 
The achievement of construction of low medium cost housing in Kuala Lumpur during the 
Seventh Malaysia Plan was also at the lowest with only 27.3% compared to medium 
(233.7%) and high cost (749.6%) housing. The construction of low medium cost housing 
only started in 1998. Table 2.5 shows the target and achievement of housing construction 
according to the price category in Kuala Lumpur from 1996 to 2000. 
 
Table 2.5: Target and achievement housing construction according to price category in 
Kuala Lumpur, 1996-2000 
Source: Government of Malaysia, 2001 (Eight Malaysia Plan, 2001-2005) 
Target Achievement Price category 
Unit % Unit % 
% 
 
Hard core poor housing 
Low cost 
Low medium cost 
Medium cost 
High cost 
 
100 
14,000 
14,000 
8,000 
6,000 
 
0.2 
33.3 
33.3 
19.0 
14.2 
 
0 
4,329 
3,828 
18,692 
44,962 
 
0.0 
6.0 
5.3 
26.0 
62.6 
 
0.0 
30.9 
27.3 
233.7 
729.4 
Total 42,100 100 71,811 100  
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In 2003 Selangor, Johor, Perak, Federal Territory Kuala Lumpur and Pulau Pinang dominated 
the existing housing stock and together contributed 68.9% (2,133,128 units) of the total 
existing housing stock in Malaysia (Valuation & Property Services Department, 2003). All 
these states experience a high migration of people because of many vacancies offered in 
industrial and also a well maintained flow of economy. Residential Property Stock Report in 
the year 2003 year reported that housing stock in the fourth quarter was increased by 1.3% to 
3,237,599 units over the third quarter. Conversely, the units completed in this period 
decreased from 5.1% in the third quarter to 17.3% in the fourth quarter.  
 
As in a conclusion, housing construction will go on continuously to supply the population 
needs in this country with a convenient residential area and also a complete infrastructure. To 
achieve this aim successfully, the link between the government and private sector is 
important.  
 
 
2.2.1  Concept of low cost housing 
 
In Malaysia, low cost housing is defined at a ceiling price.  Previously, the Ministry of 
Housing and Local Government has laid down the following guidelines for low cost housing 
category:  
1. The target group consists of households with monthly incomes not exceeding 
RM750 (157.12 GBP). 
2. The type of houses may include flats, terrace or detached houses. 
3. The minimum design standard specifies a built-up area of 550-600 square feet, 
2 bedrooms, a living–room, a kitchen and a bathroom. 
 
Starting from June 1998, the Ministry of Housing and Local Government have changed the 
guidelines for low-cost housing category as mentioned below: 
1. The housing price is divided into four categories; (1) first category with RM 
42,000 (8,798.81 GBP); (2) second category with RM35,000 (7,332.34 GBP); 
(3) third category with RM30,000 (6,284.86 GBP); and (4) fourth category 
with RM25,000 (5,237.38 GBP). 
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2. The target group consist of households with monthly incomes of RM1,200 
(251.39 GBP) to RM1,500 (314.24 GBP) for the first category, RM1,000 
(209.50 GBP) to RM1,350 (282.82 GBP) for the second category, RM850 
(178.07 GBP) to RM1,500 (314.24 GBP) for the third category and RM25,000 
(5,237.38 GBP) for the fourth category. 
3. The location of land for first category is in cities and large towns, large towns 
and outer districts, for the second category, small towns and outer districts for 
the third category and rural areas for the fourth category. The cost of land per 
square meter for category 1, 2, 3 and 4 are RM45 (9.43 GBP) above; RM15 
(3.14 GBP) to RM44 (9.22 GBP); RM10 (2.10 GBP) to RM14 (2.93 GBP) and 
less than RM10 (2.10 GBP) respectively. 
 
Table 2.6 illustrates these guidelines. 
 
Table 2.6: Guidelines for Low-cost Housing Categories 
Source: Ministry of Housing and Local Government Malaysia, 1998 
Categories Housing Price Monthly Income Location of 
Land 
Cost of Land Per 
Square meter 
First RM 42,000 
(8,798.81 GBP) 
 
RM 1,200 – RM 1,500 
(251.39 GBP - 314.24 GBP) 
Cities and 
large towns 
RM 45 above 
(9.43 GBP above) 
 
Second  RM 35,000 
(7,332.34 GBP) 
 
RM 1,000 – RM 1,350 
(209.50 GBP - 282.82 GBP) 
Large towns 
and outer 
districts 
RM 15 – RM 44 
(3.14 GBP - 9.22 GBP) 
Third RM 30,000 
(6,284.86 GBP) 
 
RM 850 – RM 1,500 
(178.07 GBP - 314.24 GBP) 
Small towns 
and outer 
districts 
RM 10 – RM 14 
(2.10 GBP - 2.93 GBP) 
Fourth RM 25,000 
(5,237.38 GBP) 
 
RM 25,000 
(5,237.38 GBP) 
Rural area Less than RM 10 
(Less than 2.10 GBP) 
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Low cost houses can be sold to households with a monthly income of RM 500 (104.79 GBP) 
to RM 750 (157.18 GBP). Han and Lenard, (2002) said that the construction cost alone ranges 
from a low RM 12,000 (2,514.89 GBP) per unit to a high of RM 43,000 (9,011.70 GBP) with 
an average cost of RM 23,000 (4,820.21 GBP) per unit for terrace house.  The household 
income based on the data before June 1998 and after June 1998 for low cost housing 
increased from RM 750 (157.18 GBP) per month to RM 1,500 (314.36 GBP) per month. It 
can be concluded that the cost of living in Malaysia is high because the income group with 
RM1, 000 (209.57 GBP) incomes per month is only able to own a low cost house. Therefore, 
the government should plan the development of housing consistently and make sure the price 
of housing is affordable. Table 2.6 shows the house price and group target before and after 
June 1998. 
 
Table 2.7: House Price and Group Target 
Source: Ministry of Housing and Local Government Malaysia, 1998. 
Category House Price per Unit Target Groups/Income per 
Month 
 
Before June 1998 
 
Low Cost Below RM25,000 
(Below 5,239.36 GBP) 
Below RM750 
(Below 157.18 GBP) 
Low Medium Cost RM25,001-RM60,000 
(5,239.57 GBP – 12,574.47 GBP) 
RM750-RM1,500 
(157.18 GBP – 314.36 GBP) 
Medium Cost RM60,001-RM100,000 
(12,574.68 GBP – 20,957.45 GBP) 
RM1,501-RM2,500 
(314.57 GBP – 523.54 GBP) 
High Cost More than RM100,001 
(More than 20,957.66 GBP) 
More than RM,2501 
(More than 523.75 GBP) 
After June 1998 
 
Low Cost Below RM42,000 *depend on 
location 
(Below 8,795.52 GBP) 
Below RM1,500 *depend on 
house type 
(Below 314.13 GBP) 
Low Medium Cost RM42,001-RM60,000 
(8,795.73 GBP – 12,565.03 GBP) 
RM1,501-RM2,500 
(314.34 GBP – 523.54 GBP) 
Medium Cost RM60,001-RM100,000 
(12,565.24 GBP – 20,957.45 GBP) 
Not Stated 
High Cost More than RM100,001 Not Stated 
(More than 20,941.92 GBP) 
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2.2.2  Low-cost housing policy 
 
In all Five Year National Plan, provision of low cost housing became a priority to the 
government. The government also imposed 30% quota provision of low cost housing in every 
residential development in order to ensure that the private sector provided low cost housing 
starting from Second Malaysia Plan (1970 – 1975). In addition, the government also imposed 
an open registration system which means there is no specific quota or registered purchaser 
required for other housing categories. The open registration system aim to standardize the 
policy and selection criteria for low cost house buyer for all state governments in Malaysia. 
Before implementation of open registration system, low cost housing allocation is 
responsibility of respective state government. 
 
During the colonial period; before 1957, the focus of government intentions were more on 
housing for government staff quarters, resettlement of people during communist insurgencies 
to the new village, resettlement of people to Federal Land Development Authority (FELDA) 
scheme and provision of housing especially for low income people in urban areas. 
 
In the early stage of independence between the years 1957 to 1970, the government started to 
emphasise on housing especially for low income group in urban areas. The private sector was 
also involved in housing provision by focusing on medium and high cost housing. 
  
From the year 1971 to 1990, during the new economic policy phase, housing for low income 
group was given priority in national policies. The private sector was a key player in low cost 
housing provision. 
 
During the national development plan phase between the years 1991 to 2000, the government 
focused was to ensure all people regardless of their income to had decent house to live in. 
Government as a key player in low cost housing provision and the private sector for medium 
and high cost housing. Shuid (2005) had summarised Malaysia housing policy from various 
Five Years National Plan (refer to Appendix C).  
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2.3 IMPACT OF URBANIZATION ON HOUSING 
 
Urbanization has become a global phenomenon although the degree of urbanization and the 
rate of urban growth vary in different parts of the world. According to Guido (1999) in his 
studies on urban forestry in Asia-Pacific region stated that urban area is the built-up or 
densely populated area containing the city proper; suburbs, and continuously settled 
commuter areas. The definition of “urban area” varies from country to country, for example, 
in the USA most conservative delineation of urban land requires a population density of  
620 /km2 while in Malaysia, urban areas have 10,000 in habitants. According to population 
and housing census in 1980, urbanization is an area that has population growth more than 
10,000 in residence. The census in 1991 has included development area beside the 
urbanization area that has the urbanization criteria as the urbanized area (Yahya and Abd. 
Majid, 2002). 
 
Sirat et. al. (1999) defined urbanization as a process of population concentration in urban 
areas of a country. In Malaysia in 1970 to 1980 all gazetted places of size with population 
exceeding 10,000 persons were considered as urban areas. However, in the 1991 census, 
urban areas were defined as gazetted areas and their adjoining built-up areas with a combined 
population of 10,000 persons or more (Department of Statistics Malaysia, 1995). 
Urbanization in Malaysia started with the growth of the Straits Settlements of Penang, 
Malacca and Singapore and the mining towns of Ipoh and Kuala Lumpur during the British 
colonial rule. The early growth of towns in Peninsular Malaysia was not the result of 
industrialization as experienced in Western countries, but rather was owing to the growth of 
an economy based on the extraction of tin and growth of rubber plantations during the 
colonial period (Ooi, 1975).  
 
Prior to 1980, urbanization in Malaysia showed three distinct phases, each influenced by 
different factors. Ghani (1991) indentified the phases as: Phase I (1911-1947); Phase II 
(1947-1957); and Phase III (1970-1980). During these periods, high urbanization rates were 
experienced in areas located in the west coast of Peninsular Malaysia.  
 
In 1911, the rate of urbanization was about 11%, which increased to about 19% by the year 
1947 (refer to Table 2.10). In the early stage of Phase I, the rise of urban settlements started 
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with the immigration of labour from China and India particularly to the west coast of 
Peninsular Malaysia. The later stage of Phase I was declined as a result of the urban-rural 
migration during the Japanese occupation in the early 1940’s. Within this period, the urban 
dwellers were forced to migrate to the rural areas and to the peripheral squatter settlements 
(Salih, 1976) to escape harassment by the Japanese occupiers. 
 
The second phase was characterized by the acceleration of urbanization rates as a result of 
rapid population growth due to natural increase and rural-urban migration. By 1957, the rate 
of urbanization approached 27%. During the 1957-1970 periods, a slow rate of urbanization 
owing to urban-rural migration was brought about mainly by new land development schemes 
such as those developed by Federal Land Development Authority (FELDA), Board of United 
and Recovery Federal Land (FELCRA) and Small Farmers Development Authority Rubber 
Industry (RISDA). These land schemes were the results of the government’s effort to 
overcome the problem of land hunger and uneconomic land holdings among the rural Malays. 
This slow-down in urbanization was also caused by internal and international migration 
working in the opposite direction. 
 
The urbanization trend from 1970 to 1980 is seen as the result of the New Economic Policy 
(NEP) introduced to restructure society after the racial riots in May 1969. The NEP outlined 
an urbanization strategy as a deliberate policy resulting in a significant in-migration of 
Malays from rural to urban areas, further aggravating the housing situation in urban areas. 
Until 1980, urbanization was concentrated in the existing urban areas, especially Klang 
Valley, Kinta Valley, Johor Bharu and north-east corner of Penang Island. 
 
The trend after 1980 was more encouraging as a result of political stability. The urbanization 
rate increased significantly, from 37% in 1980 to 51% in 1991 despite the country 
experiencing a weak economic situation during the 1980’s. This rate was higher than the 
overall for South-East Asia and Asia between 1950 and 1980. 
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Table 2.8: Urbanization in Peninsular Malaysia 1911-2020 
Source: Department of Statistics Malaysia, 1995 
Year Total 
Population 
Urban 
Population 
Rate of 
Urbanization (%) 
1911 
1921 
1931 
1947 
1957 
1970 
1980 
1991 
2000* 
2020* 
2,339,000 
2,906,600 
3,787,700 
4,908,000 
6,267,900 
8,819,900 
10,944,800 
17,600,000 
25,100,000 
40,600,000 
250,200 
406,900 
570,500 
929,900 
1,666,900 
2,503,400 
4,073,100 
8,900,000 
14,600,000 
26,000,000 
10.7 
14.0 
15.1 
18.9 
26.6 
28.4 
37.2 
50.6 
58.2 
64.0 
*Projections 
 
The robust economic growth of Malaysia during the previous eight years is anticipated to 
continue until the year 2000 and beyond. With this scenario, the projected number of urban 
dwellers will increase to 14.6 million persons in the year 2000 compared to a total population 
of 25.1 million (refer Table 2.9). The projected urbanization rate for the year 2000 is thus 
58% but this will increase to 64% by the year 2020 (see Table 2.8). This will surpass the 
United Nations estimate of a world urban population of 50% by the year 2000 and more than 
60% by 2025 (Salleh and Meng 1997). 
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Table 2.9: Population of Malaysia 1970-2020 
Source: Department of Statistics Malaysia, 2008 
Urban Rural Year 
Millions % Millions 
Total 
% (Millions) 
 
1970 
1980 
1991 
2000 
2020 
 
 
2.8 
4.5 
8.9 
14.6 
26.0 
 
 
27 
34 
51 
58 
64 
 
 
7.6 
8.6 
8.7 
10.5 
14.6 
 
 
73 
66 
49 
42 
36 
 
 
10.4 
13.1 
17.6 
25.1 
40.6 
 
 
The level of urbanization process in the various states in Peninsular Malaysia is considered to 
be important in planning for low-cost housing needs. Apart from the Federal Territory of 
Kuala Lumpur the states with the highest level of urbanization in 1991 were Selangor and 
Penang with 75.3% and 75.0% percent respectively. The lowest levels were in Kedah, 
Pahang, Sabah, Perlis and Kelantan (Department of Statistics Malaysia, 1995). 
 
According to the census in 1991, apart from the Federal Territory of Kuala Lumpur, Selangor 
is one of the most highly urbanized areas with 75.2% as compared to 50.6% in the 1980 
census. Four of the nine distincts in Selangor have been listed among the highest urbanized 
areas in Malaysia. They are Petaling, Kelang, Gombak and Ulu Langat. 
According to the Department of Statistics, (1997/98) Petaling has 135,793 workers, putting it 
the highest rank while Kelang and Gombak registered 55,763 and 21,622 workers 
respectively. Most of them work in the business, industry and service sectors. In addition, 
population growth in Kelang and Petaling Jaya were among the tenth urbanized areas that 
have high population growth in Malaysia. 
 
Rapid growth in urbanization will aggravate the issue of the low-income and poor group 
(Salleh and Meng, 1997). According to Yahya and Abd. Majid (2002) in their research, 60% 
to 70% of the responded residents in Kuala Lumpur cannot afford to buy a house without the 
government’s assistance. Besides that, 40% of the respondent cannot afford to buy a house 
even at the lowest market price. This condition forces them to build squatters as shelters 
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(Yahya and Abd. Majid, 2002). It shows that urbanization and the rapid pace of urbanization 
give rise to housing problems in Malaysia. 
 
 
2.3.1  Urban Poverty 
 
The Second Outline Perspective Plan (OPP2) period (1991 to 2000) saw significant 
improvements in the standard of living and income distribution pattern amongst Malaysians. 
The average monthly income for all households increased from RM264 (53.49 GBP) in 1970 
to RM1163 (235.64 GBP) in 1990. Based on the distribution of monthly household income in 
Malaysia in 1980, the highest percentage of households in urban poverty was in the range of 
RM300 (60.78 GBP) to RM399 (80.84 GBP) income (about 12%) followed by the RM400 
(81.05 GBP) to RM499 (101.10 GBP) which is about 10.5%. Using the household income of 
RM750 (151.96 GBP) as the cut-off point, about 60% of the households in urban areas of 
Malaysia were in the lower income group in 1980 (see Table 2.10). 
 
Table 2.10: The distribution of monthly household income in Malaysia in 1980 
Source: Osman and Yusof, 1991 
Monthly Income (RM) Urban Areas (%) Rural Areas (%) 
 
<199 
200-299 
300-399 
400-499 
500-599 
600-699 
700-799 
800-899 
900-999 
1000-1249 
 
 
8.47 
9.68 
12.08 
10.48 
9.27 
7.57 
5.86 
4.85 
3.73 
7.78 
 
 
19.12 
13.57 
13.75 
9.89 
8.46 
6.47 
4.66 
3.73 
2.84 
5.52 
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The incidence of poverty for the urban areas of Peninsular Malaysia declined from about 20% 
in 1970 to about 7% by 1990, surpassing the targeted percentage of 9%. The Federal 
Territory showed the lowest incident of poverty in 1990 with only 4%, reduced from 9% in 
1976. The incidents of poverty in urban areas in the other states are 8% in Selangor, 9% in 
Penang and Negeri Sembilan (see Table 2.11). 
 
Table 2.11:  Incidence of poverty by state 1976-1991 
Source: Government of Malaysia, 1996 (The Seventh Malaysia Plan, 1996-2000) 
Incidence of Poverty by State 1976(%) Achieved 1990 (%) 
 
Federal Territory 
Selangor 
Penang 
Negeri Sembilan 
Johor 
Pahang 
Malacca 
Perlis 
Perak 
Sarawak 
Kelantan 
Kedah 
Terengganu 
Sabah 
 
 
9.0 
22.9 
32.4 
33.0 
29.0 
38.9 
32.4 
59.8 
43.0 
56.5 
67.1 
61.0 
60.3 
58.3 
 
 
3.8 
7.8 
8.9 
9.5 
10.1 
10.3 
12.4 
17.2 
19.3 
21.0 
29.9 
30.0 
31.2 
34.3 
 
 
 
The incidence of poverty in Peninsular Malaysia is expected to decline substantially to only 
about 5% in the year 2000 while the urban areas will have only 3% and rural areas 8% 
incidence of poverty. The number of poor households will be reduced from 448,900 in 1990 
to only 230,000 by the year 2000. The incidence of hardcore poverty will decline from almost 
4% in 1990 to less than one percent in the year 2000. 
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The optimistic outlook in terms of decline in urban poverty must however not overshadow 
the problems inherent in uncontrolled urbanization and over-urbanization. The majority of 
urban population in Malaysia still face housing problems, particularly in respect of the lack of 
suitable and affordable housing for the lower income group. The report by the Economic 
Commission for Asia and Far East (ECAFE), 1970 identified 60 to 70% of the Kuala Lumpur 
metropolitan population as being unable to afford to buy their own house in the free market 
without the help and intervention of the government. Out of this percentage, 40% cannot even 
buy the cheapest house sold in the market. As a result, they turn to squatter dwellings as the 
most affordable means of housing. This problem is especially serious in large cities where 
house or property ownership is seen as an investment rather than basic shelter resulting in 
inflated demand which in turn pushes up property prices (Salleh and Meng, 1997). 
 
Thus, despite the tremendous decline in poverty since 1990, it is anticipated that the very 
rapid urbanization currently experienced by the country will increase the problem of housing 
for the poor. This problem is likely to persist until the year 2000 and beyond (Salleh and 
Meng, 1997). 
 
 
2.4 DEMANDS ON LOW-COST HOUSING AND INDICATORS 
 
Most housing research that have been done in Malaysia is not focused on demand of low-cost 
housing but wider aspects such as: low-cost housing (Salleh and Meng, 1997); issue and 
challenges in low-cost housing (Sirat et. al., 1999); demand on housing (Chander, 1977) and 
housing for the urban lower income group (Abdul Karim, 1995). However, in 2002,  Yahya 
and Abd. Majid had done research on forecasting low cost housing in urban area and made a 
comparison between Artificial Neural Networks and ARIMA approach. The study focus on 
two districts in Selangor, Malaysia. 
 
According to Sirat et. al. (1999) the factors that can influence demand on low-cost housing 
can be divided into seven indicators: (1) demographic factors; (2) income rate; (3) ability 
factor; (4) profit to own house; (5) loan facilities factor; (6) speculation factors; and (7) 
government policy towards housing ownership, also plays an important role.  
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Chander (1977) suggested seven indicators to forecast demand on housing which included: 
(1) income rate; (2) resident size; (3) average number of person in one room; (4) percentage 
children registered to school; (5) percentage resident stay in urban area; (6) mortality baby 
rate; and (7) population growth in urban area or population growth.  Limsombuncai et. al, 
(2004) used eight indicators in their research to predict house price in New Zealand and the 
indicators were; (1) geographical location; (2) land size; (3) age of the house; (4) type of 
house; (5) number of bedrooms; (6) number of bathrooms; (7) number of garages; and (8) 
amenities around the house.  
 
Goh (1998) had used seven indicators to forecast residential construction demand in 
Singapore these include: (1) building tender price index; (2) bank lending; (3) population; (4) 
housing stock; (5) National savings; (6) gross fixed capital formation; and (7) unemployment 
level. Yahya and Abd. Majid (2002) used more indicators to forecast demand on low-cost 
housing compare to others. The indicators considered are: (1) population growth; (2) birth 
rate; (3) average mortality baby; (4) unemployment; (5) inflation rate; (6) Gross Domestic 
Product (GDP); (7) poverty rate; (8) income rate; and (9) housing stock. 
 
According to Abdul Karim (1995) population growth can give pressure to demand on social 
service such as school, housing and hospital development. Studies in Thailand, Singapore and 
United Kingdom show that population size has an influence towards the increment of housing 
demand. For example, population size in Thailand give rise to significant influence towards 
housing demand but in Singapore, population growth does not give high influence towards 
residential construction demand (Goh,1998). 
 
Goh (1998) stated that there is a relationship between three indicators they are: (1) 
population; (2) construction activity; and (3) housing stocks. Rapid population growth will 
increase the construction activity and housing stocks and vice versa. Studies in Singapore 
also show that housing stocks is an important factor of residential construction demand. 
 
Abdul Karim (1995) mentioned that population growth will give positive and negative impact 
to Gross Domestic Product (GDP). Rapid population growth will produce high dependent 
population and will decrease per capita income and lessen the investment savings. This will 
lead to slower rate of GDP growth. Rapid population growths also will slower the economic 
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growth, increase the inflation, unemployment, dependable and new student registered in 
school. 
 
Unemployment is a measure of the number of people who are not working but can and are 
ready to work. It has direct relationship with the economics of a country. Therefore, 
increment in unemployment rate can result in discouraging investors to invest in the Malaysia 
construction industry. This is due to the reduction in purchasing power of the population 
since job is a main source of income in a household. Increment in unemployment rate will 
reduce the opportunity to own a house.  
 
Inflation is an important economic variable to determine economic effect towards population. 
Inflation is measured using Consumer Index Price (CPI) that has been produced by 
Department of Statistics Malaysia. High inflation will reduce actual income and money 
savings. 
 
Other than population growth, Goh (1998) believed that number of people who are planning 
to live together is an appropriate indicator of housing demand. According to census in year 
2000 (Department of Statistics Malaysia, 2000) household size in Malaysia is getting smaller 
from 4.92 in year 1991 to 4.52. Some of the reasons are due to an increment in opportunity to 
study at higher institution, women participant in the working sector, high urbanization rate, 
late marriage and family planning. 
 
In 1985, United Nations use child mortality as one of the indicators to forecast housing 
demand, social and economy of one country (Chander, 1977 and Sirat et. al., 1999). In 
addition, government policies towards low-cost housing property also provide a very 
important role. In the 2000 budget, the 10% salary increment for public sectors, high release 
for income tax and 15% income tax cut has contributed to the increase in domestic economy 
activities, especially in low-cost housing sector (Yahya and Abd. Majid, 2002). Government 
support through other policies such as loan facilities, cost of loan and housing subsidy has 
contributed to the increase in housing demand. 
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According to property market reported by Value Department and Property  Service, Ministry 
of Finance, Malaysia, from January to June 2000, the highest number of new householders is 
in Selangor with active property of RM 25,000 and below. 
 
In this study, all parameters, factors or variables that can give effect to housing is described 
using one word that is, indicators. According to Horsch (2008), an indicator provides 
evidence that a certain condition exists or certain results have or have not been achieved. 
 
Table 2.12 shows the summary of housing indicators that have been used by previous 
researchers. 
 
Table 2.12: Summary of Housing Indicators 
Number Title Authors Year Indicators Examined 
 
1. 
 
Thai 
construction 
industry: 
Demand and 
projection 
 
 
 
 
Tang, J., 
Karasudhi, P., 
and 
Tachopiyagoon, 
P. 
 
1990 
 
1. Per capita income 
2. Population 
3. Relative price 
index 
4. Rate of household 
formation 
5. Interest rate 
 
Construction 
demand for 
residential 
properties in 
Thailand 
 
 
2. 
 
Housing 
needs versus 
effective 
demand in 
Malaysia 
 
 
 
 
 
 
 
 
 
 
 
R. Chander  
 
1976 
 
1. Income rate 
2. Resident size 
3. Average person 
in one room 
4. Percentage 
students registered 
to school 
5. Percentage 
resident stay in 
urban area 
6. Child Mortality  
7. Population 
Growth 
 
 
 
 
 
 
 
 
Demand on 
housing 
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Number Title Authors Year Indicators Examined 
 
3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
An 
investigation 
of the 
application 
of artificial 
neural 
networks to 
the forecast 
of 
construction 
demand 
 
Zhengrong 
Yang, and 
Andy Parker 
 
1997 
 
1. Population 
2. Interest rate 
3. Shocks to 
economy 
4. Demand for 
goods 
5. Surplus 
manufacturing 
capacity 
6. Ability to 
remodel (meeting 
demand through 
renovation) 
7. Government 
policies 
8. Expected of 
continued increased 
demand (demand 
for manufacturing 
goods) 
9. Expectation of 
increased profits 
10. New technology 
 
United 
Kingdom 
demand 
forecasting 
in private 
sector 
 
4. 
 
Forecasting 
residential 
construction 
demand in 
Singapore: a 
comparative 
study of the 
accuracy of 
time series, 
regression 
and artificial 
neural 
network 
technique 
 
 
 
 
 
 
 
 
 
Goh Bee Hua 
 
1998 
 
1. Building tender 
price index 
2. Bank lending 
3. Population 
4. Housing stock 
5. National savings 
6. Gross fixed 
capital formation 
7. Unemployment 
level 
 
 
Residential 
construction 
demand in 
Singapore 
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Number Title Authors Year Indicators Examined 
 
5. 
 
Low-cost 
housing in 
urban 
industrial 
centers of 
Malaysia: 
issue and 
challengers 
 
 
Morshidi Sirat, 
Abdul Fatah 
Che Mamat, 
Abdul Rashid 
Abd Aziz, Alip 
Rahim, Halim 
Salleh and 
Usman Hj. 
Yaakob 
 
 
1999 
 
1. Demographic 
factors 
2. Income rate 
3. Ability factor 
4. Profit to own 
house 
5. Loan facilities 
factors 
6. Speculation 
factors 
7. Government 
policies 
 
 
Demand on 
low-cost 
housing 
 
 
6. 
 
Forecasting 
of low-cost 
housing 
demand in 
urban areas- 
Artificial 
neural 
network and 
ARIMA 
model 
approach 
 
 
Khairulzan 
Yahya and 
Muhd. Zaimi 
Abd. Majid 
 
 
2002 
 
1. Population 
growth 
2. Birth rate 
3. Child mortality rate 
4. Unemployment 
5. Inflation rate 
6. Gross Domestic 
Product (GDP) 
7. Poverty rate 
8. Household 
income rate 
9. Housing stock 
 
 
Demand on 
low-cost 
housing 
 
 
7. 
 
House price 
prediction: 
Hedonic 
Price Method 
vs. Artificial 
Neural 
Network 
 
Visit 
Limsombunchai, 
Cristopher Gan 
and Minsoo Lee.
 
2004 
 
1. Location 
2. Land size 
3. Age of house 
4. Type of house 
5. Number of 
bedrooms 
6. Number of 
Bathrooms 
7. Number of garages 
8. Amenities around 
the house 
 
 
Housing 
price 
 
From Table 2.12, it can be seen that population growth is the most favourite indicator 
followed by income rate, child mortality rate, government policies and other indicators. In 
this study, nine indicators will be used to forecast low cost housing demand as has been used 
by Yahya and Abd. Majid (2002). The indicators are; population growth, birth rate, average 
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child mortality rate, unemployment rate, inflation rate, GDP, Poverty rate, income rate and 
housing stocks. 
 
 
2.5 SUMMARY 
 
The Malaysian Plan mentions that one of Malaysia’s longstanding development objectives is 
the provision of affordable housing for Malaysians in both rural and urban areas, with a focus 
on the lower income groups. The rapid urbanization currently experienced by the country will 
increase the problem of housing for the poor. Many housing researches had been carried out, 
but only one research done by Yahya and Abd. Majid (2002) focused on low cost housing 
demand. This study will use the nine indicators; population growth, birth rate, child mortality 
rate, unemployment rate, inflation rate, GDP, Poverty rate, income rate and housing stocks to 
develop forecasting model.  
 
 
 
 
 
41 
 
 
 
 
 
CHAPTER  
  3 
 
 
FORECASTING HOUSING 
DEMAND 
 
 
 
This chapter reviews Artificial Neural Network (ANN) and forecasting models using 
ANN. There are many ways to develop forecasting models for housing activity. The 
techniques range from informal expert opinion techniques, to purely statistical 
approaches which ignore the fundamental economic relationships which are operated in 
a region. 
 
The choice of the suitable forecasting techniques is vital to generate better results. 
Empirical studies have shown that accuracy performance varies with different 
forecasting techniques, and therefore, accuracy plays an important part in selecting and 
testing a given forecasting technique. The availability of several possible techniques has 
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been grouped into two main types: (1) time series; and (2) causal (Matridakis et al., 
1983; Newbold and Bos, 1990).  
 
According to Goh (1998); “Currently the construction demand modeling and forecasting 
research; as and many other studies (Oshobajo and Fellows, 1989; Tang et al. 1990; 
Killingsworth, 1990; Akintoye and Skitmore, 1994) have been focusing on causal 
models using regression analysis.  Among the various forms of regression analysis, the 
loglinear formulation has been suggested as the most useful in modeling relationships 
among business and economic time series because it views these in terms of proportional 
rather than absolute changes (Newbold and Bos, 1990). Its applicability to construction 
demand modeling has been demonstrated by some studies (Tang et al., 1990; Akintoye 
and Skitmore, 1994; Goh, 1997).  
 
Although less prevalent, univariate time-series methods have also been used, such as the 
exponential smoothing (Merkies and Poot, 1990) and the Box-Jenkins technique 
(Oshobajo and Fellows, 1989). In recent years, the artificial neural network (ANN) has 
gained popularity as a powerful pattern recognition devise, which possesses the ability to 
perform non-linear modeling and adaptation automatically without having to make any 
functional assumptions. Hence, it can provide a relatively easy way to model and 
forecast non-linear systems (Treleaven and Goonatilake, 1994)” 
 
There are many methods of forecasting. Below is a summary of the various forecasting 
methods. 
 
1. Multiple Regression Analysis 
Multiple Regression Analysis is used when two or more independent factors are 
involved. It is widely used for intermediate terms forecasting and used to assess 
which factors to include and which to exclude. It can also be used to develop 
alternate models with different factors. 
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2. Nonlinear Regression 
Nonlinear Regression does not assume a linear relationship between variables. It 
is frequently used when time is the independent variable. 
3. Trend Analysis 
Trend Analysis uses linear and nonlinear regression, with time as the explanatory 
variable. It is used where the pattern is over time. 
4. Decomposition Analysis 
Decomposition Analysis is used to identify several patterns that appear 
simultaneously in a time series. This analysis is time consuming, as it has to be 
used many times. It also used to deseasonalize a series. 
5. Moving Average Analysis 
Moving Average Analysis is simple as it forecasts the future values based on a 
weighted average of past values which are easy to update. 
6. Weighted Moving Averages 
Weighted Moving Averages is very powerful and economical. They are widely 
used where repeated forecast is required. It uses methods like sum-of-the-digits 
and trend adjustment methods. 
7. Adaptive Filtering 
It is a type of moving average, which include the method of learning from past 
errors. It can respond to changes in the relative importance of trend, seasonal, 
and random factors. 
8. Exponential Smoothing 
Exponential Smoothing is a form of moving average of time series forecasting. It 
is efficient to use with seasonal patterns and easy to adjust for past errors and 
easy to prepare follow-on forecasts. Exponential Smoothing is ideal for situations 
where many forecasts must be prepared. In Exponential Smoothing, several 
different forms are used depending on the presence of trend or cyclical 
variations. 
9. Hodrick-Prescott Filter 
This is a smoothing mechanism used to obtain a long term trend component in a 
time series.  It is a way to decompose a given series into stationary and 
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nonstationary components in such a way that their sum of squares of the series 
from the nonstationary component is minimum with a penalty on changes to the 
derivatives of the nonstationary component. 
10. Modeling and Simulation 
This model describes a situation through a series of equation. It allows the testing 
of impact of changes in various factors. Modeling and Simulation are 
substantially more time-consuming to construct and require a user programming 
or the purchase of packages such as SIMSCRIPT. It can be very powerful in 
developing and testing strategies which are otherwise non-evident. Certain 
models give only the most likely outcome. This advanced spreadsheets can be 
utilized to do the ‘what if’ analysis for example, with computer-based 
spreadsheets. 
11. Probabilistic Models 
It uses the Monte Carlo simulation techniques to deal with uncertainty. It gives a 
range of possible outcomes for each set of events. 
 
All forecasting models have either an implicit or explicit error structure, where error is 
defined as the difference between the model prediction and the ‘true’ value (Chatfield, 
1984). Additionally, many data snooping methodologies within the field of statistics 
need to be applied to the data supplied to a forecasting model.  
 
The use of artificial neural networks to forecast and classify has increased significantly 
over the last several years (Yahya and Abd. Majid, 2002). Neural network models also 
have been used successfully in numerous areas such as forecasting bond ratings (Dutta 
and Shekhar, 1998); classifying solvent versus non-solvent life insurance firms (Lin et. 
al., 1994); modeling of property prices (Kauko,2002); house price prediction 
(Limsombuncai et. al, 2004);  forecasting demand in consumer durables (Mc Nelis and  
Nickelsburg, 2000); and modeling end-use energy consumption in the residential sector 
(Koksal and Ismet Ugursal, 2006). 
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According to Flood and Kartam (2008), within the civil engineering discipline, artificial 
neural networks appear from publications statistics to be one of the great successes of 
computing. In the ASCE Journal of Computing, over 12% papers published from 1995 
to 2005 which is 54 out of 445 papers have used the term “neural” as part of their title. 
Furthermore, the distribution of these publications by year indicates that there has been 
no decline in interest over this period. The citations indicates similarly confirm the 
popularity of artificial neural networks. According to ISI Web of knowledge, three of the 
top five most frequently cited articles are from all issues of the ASCE Journal of 
Computing. They are on artificial neural networks, including the first and second placed 
articles in this ranking. Table 3.1 shows the five most frequently cited articles in the 
Journal of Computing in Civil Engineering. 
 
Table 3.1: The five most frequently cited articles in the Journal of Computing in 
Civil Engineering. 
Source: ISI Web of Knowledge, Web of science, 2006 
Article title Number of 
citations 
Neural networks in civil engineering 
Neural networks for river flow prediction 
Genetic algorithms in pipeline optimization 
Genetic algorithms in discrete optimization of steel truss roofs 
Damage detection in structures based on feature-sensitive neural networks 
131 
97 
74 
37 
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Artificial neural networks also have been successfully applied to forecast in the 
construction industry such as; forecasting demand in private sector construction in 
United Kingdom with the minimum value of under estimate is only 3.37% and the 
highest value of under estimate is 11.56% compared to the actual value (Yang and 
Packer, 1997), Singapore resident construction demand forecasting with the value of 
mean absolute percentage error (MAPE) only 0.93 compared to the actual value (Goh, 
1998), and private residential construction forecasting in United States where the value 
of MAPE is 7.6 compare to the actual value (Aiken et. al,1998).   
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Several studies have demonstrated how neural networks may be far more accurate than 
competing techniques including multi-linear regression and discriminant analysis. 
Neural networks have outperformed regression in predicting bank failures 
(Salchenberger et. al, 1992), stock market returns (Kimoto et. al, 1990), property values 
(Do and Grudnitaki, 1992; Tay and Ho, 1992), United States Treasury Bill rates (Aiken, 
1995), and other problems (Aiken et. al, 1995). “Research is, of course, a very long way 
from being able to replicate human cognitive skills using artificial neural networks, but 
the decision to take the next tentative step towards this goal is long overdue.” (Flood and 
Kartam, 2008). 
 
 
3.1  APPLICATION OF ARTIFICIAL NEURAL NETWORKS 
 
Recently, neural networks have been successfully applied to many applications in 
resolving civil engineering and structural engineering problems, as well as in many other 
fields. The topics below discuss on previous forecasting studies using Artificial Neural 
Network approach.  
 
 
3.1.1  United Kingdom (UK) demand forecasting in private sector 
 
The earliest work of modelling UK construction demand forecasting was done by 
Akintoye and Skitmore (1994). Ten indicators were used; (1) population; (2) interest 
rate; (3) shocks to economy; (4) the demand for goods; (5) surplus manufacturing 
capacity; (6) the ability to remodel (meeting demand through renovation); (7) 
government policy (monetary, fiscal, e.g. tax policies); (8) expectation of continued 
increased demand (demand for manufacturing goods); (9) the expectation of increased 
profits (on the activities of those that demand construction) and; (10) new technology; to 
construct the models based on multiple linear regression.   
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Using the same data set as Akintoye’s work (Akintoye and Skitmore (1994), Yang and 
Parker (1997) have used two popular regression neural networks. They are the back-
propagation neural network (BPNN) and general regression neural network (GRNN) to 
investigate UK construction demand forecasting in private sector. 
 
Four parts of simulation were used, namely one quarter ahead, two quarter ahead, three 
quarter ahead and four quarter (one year) ahead. Table 3.2 shows the forecasting results 
of one quarter ahead and Table 3.3 gives the simulation results of two, three and four 
quarters ahead of forecasting. 
 
From Table 3.2 the results in commercial sector show that ARMA-GRNN with robust 
estimate of the prediction errors has the best performance. In the housing sector, the 
results show that GRNN is better than BPNN while in the industry sector, there is no 
large difference between the models. All the models suffer from under estimation, where 
the values of MPE are negative. The minimum value of under estimate is 3.37% and the 
highest value of under estimate is 11.56%. Table 3.3 also gives a comparison between 
the results of neural network models and those from Akintoye and Skitmore (1994). It 
can be seen that except for the industry sector, new models are much better than the MR 
models developed by Akintoye and Skitmore (1994). 
 
Table 3.2: One quarter ahead forecasting 
Source: Yang and Parker, 1997 
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Table 3.3: More than one quarters ahead forecasting 
Source: Yang and Parker, 1997 
 
 
Table 3.3 shows that BPNN plays a more important role in the long term forecasting 
than GRNN since the extrapolation ability of BPNN is better than GRNN in general. 
 
 
Figure 3.1: The prediction curves of the commercial sector 
Source: Yang and Parker, 1997 
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Figures 3.5 (a) and (b) give the plots of the test results in the commercial sector that has 
been done by Yang and Parker (1997). It can be seen from Figure 3.5 (a) that before 
1987, the GRNN models have a better accuracy than BPNN models, whilst after 1987, 
from Figure 3.5 (b), it can be seen that the prediction accuracy of the BPNN model is 
better than the GRNN model. This is because the demand before 1987 was generally 
increasing whilst after this date demand fluctuated. When the demand market 
experiences a dramatic change, neural network models are unable to catch the change 
immediately and have a delayed response, see Figure 3.5 (b). Because of the delay, the 
BPNN model tends to under estimate these predictions and makes it less over estimate 
of the prediction after the second quarter in 1989 which makes it become better than the 
GRNN models.  
 
Although all the models have recognised the decreasing trend and have a good 
prediction accuracy in the second quarter in 1990, their delayed responses have caused 
an over estimate when the demand decreases. Since prediction largely depends on the 
historical information, enough indicators should be plugged in so that neural network 
model could provide an accurate prediction to a sudden change is a natural phenomenon.  
However, from Figures 3.5 (a) and (b) it can be seen that all the models are able to 
recognise this change; in particular, GRNN has the ability to quickly turn the prediction 
curve to meet the change. This is further evidence that neural networks have the ability 
to recognise the non-linear relationship within the data space and are able to detect the 
change. 
 
 
3.1.2  Singapore construction demand forecasting 
 
Goh (1996) in Singapore applying regression neural networks, back-propagation neural 
networks (BPNN) to forecast Singapore’s construction demand. In this case, twelve 
indicators were used. There are 74 quarters from the third quarter of 1975 to the fourth 
quarter of 1993. The BPNN is 12:5:1.  71 cases were used for constructing a model and 
3 cases were used for testing. The BPNN models were trained with two randomly 
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selected weights without validation. It is well known that BPNN tends to over-fit so 
validation or regularization is an unavoidable important step for training a BPNN model. 
Without validation, it is hard to believe that a BPNN model has not been over trained. 
The other limitation of that work is that the performance of the model is measured on a 
very small set of data, which only has three cases. 
 
 
3.1.3  Singapore residential construction demand forecasting 
 
Goh (1998) has conducted a comparative study of the accuracy of time series, regression 
and artificial neural network techniques to forecast residential construction demand in 
Singapore. In this study, three techniques were used and these are the univariate Box-
Jenkins approach, the multiple loglinear regression and artificial neural network. Using 
seven indicators; (1) building tender price index; (2) bank lending; (3) population; (4) 
housing stock; (5) National savings; (6) gross fixed capital formation and; (7) 
unemployment level, she used the three forecasting techniques to identify which of the 
techniques can produce accurate demand forecast. To compare the performance of the 
models and to determine the percentage of error of the forecast, percentage error (PE), 
mean percentage error (MPE) and absolute percentage error (MAPE) were counted. The 
results are as shown in the table below. 
 
Table 3.4: Relative measures of the accuracy of different forecasting technique 
Source: Goh, 1998 
 
Measures of accuracy (%) BJ MLGR ANN 
 
Percentage error (PE) for 1.093 -0.26 -3.59 -1.36 
 Percentage error (PE) for 2.093 3.52 -4.24 0.19 
Percentage error (PE) for 3.093 0.70 -2.60 1.80  
Percentage error (PE) for 4.093 -0.18 17.30 1.23 
 Percentage error (PE) for 1.094 -0.67 -3.98 -0.07 
       
 Mean percentage error (MPE) 0.62 0.58 0.36 
For 1.093-1.094      
        
Mean absolute percentage error (MAPE) 1.07 6.34 0.93  
For 1.093-1.094      
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From the Table 3.4, it can be seen that the ANN technique is the most accurate with 
lowest MAPE of 0.93. The Box-Jenkins was less accurate with a MAPE value of 1.07 
while the most inaccurate method is Multiple Loglinear Regression with the highest 
MAPE of 6.34. 
 
 
3.1.4  Private residential construction forecasting in the United States (US). 
 
Aiken et. al, (1998) have used artificial neural networks (ANN) to demonstrate the 
ability of neural networks to accurately predict private residential construction in the 
United States (US). In this study, they have conducted two training and testing trials. In 
the first trial, they used data from July 1949 through January 1972 to develop the neural 
network, and data from January 1972 through January 1980 were used to test the 
developed model. They used two years of data to forecast the next semiannual value for 
housing starts. For example, data from July 1971 to January 1973 were used in the 
neural net training process to try to predict the housing starts value for July 1973 and the 
training was continued for approximately 17,000 iterations until the learning error, and 
the Mean Absolute Percent Error (MAPE) between the actual and forecasted values was 
reduced to 6.3%. 
 
In the second trial, they used data from July 1949 through January 1980 to develop the 
neural network. They also used data from January 1980 through July 1993 to test the 
developed model. 
 
As a result, over the two testing periods the MAPE between the forecasted and actual 
values was 7.6%. The same training and testing periods also have been conducted using 
multi-linear regression analysis. From the results, they found that the regression models 
forecasts were considerably worse than the neural networks with a MAPE of 22%. 
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3.1.5  Tools for forecasting demand in consumer durables (automobiles) 
 
McNelis and Nickelsburg, (2002) conducted a comparative study to find an approach or 
method which could forecast data well between neural networks and genetic algorithms. 
The study focused on tools for forecasting demand in consumer durables in the 
automobiles market. Two models of; (1) consumer demand for automobiles as a function 
of present and expected interest rates, and permanent income; and (2) producer supply of 
automobiles as a function of the expected price in the market when the automobiles 
arrive at the dealers and the expected aggregate of  production in the economy is 
compared and tested for their forecasting prowess.  
 
Table 3.5: New automobile price and quantity estimated and forecasting results lag 
structure parameterized by best neural network 
Source: McNelis and Nickelsburg, 2002 
Price equation Quantity equation  
Linear Neural Net Linear Neural Net 
R-Square 0.18 0.82 0.42 0.75 
 
Table 3.5 gives the results for the models using the lag structure found to be optimal by 
the neural network parameterization. The R-squared for the neural network model was 
0.82 R-Squared compared to a 0.18 for the linear model and quantity equation shows a 
0.7 R-Squared compared to a 0.42 for the linear model which can be concluded that the 
neural network model shows a better in sample fit. 
 
 Table 3.6: New automobile price and quantity estimated and forecasting results lag 
structure parameterized by best linear model 
Source: McNelis and Nickelsburg, 2002 
Price equation Quantity equation  
Linear Neural Net Linear Neural Net 
R-Square 0.15 0.66 0.32 0.80 
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As an alternative approach, the models were estimated with the lag structure that would 
be obtained with the optimal linear time series model. These results are presented in 
Table 3.6. Surprisingly, the model in the goodness fit criteria sample was also superior 
for the neural network model. Therefore, the neural network model proved to be the 
better model for the data.  
 
 
3.1.6  House price prediction in New Zealand 
 
Limsobunchai et. al, (2004) carried a study to empirically compare the predictive power 
of the hedonic model with an artificial neural network model on house price prediction. 
A sample of 200 houses in Chrustchurch, New Zealand was randomly selected. The 
eight factors used in this study included; (1) house size; (2) house age; (3) house type; 
(4) number of bedrooms; (5) number of bathrooms; (6) number of garages; (7) emenities 
around the house; and (8) geographical location. Three models on aggregate model 
(Model 1) and price model (Models 2 and 3) are segregated accordingly to property 
type.  A feed-forward/back-propagation neural network software package, NeuroShell, 
was used to construct the artificial neural network model. Table 3.7 shows the out-of 
sample forecast evaluation for Hedonic Price Model and Neural Network Model. 
 
Table 3.7: Comparing the out-of-sample forecast evaluation results for Hedonic 
Price Model and Neural Network Model 
Source: Limsobunchai et. al, 2004 
Model Model 1 Model 2 Model 3 
Hedonic price  
R2
RMSE 
 
Neural Network  
R2
RMSE 
 
0.6192 
876,215.63 
 
 
0.9000 
449,111.46 
 
0.7499 
642,580.05 
 
 
0.8408 
512,614.99 
 
0.3807 
1,435,810,81 
 
 
0.6907 
1,014,721.92 
Neurons N = 40 N = 31 N = 9 
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From the table, even the R2 of hedonic price models are high (higher than 75%), the 
hedonic price model do not outperform neural network model. 
 
 
 
Figure 3.2: Actual and estimated house price in log form (out-of-sample forecast) 
Source:  Limsobunchai et. al, 2004 
 
R2 of neural network models are higher than the R2 of hedonic price models and the 
Root Mean Square Error (RMSE) of neural network models are lower than hedonic price 
models. Therefore, it can be concluded that the neural network model is a relatively 
superior model for house price prediction compared to hedonic price model. 
 
 
3.2  FORECASTING OF LOW-COST HOUSING DEMAND IN URBAN 
AREAS 
 
Yahya and Abd. Majid, (2002) has conducted a study on forecasting of low cost housing 
demand in urban areas that is in Petaling, Kelang and Gombak in the state of Selangor 
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using Artificial Neural Network (ANN), nonlinear regression and Autoregressive 
Integrated Moving Average (ARIMA) model approach.  
 
The monthly data of housing demand was collected in the district and the trend of 
housing demand for five years period from February 1996 to November 2000, was used 
to forecast the housing demand. In the study, he used nine indicators as mentioned in 
2.0. The significant indicators were analyzed using the back elimination correlation 
process.  
 
From the analysis, the indicators that were correlated were used, as the input in the 
Neural Network (NN) while others, which were not correlated, were eliminated. For 
Petaling, only the population growth and poverty rate were correlated after the analysis. 
Therefore, only these two indicators were used as the input in the NN. The accuracy of 
the models was measured using the Mean Absolute Percentage Error (MAPE) value 
between the actual and the forecasted demand. 
 
Table 3.8: Comparison MAPE values between Neural Network (NN), nonlinear 
regression (NLR) and ARIMA (ARI) models 
Source: Yahya and Abd. Majid, 2002 
Time 3 month 6 month 9 month 
District\ 
Models 
NN NLR ARI NN NLR ARI NN NLR ARI 
Petaling 3.99 3.58 2.50 3.34 3.31 2.54 5.99 6.64 2.56 
Kelang 7.43 9.33 8.91 8.15 11.49 7.42 7.52 9.02 6.95 
Gombak 15.16 12.14 7.61 9.50 14.41 6.57 8.63 11.42 5.61 
 
Table 3.8 shows the comparison of the MAPE value between NN, nonlinear regression 
and ARIMA models. It can be seen that the ARIMA model gives the lowest MAPE for 
the three districts for 3, 6, and 9 month ahead with the lowest MAPE value of 2.50.  NN 
gives a better performance compared to nonlinear regression except in 3 months and 6 
months ahead for district of Petaling and 6 months ahead for district of Gombak. From 
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the results, the ARIMA model can forecast the demand on low cost housing very well 
followed by NN and nonlinear regression. 
 
 
3.3  DEFINITION OF TERMS 
 
Artificial Neural Network (ANN) is a system loosely modelled on the human brain. The 
field goes by many names, such as connectionism, parallel distributed processing, neuro-
computing, natural intelligent systems, machine learning algorithms, and artificial neural 
networks. It is an attempt to simulate within specialized hardware or sophisticated 
software; the multiple layers of simple processing elements are called neurons. Each 
neuron is linked to certain of its neighbors with varying coefficients of connectivity that 
represent the strengths of these connections. Learning is accomplished by adjusting 
these strengths to cause the overall network to output appropriate results. 
 
ANNs can exhibit a surprising number of the brain’s characteristics; for example, it can 
learn from experience and generalize from previous examples to new problems. 
Therefore, ANNs can provide meaningful answers even when the data to be processed 
includes errors or are incomplete. It also could process information extremely rapid 
when applied to solve real world problems (Li, 1996; Smith, 1993). 
 
 
3.4  ARTIFICIAL NEURAL NETWORKS (ANN) 
 
A neural network is basically an information-processing model designed to discover 
and track the relationships among various data sets autonomously. They were first 
developed in the 1950s and have been called artificial intelligent systems (Bakhary, 
2001).  
 
The most basic components of the neural networks are modeled after the structure of 
the brain. Some neural network structures are not closely related to the brain and 
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some do not have a biological counterpart in the brain. However, neural networks 
have a strong similarity to the biological brain and therefore great deals of the 
terminology are borrowed from neuroscience. 
The most basic element of the human brain is a specific type of cell, which provides 
us with the abilities to remember, think, and apply previous experiences to our every 
action. These cells are known as neurons; each of these neurons can connect with up 
to 200,000 other neurons. The power of the brain comes from the numbers of these 
basic components and the multiple connections between them (Raicevic and 
Johansson, 2001). 
 
All natural neurons have four basic components, which are dendrites, soma, axon, 
and synapses. Basically, a biological neuron receives inputs from other sources, 
combines them in some way, performs a generally nonlinear operation on the result, 
and then output the final result. The figure below shows a simplified biological 
neuron and the relationship of its four components. 
 
Figure 3.3: A simplified biological neuron 
Source: Hossein Arsham, 2001 
 
58 
 
The basic unit of neural networks, the artificial neurons, simulates the four basic 
functions of natural neurons. Artificial neurons are much simpler than the biological 
neuron. Figure 3.2 shows the basics of an artificial neuron.  
Figure 3.4: The basics of an artificial neuron 
Source: Hossein Arsham, 2001 
 
Note that various inputs to the network are represented by the mathematical symbol, 
x(n). Each of these inputs are multiplied by a connection weight, which are 
represented by w(n). In the simplest case, these products are simply summed, fed 
through a transfer function to generate a result, and then output (Panowitz, 2001). 
Figure 3.3 shows the neurons that are grouped into layers. The input layer consists of 
neurons that receive input from the external environment. The output layer consists 
of neurons that communicate the output of the system to the user or external 
environment. There are usually a number of hidden layers between these two layers; 
this figure shows a simple structure with only one hidden layer. 
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Figure 3.5: A simple structure network 
Adapted from Hossein Arsham, 2001 
 
When the input layer receives the input its neurons produce output, which becomes 
input to the other layers of the system. The process continues until a certain 
condition is satisfied or until the output layer is invoked and fires their output to the 
external environment. The number of hidden neurons that the network should have 
to perform its best is determined by the trial and error method. If the number of 
hidden neurons is increased too much, the network will get over fit and have 
problem to generalize. The training set of data will be memorized, making the 
network useless on new data sets. 
 
Training involves presenting the network with data so that it can learn and memorize 
the knowledge among inputs through a learning role. Learning is accomplished using 
either a supervised or unsupervised method. In supervised learning, the network is 
provided with the actual outputs to be compared to the produced output values, so 
that the network can note the difference and begin to adjust it or learn. The weights 
of the arcs between the nodes are adjusted based on a learning algorithm to decrease 
the difference between the produced and actual values. The network then receives 
the new input and repeats the procedure, seeking a further reduction. 
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In unsupervised learning, the network is not provided with the desired output for 
comparison. Instead, the learning process involves feeding the network large 
amounts of input data sufficient to allow it to discover connections and relationship 
within the data by itself and thus differentiate the various patterns for identification. 
 
What really sets ANNs apart and causes them to receive so much attention in both 
academia and business is that a properly designed neural network includes a ‘self 
training’ mechanism which allows it to analyze almost incomprehensible amounts of 
data, test for and discover relationships or connections among the data, and use these 
discoveries with its programmed formulas to make predictions about future trends or 
events.  In addition, the ANN is then able to compare its predicted results to actual 
results and actually learn over time, much like a person does, by adjusting its 
formulas to reduce future discrepancies between forecasted and actual results.  
 
One of the well-known classes of neural networks used for forecasting 
application is a feed-forward network. In a feed-forward network the weighted 
connections feed activities only in the forward direction from the input layer to 
the output layer. The most commonly used training algorithm for feed-forward 
networks is the back-propagation algorithm. The back-propagation algorithm is a 
gradient descent method in which weights of the connections are updated using 
partial derivatives of error with respect to weights. 
 
 
3.4.1  Back-propagation Network 
 
Back propagation, or backpro has been the most popular and widely implemented of 
all neural network paradigms (Bohkha, 1996). Back propagation neural network 
(BPNN) is a kind of supervised feedback neural network (Rumelhart and Mc 
Clelland, 1986). It has been applied to time series forecasting (Connor, 1996, 
Donaldson and Kamstra, 1996), classification (Yang, James and Packer, 1997), 
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multiple regression (Li, 1995), and many other areas due to its ability to handle 
nonlinear problems. 
 
The propagation of error in BPNN operates in two models: (1) mapping, and (2) 
learning. In the mapping mode, information flows forward, layer-by-layer from 
inputs to the outputs. In the learning mode, the information flow alternates between 
forward and backward. The difference between the output and the target output 
propagated backwards in the network as an error signal. The connections are 
adjusted according to the error signal such that the error will be smaller the next time 
the same input is given to the network. 
 
BPNN usually has three layers that are: (1) input layer, (2) hidden layer, and (3) 
output layer. Figure 3.4 shows a diagram of BPNN.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Propagation of signals 
Propagation of errors 
In
I2
I1
H
H
H
O
Wih Who 
Figure 3.6:  Back Propagation Neural Network (BPNN) 
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Where 
 I = input 
 H = hidden layer 
  O = output, and 
  W = weights. 
 
The subscripts for the input layer are denoted by [i], for the hidden layer by [h], and 
the output layer by [o]. Wih is the matrix of weight connecting the input nodes to the 
hidden nodes and Who is the matrix of weight connecting the hidden nodes to the 
output nodes. 
 
The common function that has been used in NN is a sigmoid function. When the 
input layer accepts the input, I, the data is transferred and unchanged. The signal to 
the hidden layer is calculated by the weight of connection multiplied by the output of 
the input processing elements. The processing elements in the hidden layer will sum 
to all weighted outputs using the equation below:  
 
       ….. (3.1) ∑
=
•=
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i
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1
where  
 ni = total number of processing elements in the input layer 
 nh = total number of processing elements in the hidden layer  
 no = total number of processing elements in the output layer.  
 
The sum of weighted input of the hidden layer processing elements is then, 
transformed using sigmoid function as described below: 
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1       ….. (3.2) 
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The number of processing elements in a hidden layer varies according to the type of 
application since the hidden neutron is determined by means of trial and error. 
Usually, a more complex relationship between the input network and output network 
requires processing elements with one layer (Bakhary, 2001). 
 
When all calculations in all processing elements of the hidden layer are done, the 
outputs are presented to the output layer and the same calculations are then repeated. 
These calculations are done during the training and testing run. The weights are 
adjusted accordingly before the start of a new cycle. 
 
 
3.5  ANN STRENGTHS AND WEAKNESSES 
 
ANNs are particularly good at filtering out noise or unnecessary information, 
isolating it and using only the relevant information. A well-trained ANN can work 
with noisy or incomplete inputs and still produce correct output by making use of 
context and generalizing or filling gaps, which is why it has been called artificial 
intelligence. 
 
In addition, ANNs are very good at solving vector mapping problems that are 
nonlinear in form and comprise a fixed set of independent variables. Therefore, they 
frequently provide more accurate solutions than the alternative modeling techniques, 
and do not require the user to have a good understanding of the basic shape of the 
function being modeled (Flood and Kartam, 2008). 
 
A common criticism of ANNs is that they function like a ‘black box’ that works in 
rather mysterious ways. The main computations are performed in the hidden layers, 
and the user has no way of tracing how the ANN process the information or reach its 
conclusion. Thus, there can be a certain amount of discomfort in using and relying 
on ANNs. 
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A second problem is that the training process does require substantial time and 
effort. The better and more thorough the training, the better the resulting ANN 
should perform (Review of Business, 1997). The additional complexity in these 
devices is there simply to provide greater precision in results, not greater 
functionality (Flood and Kartam, 2008). 
 
Obviously, using inadequate data and training prior to actual use will not permit the 
ANN to fully explore and correlate the relationships among the data, resulting in at 
least initial loss of accuracy. However, feeding the network with too much data can 
actually cause the network to learn too much of the details of the data, as apposed to 
learning the general pattern of how the data interrelates. This is in addition to the 
wasted time and expense of over training. Networks designed to deal with more 
complex data and predictions than others require more training (Christopher, 1997). 
 
Another weakness of ANN is the ‘curse of dimensionality’ where each additional input 
unit in a network adds another dimension to the space in which the data cases reside 
(Bishop, 1995). Most forms of neural network in particular, multi layer perceptrons 
(MLPs) actually suffer less from the curse of dimensionality than some other methods, 
as they can concentrate on a lower-dimensional section of the high-dimensional space. 
For example, by setting the outgoing weights from a particular input to zero, an MLP 
can entirely ignore that input. Nevertheless, the curse of dimensionality is still a 
problem, and the performance of a network can certainly be improved by eliminating 
unnecessary input variables (Rumelhart et. al, 1986). Indeed, even input variables that 
carry a small amount of information may sometimes be better eliminated if this reduces 
the curse of dimensionality. 
 
To perform neural network model, the important or significant of the independent 
indicators should be determined to avoid longer generalization (Yahya and Abd. Majid, 
2002). In this study, Principal Components Analysis (PCA) is used to decrease the 
‘curse in dimensionality’ in neural networks. 
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3.6  PRINCIPAL COMPONENT ANALYSIS 
 
Principal Component Analysis (PCA) involves a mathematical procedure that transforms 
a set of correlated response indicators into a smaller set of uncorrelated indicators called 
principal components (Johnson, 1998). PCA is concerned with explaining the variability 
in the indicators.  
 
PCA is appropriate only in those cases where all of the indicators are: (1) measured in 
the same units or at least in comparable units and (2) have variance that is roughly 
similar in size. In those cases where the indicators do not seem to be occurring on an 
equal footing, according to Johnson, (1998), many researchers apply PCA to the 
correlation matrix of the responses rather that to the variance-covariance matrix.  
 
This method will apply PCA to Z scores on standardized data rather than applying it to 
raw data values. Z scores also known as a standard score which indicates how many 
standard deviations an observation or datum is above or below the mean. It is a 
dimensionless quantity derived by subtracting the population mean from an individual 
raw score and then dividing the difference by the population standard deviation. In this 
case, the principal components are defined by the eigenvalues and eigenvectors. Further 
PCA items can be referring in Appendix D. 
 
 
3.7  SUMMARY 
 
ANN is a system loosely modeled on the human brain and can learn from experience 
and generalize from previous examples to new problem. Artificial Neural Networks 
(ANN) has been successfully applied in many fields and has been approved far more 
accurate than other competing techniques.  
 
One of the well- known classes of neural networks used for forecasting application is a 
feed forward network. The most commonly used training algorithm for feed-forward 
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networks is the back-propagation algorithm.ANNs are particularly very good at filtering 
out noise and solving mapping problem but a common criticism of ANNs is that they 
function like a ‘black box’ that works in rather mysterious ways.  
 
Studies on previous research show that ANN is the most accurate technique for 
forecasting. The error rate in private residential construction forecasting in the US study 
was higher than the UK and the Singapore study. Although the error rate was higher, the 
US study has utilized five input indicators as compared to the study in the UK that only 
utilized three inputs values. The Singapore study has used the most number of input 
indicators in the study. However, the study conducted in Singapore was an annual 
forecast and tested on a very small sample while the study in the US was a semi-annual 
forecast. In study for forecasting demand in consumer durables and house price 
prediction in New Zealand also show that neural network model is relatively the superior 
model.  
 
On the other hand, study on low cost housing demand in Selangor, Malaysia shows that 
ARIMA model give better performance than NN. Although the ARIMA model gives 
better performance, the significant indicators were analyzed using back elimination 
method which means that indicator range was reduced. The sample was only tested for a 
five-year period which is very small for ANN to learn from the example. Refer to 
Appendix E for summary of some previous forecasting models that had used the ANNs 
approach. 
 
One of the common weaknesses in neural networks is the ‘curse of dimensionality’ 
where each additional input unit in a network adds another dimension to the space in 
which the data cases reside. In this study, Principal Components Analysis (PCA) is used 
to find the significant indicators and avoid longer generalization. 
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CHAPTER  
  4 
 
 
RESEARCH METHODOLOGY 
 
 
 
This chapter presents the methodology that has been used in this study. The study covers 
several issues, which are divided into eight main topics. The topics include development 
of neural network model, data analysis, derivation of significant indicators, network 
architecture determination, training the networks, testing the networks, development of 
user friendly interfaces and summary. Figure 4.1 shows a flow chart of research 
methodology. 
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Literature review 
Extensive literature review on urban area, low cost housing, previous 
forecasting research using Artificial Neural Network (ANN), and 
indicators that can be used in the model was studied. 
Data collection 
Data collection on critical indicators and demand on low cost housing 
at case-site study are collected. Questionnaire to confirm the indicators 
Identify significant indicators for demand on low cost housing 
Significant indicators were identified using Principal Component 
Analysis. SPSS 18.0 package were adopted to run the analysis. 
An ANN model development 
Neural Network model to forecast demand on low cost housing in eight 
states in Peninsular Malaysia will be develop using NeuroShell 2 
package. 
A user friendly interfaces development 
User friendly online interfaces will be developed using PHP language 
program.
Validation 
Comparison between the actual and forecasted demand was made.  The 
accuracy was calculated using the Mean Absolute Percentage Error 
 
Figure 4.1: A flow chart of research methodology 
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4.1  DEVELOPMENT OF NEURAL NETWORK MODEL 
  
Neural Network is based on the concept of self-adjustment of internal control 
parameters. Neural network modeling can be classified into phases which include; 
design, implementation and real problem solving. 
 
The design phase consists of two aspects; they are problem analysis and problem 
structuring. The implementation consists of three aspects including, acquiring the 
knowledge including data collection; selecting the network configuration; and training 
and testing the networks. 
 
In these study five steps has been applied on the development of actual network model. 
The steps are as below: 
 
i. data analysis; 
ii. derivation of significant indicators; 
iii. network architecture determination; 
iv. training networks; and 
v. testing networks. 
 
 
4.2  DATA ANALYSIS 
 
In Malaysia, the lower income group who are eligible to buy low cost houses could 
apply to the government by filling the application form. In this study, the demands of 
low cost housing are determined by the number of qualified housing applicant. 
 
These data will become the dependent indicators. Each state data are kept in State 
Secretary of Housing Department and Ministry of Local Housing. Therefore, each state 
data need to be collected in each state secretary and Ministry of Local Housing. 
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The monthly time-series data is taken from January 2000 to January 2007 since other 
data is not available and some data is not complete except for the states of Pahang, 
Kelantan, and Perak. Data for Pahang and Kelantan is collected from January 2001 to 
January 2007, while data for Perak is from January 2000 to January 2008. This has 
happened because different states were provided with different range of time for the 
collection of time series data. Therefore, the data had to be processed so that the range of 
time of data for each state is as close as possible. 
 
For the independent indicators, the nine data were collected from the Department of 
Statistics Malaysia. All of them are state data except data for inflation rate and Gross 
Domestic Product (GDP) which are the national data. All the collected data was 
processed and all the missing values were replaced by the mean. 
 
To confirm the selected indicators with Malaysian housing industry, a survey was 
carried out by interviewing people who have had experience in the housing sector for at 
least five years. 
 
The questionnaires were distributed to the department of low cost houses in Syarikat 
Perumahan Negara Berhad (SPNB). SPNB is a government housing company that 
controls all housing construction in Malaysia. Questionnaires were also distributed to all 
the consultants and contractors in each state based on the scope of study. 
  
The questionnaires are a 5-point scale that contains indicators with five levels; they are; 
1) very poor, 2) moderate, 3) good, 4) very good, and 5) excellent. The respondents have 
to choose accordingly to show how the indicators affect the demand on low cost 
housing. However, there are several biases resulting from the use of the scale. 
Acquiescence bias is a category of response bias in which respondents to a survey have a 
tendency to agree with all the questions or to indicate a positive connotation. Social 
desirability bias is the tendency of respondents to answer questions in a manner that will 
be viewed favorably by others. It can take the form of over-reporting good behavior or 
under-reporting bad behavior. Central tendency bias occurs when respondents become 
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less willing or unwilling to answer with extreme responses, choosing to answer using 
more towards the middle, even in the event that they would normally be passionate 
about a particular answer.  
 
Designing a scale with balanced keying (an equal number of positive and negative 
statements) can obviate the problem of acquiescence bias, since acquiescence on 
positively keyed items will balance acquiescence on negatively keyed items, but central 
tendency and social desirability are somewhat more problematic. The sample of the 
questionnaire is in Appendix F. 
 
From the collected data, total number respondents and total percentage with the degree 
of level in each indicator are calculated. The results are to determine the feasibility of 
the nine indicators in the Malaysian housing industry. 
 
It is generally accepted that when a concept has been operationally defined, in that a 
measure of it has been proposed, the ensuing measurement device should be both 
reliable and valid. In this study, the reliability is calculated using Cronbach’s alpha and 
SPSS 18.0 is adopted to run the analysis.  
 
 
4.3 DERIVATION OF SINGNIFICANT INDICATORS 
 
To perform a neural network model, the important or significance of the independent 
indicators should be determined to avoid longer generalization. In this study, the 
Principal Components Analysis (PCA) is used to derive new indicators; that is the 
significant indicators from the nine selected indicators that have been discussed in 
Chapter 2.  
 
When indicators do not seem to be on an equal footing, PCA to the correlation matrix is 
applied rather than the variance-covariance matrix. Below are the steps for performing 
PCA on the correlation matrix. 
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1. The determinant of the correlation matrix, ⏐R⏐is calculated. PCA should 
only can be perform when the determinant of the correlation matrix is close 
to zero because this indicates that linear dependencies exist among the 
response variables.  
 
2. Testing for independence of the original indicators. This is to test whether the 
response indicators are independent (uncorrelated) before performing a PCA. 
This can be done by testing, P = I: 
 
Ho : P = I    ….. (4.1)  
      Is given by V = ⏐R⏐    ….. (4.2) 
      
      Where  P = principal component 
   I = independent / uncorrelated 
   V = ….   
∧
1λ
∧
2λ
∧
pλ
 
For large values of N, we reject Ho if 
   
   -a log V > X2α,p(p-1)/2   ….. (4.3) 
  
       Where   a = N-1- (2p + 5) / 6 
 
If Ho can be rejected; then only a PCA can be performed. The critical point of       
the chi-square distributions is calculated using graph in Appendix G with   
p(p- 1)/2 degrees of freedom at 0.001 significance level. 
  
3. Determining the number of principal components. In this study, the number 
of principal component is denoted by d. In this method, d is estimated using a 
SCREE plot of the eigenvalues. A SCREE plot is constructed by plotting the 
value of each eigenvalue against which one is; (1, ), (2, ),…,(p, ) 
∧
1λ
∧
2λ
∧
pλ
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when the points on the graph tend to level off, that means the eigenvalues are 
close enough to zero and they can be ignored. The smaller ones are probably 
measuring nothing but random noise. 
 
4. The component score coefficient matrix (CM) is then calculated using the 
equation below: 
1
1
1
1 ∧
∧= aCM λ
     …. (4.4) 
 
5. Lastly, the principal component scores, y is determined using Equation 4.5. 
 
       ….. (4.5) rza
,
jrjy
∧=
 
For  
j = 1, 2, …, p 
r = 1, 2, …, N  
 
In this study, SPSS version 18.0 is adopted to run the PCA analysis. The rotation method 
using Varimax rotation Kaiser Normalization is used.  
 
 
4.4  NETWORK ARCHITECTURE DETERMINATION 
 
The objective of this part is to find a suitable neural network topology to forecast the 
demand on low cost housing in urban area. The network can approximate a target 
function of complexity if it has enough hidden nodes and the number of hidden neuron is 
normally determined by the trial and error process.  
 
In this study, several backpropagation networks are developed. Each network consists of 
one input layer, one hidden layer and, one output layer. Each node on each layer is fully 
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connected with the nodes on the next consecutive layer. There are several Neural 
Network model itemizations that should be known to perform the network. These Neural 
Network itemizations are discussed in Appendix H. 
   
In this study, the learning rate and momentum rate is determined by means of trial-and-
error, following the table below. These rates have been stated by SPSS Inc (1995) 
according to experiences in various fields using neural network. This method also has 
been used by Sobri Harun (1999) and Khairulzan Yahya (2002). The learning process is 
divided into four phases and in each phase, the learning and momentum rate will be 
changed. 
 
Table 4.1: Determination of learning and momentum rate 
 Phase 1 Phase 2 Phase 3 Phase 4 
 
Learning rate 
Momentum rate 
 
0.9 
0.1 
 
 
0.7 
0.4 
 
0.5 
0.5 
 
0.4 
0.6 
 
 
 
4.5  TRAINING THE NETWORKS 
 
Network training is a matter of adjusting weights, either manually or automatically such 
that the network is capable of reproducing the target output, within specific error margin 
for the respective input pattern. During training process, error is used to modify the 
weights so that the network will give better result the next time when using the same 
inputs. 
 
In this study, samples are divided into two parts. One is for training the networks and the 
other is for testing the networks. Supervised training is used since the output of training 
samples is known. The number of training sessions are done according to the different 
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numbers of hidden nodes, values of learning rate and momentum rate. The training is an 
iterative process by which the calculated outputs and actual outputs are compared. 
Accordingly, weights are adjusted and the difference between both is then minimized.  
 
The performance of the network can be evaluated in several ways. It can be done by just 
simply comparing each output to the target output. This study used R squared to evaluate 
the performance of the network.  
 
R squared, the coefficient of multiple determinations is a statistical indicator usually 
applied to multiple regression analysis. It compares the accuracy of the model to the 
accuracy of a trivial benchmark model where the prediction is just the mean of all of the 
samples. A perfect fit would result in an R squared value of 1. A very good fit is near 1, 
and a very poor fit is less than 0.  If the neural networks model predictions are worse 
than you could predict by just using the mean of the sample case output, the R squared 
value will be less than 0. The formula NeuroShell 2 used for R squared is as follow: 
 
  
YYSS
SSER −=12      ….. (4.6) 
Where 
 
  ∑ −= 2)ˆ( yySSE     ….. (4.7) 
 
  ∑ −= 2)( yySSYY     …... (4.8) 
 
   y  is the actual value 
   is the predicted value of y, and yˆ
  y  is the mean of the y values. 
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There are two common criteria to stop training a network; they are: 
 
1. training cycles (epochs), and 
2. desired errors 
 
In this study, both criteria are used. The training cycles are applied at 40,000 events and 
the desired error is at 0.001. Following that, the successfully trained networks would be 
trained again with different numbers of epoch. The final set of weights and biases would 
be obtained when one of the two criteria are met. 
 
 
4.6  TESTING THE NETWORKS 
 
When the training process is completed, the final weights and biases are fed to the 
network. All the independent variables of test samples are given to the network. Again, 
the error between the calculated outputs and the target output is calculated. The 
networks that produce the highest R squared which will become the most predictive 
network among other trained networks. 
 
Validation is compared based on the error between the network estimates and the actual 
result. In other words, validation is a method to evaluate the efficiency of a result by 
comparing two types of results. In this study, the actual data of low cost housing demand 
is compared with the forecasted data forecast by Neural Networks. 
 
The two most commonly used statistical methods for validations are root mean square 
and mean absolute percentage error (MAPE). The mean absolute percentage error 
(MAPE) is used in this study for validation. 
 
Mean absolute percentage error (MAPE) is a mathematic calculation to perform the 
evaluation of actual low cost housing demand and forecasted data. The mean absolute 
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percentage error (MAPE) is defined according to the following equation (Donald and 
James, 1998): 
 
PE = [(y – ŷ) ⁄ (y)] ×100%; with,   ……..  (4.9) 
y = actual value 
ŷ = forecasted value 
 
MAPE = _ | PE | ⁄ n; with,    ……… (4.10) 
n = number of forecast 
| PE | = percentage error 
 
The selection of the best model is based on the generated error by each model. The 
model with the lowest MAPE value is considered the best assessment model. The ability 
of forecasting model are determined according to Sobri Harun (1999), where the MAPE 
value is less than 10% can be classified as very good in terms of ability of forecasting. 
Meanwhile the MAPE value which is less than 20% can be classified as good for 
forecasting. 
 
 
4.7 DEVELOPMENT OF A USER FRIENDLY INTERFACE 
 
By using the Microsof Access and Visual Basic (VB), user-friendly interfaces are 
created so that anybody without skills can also use the model. Below are the steps to use 
the model development: 
 
1. Data is input in the database and arranged according to the specific code in 
Microsof Access. 
 2.  Create interfaces using VB. 
 3. Retrieve selected data by month. 
 4. Place the result into VB screen. 
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Data in the database is created using SQL (Structured Query Language). SQL is a 
standard language for accessing and manipulating database (w3scholl.com, 2011).  
Figure 4.2 shows the flowchart of the workflow process: 
 
 
 
Figure 4.2: A flow chart of the workflow process 
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4.8 SUMMARY 
 
This chapter discusses step by step methodology process used in the study. The 
methodology basically is based on three parts; 1) determination of significant indicators 
in forecasting low-cost housing, 2) artificial neural network modeling, and 3) 
computerized modeling. These lead to four steps of networks modeling in sequence. 
First, problems are clearly represented, that is to forecast demand on low-cost housing in 
urban area in eight states in Peninsular Malaysia. Second, new variables were derived 
using PCA as significant indicators. Third, architecture of the networks is determined, 
that is using back-propagation networks with single hidden layer and lastly, developing a 
user friendly interface using VB. The following chapter will discuss on analysis of the 
data using fundamentals that have been issued in this chapter. 
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CHAPTER  
  5 
 
 
DERIVATION OF SIGNIFICANT 
INDICATORS 
 
 
 
This chapter will discuss all steps of data analysis starting from the process of data until 
the development of the model using the fundamental explained in the previous chapter 
(Chapter 4). 
 
The discussion starts with the process of the time series data on demand on low cost 
housing in eight study areas that are Perlis, Kedah, Penang, Kelantan, Terengganu,   
Perak and Johor. This time series data is used as a dependent variable and as the output 
in the Neuroshell 2 software. 
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The next discussion is about the significant indicators that give most affect to the 
demand on low cost housing. The significant indicators are then derived from other 
variables using PCA. This process is done using the SPSS 18.0 software. The variables 
are used as the input in Neuroshell 2 software for model development.  
 
 
5.1  TIME SERIES DATA ON LOW-COST HOUSING DEMAND 
 
Actual time series data is gathered from different departments for each state. Therefore 
the range of time series data also differs for certain states as discussed in Chapter 4.  
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Figure 5.1: Time Series Data for Low Cost Housing Demand in Johor 
 
Figure 5.1 shows the low cost housing demand in Johor from January 2000 to January 
2007. The data is collected from the Housing Department and Science and ICT 
Department of Johor State Secretary. The figure shows that the demands fluctuate for 
each month until September 2004 where the demand is stable. The highest demand is in 
May 2001 with 1005 demand while the lowest demand is in January 2000 with 90. 
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Housing Demand In Terengganu
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Figure 5.2: Time Series Data for Low Cost Housing Demand in Terengganu 
 
Figure 5.2 shows the low cost housing demand in Terengganu from January 2000 to 
January 2007. The time series data for low cost housing demand in Terengganu is 
collected from the Housing Department of Terengganu State Secretary.  The figure 
shows that the demands fluctuate for each month. The highest demand is in March 2001 
with 405 while the lowest demand is in April 2006 with 27. 
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Figure 5.3: Time Series Data for Low Cost Housing Demand in Kelantan 
 
Figure 5.3 shows the low cost housing demand in Kelantan from January 2001 to 
January 2007. The data is collected from the Housing Department of Kelantan State 
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Secretary.  The figure also shows that the demands fluctuate for each month. The highest 
demand is in May 2001 with 344 while the lowest demand is in November 2003 with 56.  
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Figure 5.4: Time Series Data for Low Cost Housing Demand in Perlis 
 
Figure 5.4 shows the low cost housing demand in Perlis from January 2000 to January 
2007. The time series data for low cost housing demand in Perlis is collected from the 
Housing Department of Perlis State Secretary.  The figure shows that the demands are 
almost uniform from January 2000 to February 2001 and then fluctuate very high in 
March, April and May 2001. The data is uniform again in June 2001 until September 
2001 and fluctuate again after that until January 2002. Subsequently, the data is uniform 
until it drastically increased in June 2005 and stayed uniform again on June 2006 until 
January 2007. This happens probably because Perlis is the smallest state in Peninsular 
Malaysia after Penang. The highest demand is in February 2006 with 374 while the 
lowest demand is in April 2001 and November 2004 with 0. 
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Housing Demand In Kedah
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Figure 5.5: Time Series Data for Low Cost Housing Demand in Kedah 
 
Figure 5.5 shows the low cost housing demand in Kedah from January 2000 to January 
2007. The data is collected from the Housing Department of Kedah State Secretary.  The 
figure shows that the demands in Kedah kept increasing from January 2000 to January 
2007. The highest demand is in December 2006 with 1152 while the lowest demand is in 
January 2000 with 200.  
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Figure 5.6: Time Series Data for Low Cost Housing Demand in Pahang 
 
Figure 5.6 shows the low cost housing demand in Pahang from January 2001 to January 
2007. The time series data for low cost housing demand in Pahang is collected from the 
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Housing Department of Pahang State Secretary.  The figure shows that the demands 
fluctuate for each month. The highest demand is in April 2001 with 441 while the lowest 
demand is in December 2002 with 43.  
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Figure 5.7: Time Series Data for Low Cost Housing Demand in Penang 
 
Figure 5.7 shows the low cost housing demand in Penang from January 2000 to January 
2007. The data is collected from the Housing Department of Penang State Secretary.  
The figure shows that the demands for Penang also fluctuate for each month. The 
highest demand is in October 2004 with 474 while the lowest demand is in November 
2004 with 39.  
 
 
Figure 5.8: Time Series Data for Low Cost Housing Demand in Perak 
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Figure 5.8 shows the time series data of low cost housing demand in Perak from January 
2000 to January 2008. The time series data is gathered from the Department of Statistic 
Malaysia (Perak), Housing Department of Perak State Secretary and the Ministry of 
Local Housing. 
 
In January 2000, the low cost housing demand increased and it reached the highest 
housing demand in May at 460. Then, the demand kept decreasing from July until the 
end of 2000. However in the year 2001, the low cost housing demand fluctuated. The 
trend of demand increased and decreased alternately in each month. 
 
Besides, the trend of decrease kept on till 2002. From March 2002, the trends of housing 
demand kept decreasing and resulted in zero demand in August to December (2002). In 
the year 2003, in each month of housing demand throughout this year is below 100 
demands. However, in the year 2004, each month of housing demand throughout this 
year is under 50. The both year’s demands are considered consistently low. 
 
The year 2005 had the worst housing demand throughout the research. The graph clearly 
shows that there is almost no housing demand in each month of that year. Besides, it 
only has a total of 1 housing demand between Jun and October (2005). 
Unfortunately, the trend of no housing demand kept to 2005 until May 2006. It is 
followed by a surprising increase in July 2006 with 364 demands and dropped to 85 
demands in the following month. 
 
From the graphs, it can be concluded that the highest housing demand is in May 2000 
with 460 demands and there is no demand at all in August to December 2002 and from 
January 2005 until May 2006.  
 
 
5.2  INDEPENDENT INDICATORS FOR LOW COST HOUSING DEMAND 
 
Through extensive literatures that have been discussed in Chapter II and IV, nine 
variables have been chosen to be the independent variables. They are (1) population 
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growth, (2) birth rate, (3) child mortality rate, (4) unemployment rate, (5) inflation rate, 
(6) gross domestic product (GDP), (7) poverty rate, (8) income rate, and (9) housing 
stock. There are two types of data, which are the national and state data. National data is 
the inflation rate and Gross Domestic Product (GDP) while others mentioned are the 
state data. A monthly time series data for all independent indicators was use in this study 
for the analysis.  
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Figure 5.9: Inflation Rate in Malaysia (2000 – 2007) 
 
Figure 5.9 shows the inflation rate in Malaysia from the year 2000 to 2007. The data was 
gathered from the Economic Planning Unit. Inflation rate is defined as the rate of 
increase of  numerical measure  to  compare  how  the  price  of  some  classes  of  goods  
or services  differ  between  time  periods.  A higher value of inflation rate was in the 
year 2006 with 113 and the lowest was in the year 2000 with 100 values. According  to  
Khairulzan  (2004),  high unemployment  rate  will  cause  to  high  inflation  rate.  The  
inflation  rate  kept increasing  from  100  to  113  each  year  and  the  average  inflation  
rate  was105.3. Distinctly, from the year 2004 to 2006, the inflation rates were beyond 
the average rate. 
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Figure 5.10: Gross Domestic Product in Malaysia (2000 – 2007) 
 
Figure 5.10 shows the gross domestic product in Malaysia from the year 2000 to 2007. 
The gross domestic product  is  the  total value of goods  and  services within  a given 
period,  after  deducting  the  cost  of  goods  and  services  used  up  in  the  process  of 
production  but  before  deducting  allowances  for  the  consumption  of  fixed  capital 
(Department of Statistics, Malaysia, 2005). From the figure, the GDP values kept 
increasing each year.  In the year 2000 the GDP value was 356,401. Between the years 
2001 and 2007, the GDP increased from 356,401 to 641,864. The average GDP for those 
years was 440,170.14.  From 2004 to 2006, the GDP value exceeded the average GDP. 
Other indicators are summarized in Table 5.1. 
 
Table 5.1: Time Series Data for Independent Indicators in Each States  
(2000 – 2007) 
States Indicators Years 
Perlis Pahang Johor Terengganu Kelantan Kedah Penang Perak 
 
 
 
Birth rate 
2000 
2001 
2002 
2003 
2004 
2005 
22.4 
20.7 
19.4 
18.7 
18.0 
17.7 
22.9 
21.4 
19.6 
19.2 
18.6 
18.2 
24.6 
22.2 
20.3 
19.9 
19.1 
18.6 
28.3 
27.1 
24.3 
23.2 
23.0 
22.1 
29.9 
28.1 
25.8 
24.6 
23.7 
22.6 
24.7 
22.5 
20.8 
20.2 
19.6 
18.9 
20.1 
18.4 
17.8 
16.9 
16.3 
15.8 
23.3 
21.2 
19.2 
18.2 
17.5 
16.5 
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2006 
2007 
17.3 
16.8 
17.4 
16.7 
18.4 
17.9 
21.6 
21.1 
22.0 
21.1 
18.4 
17.7 
15.2 
15.0 
16.0 
15.4 
 
 
 
Population 
Growth 
2000 
2001 
2002 
2003 
2004 
2005 
2006 
2007 
0.92 
1.67 
1.60 
1.57 
1.50 
1.48 
1.55 
1.70 
1.81 
1.90 
1.91 
1.94 
1.95 
1.95 
1.94 
1.95 
2.31 
2.29 
2.28 
2.31 
2.33 
2.35 
2.21 
2.20 
0.67 
2.14 
2.26 
2.40 
2.50 
2.58 
2.48 
2.46 
1.23 
2.40 
2.14 
1.97 
1.82 
1.74 
1.65 
1.93 
2.14 
2.12 
2.05 
1.99 
1.94 
1.91 
1.82 
1.93 
1.91 
2.22 
2.01 
1.90 
1.81 
1.79 
1.59 
1.73 
1.75 
1.57 
1.46 
1.40 
1.40 
1.17 
1.37 
1.57 
 
 
Child 
Mortality 
Rate 
2000 
2001 
2002 
2003 
2004 
2005 
2006 
2007 
8.60 
7.60 
8.20 
7.90 
6.80 
7.90 
9.10 
9.04 
4.10 
4.30 
4.60 
4.50 
4.50 
4.60 
4.70 
4.60 
6.00 
6.80 
7.00 
7.10 
6.90 
7.20 
6.70 
6.98 
6.50 
8.00 
10.00 
8.60 
9.60 
10.10 
10.30 
10.60 
10.40 
7.40 
8.20 
9.20 
7.90 
8.70 
7.40 
8.00 
7.70 
7.30 
7.30 
7.80 
7.40 
7.80 
7.20 
7.50 
6.70 
6.00 
8.00 
6.40 
8.10 
6.40 
7.30 
7.80 
5.40 
7.10 
6.80 
7.80 
7.30 
5.90 
6.60 
7.30 
 
 
Poverty 
Rate 
2000 
2001 
2002 
2003 
2004 
2005 
2006 
2007 
12.75 
11.59 
10.10 
7.78 
6.30 
6.20 
6.53 
7.00 
5.80 
4.25 
3.80 
3.85 
4.00 
3.50 
2.70 
1.70 
2.01 
2.50 
1.80 
1.81 
2.00 
2.00 
1.80 
1.50 
15.60 
11.00 
10.70 
13.20 
15.40 
14.60 
10.9 
6.50 
19.00 
14.45 
12.40 
11.22 
10.60 
9.80 
8.60 
7.20 
13.20 
12.10 
10.70 
8.80 
7.00 
5.30 
4.00 
3.10 
1.06 
1.32 
1.40 
1.14 
0.30 
0.26 
0.56 
1.40 
7.20 
7.70 
7.90 
6.10 
4.90 
4.30 
3.80 
3.40 
 
 
 
Income 
Rate 
2000 
2001 
2002 
2003 
2004 
1670 
1870 
2006 
2039 
2046 
1730 
1810 
1991 
2200 
2410 
2850 
2730 
2963 
3050 
3076 
1685 
1775 
1837 
1900 
1984 
1460 
1572 
1674 
1760 
1829 
1730 
1850 
1966 
2045 
2126 
3320 
3440 
3496 
3510 
3531 
1860 
2000 
2153 
2170 
2207 
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2005 
2006 
2007 
2120 
2295 
2541 
2630 
2830 
2995 
3150 
3280 
3457 
2150 
2335 
2463 
1902 
1990 
2143 
2220 
2315 
2408 
3620 
3800 
4004 
2300 
2400 
2545 
 
 
 
Unemployment 
Rate 
2000 
2001 
2002 
2003 
2004 
2005 
2006 
2007 
2.9 
3.5 
3.1 
4.4 
3.3 
2.9 
3.2 
3.0 
2.7 
3.1 
2.9 
3.6 
3.3 
3.3 
2.4 
3.2 
2.2 
3.4 
2.9 
3.5 
3.6 
3.3 
2.1 
2.0 
3.0 
2.7 
3.2 
2.9 
3.2 
3.1 
3.6 
2.6 
2.6 
3.1 
3.9 
3.2 
4.1 
3.4 
2.4 
2.7 
2.9 
3.6 
3.2 
3.3 
3.8 
3.7 
3.8 
3.3 
2.9 
3.5 
3.1 
4.4 
3.3 
2.9 
3.2 
3.0 
3.5 
4.0 
3.9 
4.8 
3.3 
3.3 
3.5 
2.9 
 
 
 
Housing  
Stock 
2000 
2001 
2002 
2003 
2004 
2005 
2006 
2007 
1047 
1920 
2016 
2521 
2436 
2502 
1904 
1121 
8390 
7058 
6832 
7212 
8056 
9602 
10385 
9672 
16810
16106
18293
13601
13048
12939
13522
10937
2808 
2808 
2864 
4278 
4278 
4265 
3377 
2716 
1086 
1028 
863 
736 
601 
670 
488 
560 
3339 
6392 
6299 
8006 
8792 
9465 
11559 
12082 
10506 
12353 
9662 
9530 
11625 
10545 
10241 
11331 
4519 
6833 
8555 
10215
10420
10317
9953 
7912 
 
 
5.2.1  Birth Rate 
 
Birth rate, child mortality rate, and migration, determine population sizes. Decrease in 
population growth is because of decreasing fertility rate due to urbanization and 
industrialization. According to Sirat et. al, (1999) participant of women in the working 
sector cause family planning and some late marriages.  
 
Birth rate is defined as the ratio of live births during a year to the mid-year population in 
that year, per thousand populations (Department of Statistics Malaysia, 2007). 
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Figure 5.11: Birth Rate in All Eight States (2000 – 2007) 
 
Figure 5.11 shows the birth rates for Pahang, Johor, Terengganu, Kelantan, Kedah, 
Penang, Perlis and Perak from the year 2000 to 2007. It can be seen that for Perlis the 
birth rate kept decreasing every year. The highest rate was in the year 2000 with 22.4% 
while the lowest rate is in year 2007 with 16.8%. 
 
According to the figure, birth rates in Pahang also decreased for every year. The rate of 
decrease was from 1.7% to 8.4% for each year. The highest value of birth rate in Pahang 
was 22.9 while the lowest was 16.7%.   
 
From the figure, the birth rate for Johor from the year 2000 to 2007 shows that the 
highest birth rate was in the year 2000 which was 24.6 followed by 2001 with 22.2 and 
20.3 in the year 2002. The birth rate constantly decreased until the end of 2007. 
 
According to the figure, Terengganu also have the same scenario with the other states 
where the birth rate kept decreasing every year. The highest percentage in year 2000 is 
28.3 while the lowest percentage in year 2007 is 21.1. 
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From the figure, the birth rate in Kelantan decreased from 2.7% to 8.2% for each year. 
The highest value was in year 2000 with 29.9 while the lowest value is in the year 2007 
with 21.1. Kedah also had the same scenario with the other states where the birth rate 
kept decreasing every year. The highest value was in year 2000 which was 24.7 while 
the lowest value was in the year 2007 with 17.7. 
 
From the figure, the birth rate for Penang from the year 2000 to 2007 shows that the 
highest birth rate was in year 2000 with 20.1% while the lowest was in the year 2007 
with 15%. The birth rate constantly decreased until the end of 2007. 
 
According to the figure, birth rates in Perak also constantly decreased until the end of 
2007. The highest rate was in the year 2000 with 23.3% which fell to 16% in the year 
2007. Average birth rate for the year was 16.49%. 
 
From the figure, it can be concluded that birth rate in all eight states decreased every 
year from year 2000 to year 2007. This happened probably because of the high living 
cost and due to that, people started to plan their families. 
 
 
5.2.2  Population Growth 
 
According to the census in 2000, the average population growth increased from 5.13% 
per year in 1980 to 1991 to 6.93% per year from 1991 to 2000. Birth rate, baby 
mortality, and migration determine population sizes. The decrease in population growth 
is because of the decrease in fertility rate due to urbanization and industrialization. 
According to Sirat et. al, (1999) the participant of women in the working sector caused 
family planning and some late marriages. Yahya and Abd. Majid, (2002) and Chander, 
(1976) mentioned that population growth and the total number of residents can be used 
as migration factors to forecast housing demand. 
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Population growth rate is defined as the change in population over a specific time period 
expressed in percentage of the number of individuals in the population at the beginning 
of that period (Department of Statisticas Malaysia, 2007). 
 
 
Figure 5.12: Population Growth in All Eight States (2000-2007) 
 
Figure 5.12 shows the population growth in Perlis, Pahang, Johor, Terengganu, 
Kelantan, Kedah, Perak and Penang from year 2000 to 2007. Based on the figure, 
population growth in Perlis increased drastically in the year 2001 and was quite uniform 
after that until the year 2007. The highest population growth rate occurred in 2007 with 
1.7% and the lowest in year 2000 with 0.98%.  
 
The figure shows that population growth in Pahang increased every year until 2004. The 
value maintained until it dropped to 0.01 in 2006 and increased again in 2007. The 
highest population growth was 1.95 in the year 2004, 2005 and 2007 while the lowest 
was 1.81% in 2000. 
 
According to the figure, the population growth in Johor decreased for three years from 
the years 2000 to 2002 and increased for three years ahead but dropped again in the 
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years 2006 and 2007. The highest population growth was in the year 2005 with 2.35% 
while the lowest was in the year 2007 with 2.2%. 
 
Based on the figure, the population growth in Terengganu increased drastically in 2001 
and kept increasing until 2005 but it started to decrease from the year 2006 until year 
2007. The highest population growth rate occurred in 2005 with 2.58% and the lowest in 
year 2000 with 0.67%. 
 
The figure shows that population growth in Kelantan which suddenly increased in 2001 
and decreased after that year until 2006 and increased again in 2007. The highest 
population growth was 2.4% in 2001 while the lowest value was 1.23% in year 2000. 
 
According to the figure, population growth in Kedah kept decreasing from the year 2000 
to 2006 and increased only in the year 2007. The highest population growth was in 2000 
with 2.14% while the lowest was in year 2006 with 1.82%. 
 
The figure shows that population growth in Penang increased 2001 and decreased after 
that year until 2006 and increased again in 2007. The highest population growth was 
2.22% in 2001 while the lowest was 1.59% in 2006. 
 
According to the figure, population growth in Perak kept decreasing from year 2000 to 
2005 and increased only in 2006. The highest population growth was in the year 2000 
with 1.75% while the lowest was in year 2005 with 1.17%. 
 
From the figure, it can be concluded that most of the eight states had a decrease in the 
population growth rate. This has a connection with the birth rate as discussed before, 
when the rate of birth is decreased, population growth also decreases. 
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5.2.3  Child Mortality Rate 
 
Child mortality rate shows social and economy standard of population and can be used 
as the best demographic independent variable to determine housing demand (Chander 
1976 and Sirat et. al. 1999). The Department of Statistics Malaysia, (2007) defines child 
mortality rate as the death for every thousands of live births. The child mortality rate is 
expressed in percentage. 
 
 
Figure 5.13: Child Mortality Rate in All Eight States (2000-2007) 
 
Figure 5.13 shows the child mortality rate in Perlis, Pahang, Johor, Terengganu, 
Kelantan, Kedah, Penang and Perak in the year 2000 to the year 2007. Based on the 
figure, child mortality rate in Perlis decreased in the year 2001, but increased in the year 
2002 and decreased again after that year, until 2004. The rate increased from the year 
2005 until the year 2007. The highest child mortality rate occurred in the year 2007 with 
9.04% and the lowest in the year 2004 with 6.8%.  
 
The figure shows that child mortality rate in Pahang increased every year until 2002. 
The percentage maintained for two years from the year 2003 and 2004 and increased 
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again for another two years until it dropped to 0.1% in the year 2007. The highest child 
mortality rate is 4.7% in year 2006 while the lowest value is 4.1% in the year 2000. 
 
According to the figure, child mortality rate in Johor is increased every year until it 
dropped a little bit in 2004 but increased again the next year after and dropped again in 
2006 and increased in 2007. The highest child mortality rate was in 2005 with 7.2% 
while the lowest was in 2000 with 6%. 
 
Based on the figure, child mortality rate in Terengganu kept increasing every year until 
it dropped in 2003 but increased again after that, until 2007. The highest child mortality 
rate occurred in 2007 with 10.6% and the lowest in 2000 at 6.5%. 
 
The figure shows that in eight years, child mortality rate in Kelantan was not uniform. 
The value decreased in 2001 but increased again for another two years before it dropped 
again in 2004 and increased after that year and dropped again in 2006. The highest child 
mortality rate was 10.4% in 2000 while the lowest was 7.4% in 2001 and 2006. 
 
According to the figure, child mortality rate in Kedah kept decreasing from the year 
2000 to 2002. The percentage increased and decreased alternately every year from 2003 
to 2007. The highest child mortality rate was in 2003 and 2005 with 7.8% while the 
lowest was in year 2006 with 7.2%. 
 
The figure shows that child mortality rate in Penang increased alternately every year 
from 2000 to 2006. The value increased in 2007 with 7.8%. The highest child mortality 
rate was 8.1% in 2004 while the lowest rate was 6% in 2001. 
 
According to the figure, child mortality rate in Perak kept increasing alternately every 
year from 2000 to 2004. The value kept decreasing in the year 2005 and increased again 
in 2006. The highest child mortality rate was in 2003 at 7.8% while the lowest was in the 
year 2000 at 5.4%. 
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In conclusion, almost all eight states have an increase in child mortality rate except 
Kelantan and Perak. The value kept increasing and decreasing alternately every year in 
Kedah. 
 
 
5.2.4  Poverty Rate 
 
Poverty rate is defined by estimating half of the poverty line income in each state 
(Department of Statistics Malaysia, 2007). 
 
 
Figure 5.14:  Poverty Rate in All Eight States (2000-2007) 
 
Figure 5.14 shows the poverty rate in Perlis, Pahang, Johor, Terengganu, Kelantan, 
Kedah, Penang and Perak in the year 2000 to the year 2007. Based on the figure, the 
poverty rate in Perlis decreased every year until 2005. After that the percentage 
increased until 2007. The highest poverty rate occurred in 2000 with 12.75% and the 
lowest in 2004 with 6.3%.  
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The figure shows that poverty rate in Pahang also decreased every year except in 2004 
where it increased a little bit. The highest poverty rate was 5.8% in 2000 while the 
lowest was 1.7% in 2007. 
 
According to the figure, the poverty rate in Johor increased drastically in 2001 and 
decreased a year ahead before increasing again until year 2004. The percentage 
maintained in 2005 before decreasing until 2007. The highest poverty rate was in 2001 
with 2.5% while the lowest was in 2007 with 1.5%. 
 
Based on the figure, the poverty rate in Terengganu decreased in 2001 but kept 
increasing after that until 2004 and started decreasing from 2005 until 2007. The highest 
poverty rate occurred in 2000 with 15.6% and the lowest in 2007 with 6.5%. 
 
The figure shows that the poverty rate in Kelantan decreased every year from 2000 to 
2007. The highest poverty rate was 19% in 2000 while the lowest rate was 7.2% in 2007. 
The poverty rate in Kedah also kept decreasing from 2000 to 2007. The highest poverty 
rate was in 2000 with 13.2% while the lowest was in 2007 with 3.1%. 
 
The figure shows that poverty rate in Penang increased for three years from the year 
2000 to 2002 and it decreased for another two years in 2003 and 2004 before it increased 
again until the year 2007. The highest poverty rate was 1.4% in 2002 and 2007 while the 
lowest rate was 0.3% in 2004. 
 
According to the figure, the poverty rate in Perak kept increasing from the year 2000 to 
2002 and decreased after that until the year 2006. The highest poverty rate was in the 
year 2002 with 7.9% while the lowest was in the year 2007 with 3.8%. 
 
From the figure, it can be concluded that all eight states had a decrease in poverty rate 
except Penang. Penang had a drastic increase of poverty rate at 0.84% in 2007. 
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5.2.5  Income Rate 
 
In this study, income rate is calculated using the mean or average. The figure below 
shows the mean income in Malaysian Ringgit (RM) for all eight states.  
 
 
Figure 5.15: Mean Income in All Eight States (2000-2007) 
 
Figure 5.15 shows the mean income in Perlis, Pahang, Johor, Terengganu, Kelantan, 
Kedah, Penang and Perak in the year 2000 to the year 2007. Based on the figure, the 
mean income in Perlis increased every year from the year 2000 to 2007. The highest 
mean income occurred in the year 2007 with RM2,541 (530.85 GBP) and the lowest in 
the year 2000 with RM1,670 (348.89 GBP).  
 
The figure shows that the mean income in Pahang also increased every year in all eight 
years. The highest mean income was RM2,995 (625.70 GBP) in the year 2007 while the 
lowest was RM1,730 (361.45 GBP) in the year 2000. The mean income in Johor also 
increased every year except in the year 2001. The highest mean income was in the year 
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2007 with RM3,457 (722.27 GBP) while the lowest was in the year 2001 with RM2,730 
(570.38 GBP). 
 
Based on the figure, the mean income in Terengganu also increased every year from the 
year 2000 until the year 2007. The highest mean income occurred in the year 2007 at 
RM2,463 (514.59 GBP) and the lowest in the year 2000 at RM1,685 (352.05 GBP). The 
mean income in Kelantan also faced the same scenario as the other states. The value 
kept increasing every year until the year 2007. The highest mean income was RM2,143 
(447.73 GBP) in the year 2007 while the lowest was RM1,460 (305.04 GBP) in the year 
2000. 
 
According to the figure, the mean income in Kedah increased every year from the year 
2000 to 2007. The highest mean income was in the year 2007 with RM2,408 (503.10 
GBP) while the lowest was in the year 2000 with RM1,730 (361.45 GBP). The mean 
income in Penang also increased for eight years from the year 2000 to 2007. The highest 
mean income was RM4,004 (836.55 GBP) in the year 2007 while the lowest was 
RM3,320 (693.64 GBP) in the year 2000. 
 
According to the figure, the mean income in Perak kept increasing from the year 2000 to 
2006. The highest mean income was in the year 2007 at RM2,400 (501.43 GBP) while 
the lowest was in the year 2000 at RM1,860 (388.61 GBP). 
 
In conclusion, all eight states had an increase in the income rate every year from the year 
2000 to 2007. From the eight states, Penang had the highest income rate. 
 
 
5.2.6  Unemployment Rate 
 
Unemployment rate refers to actively and inactively unemployed persons in the labour 
force (Department of Statistics Malaysia, 2007). Unemployment rate refers to an 
equation as follows: 
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   Number of unemployed rate 
×  100%
Number of persons in the labour force 
 
 
Figure 5.16: Unemployment Rate in All Eight States (2000-2007) 
 
Figure 5.16 shows the unemployment rate in Perlis, Pahang, Johor, Terengganu, 
Kelantan, Kedah, Penang and Perak in the year 2000 to the year 2007. Based on the 
figure, the unemployment rate in Perlis kept increasing and decreasing alternately every 
year from the year 2000 until the year 2007 except in the year 2005. The highest 
unemployment rate occurred in the year 2003 with 4.4 and the lowest in the year 2007 
with 3%.  
 
The figure shows that the unemployment rate in Pahang also increased and decreased 
alternately every year in all eight years. The highest unemployment rate was 3.6% in 
2003 while the lowest rate was 2.4% in 2006. 
 
According to the figure, the unemployment rate in Johor increased and decreased every 
year from the years 2000 to 2003. The value kept decreasing from the year 2004 to 
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2007. The highest unemployment rate was in the year 2004 with 3.6% while the lowest 
was in the year 2007 at only 2%. 
 
Based on the figure, the unemployment rate in Terengganu also increased and decreased 
alternately every year from the year 2000 until the year 2007. The highest 
unemployment rate occurred in the year 2006 with 3.6% while the lowest was in 2007 
with 2.6%. 
 
The figure shows that the unemployment rate in Kelantan increased for the first three 
years and decreased in the year 2003. The value kept decreasing for another three years 
after that and increased again in the year 2007. The highest unemployment rate was 
4.1% in the year 2004 while the lowest rate was 2.4% in 2006. 
 
According to the figure, the unemployment rate in Kedah increased and decreased 
alternately every year from the years 2000 to 2007 except in 2004. The highest 
unemployment rate was in the year 2004 and 2006 with 3.8% while the lowest was in 
the year 2000 with 2.9%. 
 
The figure shows that the unemployment rate in Penang also increased and decreased in 
all eight years from the years 2000 to 2007 except in the year 2005. The highest 
unemployment rate was 4.4% in the year 2003 while the lowest was 2.9% in 2000 and 
2005. 
 
According to the figure, the unemployment rate in Perak also had the same scenario with 
the other states. The value kept increasing and decreasing alternately every year except 
in the year 2005.  In the year 2005, the value was the same as 2004 before it increased in 
the year 2006. The highest unemployment rate was in the year 2003 with 4.8% while the 
lowest was in the year 2004 and 2005 with 3.3%. 
 
From the figure, it can be concluded that most of the unemployment rate in all eight 
states decreased and increased alternately every year from the years 2000 to 2007.  
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5.2.7  Housing Stock 
 
In this study, housing stock is defined as a total unit of house that have been built or 
under construction in a year (Department of Statistics Malaysia, 2007). 
 
 
Figure 5.17: Housing Stock in All Eight States (2000-2007) 
 
Figure 5.17 shows the housing stock in Perlis, Pahang, Johor, Terengganu, Kelantan, 
Kedah, Penang and Perak in the years 2000 to 2007. Based on the figure, the housing 
stock in Perlis kept increasing every year until 2003. The value decreased in the year 
2004 and increased again in 2005 before it dropped in 2006 and 2007. The highest 
housing stock occurred in the year 2003 at 2521 houses and the lowest in the year 2000 
at 1047 houses.  
 
The figure also shows that the housing stock in Pahang decreased for the first three years 
and increased after that until 2006 before it decreased again in the year 2007. The 
highest housing stock was 10385 in 2006 while the lowest was 6832 in 2002. 
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According to the figure, the housing stock in Johor increased and decreased alternately 
every year from 2000 to 2003. The value kept decreasing after that, until 2007 except in 
the year 2006. The highest housing stock was in 2002 with 18293 houses while the 
lowest was in the year 2007 with only 10937 houses. 
 
Based on the figure, the housing stock in Terengganu is uniformed for the first two years 
before it increased in 2002 and stayed uniformed again for another two years. The value 
then increased in year 2005 and value decreased after that. The highest housing stock 
occurred in year 2003 and 2004 with 4278 while the lowest in year 2000 and 2001 with 
2808. 
 
The figure shows that the housing stock in Kelantan decreased from the years 2000 to 
2004. The value then increased in 2005 but dropped back in 2006 before increasing 
again in 2007. The highest housing stock was 1086 in 2000 while the lowest value was 
488 in year 2006. 
 
According to the figure, the housing stock in Kedah increased every year except in the 
year 2002 where it dropped a little bit. The highest housing stock was in the year 2007 
with 12082 while the lowest was in year 2000 with 3339 houses. 
 
The figure shows that the housing stock in Penang increased and decreased alternately 
for the first three years. The value started decreasing in the years 2004 to 2006 before it 
increased in 2007. The highest housing stock was 12353 in 2001 while the lowest was 
9530 in 2003. 
 
According to the figure, the housing stock in Perak kept increasing every year from the 
years 2000 to 2004. The value then decreased from the years 2005 to 2006. The highest 
housing stock was in the year 2004 with 10420 while the lowest was in 2000 with 4519. 
 
In conclusion, all eight states have different scenarios in the housing stock data. Some 
states experience an increasing value and some experienced a decrease in housing stock. 
There are also some states with fluctuated data from the years 2000 to 2007. 
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5.3  INDICATORS CONFIRMATION IN MALAYSIAN’S HOUSING 
INDUSTRY 
 
To test whether the selected indicators are accepted in the Malaysian’s housing industry; 
a survey has been carried out by interviewing and distributing questionnaires among 
people who have at least five years of experience in the housing sector. Twenty five 
respondents who are involved in low cost housing development had been interviewed. 
Table 5.2 below shows the results of the respondents. 
 
Table 5.2: Number of Respondents for Each Indicators Level 
NUMBER INDICATORS   LEVEL   
 1 2 3 4 5 
1 Population growth 0 1 11 9 4 
2 Birth rate 0 1 13 6 5 
3 Average child mortality rate 1 5 12 5 2 
4 Unemployment rate 1 2 12 6 4 
5 Inflation rate 0 0 10 10 5 
6 GDP 0 2 14 6 3 
7 Poverty rate 0 3 10 8 4 
8 Income rate 0 1 8 10 6 
9 Housing stock 0 2 7 9 7 
 TOTAL 2 17 97 69 40 
 PERCENTAGE (%) 1 8 43 31 18 
 
LEVEL 
1 : Not important 
2 : Less important 
3 : Important 
4 : Very important 
5 : Most important 
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Most of the respondents believed that the selected indicators gave importance to the 
most important effect to the low cost housing demand, 43% think it was important, 31% 
very important and 18% most important. Only 1% of the respondent believed the 
indicators used were not important and 8% less important. Table 5.3 and Figure 5.18 
show the percentage of the respondents’ result. 
 
Table 5.3: Percentage (%) of Respondents for Each Indicators Level 
NUMBER INDICATORS   LEVEL   
 1 2 3 4 5 
1 Population growth 0 4 44 36 16 
2 Birth rate 0 4 52 24 20 
3 Average child mortality rate 4 20 48 20 8 
4 Unemployment rate 4 8 48 24 16 
5 Inflation rate 0 0 40 40 20 
6 GDP 0 8 56 24 12 
7 Poverty rate 0 12 40 32 16 
8 Income rate 0 4 32 40 24 
9 Housing stock 0 8 28 36 28 
 
LEVEL 
1 : Not important 
2 : Less important 
3 : Important 
4 : Very important 
5 : Most important 
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Figure 5.18: Percentage of Respondents for Each Indicators Level 
 
Table 5.3 and Figure 5.18 show that the respondent believed housing stock gave the 
most important effect to the low cost housing demand with a percentage of 28% at level 
5, followed by inflation rate and income rate with 40% at level 4 and GDP at 56% at 
level 3. Average child mortality rate and unemployment rate are among the indicators 
which did not give an important effect at 4% at level 1. 
 
 
5.4  SIGNIFICANT INDICATORS 
 
In this study, the Principal Component Analysis (PCA) is used to derive new variables to 
be the significant indicators from all the nine selected indicators. Using SPSS 18.0, PCA 
for the eight states is calculated using the nine selected indicators as the input.  Before 
running the PCA, reliability of data is measured using Cronbach’s alpha where it 
essentially calculates the average of all possible reliability coefficients.  Results with 
more than 0.6 are good and more than 0.7 are very good. 
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5.4.1  Significant indicators for Perlis 
 
For Perlis, the reliability of using Cronbach’s alpha is 0.5 which can be accepted and the 
determinant of the correlation matrix, ⏐R⏐ is 8.14x10-9  is very close to zero. This 
indicates that the linear dependencies exist among the response variables. Therefore, 
PCA can be performed.  
 
After that, testing the hypothesis, the population correlation matrix is equal to the 
identity matrix, that is, all variables are uncorrelated when the data is multivariate 
normal. In this case there are nine indicators and 85 data therefore, p = 9 and N = 85. 
 
- a . ln (v) =  - (N – 1 – (2p + 5) /6) ln (⏐R⏐) 
   =  - (85 – 1 – (2 x 9 + 5)/6) ln (8.14x10-9) 
   = 1493.22 
 
Therefore, the value for the tested statistic is 1493.22 and the critical point of the chi-
square distribution is p(p – 1)/2 = 36. 
 
For degrees of freedom, α = 0.001, the critical point is 71.64. See Appendix G for chi-
square distribution graph. Clearly, the hypothesis will be rejected at the 0.001 significant 
level because 1493.22 > 71.64. 
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Table 5.4: Total Variance for Perlis 
Initial Eigenvalues Component 
Total % of Variance Cumulative % 
1 4.537 50.417 50.417 
2 2.014 22.379 72.796 
3 1.376 15.292 88.088 
4 .595 6.615 94.703 
5 .385 4.280 98.983 
6 .075 .836 99.819 
7 .012 .136 99.955 
8 .003 .034 99.989 
0 
9 .001 .011 100.000 
 
 
Table 5.4, shows that the first dimension correlation matrix gives the largest eigenvalues 
with 4.537 consist of 50.417% of the total variation. The second dimension correlation 
matrix gives 2.014 eigenvalues which accounts for 22.379% of the total variation. The 
third dimension gives 1.376 eigenvalues consist of 15.292% of the total variation giving 
all three of the dimensions 88.088% cumulative of the total variation. Dimensions four 
and five only give 0.595 and 0.385 respectively, which only consist of 6.6% and 4.3% of 
the total variation. Eigenvalues for dimensions six to nine are extremely close to zero 
where the total variation for these four dimensions only consists of 1%. 
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Figure 5.19: Scree Plot for Perlis 
 
From the scree plot in Figure 5.19, eigenvalues for principal component (PC) four to 
nine are close to zero. Since the total variation for the three PCs are 88.088%, all three 
eigenvalues are greater than one and the other eigenvalues are close enough to zero and 
can be ignored; therefore three PCs are used for the analysis. 
 
The principal component scores is then determined. Consequently, Perlis has three 
principal components with three significant indicators, which will be used as the input to 
develop the neural network model.  
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Table 5.5: Rotated Component Matrix for Perlis 
 
Component  
1 2 3 
Birth Rate -.982  
Poverty Rate -.962  
GDP .904  
Income Rate .866  
Inflation Rate .864  
Housing Stock -.928  
Child Mortality Rate .811  
Population Growth .854 
Unemployment Rate .711 
Extraction Method: Principal Component Analysis.  
 Rotation Method: Varimax with Kaiser Normalization. 
a. Rotation converged in 3 iterations. 
 
Table 5.5 shows that the birth rate, poverty rate, GDP, income rate and inflation rate 
load with PC1 while housing stock and child mortality rate correlate most highly in the 
PC2 and population growth and unemployment rate correlate most highly in the PC3. 
 
Table 5.6: Component Score Coefficient Matrix for Perlis 
 
Component  
1 2 3 
Inflation rate .208 -.103 -.175 
GDP .189 .123 -.058 
Poverty rate -.238 .162 .015 
Income rate .178 .158 .158 
Unemployment rate -.016 -.195 .514 
Housing stock .118 -.464 .055 
Birth rate -.229 .044 -.088 
Population growth .011 .108 .622 
Child Mortality rate .023 .373 .077 
 
According to Johnson (1998), the factors with eigenvalues greater than 1 are considered 
significant, which explains important amount of the variability in the data. Table 5.6 
shows the component score coefficient matrix for Perlis with nine indicators. This table 
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is used to determine the most significant indicator in principle component (PC) which 
means that the significant indicator give most influence to the value of PC. Therefore, 
the largest value from column PC1, PC2 and PC3 are selected as the most significant 
indicators. For PC1, its most significant indicator is the inflation rate while for PC2 is 
child mortality rate. Then for PC3, its most significant indicator is population growth. It 
shows that inflation rate, child mortality rate and population growth gives the highest 
impact to the low cost housing demand in Perlis. Finally, PC1, PC2 and PC3 will be 
used as the input in NN model development. 
 
 
5.4.2  Significant indicators for Pahang 
 
For Pahang, the reliability of using Cronbach’s alpha is 0.6 which is good and the 
determinant of the correlation matrix; ⏐R⏐ is 3.58x10-15 is very close to zero. This 
indicates that the linear dependencies exist among the response variables. Therefore, 
PCA can be performed.  
 
After that, testing the hypothesis, the population correlation matrix is equal to the 
identity matrix, that is, all variables are uncorrelated when the data is multivariate 
normal. In this case there are nine indicators and 73 data therefore, p = 9 and N = 73. 
 
- a . ln (v) =  - (N – 1 – (2p + 5) /6) ln (⏐R⏐) 
   = - (73 – 1 – (2 x 9 + 5)/6) ln (3.58x10-15) 
   = 2267.46 
 
Therefore, the value for the tested statistic for this data is 2267.46 and the critical point 
of the chi-square distribution is p (p – 1)/2 = 36. 
 
For degrees of freedom, α = 0.001, the critical point is 71.64. See Appendix G for chi-
square distribution graph. Clearly, the hypothesis will be rejected at the 0.001 significant 
level because 2267.46> 71.64. 
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Table 5.7: Total Variance for Pahang 
Initial Eigenvalues Component 
Total % of Variance Cumulative % 
1 6.575 73.059 73.059 
2 1.402 15.574 88.633 
3 .731 8.120 96.752 
4 .213 2.371 99.123 
5 .051 .564 99.687 
6 .024 .271 99.958 
7 .003 .036 99.994 
8 .000 .004 99.998 
 
9 .000 .002 100.000 
 
From Table 5.7, shows that the first correlation matrix dimension gives the largest 
eigenvalues with 6.575 which is of 73.059% of the total variation while the second 
correlation matrix dimension give 1.402 eigenvalues which accounts for 15.574% of the 
total variation giving both of the dimensions 88.633% cumulative percentage of the total 
variation. Dimensions three and four only give 0.731 and 0.213 respectively, which only 
consist of 8.120% and 2.371% of the total variation. Eigenvalues for dimensions five to 
nine are extremely close to zero where the total variation for these five dimensions are 
0.877%. 
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Figure 5.20: Scree Plot for Pahang 
 
From the scree plot (Figure 5.20), eigenvalues for principal component (PC) three to 
nine are close to zero. Since eigenvalue for PC three is less than 1, total variation for two 
PCs are 88.633%, and others eigenvalues are close enough to zero that they can be 
ignored; therefore two PCs are used for the analysis. Consequently, Pahang has two 
principal components, with two significant indicators that will be used as the input to 
develop the neural network model.  
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Table 5.8: Rotated Component Matrix for Pahang 
 
Component  
1 2 
Population Growth .976  
Income Rate .882  
Birth Rate -.866  
GDP .841  
Housing Stock .775  
Inflation Rate .622  
Unemployment Rate -.973 
Child Mortality Rate .793 
Poverty Rate -.727 
Extraction Method: Principal Component Analysis.  
 Rotation Method: Varimax with Kaiser Normalization. 
a. Rotation converged in 3 iterations. 
 
Table 5.8 shows that population growth, income rate, birth rate, GDP, housing stock and 
inflation rate correlate most highly in PC1 while unemployment rate, child mortality rate 
and poverty rate correlate most highly in the PC2.  
 
Table 5.9: Component Score Coefficient Matrix for Pahang 
 
Component  
1 2 
Inflation rate .114 .037 
GDP .167 .026 
Poverty rate .013 -.230 
Income rate .193 -.007 
Unemployment rate .264 -.493 
Housing stock .121 .085 
Birth rate -.187 .003 
Population growth .400 -.357 
Child Mortality rate -.043 .272 
 
 
Table 5.9 shows the component score coefficient matrix for Pahang with nine indicators. 
This table is used to determine the most significant indicator in principle component 
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(PC) which means that the significant indicator gives most influence to the value of PC. 
Therefore, the largest values from column PC1and PC2 are selected as the most 
significant indicators. For PC1, its most significant indicator is population growth while 
for PC2 is child mortality rate. It shows that child mortality rate and population growth 
gives the highest impact to the low cost housing demand in Pahang. Finally, PC1 and 
PC2 will be used as the input in NN model development. 
 
 
5.4.3  Significant indicators for Johor 
 
The reliability using Cronbach’s alpha for Johor is 0.6 which is good and the 
determinant of the correlation matrix, ⏐R⏐ is 9.12x10-10  is very close to zero. This 
indicates that the linear dependencies exist among the response variables. Therefore, 
PCA can be performed.  
 
After that, testing the hypothesis, the population correlation matrix is equal to the 
identity matrix, that is, all variables are uncorrelated when the data are multivariate 
normal. In this case there are nine indicators and 85 data therefore, p = 9 and N = 85. 
 
- a . ln (v) =  - (N – 1 – (2p + 5) /6) ln (⏐R⏐) 
   = - (85 – 1 – (2 x 9 + 5)/6) ln (9.12x10-10) 
   = 1668.7 
 
Therefore, the value for the tested statistic for this data is 1668.7 and the critical point of 
the chi-square distribution is p (p – 1)/2 = 85. 
 
For degrees of freedom, α = 0.001, the critical point is 71.64. See Appendix G for the 
chi-square distribution graph. Clearly, the hypothesis will be rejected at the 0.001 
significant level because 1668.7> 71.64. 
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Table 5.10: Total Variance for Johor 
Initial Eigenvalues Component 
Total % of Variance Cumulative % 
1 5.119 56.875 56.875 
2 2.114 23.485 80.360 
3 1.143 12.701 93.061 
4 .460 5.108 98.169 
5 .110 1.220 99.390 
6 .033 .365 99.755 
7 .016 .183 99.938 
8 .005 .056 99.994 
 
9 .001 .006 100.000 
 
From Table 5.10, it shows that the first correlation matrix dimension give the largest 
eigenvalues with 5.119 at 56.875% of the total variation while the second correlation 
matrix dimension give 2.114 eigenvalues which accounts for 23.485% of the total 
variation. Dimension three gives 1.143 eigenvalue that is 12.701% of the total variation. 
Dimension four have 5.108% of the total variation with 0.460 eigenvalue while 
dimension five have 1.220% of the total variation with 0.110 eigenvalue. Eigenvalues 
for dimensions six to nine are extremely close to zero where the total variation for these 
four dimensions are only 0.245%. 
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Figure 5.21: Scree Plot for Johor 
 
From the scree plot in Figure 5.21, the eigenvalues for the principal component (PC) 
four to nine are close to zero. Since eigenvalue for PC one to three is greater than one 
the total variation for the three PC is 96.7%, and the other eigenvalues are close enough 
to zero and they can be ignored; therefore three PC are used for the analysis. 
Consequently, Johor has three principal components, with three significant indicators 
that will be used as the input to develop the neural network model.  
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Table 5.11: Rotated Component Matrix for Johor 
 
Component  
1 2 3 
Housing Stock -.906  
GDP .868  
Inflation Rate .838  
Income Rate .778  
Birth Rate -.764  
Population Growth .970  
Unemployment Rate .940  
Child Mortality Rate .876 
Poverty Rate -.848 
Extraction Method: Principal Component Analysis.  
 Rotation Method: Varimax with Kaiser Normalization. 
a. Rotation converged in 5 iterations. 
 
Table 5:11 shows that the housing stock, GDP, inflation rate, income rate and birth rate 
load with PC1 while population growth and unemployment rate correlate most highly in 
the PC2 and child mortality rate and poverty rate correlate most highly in the PC3. 
 
Table 5.12: Component Score Coefficient Matrix for Johor 
 
 
 
 
 
 
 
 
 
 
 
 
Component  
1 2 3 
Inflation rate .323 .097 -.147 
GDP .263 -.072 -.102 
Poverty rate .220 .188 -.508 
Income rate .158 -.093 .071 
Unemployment rate -.013 .386 .150 
Housing stock -.376 -.121 .210 
Birth rate -.143 -.050 -.191 
Population growth .145 .421 -.090 
Child mortality rate -.092 .198 .507 
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Table 5.12 shows the component score coefficient matrix for Johor with nine indicators. 
This table is used to determine the most significant indicator in principle component 
(PC) which means that the significant indicator gives the most influence to the value of 
PC. Therefore, the largest value from column PC1, PC2 and PC3 are selected as the 
most significant indicators. For PC1, most significant indicator is inflation rate while for 
PC2 is population growth. Then for PC3, the most significant indicator is child mortality 
rate. It shows that inflation rate, child mortality rate and population growth gives the 
highest impact to the low cost housing demand in Johor. Finally, PC1, PC2 and PC3 will 
be used as the input in NN model development. 
 
 
5.4.4  Significant indicators for Terengganu 
 
For Terengganu, the reliability of using Cronbach’s alpha is 0.7 which is very good and 
the determinant of the correlation matrix, ⏐R⏐ is 2.93x10-8 that is very close to zero. 
This indicates that the linear dependencies exist among the response variables. 
Therefore, PCA can be performed.  
 
After that, testing the hypothesis, the population correlation matrix is equal to the 
identity matrix, that is, all variables are uncorrelated when the data is multivariate 
normal. In this case there are nine indicators and 85 data therefore, p = 9 and N = 85. 
 
- a . ln (v) =  - (N – 1 – (2p + 5) /6) ln (⏐R⏐) 
   = - (85 – 1 – (2 x 9 + 5)/6) ln (3.58x10-15) 
   = 2666.62 
 
Therefore, the value for the tested statistic for this data is 2666.62and the critical point of 
the chi-square distribution is p(p – 1)/2 = 36. 
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For degrees of freedom, α = 0.001, the critical point is 71.64. See Appendix G for chi-
square distribution graph. Clearly, the hypothesis will be rejected at the 0.001 significant 
level because 2666.62> 71.64. 
 
Table 5.13: Total Variance for Terengganu 
Initial Eigenvalues Component 
Total % of Variance Cumulative % 
1 5.671 63.016 63.016 
2 1.893 21.033 84.049 
3 .715 7.943 91.992 
4 .425 4.727 96.719 
5 .154 1.707 98.425 
6 .080 .892 99.317 
7 .050 .551 99.869 
8 .010 .116 99.984 
 
9 .001 .016 100.000 
 
Table 5.13 shows that the first correlation matrix dimension give the largest eigenvalues 
with 5.671 at 63.016% of the total variation while the second correlation matrix 
dimension give 1.893 eigenvalues which accounts for 21.033% of the total variation 
giving both of the dimensions a cumulative total variation of 84.049%. Dimensions three 
and four only give 0.715 and 0.425 respectively, which only consist of 7.943% and 
4.727% of the total variation. Dimension five gives 0.154 of eigenvalue at 1.707% of the 
total variation. Eigenvalues for dimensions six to nine are extremely close to zero where 
the total variation for these four dimension s is only 0.683%. 
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Figure 5.22: Scree Plot for Terengganu 
 
From the scree plot in Figure 5.22, eigenvalues for principal component (PC) three to 
nine are close to zero. Since eigenvalue for PC three is less than 1, the total variation for 
two PCs are 84.049%, and the other eigenvalues are close enough to zero that they can 
be ignored; therefore two PCs are used for the analysis. Consequently, Terengganu has 
two principal components, with two significant indicators that will be used as the input 
to develop the neural network model.  
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Table 5.14: Rotated Component Matrix for Terengganu 
 
Component  
1 2 
Birth Rate -.960  
Income Rate .932  
Child Mortality Rate .927  
GDP .922  
Inflation Rate .839  
Unemployment Rate .785  
Population Growth .783  
Poverty Rate .945 
Housing Stock .894 
Extraction Method: Principal Component Analysis.  
 Rotation Method: Varimax with Kaiser Normalization. 
a. Rotation converged in 3 iterations. 
 
Table 5.14 shows that birth rate, income rate, child mortality rate, GDP, inflation rate, 
unemployment rate and population growth correlate most highly in PC1 while poverty 
rate and housing stock correlate most highly in the PC2.  
 
Table 5.15: Component Score Coefficient Matrix for Terengganu 
 
Component  
1 2 
Inflation rate .137 .147
GDP .172 -.092
Poverty rate -.082 .504
Income rate .178 -.143
Unemployment rate .137 .039
Housing stock .027 .452
Birth rate -.169 -.022
Population growth .133 .081
Child mortality rate .172 -.076
 
 
Table 5.15 shows the component score coefficient matrix for Terengganu with nine 
indicators. This table is used to determine the most significant indicator in principle 
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component (PC) which means that the significant indicator gives the most influence to 
the value of the PC. Therefore, the largest values from column PC1and PC2 are selected 
as the most significant indicators. For PC1, the most significant indicator is the income 
rate while for PC2 is the poverty rate. This shows that the income rate and the poverty 
rate give the highest impact to the low cost housing demand in Terengganu. Finally, PC1 
and PC2 will be used as the input in NN model development. 
 
 
5.4.5  Significant indicators for Kelantan 
 
The reliability of using Cronbach’s alpha in Kelantan is 0.5 which is accepted and the 
determinant of the correlation matrix, ⏐R⏐is 7.09x10-12 is very close to zero. This 
indicates that the linear dependencies exist among the response variables. Therefore, 
PCA can be performed.  
 
Then testing the hypothesis, that the population correlation matrix is equal to the identity 
matrix, that is, all variables are uncorrelated when the data is multivariate normal. In this 
case there are nine indicators and 73 data therefore, p = 9 and N = 73. 
 
- a . ln (v) =  - (N – 1 – (2p + 5) /6) ln (⏐R⏐) 
   = - (73 – 1 – (2 x 9 + 5)/6) ln (7.09x10-12) 
   = 1750 
 
Therefore, the value for the tested statistic for this data is 1750 and the critical point of 
the chi-square distribution is p (p – 1)/2 = 36. 
 
For degrees of freedom, α = 0.001, the critical point is 71.64. See Appendix G for chi-
square distribution graph. Clearly, the hypothesis will be rejected at the 0.001 significant 
level because 1750> 71.64. 
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Table 5.16: Total Variance for Kelantan 
Initial Eigenvalues Component 
Total % of Variance Cumulative % 
1 6.705 74.496 74.496 
2 1.156 12.849 87.345 
3 .609 6.769 94.114 
4 .449 4.988 99.102 
5 .062 .693 99.795 
6 .011 .120 99.915 
7 .005 .060 99.975 
8 .002 .019 99.994 
 
9 .001 .006 100.000 
 
Table 5.16, shows that the first correlation matrix dimension gives the largest 
eigenvalues with 6.705 consist of 74.496% of the total variation while the second 
dimension correlation matrix gives 1.156 eigenvalues which is 12.864% of the total 
variation giving both of the dimensions a cumulative total variation of 87.345%. 
Dimensions three and four only give 0.609 and 0.449 respectively, which only consist of 
6.769% and 4.988% of the total variation. Eigenvalues for dimensions five to nine are 
extremely close to zero where the total variation for these five dimensions only 0.215%. 
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Figure 5.23: Scree Plot for Kelantan 
 
From the scree plot in Figure 5.23, the eigenvalues for principal component (PC) three 
to nine are close to zero. Since the eigenvalue for PC three is less than 1, the total 
variation for two PCs are 87.345%, and the other eigenvalues are close enough to zero 
so they can be ignored; therefore two PCs are used for the analysis. Consequently, 
Kelantan has two principal components, with two significant indicators that will be used 
as the input to develop the neural network model.  
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Table 5.17: Rotated Component Matrix for Kelantan 
 
Component  
1 2 
Birth Rate .983  
Population Growth .978  
Housing Stock .959  
Poverty Rate .949  
Income Rate -.933  
GDP -.903  
Inflation Rate -.747  
Child Mortality Rate .925 
Unemployment Rate .641 
Extraction Method: Principal Component Analysis.  
 Rotation Method: Varimax with Kaiser Normalization. 
a. Rotation converged in 3 iterations. 
 
Table 5.17 shows that birth rate, population growth, housing stock, poverty rate, income 
rate, GDP and inflation rate correlate most highly in PC1 while child mortality rate and 
unemployment rate correlate most highly in PC2.  
 
Table 5.18: Component Score Coefficient Matrix for Kelantan 
 
Component  
1 2 
Inflation rate -.135 .062
GDP -.113 -.129
Poverty rate .149 .010
Income rate -.135 -.057
Unemployment rate -.018 .416
Housing stock .170 -.067
Birth rate .177 -.082
Population growth .205 -.200
Child mortality rate -.183 .747
 
Table 5.18 shows the component score coefficient matrix for Kelantan with nine 
indicators. The largest value from column PC1 is 0.205 while for PC2 is 0.747. 
Therefore, for PC1 the most significant indicator is the population growth while for PC2 
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is child mortality rate. It shows that population growth and child mortality rate gives the 
highest impact to the low cost housing demand in Kelantan. Finally, PC1 and PC2 will 
be used as the input in NN model development. 
 
 
5.4.6  Significant indicators for Kedah 
 
The reliability of using Cronbach’s alpha in Kedah is 0.5 which is accepted and the 
determinant of the correlation matrix, ⏐R⏐is 4.86x10-11 that is very close to zero. This 
indicates that the linear dependencies exist among the response variables. Therefore, 
PCA can be performed.  
 
After that, testing the hypothesis, the population correlation matrix is equal to the 
identity matrix, that is, all variables are uncorrelated when the data is at multivariate 
normal. In this case there are nine indicators and 85 data therefore, p = 9 and N = 85. 
 
- a . ln (v) =  - (N – 1 – (2p + 5) /6) ln (⏐R⏐) 
   = - (85 – 1 – (2 x 9 + 5)/6) ln (4.86x10-11) 
   = 1903.75 
 
Therefore, the value for the tested statistic for this data is 1903.75 and the critical point 
of the chi-square distribution is p (p – 1)/2 = 36. 
 
For degrees of freedom, α = 0.001, the critical point is 71.64. See Appendix G for chi-
square distribution graph. Clearly, the hypothesis will be rejected at the 0.001 significant 
level because 1903.75> 71.64. 
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Table 5.19: Total Variance for Kedah 
Initial Eigenvalues Component 
Total % of Variance Cumulative % 
1 6.706 74.515 74.515 
2 1.033 11.473 85.988 
3 .643 7.139 93.127 
4 .274 3.049 96.176 
5 .235 2.607 98.783 
6 .088 .982 99.765 
7 .020 .224 99.989 
8 .001 .010 99.999 
0 
9 .000 .001 100.000 
 
Table 5.19 shows that the first correlation matrix dimension gives the largest 
eigenvalues with 6.706 at 74.515% of the total variation while the second correlation 
matrix dimension gives 1.033 eigenvalues which accounts for 11.473% of the total 
variation, giving both of the dimensions 85.988% cumulative of the total variation. 
Dimensions three and four only give 0.643 and 0.274 respectively, which only consist of 
7.139% and 3.049% of the total variation. Dimension five gives 0.235 eigenvalue that 
consist of 2.607% of the total variation. Eigenvalues for dimensions six to nine are 
extremely close to zero and the total variation for these four dimensions are 0.235%. 
 
  
130 
 
 
Figure 5.24: Scree Plot for Kedah 
 
Scree plot in Figure 5.24 shows that eigenvalues for the principal component (PC) three 
to nine are close to zero. Since the eigenvalue for PC three is less than 1, the total 
variation for the two PCs are 85.988%, and the other eigenvalues are close enough to 
zero and they can be ignored; therefore only two PCs are used for the analysis. 
Consequently, Kedah has two principal components, with two significant indicators that 
will be used as the input to develop the neural network model.  
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Table 5.20: Rotated Component Matrix for Kedah 
 
Component  
1 2 
Poverty Rate -.992  
Income Rate .985  
Housing Stock .977  
GDP .964  
Birth Rate -.951  
Population Growth -.870  
Inflation Rate .830  
Unemployment Rate .719  
Child Mortality Rate .992 
Extraction Method: Principal Component Analysis.  
 Rotation Method: Varimax with Kaiser Normalization. 
a. Rotation converged in 3 iterations. 
 
Table 5.20 shows that poverty rate, income rate, housing stock, GDP, birth rate, 
population growth, inflation rate and unemployment rate correlate most highly in PC1 
while child mortality rate correlate most highly in PC2.  
 
Table 5.21: Component Score Coefficient Matrix for Kedah 
 
Component  
1 2 
Inflation rate .124 .074
GDP .144 -.006
Poverty rate -.148 -.058
Income rate .147 .013
Unemployment rate .106 -.168
Housing stock .145 -.072
Birth rate -.142 -.039
Population growth -.130 -.033
Child mortality rate .008 .961
 
Table 5.21 shows the component score coefficient matrix for Kedah with nine 
indicators. The largest value in PC1 is 0.147 while for PC2 is 0.961. Therefore, for PC1 
the most significant indicator is income rate while for PC2 is child mortality rate. It 
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shows that income rate and child mortality rate give the highest impact to the low cost 
housing demand in Kedah. Finally, PC1 and PC2 will be used as the input in NN model 
development. 
 
 
5.4.7  Significant indicators for Penang 
 
For Penang, the reliability of using Cronbach’s alpha is 0.7 which is very good and the 
determinant of the correlation matrix, ⏐R⏐ is 5.31x10-7 is very close to zero. This 
indicates that the linear dependencies exist among the response variables. Therefore, 
PCA can be performed.  
 
After that, in testing the hypothesis, the population correlation matrix is equal to the 
identity matrix, that is, all variables are uncorrelated when the data is multivariate 
normal. In this case there are nine indicators and 85 data therefore, p = 9 and N = 85. 
 
- a . ln (v) =  - (N – 1 – (2p + 5) /6) ln (⏐R⏐) 
   = - (85 – 1 – (2 x 9 + 5)/6) ln (5.31x10-7) 
   = 1158.29 
 
Therefore, the value for the tested statistic for this data is 1158.29and the critical point of 
the chi-square distribution with p (p – 1)/2 = 36. 
  
For degrees of freedom, α = 0.001, the critical point is 71.64. See Appendix G for chi-
square distribution graph. Clearly, the hypothesis will be rejected at the 0.001 significant 
level because 1158.29> 71.64. 
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Table 5.22: Total Variance for Penang 
Initial Eigenvalues Component 
Total % of Variance Cumulative % 
1 5.021 55.785 55.785 
2 1.486 16.516 72.300 
3 1.065 11.837 84.137 
4 .682 7.577 91.714 
5 .506 5.623 97.337 
6 .151 1.683 99.020 
7 .079 .876 99.896 
8 .007 .078 99.974 
 
9 .002 .026 100.000 
 
Table 5.22 shows that the first correlation matrix dimension gives the largest 
eigenvalues of 5.021 at 55.785% of the total variation. The second correlation matrix 
dimension gives 1.486 eigenvalues which accounts for 16.516% of the total variation. 
The third dimension gives 1.065 eigenvalues at 11.837% of the total variation giving all 
three of the dimensions 84.137% cumulative of the total variation. Dimensions four and 
five only give 0.682 and 0.506 respectively, which only consist of 7.577% and 5.623% 
of the total variation. Eigenvalues for dimensions six to nine are extremely close to zero 
where the total variation for these four dimensions consists only of 0.98%. 
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Figure 5.25: Scree Plot for Penang 
 
From the scree plot in Figure 5.25, eigenvalues for principal component (PC) four to 
nine are close to zero. Since the total variation for three PC is 84.137%, all three 
eigenvalues are greater than one and the other eigenvalues are close enough to zero so 
they can be ignored; therefore three PCs are used for the analysis. 
 
The principal component scores is then determined. Therefore, Penang has three 
principal components with are three significant indicators, which will be used as the 
input to develop the neural network model.  
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Table 5.23: Rotated Component Matrix for Penang 
 
Component  
1 2 3 
Inflation Rate -.924  
Poverty Rate .864  
Population Growth .848  
Birth Rate .841  
GDP -.771  
Child Mortality Rate .832  
Income Rate .691  
Housing Stock .874 
Unemployment Rate -.821 
Extraction Method: Principal Component Analysis.  
 Rotation Method: Varimax with Kaiser Normalization. 
a. Rotation converged in 5 iterations. 
 
Table 5:23 shows that inflation rate, poverty rate, population growth, birth rate and GDP 
load with PC1 while child mortality rate and income rate correlate most highly in the 
PC2 and housing stock and unemployment rate correlate most highly in the PC3. 
 
Table 5.24: Component Score Coefficient Matrix for Penang 
 
Component  
1 2 3 
Inflation rate -.332 -.215 -.077 
GDP -.111 .173 .077 
Poverty rate .373 .376 .003 
Income rate .004 .333 .093 
Unemployment rate -.106 -.131 -.551 
Housing stock .025 -.124 .587 
Birth rate .179 -.102 .064 
Population growth .188 -.088 .079 
Child mortality rate .230 .597 -.041 
 
Table 5.24 shows the component score coefficient matrix for Penang with nine 
indicators. This table is used to determine the most significant indicator in principle 
component (PC) which means that the significant indicator which gives the most 
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influence to the value of the PC. Therefore, the largest value from the column of PC1, 
PC2 and PC3 are selected as the most significant indicators. For PC1, its most 
significant indicator is poverty rate while for PC2 is child mortality rate and For PC3 is 
housing stock.  It shows that inflation rate, mortality baby rate and housing stock gives 
the highest impact to the low cost housing demand in Penang. Finally, PC1, PC2 and 
PC3 will be used as the input in the NN model development. 
 
 
5.4.8  Significant indicators for Perak 
 
The reliability of using Cronbach’s alpha in Perak is 0.6 which is good and the 
determinant of the correlation matrix, ⏐R⏐is 2.04x10-9 that is very close to zero. This 
indicates that linear dependencies exist among the response variables. Therefore, PCA 
can be performed.  
 
After that, in testing the hypothesis, the population correlation matrix is equal to the 
identity matrix, that is, all variables are uncorrelated when the data are multivariate 
normal. In this case there are nine indicators and 85 data therefore, p = 9 and N = 85. 
- a . ln (v) =  - (N – 1 – (2p + 5) /6) ln (⏐R⏐) 
   = - (85 – 1 – (2 x 9 + 5)/6) ln (2.04x10-9 ) 
   = 1604.16 
 
Therefore, the value for the tested statistic for this data is 1604.16and the critical point of 
the chi-square distribution is p (p – 1)/2 = 36. 
 
For degrees of freedom, α = 0.001, the critical point is 71.64. See Appendix G for chi-
square distribution graph. Clearly, the hypothesis will be rejected at the 0.001 significant 
level because 1604.16> 71.64. 
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Table 5.25: Total Variance for Perak 
Initial Eigenvalues Component 
Total % of Variance Cumulative % 
1 4.550 50.555 50.555 
2 1.863 20.695 71.250 
3 1.004 11.154 82.404 
4 .968 10.760 93.163 
5 .522 5.800 98.963 
6 .067 .742 99.705 
7 .025 .280 99.985 
8 .001 .012 99.997 
 
9 .000 .003 100.000 
 
Table 5.25 shows that the first correlation matrix dimension gives the largest 
eigenvalues at 4.550 consist of 50.555% of the total variation while the second 
correlation matrix dimension gives 1.863 eigenvalues which accounts for 20.695% of 
the total variation. The eigenvalue for the third dimension is 1.004 that is 11.154% of the 
total variation, which gives all three of the dimensions a 82.404% cumulative value of 
the total variation. Dimensions four and five only give 0.968 and 0.522 respectively, 
which only consist of 10.760% and 5.8% of the total variation. Eigenvalues for 
dimensions six to nine are extremely close to zero where the total variation for these four 
dimensions are 0.295%. 
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Figure 5.26: Scree Plot for Perak 
 
 
Scree plot in Figure 5.26 shows that eigenvalues for principal component (PC) four to 
nine are close to zero. Since eigenvalue for PC four is less than 1, the total variation for 
the three PCs is 82.404%, and the other eigenvalues are close enough to zero that they 
can be ignored. Therefore three PCs are used for the analysis. Consequently, Perak has 
three principal components, with three significant indicators that will be used as the 
input to develop the neural network model.  
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Table 5.26: Rotated Component Matrix for Perak 
 
Component  
1 2 3 
Income Rate .986  
Inflation Rate .983  
GDP .975  
Birth Rate -.940  
Child Mortality Rate .725  
Population Growth -.962  
Housing Stock .939  
Unemployment Rate .820 
Poverty Rate -.579 
Extraction Method: Principal Component Analysis.  
 Rotation Method: Varimax with Kaiser Normalization. 
a. Rotation converged in 4 iterations. 
 
Table 5:26 shows income rate, inflation rate, GDP, birth rate and child mortality rate 
loaded in PC1 while population growth and housing stock correlate most highly in PC2 
and unemployment rate and poverty rate correlate most highly in PC3. 
 
Table 5.27: Component Score Coefficient Matrix for Perak 
 
Component  
1 2 3 
Inflation rate .207 .158 .006 
GDP .208 .135 -.013 
Poverty rate .012 -.124 -.566 
Income rate .212 .107 .035 
Unemployment rate -.022 -.072 .818 
Housing stock .107 -.454 .037 
Birth rate -.218 .048 -.033 
Population growth -.049 .503 .008 
Child mortality rate .164 .002 .050 
 
 
Table 5.27 shows the component score coefficient matrix for Perak with nine indicators. 
The largest value in PC1 is 0.212, PC2 is 0.503 and PC3 is 0.818. Therefore, for PC1 its 
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most significant indicator is income rate, PC2 is population growth and PC3 is 
unemployment rate. It shows that income rate, population growth and unemployment 
rate give the highest impact to the low cost housing demand in Perak. Subsequently, 
PC1, PC2 and PC3 will be used as the input in NN model development. 
 
 
5.5  SUMMARY 
 
Actual data on demand on low cost housing will be used as the dependent variable that 
is the actual output in the NeuroShell 2 package to develop the neural network model 
and significant indicators will be used as the inputs. The significant indicators are 
derived using Principal Component Analysis (PCA) from all nine selected indicators. 
From PCA, Kedah, Kelantan, Terengganu and Pahang have two significant indicators 
while Perlis, Penang, Johor and Perak have three significant indicators.  
 
Table 5.28: The Most Significant Indicators in All Eight States 
Principal Components (PCs) States 
PC1 PC2 PC3 
Perlis Income rate Child mortality rate Population growth 
Pahang Population growth Child mortality rate - 
Johor Income rate Poverty rate - 
Terengganu Income rate Poverty rate - 
Kelantan Population growth Child mortality rate - 
Kedah Income rate Child mortality rate - 
Penang Poverty rate Child mortality rate Housing stock 
Perak Income rate Population growth Unemployment rate 
 
The differences of most significant indicators values between states maybe happen 
because of several factors such as geographical and economy factors.  For example 
Pahang is the largest state in Peninsular Malaysia with total area of 36,137 km2 and total 
population of 1.44 million while Perlis is the smallest state with total area only 821km2 
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and total population of 0.23 million. Johor is the 3rd largest state by land area and also 3rd 
most populated state in Malaysia with a total land area of 19,210 km2 and a population 
of 3.23 million. On the other side, Kelantan is the poorest state in Peninsular Malaysia 
and has a GDP per capita at RM7,985 (1,617.88 GBP) which is about a fraction that of 
other richer state like Penang.  
 
The component plots show that the most significant indicators is child mortality rate 
followed by population growth, income rate, poverty rate, inflation rate, unemployment 
rate and housing stock.  
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CHAPTER  
  6 
 
 
MODEL AND INTERFACES 
DEVELOPMENT 
 
 
 
This chapter discusses the application of Artificial Neural Networks (ANN) in 
developing the model for forecasting the demand of low-cost housing. The ANN model 
is generated by training and testing process within the neurons of the ANN. The self 
learning by neuron through an iterative process will then established the neural network 
model. 
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6.1  TRAINING AND TESTING DATA 
 
According to Lyons et al. (1998), ANN stabilizes around 65% over the dependent data 
set in the training process. Oyerokun (2002) mentioned a test set of about 10% - 40% of 
the pattern in the training set is usually extracted before the network is trained. 
Therefore, training and testing data set will be divided according to the total data 
available in each state. Table 6.1 shows the training and testing data set for each state.  
 
Table 6.1: Training and testing data set for Perlis, Kedah, Pulau Pinang, 
Terengganu, Johor, Pahang, Kelantan and Perak 
States Total data 
available 
Training Set Testing Set 
1. Perlis 
2. Kedah 
3. Pulau Pinang 
4. Terengganu 
5. Johor 
 
 
85 
 
 
70 
 
 
10 
6. Pahang 
7. Kelantan 
73 60 10 
8. Perak 97 80 10 
 
 
6.2 CREATING NEURAL NETWORK MODEL 
 
According to Cattan (1994), a network is required to perform two tasks; (1) to reproduce 
the patterns it was trained on and (2) to predict the output given patterns it has not seen 
before, which involves interpolation and extrapolation. In order to perform these tasks, a 
backpropagation network with one hidden neutron is used. Sigmoid functions are used 
as the activation function for hidden and output layers (Bhokha, S. 1996).  
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To find out the best number of hidden neurons for the network, the default setting of 
backpropagation algorithm in Neuroshell 2 is applied, where the value for the initial 
weights is 0.3 while the learning rate and momentum are determined by trial and error 
process as discussed in Chapter 3. The average error used is 0.001 and 40,000 learning 
epochs. The number of input nodes for Kedah, Terengganu, Pahang and Kelantan are 
two since these states have two principal components (PCs) as the input variables while 
the number of input nodes for Perlis, Pulau Pinang, Johor and Perak are three since these 
states have three PCs as the input variables. The number of output neuron for all eight 
states are one that is housing demand. 
 
Figure 6.1 and 6.2 show the neural network topology with one hidden layer for two and 
three input nodes respectively.  
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Figure 6.1: Neural Network topology with 2 inputs nodes 
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Figure 6.2: Neural Network topology with 3 inputs nodes 
 
Using the training and testing data, a series of trial and error process is conducted by 
varying the number of hidden neurons in order to find the suitable number of hidden 
neurons. The process is started by applying the smallest number of hidden neurons. In 
this study, the hidden neuron varies from 1 to 40. Training and testing are conducted by 
increasing the hidden neurons after each training and testing process (Bhokha, S. 1996). 
 
The network will minimize the differences between the given output and the prediction 
output monitored by the minimum average error while the training process is conducted. 
When the value is reduced, the error also will be minimized. This process continues until 
40,000 cycles of test sets are presented after the minimum average error or the minimum 
average reaches the convergence rate, which comes first.  
 
Figure 6.3 and 6.4 show the performance of network for testing data for all eight states. 
The figures show the value of R square when different numbers of neurons are applied 
in the Neural Network’s hidden layer.  
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Figure 6.3: Network performance of Kedah, Terengganu, Pahang and Kelantan 
 
Figure 6.3 shows that the network performances for 2 input nodes are different for each 
state. R squared for Kedah is more uniform compared to other three states.  The highest 
R square for Kedah is 0.83 at 16 neurons in hidden layer. It shows that the best Neural 
Network model to forecast low cost housing in Kedah is 2-16-1, which is 2 numbers of 
neurons in the input layer, 16 numbers of neurons in hidden layer and 1 number of 
neuron in the output layer.  
 
The range for R square value for Pahang is a bit high compared to Kedah from 0.20 to 
0.72 at 15 neurons in the hidden layer. Therefore, the best Neural Network model to 
forecast low cost housing demand in Pahang is 2-15-1, which is 2 numbers of neurons in 
the input layer, 15 numbers of neurons in the hidden layer and 1 number of neurons in 
the output layer.  
 
Kelantan has the highest R square value of 0.83 while the lowest is -0.31. The number of 
neurons in the hidden layer with the highest R square is 25. It shows that the best Neural 
Network model to forecast low cost housing demand in Kelantan is 2-25-1, which is 2 
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numbers of neurons in the input layer, 25 numbers of neurons in the hidden layer and 1 
number of neurons in the output layer. 
 
Terengganu has the highest range of R square value with the highest value at 0.70 and 
the lowest at -1.46.  The highest R square is obtained by using 30 numbers of neurons in 
the hidden layer. Therefore, the best Neural Network to forecast demand on low cost 
housing in Terengganu is 2-30-1, which is 2 numbers of neurons in the input layer, 30 
numbers of neurons in the hidden layer and 1 number of neuron in the output layer.  
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Figure 6.4: Network performance of Perlis, Pulau Pinang, Johor and Perak 
 
Figure 6.4 shows that the network performances for the 3 input nodes are different for 
each state. The R squared for Perlis is more uniform compared to the other three states.  
The highest R square for Perlis is 0.36 at 5 neurons in the hidden layer. It shows that the 
best Neural Network model to forecast low cost housing in Perlis is 3-5-1, which is 3 
numbers of neurons in the input layer, 5 numbers of neurons in the hidden layer and 1 
number of neurons in the output layer.  
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The range for the R squared value for Pulau Pinang is a bit high compared to Perlis with 
the lowest value at -0.46 to 0.52 at 7 neurons in the hidden layer. Therefore, the best 
Neural Network model to forecast low cost housing demand in Pulau Pinang is 3-7-1, 
which is 3 numbers of neurons in the input layer, 7 numbers of neurons in the hidden 
layer and 1 number of neurons in the output layer.  
 
Johor has the highest R square value of 0.82 while the lowest is -3.14. The number of 
neurons at hidden layer with the highest R square is 38. It shows that the best Neural 
Network model to forecast low cost housing demand in Johor is 3-38-1, which is 3 
numbers of neurons in the input layer, 38 numbers of neurons in the hidden layer and 1 
number of neurons in the output layer. 
 
Perak has the highest range of R square value with the highest value at 0.79 and the 
lowest at -1.02.  The highest R square is obtained using 24 numbers of neurons in the 
hidden layer. Therefore, the best Neural Network to forecast demand on low cost 
housing in Perak is 3-24-1, which is 3 numbers of neurons in the input layer, 24 numbers 
of neurons in the hidden layer and 1 number of neuron in the output layer.  
 
Subsequently, another series of trial and error process was done by changing the 
learning rate and momentum rate according to Table 4.1 which was discussed before in 
Chapter 4. Table 6.2 recorded the performance of R square with different combination of 
learning and momentum rate for Kedah, Terengganu, Pahang, Kelantan, Perlis, Pulau 
Pinang, Johor and Perak using their best networks. The table provided the highest R 
square value, R2 representing the network performance for the different combination of 
learning and momentum rate for testing processes. 
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Table 6.2: Performance of R square with different combination of learning rate 
and momentum rate for all eight states using their best networks. 
Phase Phase 1 Phase 2 Phase 3 Phase 4 
Learning rate 0.9 0.7 0.5 0.4 
Momentum rate 0.1 0.4 0.5 0.6 
R2 for Kedah 0.82 0.82 0.83 0.81 
R2 for Terengganu 0.74 0.7 0.65 0.70 
R2 for Pahang 0.71 0.77 0.70 0.72 
R2 for Kelantan 0.83 0.83 0.83 0.83 
R2 for Perlis 0.31 0.30 0.30 0.29 
R2 for Pulau Pinang 0.60 0.68 0.75 0.80 
R2 for Johor 0.83 0.82 0.83 0.84 
R2 for Perak 0.79 0.77 0.79 0.79 
 
From Table 6.2, it can be seen that the highest value of R square for Kedah is 0.83 when 
using 0.5 learning rate and 0.5 momentum rate. Therefore, the best Neural Network 
model for Kedah to forecast demand on low cost housing is 2-15-1 by using 0.5 learning 
rate and 0.5 momentum rate. 
 
The highest value of R square for Terengganu is 0.74 at Phase 1 using 0.9 learning rate 
and 0.1 momentum rate. Therefore, the best Neural Network model for Terengganu to 
forecast demand on low cost housing is 2-30-1 using 0.9 learning rate and 0.1 
momentum rate. 
 
For Pahang, the highest R square is 0.77 at Phase 2. So, it can be concluded that the best 
Neural Network model to forecast low cost housing demand in Pahang is 2-15-1 using 
0.7 learning rate and 0.4 momentum rate. 
 
The highest R squared value for Kelantan is the same for all phases which is 0.83. 
Therefore, the performances of models are evaluated using the Mean Absolute 
Percentage Error (MAPE) equation 4.29 as discussed in Chapter 4. The actual and 
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forecasted testing data are compared and evaluated using the MAPE. Table 6.3 shows 
MAPE value for all the four phases. 
 
Table 6.3: MAPE value with different combination of learning rate and momentum 
rate for Kelantan using the best networks. 
Phase Phase 1 Phase 2 Phase 3 Phase 4 
Learning rate 0.9 0.7 0.5 0.4 
Momentum rate 0.1 0.4 0.5 0.6 
R2 for Kelantan 0.83 0.83 0.83 0.83 
MAPE 5.997 6.468 5.906 5.889 
 
From table 6.3, it can be seen that the lowest MAPE value is at phase four at 5.889. 
Therefore, it can be concluded that the best Neural Network model to forecast low cost 
housing demand in Kelantan is 2-25-1 using 0.4 learning rate and 0.6 momentum rate. 
 
The highest value of R square for Perlis is 0.31 at Phase 1 using 0.9 learning rate and 0.1 
momentum rate. Therefore, the best Neural Network model for Terengganu to forecast 
demand on low cost housing is 3-8-1 using 0.9 learning rate and 0.1 momentum rate. 
 
For Pulau Pinang, the highest R square is 0.80 at Phase 4. So, it can be concluded that 
the best Neural Network model to forecast low cost housing demand in Pahang is 3-6-1 
using 0.4 learning rate and 0.6 momentum rate. 
 
Johor has the highest R square value at Phase four with 0.84. Therefore, the best Neural 
Network model to forecast low cost housing demand in Johor is 3-8-1 using 0.4 learning 
rate and 0.6 momentum rate. 
Perak has same highest R square value for all three phases which is 0.79 at phase one, 
three and four. Therefore, the actual and forecasted data are compared and validated 
using MAPE to evaluate the performances of the models. Table 6.4 shows the MAPE 
value for all the three phases. 
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Table 6.4: MAPE values with different combination of learning rate and 
momentum rate for Perak using the best networks. 
Phase Phase 1 Phase 3 Phase 4 
Learning rate 0.9 0.5 0.4 
Momentum rate 0.1 0.5 0.6 
R2 for Perlis 0.79 0.79 0.79 
MAPE 3.655 25.314 26.423 
 
From table 6.4, it can be seen that the lowest MAPE value is at phase one with 3.655. 
Therefore, it can be concluded that the best Neural Network model to forecast low cost 
housing demand in Perak is 3-16-1 using 0.9 learning rate and 0.1 momentum rate. 
 
 
6.3 VALIDATION 
 
Lastly, the demand on low cost housing for Perlis, Kedah, Pulau Pinang, Terengganu 
and Johor has been forecasted for 5 months ahead using their best Neural Network. On 
the other hand, the low cost housing demand for Pahang and Kelantan is forecasted 3 
months ahead while Perak is 7 months ahead. The mean absolute percentage error, 
MAPE is calculated to evaluate the forecasting performance.  
 
Table 6.5: Actual and forecasted low cost housing demand for 5 months ahead in 
Kedah 
Time series Actual data Forecasted data Actual - forecasted PE 
September 2006 840 838 2 0.19 
October 2006 1090 796 294 26.95 
November 2006 1080 828 252 23.32 
December 2006 1152 842 310 26.93 
January 2007 898 865 33 3.68 
MAPE
  
16.21 
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Table 6.5 shows the actual and forecasted low cost housing demand for 5 months ahead 
in Kedah. According to Sobri Harun (1999), MAPE value is less than 10% can be 
classified as very good in terms of ability of forecasting. Meanwhile if the MAPE value 
is less than 20%, it can be classified as good for forecasting. From the table, the MAPE 
value of 16.21 shows that Neural Network can be classified as good to forecast demand 
on low cost housing in Kedah.  
 
Table 6.6: Actual and forecasted low cost housing demand for 5 months ahead in 
Terengganu 
Time series Actual data Forecasted data Actual - forecasted PE 
September 2006 88 79 9 10.75 
October 2006 90 79 11 11.72 
November 2006 115 92 23 20.06 
December 2006 95 165 -70 74.02 
January 2007 233 313 -80 34.21 
MAPE
  
13.14 
 
Table 6.6 shows the actual and forecasted low cost housing demand for 5 months ahead 
in Terengganu. From the table, the MAPE value of 13.14 shows that Neural Network 
can be classified as good to forecast the demand on low cost housing in Terengganu.  
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Table 6.7: Actual and forecasted low cost housing demand for 5 months ahead in 
Perlis 
Time series Actual data Forecasted data Actual - forecasted PE 
September 2006 4 9 -5 120.92 
October 2006 12 9 3 24.76 
November 2006 18 12 6 32.01 
December 2006 5 13 -8 159.51 
January 2007 14 13 1 8.16 
MAPE
  
43.10 
 
Table 6.7 shows the actual and forecasted low cost housing demand for 5 months ahead 
in Perlis. From the table, the MAPE value of 43.10 shows that Neural Network cannot 
forecast demand on low cost housing in Perlis accurately. This happened maybe because 
the low cost housing demand in Perlis has a very high range of difference from month to 
month with the lowest demand of 0 to the highest of 374. The demands also changed 
very drastically from month to month (refer Figure 5.4). Probably, Neural Network 
needs more data to learn the pattern and give more accurate results. 
 
Table 6.8: Actual and forecasted low cost housing demand for 5 months ahead in 
Pulau Pinang 
Time series Actual data Forecasted data Actual - forecasted PE 
September 2006 280 238 42 14.98 
October 2006 199 238 -39 19.83 
November 2006 183 238 -55 30.25 
December 2006 253 239 14 5.57 
January 2007 264 240 24 9.15 
MAPE
  
4.08 
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Table 6.8 shows the actual and forecasted low cost housing demand for 5 months ahead 
in Pulau Pinang. From the table, the MAPE value of 4.08 shows that Neural Network 
can forecast the demand on low cost housing in Pulau Pinang very good.  
 
Table 6.9: Actual and forecasted low cost housing demand for 5 months ahead in 
Johor 
Time series Actual data Forecasted data Actual - forecasted PE 
September 2006 259 201 58 22.40 
October 2006 134 188 -54 40.02 
November 2006 197 177 20 9.94 
December 2006 197 170 27 13.50 
January 2007 157 165 -8 5.32 
MAPE
  
0.10 
 
Table 6.9 shows the actual and forecasted low cost housing demand for 5 months ahead 
in Johor. From the table, the MAPE value of 0.10 shows that Neural Network can 
forecast demand on low cost housing in Johor very good.  
 
Table 6.10: Actual and forecasted low cost housing demand for 3 months ahead in 
Pahang 
Time series Actual data Forecasted data Actual - forecasted PE 
November 2006 76 99 -23 30.84 
December 2006 114 114 0 0.25 
January 2007 160 144 16 9.71 
MAPE
  
6.96 
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Table 6.10 shows the actual and forecasted low cost housing demand for 3 months ahead 
in Pahang. From the table, the MAPE value of 6.96 shows that Neural Network can 
forecast demand on low cost housing in Pahang very good.  
 
Table 6.11: Actual and forecasted low cost housing demand for 3 months ahead in 
Kelantan 
Time series Actual data Forecasted data Actual - forecasted PE 
November 2006 130 127 3 2.03 
December 2006 140 141 -1 1.07 
January 2007 115 110 5 4.31 
MAPE
  
1.76 
 
Table 6.11 shows the actual and forecasted low cost housing demand for 3 months ahead 
in Kelantan. From the table, the MAPE value of 6.96 shows that Neural Network can 
forecast demand on low cost housing in Kelantan very good.  
 
Table 6.12: Actual and forecasted low cost housing demand for 6 months ahead in 
Perak 
Time series Actual data Forecasted data Actual - forecasted PE 
August 2007 50 15 35 70.49 
September 2007 26 14 12 47.14 
October 2007 27 15 12 45.01 
November 2007 12 16 -4 33.97 
December 2007 86 17 69 79.77 
January 2008 116 19 97 83.78 
MAPE
  
49.71 
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Table 6.12 shows the actual and forecasted low cost housing demand for 6 months ahead 
in Perak. From the table, the MAPE value of 49.71 shows that Neural Network could not 
forecast demand on low cost housing in Perak accurately. This happened probably 
because Perak had a few missing data that were replaced by the mean which did not 
reflect the real data. Perak also had a very high range of difference of low cost housing 
demand from month to month with the lowest demand of 0 to the highest of 460. The 
demands also changed very drastic from month to month (refer Figure 5.8). Maybe 
Neural Network needs more data to learn the pattern and give more accurate results. 
 
 
6.4 INTERFACES DEVELOPMENT 
 
Friendly and simple user interfaces are created using VB as discussed in Chapter 4. 
There are four main menu features in the Main Windows; 
 
1. File menu 
2. Option menu 
3. Window menu 
4. Help menu 
5.  
The File menu features are used to start display all the Lochdep Information or selected 
data within a time series. 
 
 
Figure 6.5: File Menu 
 
 157
The Option menu features are used to change or remove the background of the system 
suit to user. 
 
 
Figure 6.6: Option Menu 
 
To change the background; click on ‘Option’ menu then click on background name. 
There are 9 background pictures that can be choosen.  
 
To remove the background; click on ‘Option’ menu then click on the ‘Remove 
background’. 
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Figure 6.7: Changing Background 
 
Window menu features is used to sort the windows to Cascade, or Tile Windows 
Vertically or to Tile Windows Horizontally. 
 
 
Figure 6.8: Window Menu 
 
Help menu features is used to view this documentation for better understanding about 
the system, how to use this system and all the features. 
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Figure 6.9: Help Menu 
 
To launch the Lochdep Information window, click on File menu then click on ‘Lochdep 
Information’ or just press ‘CTRL key + B’ simultaneously.  
 
 
Figure 6.10: Launch Lochdep Information from File Menu 
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Lochdep Information window will appear as shown below:  
 
 
Figure 6.11: Launch Lochdep Information 
 
Legend : 1: Lochdep Information Window 
  2: NN Code – a unique code for each record 
  3: States Combo-box – selection of states 
  4: Date From Combo-box – selection of Date From 
  5: Date To Combo-box – selection of Date To 
  6: Show Records button – to show selected record 
  7: Lochdep Table – To display all the records or selected records 
  8: Total Records – to display the total number of records selected 
9: Record Navigation – to display the total number of records selected 
           10: Reset button – to reset the display of all data to default view 
Refer Appendix I for details user’s guide. 
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6.5 SUMMARY 
 
After several rounds of trial and error process, the optimum training and testing data for 
Perlis, Kedah, Pulau Pinang, Terengganu and Johor are 70 and 10, for Pahang and 
Kelantan are 60 and 10 while Perak are 80 and 10. Table 6.17 shows the best Neural 
Network model to forecast demand on low cost housing in all the eight states with their 
best R2. 
 
Table 6.13: Best Neural Network models with the best R2 for all eight states 
States NN model Learning rate Momentum rate R2
Kedah 2-16-1 0.5 0.5 0.83 
Pahang 2-15-1 0.7 0.4 0.77 
Kelantan 2-25-1 0.4 0.6 0.83 
Terengganu 2-30-1 0.9 0.1 0.74 
Perlis 3-5-1 0.9 0.1 0.31 
Pulau Pinang 3-7-1 0.4 0.6 0.80 
Johor 3-38-1 0.4 0.6 0.84 
Perak 3-24-1 0.9 0.1 0.79 
 
Since the highest R2 for Kelantan and Perak are the same for all phases which are 0.83 
and 0.79 respectively, the performance is evaluated using the MAPE value by 
comparing the actual and forecasted data. The results show the highest value of MAPE 
for Kelantan is 5.889 at Phase four and Perlis is 3.655 at phase one.  
 
The low cost housing demand for Perlis, Kedah, Pulau Pinang, Terengganu and Johor 
are forecasted for 5 months ahead using their best NN for validation. Pahang and 
Kelantan is forecasted at 3 months ahead while Perak is forecasted at 6 months ahead. 
Table 6.14 shows the MAPE value and the evaluation results.  
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Table 6.14: MAPE values and evaluation results for all eight states 
States MAPE (%) Evaluation 
Kedah 16.21 Good 
Terengganu 13.14 Good 
Perlis 43.10 Not accurate 
Pulau Pinang 4.08 Very good 
Johor 0.10 Very good 
Pahang 6.96 Very good 
Kelantan 1.76 Very good 
Perak 49.71 Not accurate 
 
From the table above, it can be concluded that Neural Network can forecast low cost 
housing demand very good in certain states.  
 
A user friendly interface is developed so that all data and results can be generated and 
viewed easily. With this, no expertise is needed to read and interpret the results.  
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CHAPTER  
  7 
 
 
CONCLUSIONS AND 
RECOMMENDATIONS 
 
 
 
This chapter consists of two parts that are: (1) conclusions on the research findings and, 
(2) recommendation for future research. 
 
 
7.1  CONCLUSIONS 
 
The Artificial Neural Network (ANN) used in this study has generated a forecasting 
model for low-cost housing demand in the urban areas of eight states in Peninsular 
Malaysia. The works carried out in this study have achieved its objectives as stated in 
Chapter 1. 
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The major findings that can be summarized from this study are:   
 
i. Literature review on comparison has shown that ANN method of forecasting is more 
superior then other methods. 
ii. Nine critical indicators were identified for Principal Component Analysis process. 
iii. Eight neural network models have been developed to forecast low-cost housing 
demand in eight states in Peninsular Malaysia. 
iv. A user friendly interface was successfully developed.  
 
Through the findings, the conclusions for this study are as below:  
 
 
7.1.1:  Reviewed Artificial Neural Network (ANN) algorithms for forecasting. 
 
From the literature data, other Artificial Neural Network (ANN) algorithms for 
forecasting are reviewed in Chapter 3. Appendix C shows the summary of ANN models 
that have been used by previous researches for forecasting. Comparison between ANN 
with other techniques such as multiple linear regressions, univariate Box-Jenkins, 
multiple loglinear regression, linear model, Hedonic price model, nonlinear regression, 
and Autoregressive Integrated Moving Average (ARIMA) are shown in Table 3.4, 3.5, 
3.6, 3.7 and 3.8. From the table, it can be concluded that ANN is the most accurate 
technique. This study also used ANN to develop a low cost housing demand model. 
 
 
7.1.2:  Established significant indicators for forecasting low-cost housing demand. 
 
From extensive literature review, nine critical indicators that have been identified for 
low cost housing in urban area, which includes: 
 
i. Population growth; 
ii. Birth rate; 
iii. Child mortality rate; 
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iv. Income rate; 
v. Poverty rate; 
vi. Inflation rate; 
vii. Unemployment rate; 
viii. GDP rate; and 
ix. Housing stock. 
 
To test whether these indicators are accepted in Malaysian’s housing industry; a survey 
has been done by interviewing and distributing questionnaires among people who were 
involve in the low cost housing development. The result shows that 26% of the 
respondents believed that indicators used to forecast low cost housing demand are 
excellent, 24% think it was very good and 27% good. Only 4% believed the indicators 
gave very poor effect to the low cost housing demand and 18% think it was moderate. It 
shows that most people in the housing industry accepted the indicators. 
 
Then, analysis is done using the Principal Component Analysis to find out the 
significant indicators using all these nine critical indicators. From the analysis, the most 
significant indicators to forecast low cost housing demand for all eight states can be 
concluded in Table 7.1. 
 
Table 7.1:The most significant indicators to forecast low cost housing demand for 
all eight states. 
Number States Significant indicators 
1. Perlis 1. Inflation rate 
2. Child mortality rate  
3. Population growth 
2. Pahang 1. Child mortality rate  
2. Population growth 
3. Johor 1. Inflation rate 
2. Child mortality rate  
3. Population growth 
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4. Terengganu 1. Inflation rate 
2. Poverty rate 
5. Kelantan 1. Population growth 
2. Child mortality rate 
6. Kedah 1. Inflation rate 
2. Child mortality rate 
7. Penang 1. Inflation rate 
2. Child mortality rate  
3. Housing stocks 
8. Perak 1. Inflation rate 
2. Population growth 
3. Unemployment rate 
 
 
The table shows that the most significant indicators are inflation rate, child mortality rate 
and population growth followed by poverty rate, unemployment rate and housing stock. 
The others indicators are still considered but they give less effect compared to the list of 
indicators mentioned above. 
 
 
7.1.3:  Developed a model using ANN to forecast on low-cost housing demand in 
urban area in eight states in Peninsular Malaysia. 
 
A Neural Network (NN) model to forecast low cost housing demand in urban area has 
been successfully developed using ANN topology which has an input layer, hidden layer 
and output layer. The development of the model is discussed in Chapter VI. Through the 
findings, the best Neural Network models to forecast demand on low cost housing in all 
eight states can be concluded in Table 7.2. 
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Table 7.2: Best Neural Network models for all eight states. 
States NN model Learning rate Momentum rate 
Kedah 2-16-1 0.5 0.5 
Pahang 2-15-1 0.7 0.4 
Kelantan 2-25-1 0.4 0.6 
Terengganu 2-30-1 0.9 0.1 
Perlis 3-5-1 0.9 0.1 
Pulau Pinang 3-7-1 0.4 0.6 
Johor 3-38-1 0.4 0.6 
Perak 3-24-1 0.9 0.1 
 
 
Table 7.3: Evaluation results for all eight states 
States Evaluation 
Kedah Good 
Terengganu Good 
Perlis Not accurate 
Pulau Pinang Very good 
Johor Very good 
Pahang Very good 
Kelantan Very good 
Perak Not accurate 
 
 
Table 7.3 summarizes the evaluation performance of the model through the MAPE 
value. It can be concluded that Neural Network can forecast low cost housing demand 
very good in four states they that are; Pulau Pinang, Johor, Pahang and Kelantan.  
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7.1.4:  Developed a user friendly interface.  
 
Objective number four highlights a user friendly interface to forecast low cost housing 
demand and this interface has been successfully developed. A user friendly interface was 
built using VB language. From this interface, data is derived and viewed easily.  
 
 
7.2 LIMITATIONS 
 
 Below are list of some limitations of the computerized model: 
 
1. The model uses nine sets of indicators to forecast the low cost housing    
demand. The number of indicators cannot be eliminated or added. 
 
2. User must know the value of the nine indicators in forecasted years in order 
to   forecast the low cost housing demand. 
 
3. The model can be used to forecast low cost housing demand only in urban 
areas. 
 
 
7.3  ADVANTAGES OF THE COMPUTERIZED MODEL 
 
Using the computerized model, user can directly forecast the demand on low cost 
housing for selected areas. Below are list of the advantages of this model: 
 
1. This model is the first computerized model that has been developed to 
forecast low cost housing demand in urban areas. 
 
2. The demand on low cost housing in urban areas can be forecasted directly for 
selected areas. 
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3. The model can forecast the demand on low cost housing in urban areas 
within a few seconds.  
 
4. The cost of the model is cheap.   
 
5. Data can be retrieved and viewed easily using the user friendly interface. 
 
 
7.4 RECOMMENDATIONS 
 
From this study, a computerized forecasting model to forecast low cost housing demand 
in urban area in Malaysia using Artificial Neural Network (ANN) was developed. 
Through the findings, it proven that Neural Network could forecast demand on low cost 
housing very well in certain states. This model has a high potential to produce a very 
effective time series forecasting model. Therefore, the following suggestions are 
recommended for future research. 
 
i. It is recommended that more time series data be used as the input and actual 
output in the network. 
ii. Further studies should be conducted to find a method in determining the 
optimum training and testing data instead of random selection.  
iii. Further studies should be conducted to find a method in determining the neurons 
in the hidden layer instead of trial and error processes. 
iv. It is recommended that this model is used to plan low cost housing construction 
especially in urban areas in Malaysia. 
 
It is hoped that this model will be improved and be used to forecast low cost housing 
demand in future. 
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du Ministere des Affaires Etrangeres, 2005 
APPENDIX B 
 
Sixth Malaysia Plan (91-95) Seventh Malaysia Plan (96-2000)  
Planned  Completed % Planned  Completed % 
PUBLIC SECTOR 
Hardcore Poor 
Housing 
Low Cost 
Low Medium Cost 
Medium Cost 
High Cost 
 
              
- 
126,800 
- 
44,600 
2,600 
 
                 
- 
46,497 
- 
35,195 
2,850 
 
                
- 
36.7 
- 
78.9 
109.6 
 
                
35,000 
60,000 
110,000 
20,000 
5,000 
 
                   
17,229 
60,999 
18,782 
21,748 
2,866 
 
                  
42.9 
101.7 
17.1 
108.7 
57.3 
Sub Total 174,000 84,542 48.6 230,000 121,624 52.9 
PRIVATE SECTOR 
Low Cost 
Low Medium Cost 
Medium Cost 
High Cost 
 
217,000 
- 
155,900 
26,100 
 
214,889 
- 
247,241 
100,788 
 
99.0 
- 
158.6 
386.2 
 
140,000 
240,000 
110,000 
80,000 
 
129,598 
53,800 
206,208 
348,250 
 
92.6 
22.4 
187.5 
435.3 
Sub Total 
Total 
399,000 
573,000 
562,918 
647,460 
141.1 
113.0 
570,000 
800,000 
737,856 
859,480 
129.4 
107.4 
 
Planned and completed housing unit according to house price category during Sixth 
and Seventh Malaysia Plan 
Source: Eight Malaysia Plan, 2001 
 
 
 APPENDIX C 
 
 
Summary of Malaysia Housing Policy 
 
Phase Period Focus of 
Attention 
Strategies Key Documents Policy Analysis 
 
Colonial 
period 
 
Before 
1957 
 
- Housing for 
government 
staff quarters 
- Resettlement 
of people 
during 
communist 
insurgencies 
to the new 
village 
- resettlement 
of people to 
FELDA 
scheme 
- provision of 
housing 
especially for 
low income 
people in 
urban areas 
   
 
- Construction 
of 
government 
quarters 
based on 
department 
requirement 
- building of 
houses in the 
new 
settlements 
with facilities 
for more than 
500,000 
people 
- Planning and 
development 
FELDA 
scheme with 
the housing 
facilities 
- Setting-up of 
Housing 
Trust in 1952  
 
- Briggs Plan, 
1952 
- Land 
Resettlement 
Act, 1956 
- Housing 
Trust 
Ordinance, 
1949 
- G. Rudduck 
Report, 
1950’s 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
- Government 
are the key 
player in 
housing 
provision 
- Physical 
oriented 
- Ad-hoc 
policies 
 
  
Phase Period Focus of 
Attention 
Strategies Key Documents Policy Analysis 
Early 
stage of 
independe
nce 
1957-
1970 
- Continuing 
the colonial 
government 
policies with 
minor 
improvement 
- Emphasis on 
housing 
especially for 
low income 
group in 
urban areas 
- Private sector 
involvement 
in housing 
provision 
- Improvement 
of basic 
infrastructure 
  
- Implementati
on follow the 
colonial 
policies with 
limited 
budget 
- Housing 
Trust 
involved 
actively low 
cost housing 
development 
in urban areas 
such as KL 
and Penang 
- Private sector 
to concentrate 
on medium 
and high cost 
housing 
- First and 
Second 
Malaya Plan 
(1955-1964) 
- First 
Malaysia 
Plan (1965-
1969) 
 
 
 
 
 
 
 
 
 
 
 
 
- Government 
as key 
player in 
housing 
provision 
- Private 
sector to 
focus on 
medium and 
high cost 
housing 
 
New 
economic 
policy 
 
1971-
1990 
 
 
- Eradication of 
poverty and 
restructure 
the society 
- Implementati
on of Human 
Settlement 
Concept in 
housing 
development 
- Housing for 
low income 
group was 
given priority 
in national 
policies 
- Private sector 
play as key 
player in 
housing 
provision 
 
 
- High rate of 
rural-urban 
migration  
- Private sector 
was 
responsible to 
built large 
portion of 
housing for 
people 
include low 
cost 
- Ceiling price 
for low cost 
was set at 
RM25,000 in 
1982 
- Government 
established 
state agencies 
- Encourage 
national unity 
in housing 
development 
 
 
 
 
- New 
Economic 
Policy, 1971 
- Second 
Malaysia 
Plan to Fifth 
Malaysia 
Plan (1971-
1990) 
 
- Private 
sector as key 
player in 
housing 
provision 
including 
low cost 
Phase Period Focus of 
Attention 
Strategies Key Documents Policy Analysis 
 
National 
developm
ent plan 
 
1991-
2000 
 
- Continue 
implementati
on of NEP 
policies and 
strategies 
- Human 
Settlement 
Concept with 
emphasis on 
suitable 
development 
- To ensure all 
people 
regardless of 
their income 
to live in 
decent house 
- Private sector 
continue to 
responsible in 
housing 
provision for 
the people 
 
- To build more 
affordable 
housing 
especially 
low and low 
medium cost 
housing 
- Low medium 
cost housing 
as major 
component in 
housing 
provision 
since Seventh 
Malaysia Plan 
(1996-2000) 
- Emphasis on 
squatters 
elimination 
by the year 
2005 
- Government 
created new 
laws and 
guidelines to 
control 
private sector 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
- National 
Development 
Plan, 1991 
- Sixth and 
Seventh 
Malaysia 
Plan (1991-
2000) 
- Agenda 21 
(UNCHS), 
1994 
- The Habitat 
Agenda, 
1996 
 
- Private 
sector still 
play as key 
player in 
housing 
provision 
but 
government 
created 
many new 
laws and 
guidelines to 
ensure 
quality 
housing 
Phase Period Focus of 
Attention 
Strategies Key Documents Policy Analysis 
 
Vision 
developm
ent plan 
 
2001-
2010 
 
- Emphasis on 
suitable urban 
development 
and adequate 
housing for 
all income 
group 
- Housing 
development 
will be 
integrate with 
other type of 
development 
such as 
industry and 
commercial 
- Emphasis on 
ICT 
- Government 
as key player 
in low cost 
housing 
provision and 
private sector 
for medium 
and high cost 
housing 
 
- Continue 
effort to 
provide the 
guidelines 
and inculcate 
the citizen 
understanding 
towards 
sustainable 
development 
and 
encourage 
citizen to 
participate in 
housing 
development 
in line with 
Local Agenda 
21 
- Encourage 
more private 
developers to 
construct low 
medium cost 
house 
- Setting-up 
Human 
Settlement 
Research 
Institute or 
MAHSURI to 
encourage 
research and 
development 
in housing 
 
 
- Vision 
Development 
Plan, 2001 
- Eight 
Malaysia 
Plan, 2001-
2005 
 
- Government 
as key 
player in 
provision of 
low cost 
housing 
provision 
 
 
Source: Shuid, 2004 
 
APPENDIX D 
 
 
Principal Component Analysis Items 
 
PCA will be performing in a correlation matrix. Below are some itemizations that should be 
known to perform PCA on a correlation matrix P. In each of the following definitions, let 
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
=∑
pppp
p
p
σσσ
σσσ
σσσ
..
:::
..
..
21
22221
11211
…. (2.1) 
 
   
Note that ∑ is a symmetric p x p matrix. 
 
1. Trace of ∑ 
Trace of ∑ denoted by tr(∑) is defined by: 
Thus, the trace of ∑ is the sum of diagonal square matrix elements going from the 
upper left-hand corner down to the right-hand corner. 
 
∑
=
+++==∑
p
i
ppiitr
1
2211 ...)( σσσσ …. (2.2) 
2. Determinant of a square matrix ∑ 
The determinant of a square matrix ∑ is denoted by |∑| 
 
Where 
∑ij is the matrix obtained from ∑ by deleting its first row and its jth column. 
…. (2.3) jjj
11
1 )1( ∑−=∑ +
j
p
j
j 1
1
1 ∑•=∑ ∑
=
σ …. (2.4) 
        
The determinant of a 1 x 1 matrix is defined as the value of the single entry in      the 
matrix that is det(σ11)=σ11. 
 
3. Eigenvalues 
Eigenvalues also known as characteristic roots or latent roots. The eigenvalues of 
∑ are the roots of the polynomial equation defined by: 
 
When the determinant in Equation 4.5 is expands, the resulting will form the 
equation below: 
  
0... 1
1
21 =++++ +− pppp cccc λλλ    …. (2.6) 
 
Where Equation 4.6 is a polynomial equation in λ of degree p. the eigenvalues of 
∑ are defined as the roots of this polynomial equation. If p=2, Equation 4.6 will 
be a quadratic equation and it will have two roots. If p=3, Equation 4.6 will be a 
cubic equation and it will have three roots. In general, a pth degree equation will 
have p roots.   
 
If ∑is a symmetric matrix either variance-covariance matrix or correlation matrix, 
its eigenvalues will always be real number. Therefore, they can be ordered from 
largest to smallest. In this case, the eigenvalues of ∑ can be denoted by: 
 
  λ1 ≥ λ2 ≥ …. ≥ λp       
 
Where λ1 is the largest eigenvalues of ∑, λ2 is the second largest eigenvalues of 
∑,…, and λp is the smallest eigenvalues of ∑. 
 
 
 
 
…. (2.5) 0=−∑ Iλ
4. Eigenvectors 
An eigenvector also known as a characteristic vector or a latent vector. Each 
eigenvalue of ∑ has a corresponding non-zero vector, a that satisfies the matrix 
equation: 
   
∑a = λa      ….. (2.7) 
 
Since ∑ has p eigenvalues, it will have p eigenvectors. Eigenvectors of ∑ denote 
by a1, a2, …,  ap corresponding to the eigenvalues λ1, λ2, …, λp, respectively. 
 
5. Principal component scores 
Principal component scores will be computed from the Z scores. Z scores can be 
calculated using equation below: 
   
σ
μ−= xZ      ….. (2.8) 
 
Where  
 x = the original score 
μ = mean for the normal distribution of original scores, and 
σ = standard deviation for the normal distribution of original scores. 
 
In this case, the jth principal component score for the rth experimental unit is 
defined by: 
  
Yrj = aj′ zr     ….. (2.9) 
 
For j = 1, 2, …, p. 
 
6. Component correlation vectors 
When PCA has been performed on the correlation matrix, the correlation between 
the original indicators and the jth principal component indicator is given by: 
  
 cj = λj1/2 aj      …. (2.10) 
 
This vector are called component correlation vectors, thus: 
  
 corr (xi, yj) = cij     …. (2.11) 
 
Where 
 cij = the ith element of the jth component loading vector. 
 
These correlations are known as component correlations. 
 
7. Sample correlation matrix 
If PCA is applying to sample correlation R, the estimators of λj and aj are denoted 
by  and  respectively. Where: j
∧λ j∧a
 
  = eigenvalues of R j
∧λ
  = eigenvectors of R j
∧
a
The principal component scores are computed from Z scores accordingly to the 
formula: 
       ….. (2.12) rza
,
jrjy
∧=
For  
j = 1, 2, …, p 
r = 1, 2, …, N  
 
 
 
 
 
APPENDIX E 
 
Summary of Forecasting Models Using ANN 
 
Title Authors Year Objectives Methodology Results Conclusions 
Estimating 
construction 
productivity: 
Neural-
network-
based 
approach 
Li-Chung 
Chao 
and 
Miroslaw J. 
Skibniewski
1994 Presents on 
alternative 
approach that 
utilizes the 
adaptively of 
neural 
networks to 
perform the 
complex 
mapping 
from 
environment 
and 
management 
conditions to 
operation 
productivity.  
- Define an 
operation. 
- Identify the 
factors. 
- Break down 
the 
productivity 
analysis. 
- Collect 
example data. 
- Training and 
test data. 
- Integrate the 
results. 
The network 
was found to 
have a better 
ability to 
decrease the 
system error 
that other 
configuration
s tried with 
16 hidden 
nodes, a 
learning rate 
of 0.7, and a 
momentum 
term of 0.9. 
- Results show 
that NN are able 
to model the 
complex 
relationships 
between the job 
conditions and 
the productivity 
of an operation 
and achieve 
acceptable 
accuracy 
estimation.  
- The approach 
can solve the 
problem more 
efficiently since 
each module 
requires a 
limited data-
collection effort. 
 
 
 
 
 
 
 
Title Authors Year Objectives Methodology Results Conclusions 
An 
investigation 
of the 
application 
of artificial 
neural 
networks to 
forecast  
construction 
demand  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Zhengrong 
Yang, and 
Andy 
Parker. 
1997 To 
investigate 
UK 
construction 
demand 
forecasting in 
private sector 
Data analysis 
using two 
popular 
regression 
neural 
networks: - 
1. BPNN 
2. GRNN 
The results of 
NN models are 
compared 
between 
Akintoye’s 
work 
(Akintoye and 
Skitmore, 
1994) 
- In 
commercial 
sector, 
ARIMA-
GRNN with 
robust 
estimate has 
the best 
performance. 
- In housing 
sector, 
GRNN are 
better than 
BPNN. 
- In industry 
sector, no 
large 
difference 
between the 
models. 
- New 
models are 
much better 
than the MR 
model 
developed by 
Akintoye and 
Skitmore 
except for the 
industry 
sector. 
 
 
 
BPNN plays a 
more important 
role in the long 
range 
forecasting as 
compared to 
GRNN. This is 
because the 
extrapolation 
ability of BPNN 
is better than 
GRNN in 
general. 
Title Authors Year Objectives Methodology Results Conclusions 
Forecasting 
construction 
demand with 
a neural 
network 
Milam 
Aiken, 
Bennie 
Wailer, and 
Timothy 
Greer. 
1998 Demonstrate 
the ability of 
neural 
networks to 
accurately 
predict 
private 
residential 
construction 
in the United 
States (US) 
- Two training 
and testing 
trials have 
been 
conducted 
- The same 
training and 
testing periods 
have also been 
conducted 
using multi-
linear 
regression 
analysis 
 
 
- MAPE 
between the 
forecasted 
and actual 
value was 
7.6%. 
- Regression 
models 
forecast were 
considerably 
worse than 
the NN with 
a MAPE of 
22%. 
NN gives better 
performance 
than regression 
in forecasting 
private 
residential 
construction 
demand in the 
US. 
An 
application 
of ANN to 
forecast 
construction 
cost of 
buildings at 
the pre-
design stage 
Stephen O. 
Ogunlana, 
Sdhabhon 
Bhokha and 
Norarit 
Pinnemitr. 
2001 To 
investigate 
the use of 
ANN as a 
tool for 
forecasting 
project cost 
at the pre-
design stage 
- 136 samples 
of buildings 
situated in the 
Greater 
Bangkok area 
were obtained 
and equally 
divided into 
training and 
testing parts.  
- To minimize 
the parameters 
to be 
estimated, 
continuous-
value output 
was used. 
- The best 
networks 
consist of 12 
inputs, 6 
hidden, and 3 
output nodes. 
- MSE on the 
test and 
training 
samples were 
9.13x10-6 and 
4.35x10-5 
respectively. 
- The overall 
average error 
is 6.7% with 
standard 
deviation of 
31.0. 
- Regression 
curves between 
forecasting error 
and construction 
cost yielded 
very low values 
of R2 showed 
forecasting error 
is independent 
of construction 
cost. 
- High errors on 
the few samples, 
which had 
extreme 
building 
features, quality 
of interior 
decoration and 
site 
accessibility. 
 
Title Authors Year Objectives Methodology Results Conclusions 
Forecasting 
of low cost 
housing 
demand in 
urban areas – 
Artificial 
neural 
network and 
ARIMA 
model 
approach 
Khairulzan 
Yahya and  
Muhd 
Zaimi Abd. 
Majid. 
2002 To derive the 
forecast 
demand 
model on low 
cost housing 
in the most 
urbanized 
district in 
Malaysia 
Using two 
techniques: - 
1. ARIM
A 
2. ANN 
The 
forecasting 
results are 
compared 
between both 
techniques. 
- Results 
show that 
both model 
produced 
comparable 
forecasting 
accuracy.  
- ARIMA 
correlate 
stronger than 
ANN with 
MAPE of 
2.56 compare 
to 5.996 
using ANN. 
- ANN 
forecast the 
future 
demand 
relatively 
accurate 
compare to 
ARIMA. 
 
 
 
 
 
 
- The ability of 
ANN to perform 
non-linear 
mapping 
automatically, 
allowing the 
future demand 
to be forecasted 
relatively 
accurate 
compared to 
ARIMA.  
- The parameters 
used statistically 
giving 14% 
variation in 
demand. 
Therefore, 
further research 
should be 
carried out to 
identify the most 
significant 
parameters for 
the housing 
demand. 
 
 
 
 
 
 
 
 
 
Title Authors Year Objectives Methodology Results Conclusions 
UK 
residential 
price 
forecasting 
of national 
and regional 
levels 
Ian Wilson, 
Andrew 
Ware, and 
David 
Jenkins. 
2002 To model the 
house price 
trends using 
ANNs 
applied to 
published 
economic, 
social and 
house price 
data series. 
Apply MLP 
networks to 
time series. 
The time series 
is partitioned 
into 3 data 
sets: - 
1. Trainin
g set 
2. Validat
ion set 
3. Testing 
set 
Gamma test is 
used to 
optimize the 
performance of 
the MLPs. 
- The forecast 
of HPI/AEI 
show similar 
shapes for the 
forecast 
curves 
whether date 
is included or 
excluded.  
- Average 
percentage 
error of the 
forecast over 
12 quarters is 
low. 
- Levels of 
forecasting 
accuracy can be 
obtained using 
the values of 
basic economy 
data as input. 
- The Gamma 
test gives 
practical utility 
in optimizing 
window length 
in the area of 
time series 
modeling. 
- Suggested the 
model to include 
information on 
trends with the 
economy and 
investigate 
Gamma test to 
establish 
irregular 
embedding for 
multiple time 
series. 
 
 
 
 
 
 
 
 
Title Authors Year Objectives Methodology Results Conclusions 
Towards the 
next 
generation of 
artificial 
neural 
networks for 
civil 
engineering 
Ian Flood 2008 To kindle a 
broader 
interest 
within the 
civil 
engineering 
computationa
l research 
community 
for 
developing 
the next 
generation of 
artificial 
neural 
applications. 
An analysis of 
the current 
situation 
indicates 
progress in the 
development 
of artificial 
neural network 
applications 
has largely 
stagnated. 
Suggestions 
are made for 
advancing the 
field to the 
next level of 
sophistication 
application, 
using genetic 
algorithms and 
related 
techniques. 
The 
capabilities of 
such an 
approach and 
the way in 
which they can 
achieved are 
explored with 
reference to 
the problems 
of:    (1) 
determining 
truck attributes 
from the strain 
envelopes they 
induce in 
structural 
members when 
crossing a 
bridge; and      
Truck 
weigh-in-
motion: 
- a need for 
sophisticated 
genetic 
coding 
system that 
can develop 
very large 
and highly 
structured 
network 
organizations
; an ability to 
handle 
unfixed 
formatting of 
input data; an 
ability to 
handle serial 
input data 
streams and 
the 
consequential 
need for the 
network to 
integrate 
these values 
over time; 
and an ability 
to handle 
variable 
output data 
structures. 
Adaptive 
decision 
support 
system for 
industrial 
The exact 
extend of this 
scope is difficult 
to discern at 
such an early 
stage in the 
development 
and evaluation 
of such a new 
approach; 
rigorous 
research and an 
open mind is 
require to 
determine this 
potential.  
(2) developing 
a decision 
support system 
for dynamic 
control of 
industrialized 
manufacturing 
of houses  
manufacture 
of housing 
- has many of 
the 
difficulties 
apparent in 
the weigh-in-
motion study 
including 
variance in 
the number 
of input 
values to the 
network at 
each cycle. 
- challenging 
for the NN to 
integrate a 
large number 
of input 
variables 
where the 
values have 
little or no 
correlation to 
each other. 
This 
effectively 
increases the 
significance 
of each 
variable, 
making the 
output more 
sensitive. 
 
 
 
 
• MAPE  -  Mean Absolute Percentage Error 
• NN  -  Neural Networks 
• BPNN  -  back-propagation neural network 
• GRNN  -  general regression neural network  
• MLP  -  multi-layered perceptron 
• ANN  - Artificial Neural Network 
• MSE  - Mean Square Error 
• ARIMA - Autoregressive Integrated Moving Average  
• HPI  - House Price Index 
• AEI  - Average Earning Index 
 
 
 
  
 
APPENDIX F 
 
 
 
 
 
 
 
 
 
 
 
 
 
SAMPLE OF QUESTIONNAIRE  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
Faculty of Civil and Environmental Engineering, 
Universiti Teknologi Tun Hussein Onn Malaysia 
86400 Parit Raja, Batu Pahat, Johor, Malaysia 
http://www.uthm.edu.my 
 
QUESTIONNAIRE 
 
COMFORMATION THE INDICATORS OF LOW-COST HOUSING DEMAND  
IN URBAN AREA IN MALAYSIA 
 
Sir/Madam: 
This research is to identify the significant indicators of low-cost housing demand in urban 
area in Malaysia. 
 
The questionnaire contains 3 parts which are: 
 
Part I : Individual background. 
 
Part II : Housing sector in General. 
 
Part III : Indicators for  low-cost housing demand in urban area in Malaysia. 
 
We hope that Sir/Madam can spend your time in answering this questionnaire to help in 
our research. Thank you for your time and cooperation. 
 
 
Researcher: 
Noor Yasmin Binti Zainun 
Post Graduate 
PhD in Civil Engineering 
Email: nryasmin@uthm.edu.my
 
 
 
 
  
 
PART 1 : Individual background 
 
Name  :__________________________________ 
 
Gender ( Male / Female) 
 
Age  :___________________________________ 
 
Company :___________________________________ 
 
Nationality :___________________________________ 
 
 
(Please tick which concern) 
1. Highest education: 
SPM 
STPM 
Diploma 
  Degree 
  Others ……….. 
 
 
 
2. Working experiences in housing industry. 
Less than 1 year. 
1 year, but less than 3 years. 
3 years, but less than 5 years. 
5 years, but less than 10 years. 
10 years and above. 
 
 
 
  
 
PART 2 : Housing sector in General 
 
1. What do you think about the performance of the low-cost housing development 
in urban area in Malaysia nowadays? 
__________________________________________________________________
__________________________________________________________________
__________________________________________________________________
__________________________________________________________________ 
 
 
2. In your opinion, which part of urban area in Malaysia needed the most for 
development of low-cost houses? 
(Please choose 1 only) 
  Johor 
  Kedah 
  Kelantan 
  Melaka 
  Negeri Sembilan 
  Pahang 
  Perak 
  Perlis 
  Pulau Pinang 
   Federal Territory of Kuala Lumpur 
  Selangor 
  Terengganu 
   
 
 
 
  
 
3. What is the major problem that will slow down the performance in the housing 
industry? Please choose one that most critical: 
 
Cash flow 
Equipment 
Government policies 
Human resources 
Material 
Weather 
   Others (Please mention)__________________________________ 
 
 
 
4. In your opinion, how do you think the government can show their support to 
boost up the housing development in Malaysia? 
________________________________________________________________________
________________________________________________________________________
________________________________________________________________________
________________________________________________________________________ 
 
 
 
 
 
 
 
 
 
 
 
 PART 3: Indicators for low-cost housing demand 
in urban area in Malaysia 
 
For the following part contains scale for the level of agreement for each question 
asked. Please choose one answer only for each question: 
1  - Not  Important 
2 - Less Important 
3 - Important 
4 - Very Important 
5 - Most Important 
 
Indicators 
Scale No  1 2 3 4 5 
i Population Growth      
ii Birth Rate      
iii Child Mortality Rate      
iv Unemployment Rate      
v Inflation Rate      
vi Gross Domestic 
Product (GDP) 
     
vii Poverty Rate      
viii Income Rate      
ix Housing Stock      
 
 
Thank you  
 
APPENDIX G 
                           
Chi-square distribution graph 
 
Source: Bowermann, B.L. and O’Connell, 
R.T., (1992) 
 
 APPENDIX H 
 
Neural Network Items 
 
 
1. Learning algorithm 
In this study, a popular algorithm in feed-forward networks that is the back-
propagation algorithm is used. There are two distinct phases of the algorithm, the 
forward phase and the backward phase. In the forward phase, the input propagate 
forward, layer by layer and resulting in a response at the output layer. The output 
is then compared to the actual output. During the backward phase, the output is 
propagating backwards in the network as an error signal. The connections in the 
network are adjusted according to the error signal such that the error will be 
smaller the next time the same input is given to the network (Raicevic and 
Johansson, 2001). Details about back-propagation are discussed in Chapter 3. 
 
2. Weights and biases 
Weights are defined as the strength of input connection that is expressed by real 
number. The processing nodes receive inputs through links. Each link has a 
weight attached to it. The sum of the weights makes up a value that updates the 
processing nodes, the output excitation to get either on or off (Norhisham 
Bakhary, 2001). As neurons pass values from one layer of the networks, to the 
next layer in back-propagation networks, the values are modified by a weight 
value in the link. In this study, the weight on the link from the input to the hidden 
layer is initiated by the default setting of software used, which is 0.3.  
 
3. Summation function 
The summation function finds the weighted average of all input elements (or 
nodes) to each processing element (or nodes) (Bhokha, 1996). It simply multiplies 
the input values (xi) by the weight (wij) and totals them up for a weighted sum aw. 
The equation is as shown below: 
   aw =       ……. (1) iji
n
j
wx∑ •
 
4. Activation function 
In this study, a kind of sigmoid function called the logistic function is used as the 
activation function. The sigmoid function is selected as activation functions for 
the hidden and output layer. According to Hagan et. al, (1998) the sigmoid 
activation function is commonly used in multi layer networks that are trained 
using the back-propagation algorithm. Furthermore, sigmoid function is reported 
to be the most successful implementation as the activation function in neural 
network. When a node on the hidden or output layer receives its outputs from 
other nodes impinging on it, the activation levels will be computed. 
 
  [ ]NeNf −+= 11)(     …… (2) 
 
 
Where N = the computed net input result or activation levels following the  
node receives its input from other nodes impinging on it,  
including bias, thus  
 
[ ])(11)( θ−−+= waeNf     ……. (3) 
 
      Where θ = internal threshold or offset or bias. 
 
5. Learning rate 
Each time a pattern is presented to the network, the weights leading to an output 
node are modified slightly during learning in the direction required to produce a 
smaller error the next time the same pattern is presented. The amount of weight 
modification is the learning rate times the error. For example, if the learning rate 
is 0.5, the weight change is one half the errors. The larger the learning rate, the 
larger the weight changes, and the faster the learning will proceed. 
 
6. Momentum rate 
Large learning rate often lead to oscillation of weight changes and learning never 
completes or the model converges to a solution that is not optimum. One way to 
allow faster learning without oscillation is to make the weight change a function 
of the previous weight change to provide a smoothing effect. The momentum 
factor determines the proportion of the last weight change that is added into the 
new weight change.  
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LOCH-DEP v1.0.1 
 
 
Introduction 
 
There is a need to fully appreciate the legacy of Malaysia urbanization on affordable 
housing since the proportions of urban population to total population in Malaysia are 
expected to increase up to 70% in year 2020. Monthly time-series data have been used to 
forecast the demand on low-cost housing using Artificial Neural Networks approach. The 
dependent indicator is the low-cost housing demand and nine independents indicators 
including; population growth; birth rate; mortality baby rate; inflation rate; income rate; 
housing stock; GDP rate; unemployment rate and poverty rate. Principal Component 
Analysis has been adopted to analyze the data using SPSS package and NeuroShell 2 is 
adopted to develop the Neural Networks model. 
 
 
 
Forecasting Low-Cost Housing Demand in Malaysia Using Artificial 
Neural Networks (ANN) Overview 
 
Independent and dependent indicators 
 
The methodologies of this study are including finding out the significant indicators using 
Principal Component Analysis (PCA) adapted from SPSS 10.0, series of trial and error 
process to find out the suitable number of hidden neurons, learning rate, and momentum 
rate for the network and screening the result using the best Neural Network (NN) model. 
PCA is used to derive new indicators; that is the significant indicators from the nine 
selected indicators. The dependent indicator is the monthly time series data on low cost 
housing demand. 
 
 
Discussion 
 
Example in Johor: Out of nine indicators, PCA has derived two PCs with significant 
indicator for PC1 is income rate and PC2 is population growth. The best NN model to 
forecast low cost housing demand is 2-22-1 using 0.5 learning and momentum rate 
respectively. Comparison between the actual and forecasted data shows that NN capable 
to forecast low cost housing demand in Johor with the best value of MAPE is 13.71%. 
 
 
Conclusions 
 
In conclusion, NN is capable to forecast low cost housing demand in Malaysia. Currently, 
low cost housing which offered is not enough and cannot afford the increasing demand. 
Therefore, by developing this model, it is hoped it can be helpful to the related agencies 
such as developer or any other relevant government agencies in making their 
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development planning for low cost housing demand in urban area in Malaysia towards 
the future as there is no model have been created yet. Furthermore, a lot of advantages if 
a better planning of low cost housing construction is done such as save in budget, time, 
manpower and also paper less. 
 
 
 
Low-Cost Housing Demand Predictor (Loch-Dep v1.0.1) Overview 
 
The data of 9 indicators which is : (1) population growth; (2) birth rate; (3) mortality 
baby rate; (4) inflation rate; (5) income rate; (6) housing stock; (7) GDP rate; (8) 
unemployment rate; and (9) poverty rate will transferred to database system in Loch-Dep 
v1.0.1. Loch-Dep v1.0.1 is very handy, user-friendly and easy to use by end user. By 
using this database system, end user will more understand the comparison between the 
actual and forecasted data within monthly time-series with only a few clicks the selection 
given by the system. 
 
This documentation will outline the steps required to perform the installation, and what 
you need to run and view all the data or selected data that you choose. 
  
Please remember that this is a beta, or preliminary, version of this application, which 
means that it is still in development and that some features may not yet be fully 
functional. Please feel free to report to your administrator if any errors occurred. 
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Installation Procedure 
 
Before you can use this systems, you will need to verify the requirement below: 
 
 
System Requirements 
 
- Ms Windows 98, ME or 
   Ms Windows XP SP2 (Recommended) 
- Ms Office 2003 (Including Ms Access 2003) 
- Adobe Acrobat Reader 8.0 or better 
- Ms Internet Explorer 6.0 or better 
 
Recommended Hardware 
 
- A standard computer with Pentium 4 2.0Ghz CPU or better 
- minimum 4gb harddisk free space or better 
- 512mb RAM or better 
- 256mb Graphic Memory or better 
   with 1024x768 pixels Resolution 
 
 
 
Steps for Installation 
 
1. Insert Loch-Dep 101 installation disc in your CD-Rom Drive 
2. Open Loch-Dep folder and “Double-Click” on Setup icon as shown in Figure 1-1 
below : 
 
 
Figure 1-1 
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3. Next click “OK” (Figure 1-2) 
4. Then click “Install button” (Figure 1-3) 
5. Just click “continue” on the “Choose program group” Dialog Box. (Figure 1-4) 
6. Please wait awhile until installation process finished. 
 
 
 
Figure 1-2 
 
 
 
 
Figure 1-3 
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Figure 1-4 
 
 
 
 
 
Figure 1-5 
 
 
7. Then, click “OK” on “Setup was completed successfully” message box.  
(Figure 1-5) 
 
Now you are ready to start Loch-Dep v1.0.1 system. 
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Workflow Overview ( Flowchart Process ) 
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Getting Started 
 
Using Loch-Dep v1.0.1 
 
1. To start Loch-Dep v101 systems, click on Start button, then click on ‘All 
Programs’, then click on ‘Loch-Dep 101’ program folder then click on ‘Loch-Dep 
101’ shortcut. (Figure 2-1) 
2. Then, enter your User Name and Password given by your administrator.  
(Figure 2-2) 
 
 
Figure 2-1: Getting Started 
 
 
 
 
 
Figure 2-2 : Login Screen 
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3. If your User Name and Password is correct, the splash screen (Figure 2-3) will 
appear to the screen. 
 
 
Figure 2-3 : Splash Screen 
 
 
4. Then, the Main Windows of Loch-Dep v101 will display as shown below : 
(Figure 2-4) 
 
 
Figure 2-4 : Main Windows 
 
 
Tips: Make a shortcut to the system for your desk. This way you won’t have to open the folder  
in which the program files are located each time you want to use it. 
 
Right Click on the shortcut at the Loch-Dep 101 shortcut, (Figure 2-1) then choose/click  
on ‘Create Shortcut’. 
 
 
Rev 1:    Edition 1.0     April 2011                                                                  Loch-Dep v1.0.1 11
Main Menu 
 
 
There are four main menu features in Main Windows ; 
 
1. File menu 
2. Option menu 
3. Window menu 
4. Help menu 
 
 
File 
Use File menu features to start display all the Lochdep Information or selected data 
within time series. 
 
 
Figure 2-5 : File Menu 
 
Option 
Use Option menu features to change or remove the background of the system suit to you. 
 
 
Figure 2-6 : Option Menu 
 
To change the background; click on ‘Option’ menu then click on background name that 
suit to you. There are 9 background pictures that you can choose. (Figure 2-7) 
 
To remove the background; click on ‘Option’ menu then click on the ‘Remove 
background’. 
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Figure 2-7 : Changing Background 
 
Window 
Use Window menu features to sort the windows to Cascade, or Tile Windows Vertically 
or to Tile Windows Horizontally. 
 
 
Figure 2-8 : Window Menu 
 
Help 
Use Help menu features to view this documentation for better understanding about the 
system, how to use this system and all the features. 
 
 
Figure 2-8 : Help Menu 
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Lauch the Lochdep information window 
 
To launch Lochdep Information window, click on File menu then click on ‘Lochdep 
Information’ or just press ‘CTRL key + B’ simultaneously.  
 
 
Figure 3-1 : Launch Lochdep Information 
 
Lochdep Information window will appear as shown below : (Figure 3-2).  
 
 
Figure 3-1 : Launch Lochdep Information 
 
Legend : 1: Lochdep Information Window 
  2: NN Code – a unique code for each record 
  3: States Combo-box – selection of states 
  4: Date From Combo-box – selection of Date From 
  5: Date To Combo-box – selection of Date To 
  6: Show Records button – to show selected record 
  7: Lochdep Table – To display all the records or selected records 
  8: Total Records – to display the total number of records selected 
9: Record Navigation – to display the total number of records selected 
           10: Reset button – to reset the display of  all data to default view 
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How to make the selected data to displayed in the Lochdep Table ? 
 
 
 
 
Just click on the Record Navigation button to move/view data from one record to another 
record. You can move cursor of the record by click next, previous, last record or first 
record button. 
 
To make the selected data to display in the Lochdep Table; 
 
1. Select a STATE in combo-box states by clicking at Combo-box States and use 
your mouse to scroll-down to make a selection. 
2. Then click on the Date From Combo-box and scroll-down to make a selection of 
date from. 
3. After that, click on the Date To Combo-box and scroll-down to make a selection 
of date to. 
4. Then click on Show Records button to display all selected data in the Lochdep 
Table. 
 
To reset the displayed data in Lochdep Table and other settings to default state, just click 
on the RESET button at any time and all settings will move to its default value. 
 
 
Closing Loch-Dep v1.0.1 
 
To close the system, click on File menu, then click ‘Exit’ or press ‘CTRL + E’ 
simultaneously. 
  
 
Figure 3-3 : Closing Loch-Dep v1.0.1 
 
Otherwise, you can click at ‘X’ (Figure 3-4) button also to exit from the system as you 
wish. 
 
Figure 3-3 : Closing Loch-Dep v1.0.1 
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Removing Loch-Dep v1.0.1 
 
 
Uninstalling Loch-Dep v1.0.1 
 
The Loch-Dep v1.0.1 is very handy, easy to use and user friendly means that you can 
easily install and uninstalling it anytime as you wish. To do so, 
 
1. Click your windows Start button, 
2. Then, go to ‘Control Panel’. (Figure 4-1) 
 
 
Figure 4-1 : Control Panel 
 
 
3. and Click on the ‘Add or Remove Programs’ button. 
4. Add or Remove Program window will appear, then scroll-down to select ‘Loch-
Dep 101… 
5. Then, click on the ‘Change/Remove’ button at your right hand side. (Figure 4-2) 
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Figure 4-2 :Remove Loch-Dep 101 
 
6. Then click ‘Yes’. (Figure 4-3) 
7. and lastly click ‘OK’. You have done! (Figure 4-4). 
 
 
Figure 4-3 :Remove Loch-Dep 101 
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Figure 4-4 :Remove Loch-Dep 101 
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