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A second-order accurate predictor-corrector type algorithm has been developed to 
obtain a time-accurate solution of the vortical wake generated by a helicopter rotor. 
The rotor blade flapping solution was fully integrated with the wake geometry solution 
using the same time-marching algorithm. The analysis was used to predict the loca-
tions of wake vortex filaments under transient flight conditions, where the rotor wake 
may not be periodic at the rotational frequency. Applications of this analysis include 
prediction of the rotor induced velocity field and blade airloads during transient flight 
and maneuvers. 
The stability of the rotor wake structure is important from the perspective of free-
vortex wake models. The wake stability was examined using a linearized stability 
analysis, and the rotor wake was shown to be physically unstable. Therefore, the 
stability of the numerical algorithm is an important consideration in developing robust 
wake methodologies. Both the stability and accuracy of the numerical wake solutions 
algorithms was rigorously examined. The straight-line vortex segmentation used in 
the present analysis was shown to be second-order accurate. The overall numerical 
solution was also demonstrated to converge with a second-order accuracy. A technique 
for increasing the order of accuracy for high resolution solutions is also described. 
Along with a formal (mathematical) verification of solution accuracy, the numer-
ical solution for the rotor wake problem was compared with experimental results for 
both steady-state and transient operating conditions. The steady-state wake model was 
shown to give good predictions of rotor wake geometry, induced inflow distribution 
as well as performance trends. Under transient conditions, such as those following a 
pitch input during a maneuver, the time-accurate wake model was shown to correctly 
model the dynamic response of rotor wake. In axial descent passing through the vor-
tex ring state, the present analysis was shown to properly model the associated power 
losses as shown by experimental results. The present analysis was also shown to give 
improved predictions of wake distortions during simulated maneuvering flight with 
various imposed angular rates of the rotor. 
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Chapter 1 
Introduction 
Helicopters are flying machines with rotating wings or rotors. These rotors provide lift, 
propulsion as well as control forces, unlike a conventional fixed-wing aircraft where 
these forces are typically generated by different mechanisms. The obvious advantage 
of rotating wing aircraft is their unique ability to take-off vertically and hover motion-
less in still air. The typically large diameters of helicopter rotors accelerate a large 
mass of air at relatively low velocities, thereby giving a capability to hover with a 
relatively low power requirements. However, this efficiency in hovering flight also 
compromises the performance of the helicopter in forward flight, especially in terms 
of maximum flight speed. Early helicopters were complex, vibrating contraptions that 
could barely lift their own weight. The modern helicopter, although significantly more 
efficient, still suffers from many problems, including aeromechanical instabilities, high 
vibrations and obtrusive noise. 
A conventional helicopter uses a single main rotor to generate all the lifting, propul-
sive and control forces. The tail rotor is used essentially as an anti-torque device to 
prevent the helicopter from rotating in reaction to the main rotor torque. Therefore, a 
proper understanding of the aerodynamics of the main rotor is key to all improved de-
velopments in helicopters. The development of the early helicopters suffered from this 
lack of proper understanding of aerodynamics. With scarce information available on 
the subject, the early designs were guided mainly by intuition. Helicopter pioneer, Igor 
Sikorsky (Ref. 1) also identified the importance of intuition in design of the rotating 
machine aircraft 
... extremely less reliable information was available. But the ability, ex-
perience and well-trained intuition of a fine engineering group made it 
possible to attack the novel and difficult problem successfully. 
After more than half a century, there has been significant progress in aerodynamic 
theory of rotating wings. However, the aerodynamics of helicopters is yet to be com-
pletely understood, and neither exact theories nor versatile numerical models are avail-
able. Advanced design still relics on intuition, albeit to an increasing lesser extent. The 
motivation for the present dissertation is to further the understanding of this challeng-
ing subject, or in Sikorsky's words, to make "more reliable information available." 
Lord Kelvin's theory of vortex matter suggests that all matter is composed of vor-
tices. Although this is not true of matter in general, the flow field surrounding any 
rotating wing is certainly composed of vortices. Therefore, one key to improved un-
derstanding this complex aerodynamic environment surrounding a helicopter rotor lies 
in understanding of the vortical wake structure. For rotating wing aircraft, by virtue of 
the rotational motion, the trailed wake remains in close proximity of the rotor for a sig-
nificantly long time. An example is shown in Figure 1. 1, where the tip vortices trailing 
from the blade tips have been rendered visible by natural condensation (Ref. 2). These 
wake vortices induce strong velocities at the rotor blades, resulting in highly three-
dimensional airloads. The vortices may also interact with other blades, the airframe 
or empennage, etc., giving rise to complex interactional aerodynamics. The princi-
pal motivation for this dissertation is the better understanding of the behavior of these 
2 
vortices and their influence on the rotor aerodynamics. 
The strengths and locations of the wake vortices relative to the rotor depend of sev-
eral parameters, including the rotor operating conditions. The high vortex induced ve-
locities can produce significant spanwise and temporal variations in the induced inflow 
at each rotor blade. This can potentially make the flow field highly three-dimensional 
and unsteady. Accurate prediction of induced inflow is essential to predicting the lift 
on each blade and, in turn, the rotor thrust and power requirements. The local inter-
actions of the wake vortices with the rotor blades can give rise to oscillatory blade 
loads, vibrations and noise. Moreover, such oscillatory blade lift distribution can re-
sult in fluctuating strengths of the trailed wake vortices leading to more complicated 
wake-induced inflow field. 
Modern helicopters can perform some very challenging maneuvers, similar to an 
acrobatic fixed-wing aircraft. An example of these maneuvers in shown in Fig. 1.2, 
where the helicopter is pictured at the end of a vertical loop. It is perceivable that 
the rotor wake structure and the resulting induced velocity field under such maneuvers 
can be very complex, and may have a significant influence on the rotor airloads and 
performance. The rotor blade flapping resulting from the maneuver can also alter the 
wake structure as well as the blade lift. Therefore, the prediction of the rotor thrust and 
blade loads under maneuvering flight conditions is a highly coupled and non-linear 
problem. 
The presence of other rotors such as the tail rotor, or multi-rotor configurations, 
further complicates the rotor wake problem. The intcrf erence between the wakes from 
different rotors blades may have significant influence on their performance capabili-
ties. The ultimate objective of rotor analysts is, of course, to model all these behav-
iors using a mathematical model with the fidelity necessary to represent all the flow 
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Figure 1.1: Hovering helicopter showing the main rotor vortical wake structure ren-
dered visible by natural condensation of water vapor inside the tip vortex cores (Ref. 2). 
physics. However, such a model can become significantly complex and non-trivial. 
Therefore, the present dissertation focuses on modeling the aerodynamics of the main 
rotor, although methodology can be readily extended to multiple rotor configurations 
including a tail rotor. To better understand the methodology, it is necessary to first in-
troduce the fundamental concepts in the rotor aerodynamic problem. These concepts 
provide a foundation for the analysis developed in this dissertation. 
1.1 Description of the Helicopter Rotor Wake Problen1 
The interdependent nature of the blade aerodynamic forces and the rotor blade motion 
relative to the hub is necessary to the understanding of a helicopter rotor system. The 
blade motion and airloads are inherently coupled to each other and, in general, it is 
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Figure 1.2: A GKN-Westland Lynx helicopter at the end of a vertical loop maneuver. 
Courtesy of Mr. F. John Perry and GKN-Westland Helicopters. 
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necessary to solve for both these simultaneously. One of the distinctive features of he-
licopter rotor blades is that articulation in the form of lead/lag and flapping hinges are 
incorporated at the blade roots. Modern blade designs may include hingeless flexures 
that allow motion about a "virtual" hinge. The blade flapping motion is a result of 
both the aerodynamic force (blade lift), the centrifugal and inertial forces. The blades 
flap up to provide an equilibrium of moments caused by these forces at the flapping 
hinge. A similar equilibrium of in-plane forces (aerodynamic drag force and Coriolis 
forces) gives the lead/lag motion of the blades - see Fig. 1.3. In general, the centrif u-
gal forces are the most dominant and, therefore, the blade flapping angles arc typically 
very small. The drag force is much smaller compared to the blade lift. Therefore, the 
lead/lag motion is even smaller in magnitude. Therefore in the present level of analysis 
only the blade flapping motion is considered. 
The wake of the rotating blades comprises of a concentrated vortex that forms 
quickly behind the blade tip. In addition, there is also a vortical shear layer, or a vortex 
sheet, trailing from the inboard portions of the blade. This vortex sheet contains the 
trailed vorticity, which is directed normal to the blade trailing edge, and also shed 
vorticity which is directed chordwise (parallel to the trailing edge). The strengths 
of these wake vortices depends on the blade bound circulation, which is related to 
the blade lift through the Kutta-Joukowski theorem. This vortical environment of a 
rotating blade is schematically shown in Fig. 1 .4, which is a schematic based on both 
flow visualization and velocity field measurements. The aerodynamic environment of 
a representative blade section is shown in Fig. 1.5. The geometric angle of attack, 8 is 
given by the rotor collective pitch inputs and blade twist. The induced angle of attack, 
q>,::::: Up /UT is a result of the induced velocity in the plane of the rotor. The induced 
velocities affect not only the magnitude of blade lift, but also its direction. Clearly, the 
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Figure 1.3: Various rigid blade motions and the associated aerodynamic forces. 
sectional lift or bound circulation at each blade section is dependent on the structure of 
the trailed wake through the wake-induced velocities. The strength of the trailed wake 
vortices is, in turn, dependent on the span wise distribution of the blade lift. 
The three sub-problems pertaining to the rotating wing, that is, the blade lift solu-
tion, the vortical wake model and the blade flapping motion, arc interrelated and form 
a highly coupled aerodynamic system. Their interrelation is schematically shown in 
Fig. 1.6. Because of this strong coupling, it is necessary to solve all three sub-problems 
simultaneously. While the main objective of the present research is on the wake mod-
eling methodology, the other two sub-problems must also be solved to a comparable 
fidelity to obtain a consistent solution. In the next section, the various methodologies 
pertaining to the vortex wake model are reviewed, followed by a detailed description of 
the present methodology in Chapters 2 and 3. The other two sub-problems pertaining 
to the blade lift and blade flapping solution are described in Chapter 4. 
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Figure 1.6: Schematic of the interdependence of the rotor blade lift, blade flapping 
solution and the wake problems. 
1.2 Review of Free-Vortex Wake Methodologies 
1.2.1 Classical Vortex Theory 
The quest for improved predictions of the aerodynamic environment at the rotor is 
the principal motivation for using vortex methods to model the rotor wake. Classical 
vortex theory was originally developed for propellers operating in axial flight. This 
basic vortex theory describes the wake as a series of vorticity cylinders representing 
the radial variation of circulation (Ref. 3). Prandtl derived an approximation correc-
tion to account for the loss of lift near the blade tips resulting from the strong induced 
effects of the tip vortices generated by a finite number of blades - sec, for example, 
Ref. 2 (Ch. 3, pp. 102-105). Goldstein (Ref. 4) further improved upon the vortex the-
ory with a model for the vortical wake consisting of helicoidal vortex surfaces trailed 
from each blade. The helix angle was constant, corresponding to a uniform down-
ward convection velocity as suggested by simple momentum theory, and the effects of 
non-uniform induced inflow, wake contraction, viscous diffusion, etc., were neglected. 
9 
Further development of the vortex theory by Lock (Ref. 5) accounted for a non-uniform 
inflow over the rotor disk and through the wake. In this case, each radial segment was 
associated with a locally uniform inflow velocity resulting in a radially varying helix 
angle for each of the helicoidal vortex sheets. For an optimum hovering rotor (i.e., a 
uniform downwash) the Lock analysis gives the same result as given by Goldstein's 
analysis. 
All the preceding analyses are "exact" or analytic solutions to the wake problem. 
However, one limitation of these vortex theories is that they are not readily applicable 
to lightly loaded helicopter rotors or for forward flight when there is a velocity com-
ponent parallel to the plane of the rotor disk. This is because originally the classical 
vortex theories were developed for propellers operating in axial flight, where the flow 
field is axisymmetric. With the advent of digital computers, Piziali & Duvaldt (Ref. 6) 
improved upon the vortex wake model by representing the wake as a mesh of dis-
crete vortex lines. As in the classical vortex analyses, the spatial locations of the wake 
elements were based on uniform inflow assumption, and did not account for wake 
contractions or mutually induced interaction effects that may cause further wake dis-
tortion. Although this more computationally expensive model gave similar results as 
the Goldstein-Lock analysis for hovering rotors, it was also applicable to rotors in for-
ward flight. Piziali & Duvaldt's work in Ref. 6 is perhaps the origin of the classical 
rigid wake model for helicopter rotors. 
Clearly, predicting the vortical wake structures in the wake of a rotor is one key 
to an improved understanding the complex aerodynamics of the rotating wing aircraft. 
All the classical vortex theories solve for the wake structure by approximating their 
convection velocities in some simple form. With improvements in computer architec-
ture and numerical techniques, these "approximations" in the model were successively 
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removed leading to what are now called "free-wake" methods. At the same time, sev-
eral experimental studies have been conducted to better understand the vortical wake 
structure. Although the work in this dissertation focuses on the former, that is the 
numerical methods, experimental studies are essential in helping to recognize and un-
derstand various physical aspects of the rotor wake. Even numerical methods depend 
partly on experimental studies through empirical modeling of physical processes, for 
example the viscous or, possibly, turbulent diffusion of vorticity. 
1.2.2 Fundamentals of Vortex Wake Methods 
Vortex methods model the vortical wake structure in the form of continuous vortex 
lines in a potential (inviscid, incompressible) flow. Based on Helmholtz's vorticity 
theorems, these vortex lines are transported as material (fluid) lines in a circulation 
preserving motion (Ref. 7). Therefore, the vortex lines are convected through the flow 
field in a force-free manner at the local flow velocity. This vorticity transport theorem 
forms the basis of of all free vortex methodologies. 
Mathematically, the vorticity transport theorem can be rewritten as a simple first-
order ordinary differential equation (ODE), i.e., 
d"r - -dt = Viocal (r) (1. 1) 
which is nothing but the statement that the rate of change of the position vector, r, of 
an element on the vortex line equals the local fluid velocity at that point, r. Although 
this equation appears trivial, the solution of the helicopter rotor wake problem is far 
from trivial. This is because the local fluid velocity contains, along with any free-
stream and aircraft motion related velocities, the self- and mutually induced velocities 
from all the vortex structures in the wake. The vortex induced velocities arc governed 
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by the Biot-Savart law - see Ref. 8 (Ch. 2, p. 93-94) or Ref. 9 (Ch. 18, pp. 526-
530) - and are highly non-linear in nature. As the motion of each vortex element 
depends on the velocities induced by all vortex elements in the flow field, the vorticity 
transport theorem forms a highly coupled system of equations. Therefore, solution to 
this apparently simple equation can be mathematically very challenging. For rotating 
wing applications, the inherent interdependence of blade-lift and flapping solutions 
with the development of the vortical wake poses further complications. 
It is not, therefore, surprising that early ( circa 1970) methods for the solution of 
the above wake equation suffered from numerical convergence problems - see, for ex-
ample, Refs. 10-12. These were the first time-marching wake solution methodologies, 
which integrated the above equations in time starting from an initial guess wake geom-
etry. Simultaneous experimental studies of rotor wakes also identified the presence of 
v01iex instabilities ( e.g., Refs. 13 & 14). These instabilities and their relevance to the 
free-vortex wake methodologies - especially the time-marching methods like those 
reported in Refs. 10-12 - is described in the following section. 
The numerical instabilities found in the wake models manifested as a lack of solu-
tion convergence. The addition of numerical damping terms (see, for example, Ref. 15) 
may partly overcome the convergence issues, yet the solution may then not be phys-
ically meaningful. This problem motivated the development of steady-state voiiex 
wake methods - the so-called "relaxation" wake methods - as well as prescribed 
wake methods. Both these methodologies have seen significant development and ap-
plication to a wide range of problems over the last three decades. A brief overview of 
these methods is presented in this section even though the focus of this dissertation is 
on_ a time-marching methodology. 
To appreciate the mathematical distinction between the time-marching and the re-
12 
laxation approaches, Eq. 1.1 can be rewritten for the rotor wake problem in a blade-
fixed coordinate system as a partial differential equation (PDE), i.e., 
a,: ar _ v- (-) 
-+-- r 
a\j/ as (1.2) 
where \j/ is the blade azimuthal location and s is the vortex age - see Fig. 1.7. The 
vortex "age" is the angle traversed by the vortex relative to its origin at the rotor blade 
( or, equivalently, the time elapsed since the origin of the vortex). Therefore, the blade 
azimuth, \j/, is a temporal (time) coordinate while the vortex age, s, is a spatial coor-
dinate. The time-marching methods start the solution with an initial condition in \j/ 
and integrate in time ( or \j/). The boundary condition for the spatial direction is that 
the vortex must be trailed from the blade at its origin, i.e., at s = 0. These methods 
are often termed Lagrangian methods because they essentially solve for the motion 
of a Lagrangian fluid particle in a given flow field. Numerical solution is obtained 
by discretizing the vortex filaments into elements of length of Lis, and numerically 
integrating over a time (azimuthal) step of Ll\j/, as shown in Fig. 1.7. 
The relaxation methods assume that the steady-state wake structure is periodic at 
the rotor frequency. This assumption is imposed on the wake geometry by mapping 
the temporal (\j/) coordinate as a spatial coordinate with a periodic boundary condition. 
The governing equations are now modified to include a pseudo-time term, i.e., 
ar ar ar -
a1 + a\j/ + as = v (r) (1.3) 
This equation is now solved in this pseudo-time domain (l) until a steady-state is 
reached. Note that the iterations, or the pseudo-time steps, do not have a physical sig-
nificance. However, in the steady-state when the solution does not change with time, 
the l derivative in Eq. 1.3 vanishes and the original equation (Eq. 1.2) is recovered. 
Some form of classical relaxation is used in the pseudo-time integration and, there-
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Figure 1. 7: Schematic of the discretized tip vortex geometry in blade fixed coordinate. 
fore, such steady-state methods are often termed relaxation methods. The relaxation 
methods show a very rapid convergence characteristic under most flight conditions. 
Therefore, these methods are best suited for aeromechanical applications that require 
a steady-state wake solution. 
Figure 1.8 is a timeline showing the developments of free vortex methodologies 
over the past three decades. In the late I 960's, the primary motivation for developing 
improved wake methodologies was to achieve a better hover performance prediction 
capability. However, all of the early time-marching approaches were found to be sus-
ceptible to numerical instabilities, and fully converged wake geometry could not be 
obtained. This lead to successful development of another class of wake models _ 
the prescribed wake models. About the same time, came the development of relax-
ation or iterative wake methods, which explicitly assumed that the rotor wake to be 
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periodic. These methods became popular modeling tools during the l 980's. In the 
late 1980s, time-marching rotor wake methods were revisited for applications involv-
ing high speed flight and rotor wake/airframe interaction problems. More recently, 
the need for better time-marching wake methods has again received attention because 
of the increasing need to model the rotor aerodynamics under transient/maneuvering 
flight conditions. In this section, a chronology of both the time-marching and the re-
laxation wake methods will be reviewed. 
1.2.3 Prescribed Vortex Wake Methods 
One relatively simple and popular approach to solve the non-linear wake equations is 
to use semi-empirical approximations to describe the non-linear induced velocities on 
the LHS of Eq. 1.2. For example, the classical rigid wake model is obtained by ap-
proximating the induced velocity field over the rotor disk by a constant velocity based 
on momentum considerations. Further improvements in such a model are obtained by 
assuming a velocity field that varies along the blade span and azimuth depending on 
operating and flight conditions. 
The famous wake visualization experiments by Landgrebe (Ref. 13) laid the foun-
dations of the prescribed wake model for hovering rotor wakes. In this model, the 
induced velocities are specified based on experimental observations, and the wake ge-
ometry is then obtained by solving the governing equation (Eq. 1.2). The wake model 
was found to be a powerful tool for modeling hovering rotor wakes, where the time-
marching approach was unsuccessful because of numerical instabilities. This model 
was found to give improved predictions of the rotor performance as compared to the 
classical rigid wake models (Ref. 13). 
The rigid wake model consists of undistorted uniform-spacing helical vortex fila-
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Figure 1.8: Historical development of free-vortex wake methodologies. 
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ments, as mentioned earlier. Note that such a wake model is also a simplified solu-
tion to Eq. 1.2, where the induced velocities are assumed to be constant ( equal to the 
sum of the averaged rotor inflow and freestream velocity). Further improvements to 
such models are given in Refs. 16 and 17. Several prescribed wake models have also 
been developed for rotors in forward flight. For example, the UTRC generalized wake 
model by Egolf & Landgrebe (Ref. 18) and the Beddoes wake model (Ref. 19). These 
may be extended to multiple rotor configurations by semi-empirically modeling the in-
terference effects on the inflow distribution in the overlap region of the rotors (Refs. 20, 
21 ). All the prescribed wake models are based on the same general principle of empiri-
cally modeling the time-averaged induced velocity field, and then computing the wake 
geometries based on that assumption, with no explicit treatment of the self-induced 
velocities from the rotor wake. 
1.2.4 Time-Marching Free-Vortex Wake Methods 
Crimi (Ref. 1 O) was probably the first to introduce an explicit time-stepping approach 
for modeling the evolution of rotor wake geometry. Tangier et al. (Ref. 14) applied this 
analysis to understand the vortex instabilities experimentally observed in the wakes of 
hovering rotors. The time-stepping approach also showed the presence of similar insta-
bilities. However, a properly converged wake solution was not obtained for hovering 
flight. Scully (Ref. 11) and Clark & Leiper (Ref. 22) also developed explicit time-
marching free-vortex wake methodologies. In all these analyses, wake convergence 
was found to be a formidable problem because of the onset of numerical instabilities. 
Scully (Ref. 11) developed an explicit Euler time-marching wake algorithm. How-
ever, the numerical solutions showed severe numerical instabilities for hovering flight. 
The limited success of this and other time-marching algorithms motivated the <level-
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opment of the now famous Scully "relaxation" wake model (Ref. 23). In this case, the 
wake was constrained to be periodic in time (blade azimuth) and the wake geometry 
was iteratively solved in a pseudo-time domain. Although the intermediate solutions 
did not have any physical significance, the final converged wake solution was valid 
for steady-state flight conditions. This gave rise to a whole new class of wake models 
called "relaxation" wakes, which are reviewed in the next section. 
Clark & Leiper (Ref. 22) were the first to use a predictor-corrector approach to 
solve the wake equations in an attempt to overcome the numerical instabilities found 
with time-marching schemes. In their analysis, which was intended primarily for hover 
performance predictions, the final wake geometry was solved starting from an initial 
wake geometry using a sequence of corrector steps. Although this algorithm was writ-
ten in the form of a time-marching algorithm, only one time step was used and the rotor 
wake was assumed to be axisymmetric. Convergence was not explicitly enforced, but 
typically two corrector steps were claimed subjectively to be sufficient for conver-
gence. This was probably the first iterative wake methodology with wake periodicity 
(or axisymmetric flow condition in hovering flight) being explicitly enforced. This 
method laid the foundations for later developments in relaxation methods, which fol-
lowed in the l 980's. 
The Clark & Leiper hover wake analysis used a near-wake, which was solved as 
free vortices, along with a far-wake modeled using a stack of vortex rings. The ring 
spacing was based on the number of blades, as well as the axial settling rate of the 
last free vortex elements in the near-wake. A peak swirl velocity cut-off method was 
employed to model the viscous vortex core in view of the uncertainties involved in 
modeling the viscous core growth and the associated core eddy viscosity. For improved 
computational speed, the induced velocity field was explicitly calculated only at a few 
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"strategically located" points, and interpolated to the actual wake collocation points. 
One interesting prediction based on numerical results was the faster axial velocity of 
the inboard vortex sheet, which has also been observed in experiments ( e.g., Refs. 13, 
24). The predicted locations of the tip vortices were shown to be in good agreement 
with the experimentally measured values. 
Landgrebe (Ref. 12) also presents a detailed approach to compute wake geome-
trics using an explicit time-stepping approach. The analysis was mainly applied to 
rotors in forward flight, and the self-induced distortions of the wake were represented 
using several discrete straight-line vortex segments. At each time-step a new vortex 
segment was trailed from the rotor blade, while one segment (farthest from the rotor) 
was deleted from the computational domain to keep the number of vortex elements at 
a reasonable limit - typically up to five turns below the rotor. A strategy to separate 
the wake structure as near-wake/far-wake regions was developed, and the velocity con-
tributions from the far-wake was evaluated only once during the entire calculation to 
facilitate faster computations of the induced velocity field. Computational limitations 
made it necessary to use a relatively coarse discretization of ~\jf = 15-30°. Unsteady 
aerodynamic effects were included, in a two-dimensional sense, using model based on 
experimental unsteady airfoil data rather than discrete shed vortices. The viscous vor-
tex core size was assumed to be 1 % rotor radius, but the wake geometry results were 
found to be insensitive to the core size. 
For the flight conditions examined, the time-stepping approach gave a converged 
(periodic) solution for the wake geometry. The characteristic distortions of the tip 
vortex filaments in forward flight, such as wake contraction and roll-up, showed good 
agreement with experimental observations. The same analysis, however, suffered from 
numerical instabilities in hovering flight. Similar instabilities were also observed in 
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experiments with hovering rotor wakes - see, for example, Ref. 13. However, the same 
research group earlier reported the need for improved prediction methods for hovering 
rotor performance (Ref. 24). In particular, the need to model the wake contraction 
because of the self-induced velocity of the rotor wake in hover was emphasized. This 
pressing need for improved wake models combined with the unsuccessful attempts at 
time-marching wakes, probably paved the way for almost universal use in the 1970's 
& l 980's of prescribed wake models for rotor performance predictions. 
Sadler (Refs. 25, 26) developed an explicit Euler time-marching wake methodol-
ogy, especially for application to multiple rotors. Both co-rotating and counter-rotating 
rotors were examined. The vortical wake structure was modeled using both trailed and 
shed vortices in the near-wake region close to the rotor. The far-wake, however, was 
modeled using only one tip vortex from each blade. Straight line vortex segments were 
used except for the calculation of the self-induced velocity, where an arc described by 
endpoints of two neighboring segments was used. A solid body like vortex core model 
was used (such as the Rankine vortex model) and the core radius was adjusted to give 
good correlation with the experimentally measured airloads on the rotor blades. The 
rotor was impulsively started from rest and an induced velocity cut-off was specified 
to avoid high induced velocities. Both these latter strategies helped to improve the 
numerical stability of the wake solution. However, the model was mainly applied to 
forward flight conditions, where both physical and numerical vortex instabilities arc 
found from experiments to be less severe as compared to those found in hovering 
flight. 
As of 1980 various numerical instabilities found with time-marching wake solu-
tions were still an unresolved issue. An Analytical Methods Inc. report of 1979 ad-
dressed the use of an explicit algorithm. Additional numerical damping was found to 
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be necessary to suppress the undesirable numerical instabilities (Ref. 15). However, 
such an approach raises further questions about to the physical significance of such 
numerical solutions. Later work with time-marching methods avoided this stability 
issue by focusing mainly on applications of the analysis to forward flight. 
Bliss et al. (Ref. 27) developed a time-marching free-vortex wake methodology us-
ing curved vortex segments. A predictor-corrector sequence was used to solve the wake 
equations and to calculate the wake geometry. A far-wake boundary condition based 
on momentum considerations was used to ensure "physically correct" behavior. How-
ever, the crux of this study was primarily to examine the applicability of curved vortex 
segments and details of the numerical scheme for the wake equations were not given. 
The curved vortex segments were shown to be relatively more accurate than straight-
line segments for modeling the wake with large discretization (azimuthal step). The 
methodology was found to be susceptible to numerical instabilities for hovering rotor 
wakes and so was applied mainly to high speed forward flight conditions (Ref. 28). 
In this case, convergence criterion was based on the requirement of a periodic wake 
geometry. 
More recently, a similar methodology was also successfully applied to the prob-
lem of rotor/wake interactions to calculate high resolution airloads (Ref. 29). Several 
techniques were used to improve the computational efficiency including a fat core 
vortex model and analytical/numerical matching (ANM). A backward difference time-
stepping approach (implicit) was used for improved computational efficiency. This, as 
will be shown later, may also have been important to help improve the stability of the 
wake solution. 
Berry (Refs. 30, 31) presented an explicit time-marching wake methodology to 
investigate rotor/body interactions. The rotor wake geometry was allowed to evolve 
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starting impulsively from rest and the resulting unsteady airloads in presence of fuse-
lage were calculated. However, few details of the numerical scheme were given and 
the stability or accuracy of the time-marching method was not addressed. The use of 
an explicit scheme, however, suggests that the method was not stable. 
Egolf (Refs. 32, 33) developed a time-marching vortex lattice rotor wake model 
using explicit Euler time integration. Four-sided vortex boxes with a finite core size 
were used to model the vortical wake. This work focused on extending the numeri-
cal methodology for parallel computations (Ref. 32) and on high-speed (;.t =0.14 to 
0.35) forward flight with BVI like interactions (Ref. 33). Although no wake instabil-
ities were reported under these forward flight conditions, the time-history of the rotor 
thrust was found to be oscillatory. A convergence criterion based on time-averaged 
rotor thrust was used rather than convergence of the wake geometry itself. The effect 
of vortex core size was also examined and it was found that larger core size resulted 
in "smoother" airloads predictions. This suggests that a larger vortex core, with cor-
respondingly lower induced velocities, may be helpful in suppressing numerical insta-
bilities. This effect will be explained further in Chapter 2. 
Miller & Bliss (Ref. 34) showed that a time-marching wake solution is susceptible 
to instabilities, and does not exhibit convergence at low advance ratios. However, 
the crux of this work was on periodic solutions, and no details of the time-marching 
solution methodology were given. 
Baron & Boffadossi (Ref. 35) present a second-order time-marching free-vortex 
wake model using an Adams-Bashforth type method. The rotor was impulsively 
started to avoid a "guess" for the initial condition. Treatment of the viscous core 
growth was in a manner consistent with the diffusion of shear layers, with no user-
specified ("tuning") parameters. The methodology was successfully applied to main-
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rotor/tail-rotor interactions, as well as to multiple rotor configurations. However, the 
presence of numerical instabilities in these cases is again apparent in the solution in 
the form of non-physical fluctuations in the predicted airloads. 
Soliman (Ref. 36) coupled a time-marching wake model with a comprehensive 
coupled rotor/fuselage model. A prescribed far wake geometry was used along with 
the free wake. In this case, the far wake geometry was not rigid, but prescribed based 
on the last two free wake turns. The rotor was impulsively started from rest, but further 
details of the time integration strategy were not given. The need for proper modeling 
of the vortex core was highlighted. The methodology was applied to forward flight 
conditions, but the numerical stability issues were not directly addressed. 
Lee & Na (Ref. 37) used a time-marching vortex method for predicting wake ge-
ometry and airloads of hovering rotor wakes. Results are presented for an impulsively 
started and a slowly started rotor. The impulsive start was shown to result in severe 
vortex instabilities, which are numerical in origin as there is no physical evidence to 
support such behavior. The slowly started rotor also showed numerical instabilities, but 
of a much smaller magnitude. The instabilities were clearly observed in the oscillatory 
nature of predicted air loads. 
More recent work on time-marching free wake methods specifically focused on 
the vortex instabilities observed on hovering rotor wakes. Jain et al. (Refs. 38, 39) 
used a fourth-order Adams-Moulton method with straight-line vortex segments. A 
far-wake boundary condition was comprised of an semi-infinite cylinder of vorticity, 
the strength and radius being computed based on momentum considerations. The nu-
merical solution for the wake showed the presence of instabilities. However, similar 
instabilities were also observed in the rotor experiments of Ref. 40, and the numerical 
solution (including instabilities) showed qualitative agreement with the experiments. 
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The authors argued that this vortex pairing instability was not an instability at all, but 
a steady-state behavior. 
Lee et al. (Ref. 41) also reported good agreement between numerical solutions and 
the vortex pairing observed in the experiments of Refs. 40. In this case, a time-stepping 
vortex blob method similar to that of Ref. 37 was used to predict the wake geometry. 
Again, the predicted wake structure showed evidence of instabilities that qualitatively 
agreed with those observed in the experiments. 
Both of these more recent studies (Refs. 39, 41) appear to suggest that the insta-
bilities observed in numerical results are of physical significance. However, there is 
no physical mechanism in the numerical model that may lead to such phenomena. 
Therefore, the instabilities may be purely numerical in origin. In the next section (Sec-
tion 1.3) the issue of vortex instabilities in the wake is first introduced, and then is 
more rigorously examined in Chapter 2. 
1.2.5 Relaxation Based (Steady-State) Wake Methods 
Although one objective of the present work was to develop time-accurate wake meth-
ods, a review of relaxation methods is presented here because both of these solu-
tion methods share common building blocks. As described earlier, the first itera-
tive wake model used to predict performance of hovering rotors is due to Clark & 
Leiper (Ref. 22). However, this was really a time-integration method as opposed to a 
steady-state, periodic wake solution method. 
Perhaps the most famous, and also the most widely used free wake model, is the 
relaxation wake of Scully (Ref. 23). This was a major revision of the previous work 
by the same author using a time-marching wake model (Ref. 11 ). In the case of the 
relaxation wake, the wake geometry was calculated iteratively with the enforcement of 
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a periodicity condition. A weighted averaging scheme was employed for the induced 
velocities governing the wake distortions. The velocities from previous iterations were 
averaged with the velocities calculated from a distorted wake geometry under the effect 
of blade rotation alone, i.e., wake distortions without any self-induced velocity effects. 
This is perhaps why this method, and all consequent developments along similar lines, 
are termed as "relaxation" methods. Convergence was not explicitly enforced but was 
considered in only a qualitative sense. In hovering flight, a far-wake boundary condi-
tion in the form of a semi-infinite cylinder of vorticity was used. A prescribed/rigid 
inboard vortical wake sheet was also modeled. The wake geometry was typically mod-
eled using 6 to 12 turns in hover, with a semi-infinite vortex cylinder in the far wake. 
In forward flight, 2 to 4 free wake turns were found to give subjectively "satisfactory" 
results. The wake methodology was applied to calculate higher harmonic airloads 
resulting from strong interactions between the vortical wake and the rotor. A desin-
gularized algebraic viscous core model was used, which has become known as the 
"Scully model" in the rotating wing community. However, an artificially large vor-
tex core size was found necessary to avoid excessively large induced airloads during 
BVI-type events. The vortex lines were discretized as straight line vortex elements 
corresponding to an azimuthal step of ~\j/ = 15°, 
The same basic methodology was adopted by Johnson (Ref. 42) and implemented 
in a comprehensive rotor analysis called CAMRAD (Comprehensive Analytical Model 
of Rotorcraft Aerodynamics & Dynamics) in 1980. The CAMRAD model recognized 
the importance of modeling the tip vortex roll-up process. The roll-up process was 
modeled using a near wake region consisting of complete vortex panel along with a tip 
line-vortex to represent partially rolled up vortex structure. In the far-wake only the 
completely rolled up tip vortex was considered. A second-order lifting line theory or a 
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lifting-surface correction method could be used to obtain the blade bound circulation. 
The strengths of the tip vortices were based on the spanwise peak bound circulation. 
Later in 1988 (Ref. 43) a dual-peak circulation model was introduced to better repre-
sent the effects of negative loading on the advancing blades. In hover and axial flight, 
an approximate but computationally efficient far wake was used where the tip vortex 
elements were spread into a vortex sheet with axial and spiral components. Shed wake 
vortices were, in general, included in the analysis, and in the far wake were spread into 
vertical vortex sheets. 
The CAMRAD analysis has been widely used in rotating wing community for var-
ious performance, airloads, vibrations, and other aeromechanical applications. Over 
the years, CAMRAD has undergone significant revisions and improvements. CAM-
RAD II ( 1992-97) also includes a time-marching algorithm, where a trapezoidal time-
integration algorithm was preferred for stability reasons. However, because of the extra 
induced velocity calculations associated with the trapezoidal algorithm, an algorithm 
similar to the Euler explicit algorithm was used, with induced velocities averaged at the 
same time-step (Ref. 44). Typically a constant viscous core size is used with options 
to choose several inboard vortex trailers. 
Miller (Ref. 45) developed an iterative solution methodology to predict the behav-
ior of hovering rotor wakes. Both two-dimensional as well as three-dimensional wake 
models were developed. A spatial averaging of the induced velocities was used to it-
eratively update the positions of the vortex elements. A far-wake boundary condition 
in the form of vortex sheets for 2-D and vortex cylinder for 3-D was used. The wake 
convergence was indirectly monitored through the changes in rotor induced velocities, 
with a tolerance of 5% being specified as the convergence test. Wcissinger-L lifting 
surface model (Ref. 46) was used to solve for the blade bound circulation, and the full 
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spanwise trailed wake was assumed to roll-up into a tip-vortex, a root-vortex and a 
mid-span vortex. However, the influence of the root vortex on the hover airloads and 
performance was found to be negligible. 
Bliss et al. (Ref. 47) developed an influence coefficient based method for rotor 
wakes in hover and axial flight. A Newton-Raphson type iterative procedure was im-
plemented in a predictor-corrector form. The vortex lines were discretized into curved 
vortex elements to improve the calculation of the self-induced velocities. It was argued 
that this approach was more accurate than straight-line segmentation, and allowed for 
larger discretization levels in the interest of computational efficiency. A large viscous 
vortex core size (5% of rotor radius) was used with a far-wake boundary condition 
with a stack of vortex rings. An upwind discretization scheme was used to improve 
stability characteristics of the numerical method. A "sink" was also included in the 
flow field to conserve the mass flow through the rotor disk, and to help improve nu-
merical convergence. The methodology was applied to both hovering and axial flight, 
however, proper wake convergence was demonstrated only in axial climb. 
In 1985, Bliss et al. (Ref. 48) introduced the concept of a self-preserving wake 
structure along with the influence coefficient methodology described previously. In 
this case, the wake was assumed to "self-preserving" in a blade-fixed frame, or in other 
words, axisymmetric. A free tip vortex and inboard vortex trailers were also included. 
A far-wake boundary condition was imposed in the form of the vortex filaments ex-
tending to infinity as ideal ( constant radius, constant pitch) helical filaments. A con-
verged wake solution in hovering flight was demonstrated. The same methodology was 
later applied to a hover performance analysis and rotor airloads calculation (Ref. 49). 
An eigen-analysis of the the wake structure based on the induced velocity influ-
ence coefficients was also performed in Ref. 49. It was shown that several unstable 
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modes existed corresponding to positive eigenvalues, which were found to be linearly 
dependent on the rotational frequency of the rotor. This was one of the first attempts to 
analyze eigenvalue-based stability of rotor wake solutions. It was also shown that the 
self-preserving (i.e., axisymmetric) hovering wake solution was unstable, as usually 
observed in experiments, although the solution did not exhibit instabilities. 
Miller & Bliss (Ref. 50) developed an iterative scheme for the direct periodic so-
lution for the rotor wake. The non-linear equations governing the wake, including the 
Biot-Savart induced velocity terms, were linearized using Taylor expansion about a 
mean geometry and then solved using second-order accurate predictor-corrector meth-
ods. A central difference based Lax-Wendroff method was used, with a backward 
Beam-Warming at the last collocation point in the far wake. The details of these 
difference methods can be found in most standard CFO texts, e.g., Ref. 51. Ana-
lytical/Numerical Matching (ANM) model (Ref. 52) was used to provide high near-
field accuracy as well as good computational efficiency. The ANM uses an efficient 
approach to calculate far-field velocity components, which comprise the bulk of the 
induced velocity calculations in the rotor wake solution. The strong near-field veloc-
ities are then found with the aid of an analytical correction to the far-field solution. 
The ANM model was then augmented with a far wake extension to account for the 
theoretically semi-infinite domain of the wake. 
Crouse & Leishman (Ref. 53) developed a relaxation rotor wake method using spa-
tial central differences and a predictor-co1Tector sequence to solve the wake governing 
equation. The predictor-corrector methodology was shown to give improved stability 
than a simple one-step explicit method. Convergence was judged based on relative 
wake geometry changes between successive iterations and demonstrated in hovering 
flight. However, the main crux of this work (Ref. 54) was on rotor/fuselage interactions 
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and the wake methodology was essentially developed for that particular application. 
Bagai (Ref. 55) developed a comprehensive free-vortex wake methodology based 
on the relaxation approach. A pseudo-implicit predictor-corrector scheme was used 
to calculate the wake geometry, with wake periodicity being enforced for the trailing 
wake generated by all blades. A five-point central difference scheme was introduced 
for the derivative calculations, and an averaged induced velocity was used. This ap-
proach was shown to significantly improve convergence characteristics. The blade 
loading was determined using the Weissinger-L model. Different discretization steps 
for the blade azimuth and vortex age were implemented using velocity field interpo-
lation to preserve solution propagation along the correct characteristics. A far-wake 
boundary condition was comprised of two prescribed wake turns below the free vor-
tex wake. However, such a boundary condition was found to be necessary only in 
hovering flight, and was not used for other flight conditions. This methodology was 
successfully applied to both the rotor wake geometry and induced inflow prediction in 
forward flight (Refs. 56, 57). The methodology was also extended to multi-rotor con-
figurations such as coaxial, tandem and tilt-rotor (Ref. 58). Accelerations technique 
based on adaptive grid sequencing was developed to improve computational efficiency 
while preserving the accuracy of the wake solution (Ref. 59). This methodology is 
also widely used in both academia and industry, and has been coupled with other com-
prehensive helicopter analysis codes, e.g., Refs. 60 and 61. 
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1.2.6 Summary 
The important issues limiting a time-accurate solution of the rotor wake problem, as 
found in this literature review, are summarized below. 
• Time-marching rotor wake solutions arc generally susceptible to vortex instabil-
ities. Predictor-corrector methods are found to be, in general, more numerically 
stable than explicit one-step methods. Velocity averaging, as in the relaxation 
methods, is also found to improve the stability of numerical methods. 
• Several approaches are available for discretization of vortex filaments like vortex 
blobs, straight-line/curved segments, etc. However, a discretization approach 
consistent with the remaining numerical method must be chosen. The accuracy 
of these discretization models has not been rigorously addressed in the open 
Ii terature. 
• In most cases, a far-wake boundary condition is necessary to account for wake 
truncation effects. These effects are especially dominant in hovering flight. 
However, it is necessary to choose a boundary condition that is universally ap-
plicable in all flight regimes, including for steady-state as well as unsteady (ma-
neuvering) flight conditions. 
• Vortex modeling is an important issue in obtaining physically meaningful wake 
geometries. Some researchers employ empirical vortex models consistent with 
experimental observations. However, most methodologies published in the open 
literature use an arbitrary core size models based on numerical and not physical 
considerations. 
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1.3 Instabilities in the Rotor Wake 
As mentioned in the preceding section, one problem that strongly influences rotor 
wake prediction capability is tied into the various types of disturbances and instabil-
ities in the numerical solution for the wake. Although similar instabilities have also 
been observed in rotor wake experiments, such instabilities in numerical calculations 
have a degrading effect on the convergence; that is, the solution may often diverge or 
"blow-off''. The vortex instabilities observed on rotor wakes can be both global (i.e., 
affecting the overall wake structure and induced inflow at the rotor), as well as local 
(i.e., confined to only a part of tip vortex filaments). In some cases local wake insta-
bilities may lead to vortex bursting, which leads to rapid diffusion of vorticity ( e.g., 
Ref. 62). Local interactions between closely spaced tip vortices can be a source of 
global wake instabilities in a rotor wake, and can lead to various types of periodic or 
aperiodic defom1ations of the wake structure. 
Wake instabilities and aperiodic wake formation often find their source in the 
so-called "vortex pairing" or localized roll-up between two adjacent tip vortex fil-
aments. These effects were first experimentally documented with hovering rotors 
by Landgrebe (Ref. 13) and by Tangier et al. (Ref. 14). The phenomenon was at-
tributed to an inherent characteristic of the unstable vortical wake structure, which 
was further supported by linearized stability analyses of an infinitely long helical fil-
ament (Refs. 63, 64). Gupta & Loewy (Ref. 65) extended this stability analysis to 
multiple interdigitated helical vortices to examine the stability of multi-bladed rotor 
wakes. These analytical studies have suggested, although only by analogy to infinite 
helical vortex filaments, that a hovering rotor wake is intrinsically (physically) unstable 
with several possible types of instability modes. 
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Vortex Pairing in Experiments 
More recently, periodic interactions between tip vortex filaments in the wake of two-
bladed rotors - specifically in the form of tip vortex pairing where adjacent vortices 
revolve about a common centroid of vorticity-have been experimentally observed and 
documented by Caradonna et al. (Ref. 40) and Martin et al. (Ref. 66). Experimental 
evidence suggests that the susceptibility of the rotor wake to pairing or other instabil-
ities is affected by the number of blades and rotor operating state. In particular, the 
onset of tip vortex pairing is known to be sensitive to rotor operating conditions, e.g., 
with increasing thrust ( or, alternatively, increasing collective pitch) the vortex pairing 
occurs at increasing downstream distance below the rotor (Ref. 14). A similar effect 
was reported with increasing climb velocity in Ref. 40. 
This type of vortex pairing instability is present in almost all hovering rotor wakes. 
In some cases these may be more obvious than others. The phenomenon is illustrated in 
Fig. 1.9 using a series of shadowgraph images obtained in the wake of a hovering two-
bladed propeller. The tip vortex pairing is seen to occur just one rotor revolution below 
the TPP, where one tip vortex is seen to move radially inward and axially downward, 
while the other tip vortex appears to move radially outboard and axially upward. This 
is illustrated using a sequence of close-up images from the region where the vortex 
pairing is observed. Such relative motion between the two tip vortex filaments gives 
the impression that the two vortices are rotating around a common centroid like a 
pair of point vortices, hence the name "vortex pairing." In the far wake, the pairing 
phenomenon is even more obvious where the two vortices have rotated almost 180° 
and have exchanged vertical positions. 
While the stability analyses of Refs. 63-65 would suggest that vortex pairing is a 
form of wake instability, others have suggested otherwise. Jain et al. (Ref. 38) suggest 
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Figure 1.9: Vortex pairing instability as observed in the wake of a two-bladed propeller 
in hover using shadowgraph flow visualization. Source: University of Maryland. 
that vortex pairing in rotor wakes is not an instability at all, but is a result of mu-
tual interactions of two vortex filaments in a form that is analogous to the perpetual 
leap-frogging motion of two inviscid vortex rings. This implies that the vortex pair-
ing constitutes an equilibrium state of the rotor wake geometry. Note that instability 
refers to the behavior of a system disturbed from its equilibrium state. It could be 
further argued that the steady, deterministic nature of the wake trajectories observed 
in some of these recent experiments cannot be an inherent wake instability, mainly be-
cause instabilities are more often attributed to stochastic phenomena such as an overall 
aperiodicity of the rotor wake (Ref. 67). 
Clearly, these observations pose considerable challenges to the rotor analyst. From 
a rotor wake prediction standpoint, the highly periodic and repeatable nature of the 
wake visualization results observed by Caradonna et al. (Ref. 40), and also by Martin 
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et al. (Ref. 66) suggests that deterministic first-principle based wake prediction meth-
ods should be able to model the tip vortex pairing process. In fact, some vortex wake 
methods seem to predict a behavior that closely replicates the vortex pairing that has 
been observed in some experiments - see, for example, Ref. 38 or 41. Furthermore, 
the fact that the effects are present in some (almost identical) rotor experiments but not 
in others suggests that the experimental setup, and flow turbulence or other recircula-
tion in the test facility, may be responsible for part, if not all, of the observed behavior 
of the wake. 
Therefore, the fact that some but not all prediction methods show this behavior 
raises questions as to whether these effects have their source in the numerical meth-
ods themselves, rather than being physical in origin. From a prediction standpoint, 
the most important question this raises is whether or not predictions that provide pe-
riodic wake geometries can be considered as equilibrium, steady-state solutions. It is 
also not immediately obvious as to why, in general, only time-accurate wake solutions 
are able to properly model this "inherent" physics of interacting tip vortex filaments 
in the rotor wake. One of the motivations of the present work was to properly un-
derstand these vortex instabilities, and their impact on time-accurate predictions. In 
Chapter 2, the overall behavior of a helicopter rotor wake in axial flight and the onset 
of instabilities will be described using numerical solutions to the wake problem using 
free-vortex schemes. These numerical results are also supported using experimental 
measurements where evidence of tip vortex pairing was found. The problem is then 
rigorously approached using a linearized eigenvalue stability analysis that is applicable 
to any general rotor wake structure. 
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1.4 Objectives of Dissertation 
The motivation for the current research stems from various deficiencies in current rotor 
wake analyses, especially time-accurate free-vortex wake methods. The major draw-
back with all previous time-accurate wake solution methodologies has been numerical 
instabilities, as discussed in the previous section. This also restricted the methodolo-
gies to only certain flight conditions, such as vertical flight or forward flight. The main 
objective of this dissertation was to develop a time-accurate wake solution methodol-
ogy that is general, robust, versatile and numerically stable. 
The development of a stable wake methodology involves understanding the sta-
bility characteristics of both the solution method and the solution itself It is known 
from experience that a hovering rotor wake is physically unstable, and any small dis-
turbances present in the flow field will grow with time. Numerical instabilities tend 
to mimic the growth of such physical disturbances, thus making it hard to recognize 
the numerical origin of these instabilities. One objective of the current research was to 
better understand these physical rotor wake instabilities, and how they are influenced 
by the rotor geometric and operating conditions. 
Properly distinguishing numerical instabilities observed in numerical wake solu-
tions from physical phenomenon is a long-standing issue. The fact that the rotor wake 
is physically unstable further complicates this issue. In the present work, the stability 
characteristics of numerical algorithms is examined to properly understand the origin 
of such numerical instabilities. The objective was to choose a proper time-integration 
algorithm that will suppress growth of such non-physical instabilities from numeri-
cal errors alone. This implies that not only the order of accuracy of the algorithm is 
important, but also its stability and convergence characteristics. 
Besides the method of numerically solving the wake equations, there has been 
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some debate over the type of discretization strategies used to represent the vortex fila-
ments. The straight-line segmentation is, perhaps, the most widely used because of its 
simplicity. The present work rigorously examines this discretization strategy to under-
stand the associated discretization errors. The objective was to ensure that the mutual 
and self-induced velocities are correctly represented in the discretized model up to a 
consistent level of accuracy. This is also important for the overall accuracy of the wake 
geometry solution. 
Another desirable characteristic of any mathematical wake model is that it should 
be valid under a11 flight conditions. This means that the analysis should contain the 
least number of empirical parameters. The present wake model includes empiricism 
only in the fom1 of a viscous core growth model and induced velocity distribution. 
One objective of the present work was to examine this empirical model with available 
experimental results and choose consistent values that would be valid over a broad 
range of operating conditions. 
Finally, the Jong-term objective of the current work is to formulate a methodology 
that can be easily integrated into comprehensive aeromechanics, acoustics, and flight 
mechanics analyses. It is hoped that the present work will prove to be a significant 
contribution towards a better understanding of the rotating wing aerodynamics and 
help in the development of more efficient and less expensive rotorcraft. 
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1.5 Organization of Dissertation 
The fundamental problem of detem1ining the rotor blade airloads and induced inflow 
at the blades was introduced in the beginning of Chapter 1. The current state-of-
the-art rotor wake methodologies were then introduced through a literature overview 
given in Section 1.2. Although there have been significant developments in method-
ologies to mathematically model the aerodynamic environment at the rotor, most of 
these schemes have been limited in application. The motivation for the current work 
stems from a need to rectify some of these deficiencies, as outlined in the previous 
section. 
The remainder of the dissertation is organized in three parts: methodology, results 
and discussion, and conclusions. Because of its importance to the wake methodology, 
the analysis of aerodynamic stability of rotor wakes is given separately in Chapter 2. 
The results and discussion pertaining to rotor wake stability are also included in this 
chapter because it is somewhat independent of the remaining discussion of the wake 
methodology. Chapter 3 describes the methodology for solving the wake governing 
equations, while Chapter 4 describes the rotor blade flapping and blade-lift solution 
methodologies. The mathematical and numerical aspects of the methodology, such as 
convergence studies, are also included in these chapters. 
Chapters 5 and 6 discuss the numerical results obtained using the present method-
ology. In Chapter 5, the steady-state wake results are presented along with experimen-
tal measurements to validate the analysis. Chapter 6 focuses on results obtained using 
the time-accurate analysis for rotors in transient flight conditions. These results are 
also compared with available experimental results. Some results for idealized maneu-
vering flight conditions and for descending flight are presented in Chapter 7 to help 
understand the rotor wake behavior. Finally, Chapter 8 summarizes the conclusions 
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drawn from the present work, and provides suggestions for further work. 
Additional material which is necessary for the present analysis, but is not directly 
related to the wake methodology is provided as appendices at the end of the disser-
tation with appropriate cross-references in the main text. This includes details and 
explanations of various ideas applied in the present research. 
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Chapter 2 
Aerodynamic Stability of Helicopter Rotor Wakes 
Experimental studies suggest that the wake of a helicopter rotor is physically unstable 
in hovering and axial (vertical) flight. This inference is based on several experimental 
observations showing presence of vortex instabilities, as well as by analogy to theoret-
ical analyses of helical vortex structures (Refs. 63-65). This chapter describes a new 
application of a linearized stability analysis to the rotor wake geometry. This analysis 
helps in understanding the different types of instabilities observed in both experiments 
and numerical solutions, and also how these are affected by the operating conditions 
of the rotor. 
It should be noted that the term "unstable" inherently implies an unstable equilib-
rium. That is, the hovering rotor wake in a periodic, self-preserving state is in equi-
librium, albeit an unstable equilibrium. This unstable equilibrium and the associated 
divergence (growth) rates are an inherent characteristic of the rotor wake. An insta-
bility refers to the behavior after the wake is disturbed from this unstable equilibrium. 
Therefore, the wake instabilities observed in experiments may result from various dis-
turbances present in the flow-field most likely because of artifacts of the experimental 
set-up. The so-called numerical instabilities, however, arc initiated only because of 
numerical errors. It must be recognized that only the initial equilibrium state and the 
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growth rates associated with growing disturbances, which sustain an instability, are an 
inherent characteristic of the rotor wake. The following analysis identifies these inher-
ent characteristic growth rates for the rotor wake. The instabilities are only a result of 
these inherent characteristics and not an inherent characteristic themselves. 
In the next section, the vortex instabilities are introduced using numerical as well 
as experimental results. The problem is then examined using a linearized stability anal-
ysis of the equation governing the rotor wake. Both the stability of equilibrium wake 
geometry and the corresponding deformation modes are examined to better understand 
the vortex pairing phenomenon. It is shown that the numerical results obtained with 
free-vortex wake methods are dependent on the numerical algorithm used. rt is shown 
that the round-off and truncation errors in the numerical solution can be responsible 
for the onset of numerical wake instabilities, which in some cases, can fortuitously 
replicate the observed (physical) behavior of the rotor wake. 
2.1 Motivation: Instabilities in Numerical Solution 
of the Rotor Wake 
The general problem of the rotor wake behavior and the onset of wake instabilities 
is now introduced using a numerical analysis of the rotor wake using a free-vortex 
method. Free-vortex wake methods have emerged as popular aerodynamic models for 
helicopter rotor analyses because they offer high fidelity and versatility at modest com-
putational cost. These methods can be categorized into two main types: time-accurate 
algorithms where the wake governing equations are integrated in time (Refs. 10-I2, 
22, 33, 43), and steady-state solution algorithms that solve for a periodic solution either 
directly (Ref. 68) or by using relaxation methods (Refs. 44, 53, 56, 69). 
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As described in Chapter 1, the motion of the free vortex elements in the wake is 
governed by the vorticity transport theorem, i.e., 
cir= V(r) 
cit (2.1) 
where r is the position vector of the point on the vortex filament and where V(r) is 
the local fluid velocity at the point r resulting from any external velocity as well as 
the self and mutually induced velocities of the entire vortex wake. Equation 2.1 can 
also be written in the form of a partial differential equation, as described previously in 
Chapter 1 (Eqs. 1.1-1.2) as 
(2.2) 
The free-vortex wake results presented in this chapter for the wake stability anal-
ysis, are calculated using a development of the free-vortex wake analysis of Bagai & 
Leishman (Refs. 56-59). The original analysis used a second-order accurate pseudo-
implicit predictor-corrector (PIPC) relaxation formulation to solve for steady-state (pe-
riodic) wake geometry solutions. The so-called five-point central difference scheme 
was used to approximate the LHS of the governing equations (Eq. 2.2), while the 
induced velocities were evaluated using standard straight-line segmentation of the vor-
tices. This five-point scheme has the special property that for equal discrctizations 
along \JI and S, the truncation errors from the LHS of the discretized equations cancel 
each other resulting in an "exact" representation. 
The relaxation approach solves for an equilibrium solution by imposing periodic-
ity conditions. In the present work, these equilibrium solutions were used primarily 
for wake stability analyses, and as an initial condition for two newly developed time-
marching algorithms. These time-marching algorithms arc also second-order accurate 
predictor-corrector formulations, and allow transient wake geometiy calculations with 
no pre-assumed wake periodicity requirements. The first time-marching algorithm, 
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which is referred to as the PCC scheme, uses a five-point central differencing scheme 
similar to that used in the PIPC relaxation algorithm. The second algorithm, referred 
to as the PC2B scheme, also uses a central difference scheme for the spatial (s) deriva-
tives, but a second-order backward difference scheme for the temporal (\\I) derivatives. 
Such a difference scheme introduces additional truncation errors which arc both dissi-
pative and dispersive. However, these errors are of a higher order, and the overall so-
lution accuracy is still second-order. The details of these algorithms will be described 
in Chapter 3. 
The problem is best introduced by way of an example using numerical solutions of 
the wake problem. Representative predictions of the wake geometrics for a two-bladed 
hovering rotor as obtained using these three free-vortex wake algorithms is presented in 
Fig. 2.1, the results being shown for a reference blade azimuth of \\'ref= 0°. The rotor 
was operated at a thrust coefficient of Cr = 0.005, with a tip speed of QR = 89 ms- 1. 
The rotor geometry and operating conditions for this two-bladed rotor arc described 
in detail in Ref. 66. For these calculations, four free-wake turns (~max= 1440°) were 
used with a discretization of L),\\f = L).½, = 10°. The solid line shows the vortex filament 
from blade 1 (the reference blade), while the dashed line shows the vortex filament 
from blade 2. Note that the relaxation solution shown in Fig. 2.1 (a) predicts a smooth 
wake contraction. The two tip vortices follow the same radial and axial trajectories and 
arc free from any local or global instabilities or from any evidence of vortex pairing. 
Such axisymmctric, periodic, behavior is typical of the physical wakes generated by 
many hovering rotors. 
This periodic solution for the wake was then used as an initial condition for the two 
time-accurate algorithms. The calculations were continued in a time-accurate sense for 
up to fifteen rotor revolutions. The time-accurate solution obtained using PCC algo-
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Figure 2.1: Sample free-vortex wake geometrics for a two-bladed hovering rotor us-
ing (a) Relaxation (PIPC), (b) Time-marching (PCC), and (c) Time-marching (PC2B) 
algorithms, CT= 0.005, 'l'rcf = 0° (Rotor 1). 
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rithm, as shown in Fig. 2.1 (b ), produced some apparently erratic distortions after about 
two rotor revolutions. Prior to this, the wake geometry was found to be almost identical 
to the relaxation solution. The solution obtained using PC2B algorithm was, however, 
found to be essentially identical to the relaxation solution, as shown in Fig. 2.1 ( c ). 
The wake convergence histories corresponding to these three algorithms are shown 
in Fig. 2.2 in terms of a root mean squared (RMS) change in wake geometry per ro-
tor revolution or per wake iteration. The PIPC relaxation solution shows a converging 
trend by virtue of wake periodicity enforcement. Starting from such a converged relax-
ation solution, the PCC time-marching algorithm shows an increased change in wake 
geometry. Thereafter, the wake geometry continues to change from one rotor revolu-
tion to another, i.e., it is not periodic at the rotational frequency of the rotor. However, 
notice that the solution is not divergent and the change in wake geometry remains 
bounded. Therefore, the apparently erratic wake distortions shown in Fig. 2.1 (b) arc, 
in reality, deterministic and bounded. The PC2B time-marching solution, however, 
predicts a continuously converging trend starting from the same initial wake geometry. 
The change in wake geometry per rotor revolution decreases with time, suggesting that 
the relaxation solution is, indeed, a steady periodic solution. 
Figure 2.3 shows the predicted trajectories of the tip vortices along with the exper-
imental results from Ref. 66, as seen from a fixed radial-axial plane. At early vortex 
ages near the tip path plane (TPP), the tip vortices from the two blades were seen 
to follow the same trajectory. At later vortex ages, however, these vortices followed 
different trajectories with one v01iex moving radially inward while the other moving 
radially outward. The azimuth where the two tip vortices cross in the radial direction 
is the onset of the so-called "pairing." The PIPC algorithm predicted an axisymmet-
ric wake structure with identical vortex trajectories, and it is the time-accurate PCC 
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Figure 2.2: Wake convergence histories for free-vortex wake solution using the three 
solution algorithms, Cr= 0.005 (Rotor 1). 
algorithm that showed better agreement with experimental results. 
This interesting behavior is further elucidated in Fig. 2.4 using an alternate presen-
tation of the predicted results in the fonn of axial and radial tip vortex displacements as 
a function of the reference blade (blade 1) azimuthal location, \jfrcf· The corresponding 
locations of other blades are given by the relation 
(m) 2rt(m - 1 
\jib = \jfrcf+ __ N_b_ (2.3) 
Therefore, for the two-bladed rotor in the present case the reference blade azimuth 
corresponding to the second blade is 
(2) 
\jf rcf = \jf b - 1t (2.4) 
In this experiment, evidence of vortex pairing was found between tip vortex filaments 
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Figure 2.3: Predicted and measured \'Ort ex trajectories in hover as observed in a fixed 
radial-axial plane, Cr =-- (l.005 ( Rotor I). Experimental results from Ref. 66. 
that were about two rotor revolutions ol,j downstream of the rotor. This pairing phe-
nomenon is evident from the results sh:)wn in Fig. 2.4, which indicate that the tra-
jectories of' the two tip vortices cross each other. As noted previously, the relaxation 
(PIPC) solution is axisyll111lctric and bo1h tip vortex filaments follow the same trajec-
tory. However, when using the tirnc-aecurate solution with the PCC algorithm, the 
wake was not axisyrnrnctric and the t\\'o tip vortex filaments followed different trajec-
tories. In particular, the two ,·orticcs formed an interacting vortex pair at an azimuth 
where the two axial displacement trajectories intersected each other. The computed 
results show good agreement with 111cas1red trajectories at early vortex ages. The time 
(azimuth) at which the two vortices pai,, however, is somewhat over-predicted. 
To better understand the onset 01· vortex pairing, a sequence of predicted wake 
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Figure 2.4: Predicted and measured tip vortex displacements as a function of rotor 
blade azimuthal location: time-accurate wake geometry predictions using the PCC 
algorithm, Cr= 0.005 (Rotor 1). Experimental results from Ref. 66. 
structure for different blade positions (reference blade azimuthal locations) is shown 
in Figs. 2.S(a)-(t). The equilibrium (periodic) wake boundary is shown in dotted line. 
The symbols in Fig. 2.S(a)-(t) show the vortex trajectories as seen in a fixed radial-
axial plane at different times (reference blade azimuth). Note that the vortex filament 
trailed from blade 1 moves radially inward and axially downward, while that trailed 
from the blade 2 moves radially outward and axially upward. At \Jib ~ 880, 0 one 
filament loop can be seen to pass through the other. At this azimuth, the two vortices 
become nearly parallel to the rotor plane forming a vortex pair. This corresponds to 
the reference blade azimuth shown in Fig. 2.4, where the axial displacements of two 
vortex filaments arc equal. 
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Although, there is good agreement between predictions and observations of the 
vortex pairing phenomenon, the underlying physics of why these interactions occur is 
definitely not clear. For example, it is not immediately obvious as to why the PIPC 
relaxation algorithm and time-accurate PC2B algorithm fail to predict these vortex in-
teractions despite using identical blade and wake models. The wake vortex trajectories 
close to the rotor are identical in all three solutions - see Figs. 2.3 & 2.4. Therefore, 
it is expected that vortex interactions originate away from the rotor and would likely 
have only a small influence on the inflow and blade loads. The mechanism proposed 
by Tangier et al. (Ref. 14), which is based on experimental observations, also suggests 
that the wake is relatively stable to disturbances while it is undergoing a radial con-
traction. The instabilities become apparent only in the region after the initial radial 
contraction, which is typically after the first rotor revolution. The motivation for the 
following stability analysis is to better understand the physics of this vortex pairing 
phenomenon. 
2.2 Linearized Rotor Wake Stability Analysis 
The rotor wake behavior is now examined for stability following the methodology 
applied to linearized flow stability analyses. The rotor wake geometry, as given by a 
solution to Eq. 2.1, is the basic equilibrium solution used as a starting point for the 
analysis. This equilibrium solution is then perturbed by a small quantity, say 8r, with 
the new geometry being described by r + br. The governing equation applied to this 
perturbed state of the wake geometry is given by 
d(r+ &r) ... v(... s: ... ) 
---= r+ur 
cit (2.5) 
The perturbation equation is the equation governing the behavior of the small wake 
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perturbation (displacement), 8r, and can obtained by subtracting the original equilib-
rium equation (Eq. 2.1) from the perturbed equation (Eq. 2.5), i.e., 
c1 ( 8r) v- (- s:-) v- (-) 
--= r+ur - r 
dt (2.6) 
The induced velocity on the RHS of Eq. 2.5 can be expressed as a series in 8r, i.e., 
v(r + 8r) = V(r) + 8V(8r) + o (8r2) (2.7) 
The above equation gives the exact behavior of the small perturbation, 8r, in time. 
However, this equation is not easily amenable to analysis and requires simplification. 
At this stage, the perturbation is assumed to be small and, therefore, the higher order 
perturbation terms can be neglected. The perturbation equation is now linearized by 
neglecting higher-order terms in 8r to give 
d(or) = 8V(8r) 
dt (2.8) 
The first order velocity perturbation on the RHS of the above equation can be evaluated 
using the Biot-Savart law. 
2.2.1 Perturbation Induced Velocity 
The induced velocity, V(r), is obtained by dividing each curvilinear vortex filament 
comprising the wake into a number of elementary vortex segments, and numerically 
integrating the induced velocities over the entire filament length. This is most eas-
ily accomplished using straight-line segments, which are readily amenable to analytic 
forms of Biot-Savart law integration (see Section 3.2.1 for a detailed accuracy verifica-
tion of this straight-line segmentation approach). The total induced velocity at a point 
is then obtained by summation of the velocity induced by each vortex segment. The 
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Biot-Savart law, previously formulated in Eq. 3.3, which gives the velocity induced by 
a vortex clement Tat a point r as 
_ r / Jt x r 
V= 4rc. w 
l 
(2.9) 
Therefore, the velocity at a point P induced by a single, straight-line vortex element 
extending from point A to B, (sec Fig. 2.6) can be expressed in the form 
Vi: ex 
~v 
fv ( ) = - cos81 -cos82 
4rch ey 
(2. l 0) 
V: e= 
where r vis the circulation strength of the vortex element and 
(2.11) 
rA, rs, rp are the position vectors of points A, B, and P respectively. Also, the perpen-
dicular separation distance, h, is 
h = r1 sin81 = r2sin82 (2.12) 
and 
T,2·r1 T,2·r2 _ T,2xr, 
cos81 = ~, cos82 = l12r2 ' e = IT12 x r, I (2.13) 
Notice that this velocity field corresponds to that of a potential vortex and so must 
exhibit a singularity as h -t 0. A real vortex, like the rotor tip vortex, has a viscous 
core where the induced velocity resembles solid body rotation. Therefore, the above 
equation can be modified to include a viscous vortex core with a core radius of 'c· 
This is accomplished using a general desingularized induced velocity profile with the 
algebraic form (see Section 3.2.1) 
(2.14) 
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Figure 2.6: Schematic of the velocity induced by a straight-line vortex element. 
More details of the algebraic vortex model are given in Appendix A. Note that in the 
case where 11 ---+ O, the Rankine velocity model is obtained; for n = 1 this corresponds 
to the widely used "Scully" model (Ref. 11 ); for n = 2 the induced velocity is almost 
identical in result to that of the Lamb-Oseen model (Ref. 70). With such a desingular-
ized vortex model the above equation for the induced velocity (Eq. 2.10) is modified 
into the form 
= - -----(cos01 -cos02) (•v) h 41t (,]" + 1z211)1! 11 (2.15) 
In a similar manner, the induced velocity corresponding to the perturbed state can 
be calculated. Denoting the perturbed quantities by a prime, the perturbed position 
vectors of the points A, Band Pare given by 
(2.16) 
The expression for the induced velocity (Eq. 2.15) is rewritten in terms of the per-
turbed quantities, e.g., h' = Jz + 8h, etc. The perturbed induced velocity is evaluated 
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up to first-order by neglecting higher-order terms in the perturbations. Therefore, the 
linearized perturbed induced velocity is given by 
V' X 
V.' y 
v; 
(2.17) 
The factor, hf, is a multiplicand of the 8h term because of the desingularized viscous 
velocity profile and is given by 
1111211 
h1= I - ----..,-(1}11 + 11211) i/11 (2.18) 
Each of the perturbation quantities on the RBS of Eq. 2.18, like 8/z, Dex, Dey, 8e::, 
8( cos 0 1), and 8( cos 02), are also evaluated up to the first-order by neglecting the 
higher-order perturbation terms. For example, 
8/z = 
( 
C/12, + C,r1y c,.r1,) I· + 
--;-r --- CIB /12 /12C l12C x ( 
C.,/12, _ C,/121,) / • , 
l12C l12C < 1 Ix 
( - Cl12y + C,r1, _ C,r1,) cir + W /12C /12C By ( C~/12, C,/12. ) / /12 C - /12 C; < l'p,, 
( C/12, + C.,ri, C,r1v) / · + ----,-- -· - - C If" /12 > 112 C /12 C ,, ( 
C,/12.,. _ C,./12,) dr 
l12C /12C I', 
(2.19) 
where 
(2.20) 
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and C = JCJ is the magnitude of vector C. This can be written in a matrix form as 
OrA X Ors X orp_, 
Oh= {HAf OrAy +{Hsf orsy +{Hpf OrP_v (2.21) 
Or A= ors= orp= 
Similarly, 
and 
(2.23) 
By assembling these individual matrices, the perturbation induced velocity can be ex-
pressed in terms of the perturbations of the three points A, B and P, that is 
oVx OrAx orsx Orpx 
iv h [A] +[BJ Orsy +[P] oVy - 4rr (h2n + rJn) 1111 o,'A.v orp )' 
ov; OrAz Ors= orp= 
(2.24) 
The expressions for these matrices, A, B, and P, are given in Appendix D. 
2.2.2 Normal Mode Perturbations 
To further simplify the perturbation equations for a stability analysis, the perturbations 
are assumed to be in the form of a normal mode or a traveling wave. Note that any ar-
bitrary disturbance can be transformed into a series of normal mode perturbations and, 
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therefore, the present analysis remains general even after this simplification. Because 
of the helical nature of the rotor wake, cylindrical polar coordinates are used. This 
helps in visualizing various mode shapes, at least for rotor wakes in hovering and axial 
(vertical) flight. A perturbation vector in cylindrical coordinates is given by 
Oro 
{ Op} = 00o /Xl+icos (2.25) 
where a is the growth rate and w is the wave number. The wave number w denotes that 
the perturbation wave has w cycles for each rotor revolution. An example is shown in 
Fig. 2. 7 for the radial and axial modes corresponding to w = l and w = 2. In this case, 
the equilibrium geometry is a constant pitch, constant radius helix, as shown by the 
dashed lines, and the perturbed geometry is shown by the solid lines. 
The perturbation induced velocities, as derived in the previous section, are eval-
uated in the Cartesian coordinate system, r = { x ,y, z} r. Therefore, coordinate trans-
formation matrices need to be defined that relate the cylindrical polar coordinates, 
p = {r, 0,z} r, to the Cartesian coordinates. The displacement perturbations arc related 
by the transformation 
ox or cos0 -rsin0 0 
oy = [Tl oe where [T] = sine rcos0 O 
oz 0 0 
Also, the velocities and perturbation velocities are given by 
{P} 
{oft} 
[T]{ft} 
[r]{o}J} + [r2J {01J} 
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(2.26) 
(2.27) 
(2.28) 
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Figure 2.7: Examples of normal mode perturbations on a helical vortex filament. (a) 
Radial perturbation, w = 1, (b) Axial perturbation, w = 1, ( c) Radial perturbation, 
w = 2, and ( d) Axial perturbation, w = 2. Dashed lines show the equilibrium geometry 
while solid lines show the perturbed geometry. 
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where the second transformation matrix [Tz] is given by 
2.2.3 Eigenvalue Problem 
-8 sine -j; 0 
0 cos0 i 0 
0 0 0 
(2.29) 
The governing equations for each perturbation mode can now be solved at a given point 
P on the vortex filament. Because of the assumption of a normal mode perturbation, 
this equation can be reduced to a simple eigenvalue problem. The LHS of Eq. 2.8 is 
given by 
LHS = {8?} [T]p {8p} + [T2]p {8p} 
[ a [T]p + [T2]p] { 8p} (2.30) 
The subscript P in the above equation denotes that the transformation matrices arc 
evaluated at the point P. The perturbation position vector of point P can be transformed 
to Cartesian coordinates using 
(2.31) 
Now, the induced velocity perturbation at point P, resulting from the ith vortex clement 
extending from A to B is written in the form 
RHS= [8Vt] [A] [T] {8o}eo:t+iw/;;A + [BJ [T] {8o}eo:t+iw/;;B + [P] [T] {8o}ew+iw/;;p 
(2.32) 
Considering only the real part of the above coefficient matrices, this equation becomes 
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[of!t] [ cos (ro(S;1 - SP)) [A]+ cos(ro(ss -(,p)) [BJ+ [P]] [TJ {oo}/Xl+iwt;p 
[fit] [T] { op} (2.33) 
The velocity contributions of all the vortex elements are summed to obtain the total 
induced velocity perturbation in the matrix form as given above, that is 
WJ = I[fitJ (2.34) 
Therefore, 
[a[TJ + [T2J] {oft}p = [[VJ [TJJ {oft}p (2.35) 
Finally, this equation can be reduced to the standard eigenvalue form 
ap{x} = [MJp{x} (2.36) 
where, 
[MJp = [ [VJ- [T2J [rr1 JP (2.37) 
The eigenvalues ap give the growth rate of the perturbation at point P on the rotor 
wake. A positive growth corresponds to an exponentially growing mode, i.e., an unsta-
ble mode. A negative eigenvalue corresponds to a damped mode, i.e., a stable mode. 
A zero eigenvalue corresponds to a neutrally stable mode that does not change with 
time. 
2.3 Eigenvalues of Rotor Wakes 
The eigenvalues and the stability results presented in the next sections were obtained 
using the equilibrium wake geometry and vortex strengths predicted using the free-
v011ex wake scheme based on the relaxation (PIPC) algorithm. Numerical solutions 
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were chosen mainly because they offer the freedom to study the sensitivity of the 
results to v:1rious rotor geometric and operating parameters, such as number of blades 
and rotor thrust. llo\\'cvcr, the cigcrnalucanalysis developed in the preceding section 
is completely gcncraL so it ca11 also he :tpplied to any wake geometry including those 
obtained Crom experimental mc;1su1-cmc11t;;. 
Two different teetering rotor configur.itions were studied. In both cases the rotor 
blades were untwisted with a rcctangula1 planform. The rotor configuration experi-
mentally tested by \'vh1rtin el uf. ( Rcr (1(1) .s denoted as Rotor l, while Rotor 2 denotes 
the rotor used in the experimc11ts or Rel. 40. The geometric parameters for these two 
co1111gurations ;ire given in T,1blc 2.1. 
Figures 2.8 and 2. 9 show the maxi 1rn1111 predicted divergence rate of the rotor wake 
as a t'unction of incrcasi11g wave 1H1111bcr for hovering rotors with one to five blades. 
Rotor l was used to compute these results, and was operated at a rotational frequency 
or 35 Hz and a blade loading or Cr/ 0 0.075, i.e., at Cr= 0.0025, 0.005, and 0.010 
respectively. The divcrgC11cc rate is plo:ted in Fig. 2.8 in the non-dimensionalized 
f'orm a-=- ex/ ( ~ 1 ·,-0 ) :md i11 dimC11sio11al form a in Fig. 2.9. It is significant to note 
.1nl, · 
that the hovering rotor wake is unst:1hlc i11 all cases, with the divergence rates showing 
a sinusoidal type 01· variatirn1 with incrc:1sing wave number. 
Table 2.1: IZotor configur;1tions used in the present study. 
Conf1guration 
Rotor radius, ( 111) 
l3bdc chord, (111) 
!~lade tip speed, (111s 1 ) 
IZot or l (Ref. 66) 
0.4064 
0.0425 
89.3 
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Rotor 2 (Ref. 40) 
1.0414 
0.0762 
196.3 
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Figure 2.8: Maximum non-dimensional divergence rates hovering rotors operating at 
constant blade loading, Cr/cr = 0.075 (Rotor 1). (a) One, two and four-bladed rotors, 
(b) One, three and five-bladed rotors. 
60 
(a) One, two and four-bladed rotors 
250 +--~-..1---~-~-~-.1----~-;:::::=======::::=:;-t 
- Nb=1 
----- Nb = 2 
i!::l 
ai 1§ 200 
Q) 
(.) 
C 
Q) 
l? 
~ 150 
'6 
ro 
C 
0 
"iii 
~ 100 
E 
'6 
E 
::::, 
-~ 50 
Cl] 
~ 
300 
i!::l 
~ 
Q) 
(.) 
C 
Q) 200 l? 
Q) 
> 
'6 
ro 150 C 
0 
"iii 
C 
Q) 
E 100 
'6 
E 
::::, 
E 
·x 50 Cl] 
~ 
0 
0 
0 
0 
····:t::··"····· :-············· 
,'\ ', '. : 
..-'.·· 
····: .. : . '·:··· .. 
. ' 
·--
-···· Nb =4 
/ \ ·~· ,/'\ " / \ ·.: / \: ,,, \, : I \ : ,,' ",,~_,,,-",., .. .__,, ...... ,. ___ .,,,, .. ,.,., 
·/.··· ... \) .. ;. ........ \~/ ..... ·--~~-~ . . ~ 
',' 
4 8 
12 
Wave number, w 
(b) One, three and five-bladed rotors 
10 
3 
5 
6 9 
Normalized wave number, w I Nb 
16 
- Nb= 1 
Nb= 3 
-·-·- Nb= 5 
12 
20 
15 
15 
Figure 2.9: Maximum dimensional divergence rates for hovering rotors operating at 
constant blade loading, Cr/cr = 0.075 (Rotor 1). (a) One, two and four-bladed rotors, 
(b) One, three and five-bladed rotors. 
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Notice from Figs. 2.8 and 2.9 that the divergence rates increase with increasing 
number of blades. For rotors operating with the same blade loading (Cr/a), the one-
bladed rotor showed the smallest divergence rates for any given wave number. The 
dimensional divergence rates (Fig. 2.9) were also found to be corresponding smaller. 
The behavior at larger wave numbers showed the expected response of the wake to 
high frequency disturbances. The increasing growth rates for large wave numbers 
with increasing number of blades suggests increased susceptibility to instabilities from 
random disturbances, e.g., external turbulence or recirculation in the test facility. This 
is consistent with the experimental observation that the aperiodicity of a rotor wake 
has a tendency to increase with increasing number of blades (Ref. 67). 
The wave numbers corresponding to the extrema in the divergence rates closely 
correlate with the number of rotor blades. It can be seen from Figs. 2.1 O that a max-
imum divergence rate occurs at wave numbers equal to half-integer multiples of the 
number of blades, i.e., at wave numbers w = (k+ ½) Nb, for all integer le. A minimum 
divergence rate occurs at integer multiple of the number of blades, that is co = k~. 
This behavior is illustrated in Fig. 2.10 where the results from Fig. 2.9 are re-plotted 
as a function of w/Nb. 
With increasing wave number, the peak-to-peak amplitude decreases (i.e., the dif-
ference between maximum and minimum divergence rates decreases), indicating that 
for very large wave numbers the divergence rate would be independent of the wave 
number, as can be seen from both Figs. 2.9 and 2.10. A similar trend was reported 
in Ref. 6S where the stability of interdigitated infinite helical vortices was examined. 
Thus, even though an infinite helix is not an entirely accurate representation of a rotor 
tip vortex filament, stability analysis of helical vortices gives a qualitatively accurate 
estimation of the stability characteristics of an actual helicopter rotor wake. 
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Figure 2.10: Maximum dimensional divergence rates for the one, two, three, four, 
and five-bladed hovering rotors operating at constant blade loading as a function of 
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2.4 Analogy of Rotor Wakes to Helical Vortices 
The previous stability analyses of Refs. 63-65 were based on infinite helical vortices 
and inferred the stability of helicopter rotor wakes only by analogy. To bring out 
the close resemblance between the stability of helical vortices and a rotor wake, the 
non-dimensional growth rates for helical filaments with a pitch p = 0.1, are shown in 
Fig. 2.11. Infinite helical vortex filaments were approximated for numerical evalua-
tions by considering ten turns of the filament above and below the part of the vortex 
filament being examined. However, only two turns of the helix were found sufficient 
to give acceptable results. The striking similarity between the stability characteristics 
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ol'thcsc hclic:11, (llt1ccs :1llll tile J(llllr ';vake (see Fig. 2.8) is evident from the sinusoidal 
be\i;1v1ur \\ith 1espcct tn ,, a, L' 11111nhL'l, The growth rates also increased with increasing 
11 u111her o t' i 11tert ,, i 11111g Ii \;1111e11ts, si rnilar to the effect of increasing number of blades. 
Tile grnwt\1 r:1tcs reporkd hy ( iupt:1 & Loewy (Ref. 65) showed a quadratically de-
Tile prcsrnt 1ncthodolo!--'v :ilso 11r~dicts a similar behavior for different number of 
intert \\'i 11i 11g lie\ 1L·:i\ Ii Li111L'11ts. I 1g11rL· 2.12 shows results for the maximum divergence 
rate as :1 l'u11ctio11 or tile \icl1L·:i\ p11L·h (distance traversed by one turn of the helix). A 
log;1rith111ic scale is LISL'd 011 hntli ;1,L'; to bring out the quadratic trend as given by the 
2: I slope or the c11n cs. i\-; 111L'11ti\l11cd previously, the divergence rates also increased 
\\'itli i11crc:1si11g \ll\!llher nr \ \lllL'.\ liLinents. 
Simil:11 res11lts :lll' shmrn 111 l·ig 2.13 where the results are plotted, not as a func-
tio11 ol' tile pitch./!, hut :is ;i i't111L·tio11 of the separation distance between two adjacent 
vortex lila111rnts ( 2rre/,\). The quadratically decreasing trend is seen clearly from 
tl 1e 2: I slope ol' the \og:1ritlrn1iL· plot. Increasing the number of intertwining vortex 
filainrnts (kcre:isc.-, this SL'p:1ratio11 di;tance thereby increasing the divergence rates, as 
:ilso repnrted i11 l<el. (i_.:; I hL' IL'\lilt; for different number of helical filaments were 
found to co:1lcsce (111to ;1 si11glc rnr, L', indicating that the predominant factor affecting 
th e wake diver!.:'-e11ce r;11L's ,, ;1s thL' d1,tance between two adjacent tip vortices. 
Note that tile elkL·ts or t,, n i11krdigitated helical filaments are equivalent to a sin-
gle helical fiL11nc11t ,, itl1 h:i\l' till' pitch, and so forth. This striking result is expected 
hec;iuse the d1vergL'11ce r:1k \ll' :1 11llrt11al mode depends on the vortex induced veloc-
ities, wl1ic\i arc pruportio11a\ to till' inverse square of distance from the vortex. This 
is th e rL':1su11 why tiil' thcrgrnL·c r:1tcs may be non-dimensionalized (scaled) using the 
vortex s ,11 , t. 1· 9 .. l dl'a \()11 l 1St;111L·e. l',!-'--- SL'l' llef. 4 . 
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Figure 2.11: Maximum non-dimensional divergence rates for one, two, and four inter-
twining infinite helical vortex filaments with a pitch p = 0.1. 
Figure 2.14 shows that the actual hovering rotor wake also gives a similar behavior. 
Note that the separation distance between two adjacent tip vortex segments is directly 
proportional to the mean inflow (in the far wake, V = Q.R,/Ei]i) and inversely pro-
portional to the number of blades. This is because in hover, the axial displacements of 
the rotor wake vortices after the first blade passage are given by 
z = V;;t or, 
z 
- = A\j/ 
R 
(2.38) 
Two adjacent vortex filaments, i.e., vortices trailing from two adjacent blades, arc 
separated by ~'I' = 2rt/ Nb· The mean inflow, A, is proportional to the square root 
of the rotor thrust in hover, as given by the momentum theory result. Therefore, the 
vertical separation between two such adjacent vortices can be shown to be 
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vertical spacing 
(2.39) 
Therefore, the absolute maximum divergence rates arc plotted as a function of vCy, / Nb 
in Fig. 2.14. The results showed the same nominal trend as suggested by the helical 
vortex filament results as shown previously in Fig. 2.13. The deviations from an inverse 
square trend are because the actual wake geometry does not have a constant pitch and 
radius like the idealized helical case. However, the qualitative behavior is remarkably 
similar. 
2.5 Vortex Pairing as a Wake Instability 
It has been frequently observed in both experimental and numerical results that the 
trajectories of the two tip vortices were identical up to a vortex age of approximately 
s = 180°. Tangier et al. (Ref. 14) postulated that the vortex pairing instabilities are 
initiated below the rotor in the region, only after the rotor wake has almost completely 
contracted. To better understand this behavior, the divergence rates of the wake gener-
ated by Rotor I are plotted in Fig. 2.15 as a function of increasing vortex age for three 
representative perturbation modes. 
Because this is a two-bladed rotor, the w = Nb/2 = 1 mode showed the largest 
divergence rate, with a maximum divergence rate occmTing just after s = 180°. The 
ro = 1 /2 mode showed a similar qualitative trend, but with a smaller magnitude. The 
w = 2 mode showed the smallest divergence rate, which was nominally the same for 
all vortex ages. The small divergence rate at early vortex ages explains the empirical 
observation that the rotor wake at early vortex ages is mostly free from any instabilities 
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and shows a steady, almost purely periodic behavior. The wake is relatively stable (less 
unstable) while it is undergoing the initial radial contraction, as postulated by Tangier 
et al. (Ref. 14). The sharp rise in the divergence rates after the wake has undergone 
maximum radial contraction suggests an increased susceptibility to instabilities. 
The most unstable mode for the one-bladed rotor wake is thew= I /2 mode, which 
corresponds to a sub-hannonic disturbance along the length of the tip vortex trajectory. 
In practice, it is well-known from experimental studies that the wake generated by 
a one-bladed rotor is the most stable to study experimentally. In experimental tests 
with rotors, the most common physical disturbances affecting the wake originate from 
supports, an airframe or other nearby structures, or slight mistracking of the blades. 
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These disturbances would provide a source of a once-per-revolution perturbation to the 
blade(s) and the rotor wake. It will be seen from Figs. 2.8 and 2.9 that the divergence 
rate for this (co= 1) mode is a minimum for the one-bladed rotor. The two-bladed rotor, 
however, shows a maximum divergence rate corresponding to this wave number, and 
therefore, this wake defonnation mode for two-bladed rotors is most likely to exhibit 
an instability. 
The co = 1 deformation mode is schematically shown in Fig. 2.16 for a two-bladed 
rotor wake. Both the radial and axial perturbations are shown with respect to an equi-
librium geometry consisting of two helical vortex filaments with constant pitch and 
radius. For this mode, the perturbations for the two filaments are 180° out-of-phase 
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with respect to each other. The vortex from one blade moves radially inward and ax-
ially downward, while the vortex from the other blade moves radially outward and 
axially upward relative to the respective equilibrium positions. For all perturbation 
modes with CD= ( k + i) Nb, the vortex filament perturbations are out-of-phase, and a 
local maximum in the divergence rate is obtained for these wave numbers. 
Furthermore, with thew= kNb modes the two filament perturbations are in-phase 
and a minimum divergence rate is observed. Therefore, the stability of the wake ge-
ometry is seen to be strongly dependent on the relative phasing of the perturbations 
of individual vortex filaments. The opposite phasing of the two filaments in Fig. 2.16 
appears in the form of a pairing of the two vortices. This confirms that the vortex 
pairing observed with the wakes of two-bladed rotors is an instability corresponding 
to the unstable wake deformation mode with a wave number of w = I. Therefore, the 
vortex pairing phenomenon will most likely be observed in the wake of a two-bladed 
rotor, which seems to be confirmed in light of recent experimental evidence by Martin 
et al. (Ref. 66) and Caradonna et al. (Ref. 40). 
2.5.1 Mistracked Rotor Experiment 
One possible factor initiating a vortex pairing instability is a slight mistracking of the 
blades. This will result in tip vortices of slightly different circulation strengths, possi-
bly exciting an unstable wake deformation mode. Tangier et al. (Ref. 14) postulated 
such mistracking to be the cause of asymmetry of hovering wake, and also the source 
of the vortex pairing instability. As an extension of the work of Martin et al. (Ref. 66), 
a laser light sheet flow visualization experiment has been conducted with a deliberately 
mistracked two-bladed rotor to explore the effects on wake stability. The rotor geome-
try and operating conditions were same as Rotor 1, with one blade set at IO lower pitch 
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Figure 2.16: Schematic representation of combined radial/axial w = I deformation 
mode for a two-bladed hovering rotor. The wake geometries are shown for \Jfrcf = 0 
angle. The results are shown in Figs. 2.17 and 2.18. 
For the baseline (tracked) rotor, the vortices did not exhibit pairing up s :::::::: 900°, 
as shown in Fig. 2.17. However, for the mistracked rotor, the vortices formed a pair 
at \Jib :::::::: 540°, which is the azimuth where the two vortex trajectories can be seen to 
intersect in Fig. 2.18. In both cases, the predictions using the free-vortex wake model 
show good agreement with the experimental results; in particular, the early tip vortex 
pairing observed with the mistracked rotor is well predicted. 
It is interesting to note that the two rotors were operating at nearly the same con-
dition, with the mistracked rotor operating at a slightly lower thrust level because of 
the lower collective pitch setting on one blade. Therefore, the eigenvalues ( divergence 
rates) of the two rotor wakes arc expected to be of approximately the same magnitude. 
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This is shown in Fig. 2.19 in the fom1 of the growth rates as a function of the spa-
tial wave number. The mistracked rotor wake has only marginally higher growth rates 
associated with it. Therefore, the earlier onset of the pairing instability is surprising. 
One reason for the apparently early onset of the vortex pairing lies in the asymmetry of 
the wake. Because one tip vortex has a larger circulation strength, the other (weaker) 
tip vortex tends to rotate around it. Therefore, the vortex pairing phenomenon is not 
axisymmetric and is observed at an early vortex age only on one side of the rotor wake. 
This is more evident from the side view of the mistracked rotor wake as shown 
in Fig. 2.20. The periodic wake boundary is also shown superimposed on the instan-
taneous wake geometry to bring out the asymmetry of the wake. Clearly, the vortex 
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showing asymmetric onset of vortex pairing, \lfrcf = 0. The periodic wake boundary 
obtained using the relaxation method is also shown. 
pairing onset occurs earlier on one side of the wake, in this case on the left hand side 
in Fig. 2.20. While on the side opposite, the vortex pairing occurs at a later vortex age. 
2.5.2 Effect of Rotor Operating State 
Tangier et al. (Ref. 14) observed empirically that the vortex pairing occurred farther 
away from the rotor with increasing rotor thrust. A similar observation is reported 
by Caradonna et al. (Ref. 40) with increasing collective pitch angle, and also with 
increasing climb rate. Figure 2.21 shows the effect of increasing rotor thrust on the 
calculated divergence rate of a hovering rotor wake. These results were calculated for 
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Rotor 2 (Ref 40). 
The divergence rate for a given wave number was found to decrease with increasing 
thrust, that is the wake becomes less unstable. A less strong instability also indicates 
that the vortex pairing will be observed at a greater downstream distance from the 
rotor disk, as has been observed in the experiments of Ref. 40. It must be noted that 
the wake for Rotor 2 shows as smaller divergence rate in hover compared to that for 
Rotor 1. This suggests that the wake of Rotor 2 would be relatively less unstable 
and, therefore, less susceptible to instabilities like the vortex pairing. This appears to 
contradict the experimental observations because the rotor wake observed in Ref. 40 
exhibited a strong, repeatable vortex pairing phenomenon. These differences may be 
because of different sources of disturbances inherent in the two experimental set-ups, 
although a definitive explanation requires further study. 
It has been shown previously that the wake instability is a consequence of the 
vortex induced velocities and, therefore, depends on both the vortex strength and 
separation distance between two vortex filaments. As rotor thrust increases, both 
the strengths of the vortices and the axial spacing between two vortex filaments in-
crease. Increased vortex strength implies increased divergence rate, while increased 
axial spacing between the vortices implies a decreased divergence rate. Note that the 
velocity induced by one vortex element at another is directly propo1iional to the vortex 
strength, but inversely proportional to their separation distance. Therefore, the sepa-
ration distance between adjacent vortices plays a more dominant role than the vortex 
strength in determining the stability of the rotor wake geometry (Ref. 49). 
Figure 2.22 shows the effect of climb rate on the stability of the wake computed 
at (a) constant rotor thrust of Cr= 0.004, and (b) constant collective pitch angle of 
e0 = 11 °. The rotor geometry in this case corresponds to Rotor 2. In both cases 
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wake in hover (Rotor 2). 
the divergence rates decrease with increasing climb rate, so vortex pairing would take 
place farther downstream in the wake away from the rotor. This is consistent with the 
trends reported in Ref. 40 for a constant collective pitch input. 
In the first case, the tip vortex strengths remain nominally constant, while the axial 
separation distance between two vortex filaments increases with climb rate. A signif-
icant reduction in divergence rate is seen during the transition from hover to a climb 
' 
but with successively smaller reductions at higher climb rates. In the second case with 
constant collective pitch, the rotor thrust and the tip vortex strengths decrease with 
climb rate, while the axial separation of the vortex filaments increases only relatively 
slowly. In this case, the wake divergence rates gradually decreased with increasing 
climb rate. This supports the previous observation that the wake stability is predomi-
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nantly dependent on the axial separation distance between adjacent vortex filaments. 
The vortex pairing phenomenon is, therefore, an inherent rotor wake characteris-
tic and is a naturally unstable deformation mode of rotor wakes in axial flight. This 
also implies that in the absence of any perturbations the wake geometry remains in 
its periodic, equilibrium state. However, in experiments various types of physical dis-
turbances inherent to the experimental set-up may provide the conditions necessary 
to excite the equilibrium wake geometry and cause it to become unstable. In com-
putational results, it is the numerical truncation and round-off etTors that potentially 
lead to this instability. It is interesting to note that the same unstable mode is excited 
because of different disturbances. This is analogous to the first natural mode of a vi-
brating beam, which is the predominant response to arbitrary small disturbances. For 
a two-bladed rotor, the co = 1 mode is the first unstable perturbation mode, that is the 
mode cotTesponding to the smallest wave number and to a maximum divergence rate. 
In experiments, this mode will the most predominant in response to small disturbances 
of different origins. 
2.6 Numerical Issues in Rotor Wake Stability 
As alluded to previously, numerical truncation errors in free-vortex wake schemes may 
provide the pe1iurbations to the equilibrium wake geometry, which will manifest as 
some form of wake instability. These instabilities, in many cases, may closely mimic 
the physical instabilities observed in experiments. Many free-vortex wake solutions 
have been found to exhibit a wake instability in hovering flight, i.e., the wake geometry 
did not converge to an equilibrium solution ( e.g., Refs. 10, 44, 69). The instability 
becomes evident in the form of mutual interaction of vortex filaments, which often 
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results in long-wave disturbances on the vortex filaments, and ultimately in a form 
of vortex pairing. While similar instabilities have also been observed in sub-scale 
rotor wake experiments (e.g., Refs. 13 & 14), these instabilities were generally not 
as severe as those observed in free-vortex wake analyses ( e.g., Ref. 71 ). Subsequent 
research has demonstrated that many of these numerical instabilities can be overcome 
through the use of improved numerical methods for solving the wake equations, e.g. 
semi-implicit (Ref. 34) or pseudo-implicit methods (Refs. 53, 56-59) and influence 
coefficient based methods (Refs. 44, 69). 
In most numerical or computational studies, a physical instability refers to the nat-
ural, inherent instability of the solution. A numerical instability, typically, refers to a 
non-physical instability that is not inherent to the solution, but is caused by the nu-
merical method itself. Because the hovering rotor wake is inherently unstable, any 
instabilities seen in numerical results are often regarded as physical instabilities. How-
ever, this may not always be the case. It is important to remember that by saying that 
the rotor wake is "unstable" implies that it is in "unstable equilibrium," i.e., the wake 
structure would remain in this state of unstable equilibrium until it is disturbed because 
of some external disturbance. An instability is the behavior of the wake caused by such 
a disturbance to an unstable equilibrium state. Therefore, instabilities observed in ex-
periments imply that the equilibrium wake structure is unstable, and also that external 
disturbances are present in the flow field. 
The wake stability characteristics also give insight into understanding the differ-
ences shown between "relaxation" and "time-accurate" free-vortex wake methods, as 
shown previously in Fig. 2.1. The results shown previously in Fig. 2.8 suggest that 
the pe1iurbation modes corresponding to w = kNb, for integer k, have the smallest 
wake divergence rates; that is, the wake geometry is least unstable to these pcrturba-
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tinn modes. Rci;\\;1tin11 hasl·d frL·c-\\ :1<e methods such as the PIPC scheme allow only 
these c,i k .\;, pnt11rh:1t1u11 nHHks Ill arise from numerical errors because periodic-
ity co11d1tio11s :ire i111p(lsnl n11 111\..' ":ike geometry. Because these perturbation modes 
arc tile least u11sL1bk. s11L·ll 11u111L'JKal errors in the solution do not grow significantly 
with tile 1111111hcr or\\ :1kc itcr:1t1011s. lherefore, relaxation free-wake solutions usually 
appc;ir !"rec frolll a11y app:irL·11t 11ist:1hilitics. 
Co1wcrscly. tr;111sil'l1t nr t1111l·-111;1rLhing free-wake solutions (which do not enforce 
periodicity) :1110\\ d1sturha11L·L·s 111 tile form of all modes. Therefore, the smallest un-
stable 111odc is prcdollli11:111th l'\L'tll'd. and these solutions usually show an instability 
1110dc closely rL'.Scrnhl111g tliL· \;, 2 \\:1ve number. However, note from Fig. 2.1 that the 
PC'213 algorit'1111 dol'S 1101 L'\liihit tlll's:: instabilities. The reason for this behavior lies 
iii llic lru11Catio11 errors in tile P( ·213 differencing scheme, which provide a higher ef-
kcti\c 11u111cric:il \ isn1s1t:/ thereby L·:1using dissipation of the numerical disturbances. 
Nu1ncric:tl results. s11L·li ;is tlinsc presented in the previous sections, show that the 
11 uincrica I sol ut io11 is u1ist:1blc. si 1111 l:1 r to the real wake geometry. However, the numer-
ic ti solution 1n;1y not nhib1t a11 111s1:1hlity. This is because no disturbances arc being 
explicitly modeled i11 tilL' 1111111LT1c;tl ,.cheme, and in the absence of any such distur-
haiiccs the \\·;1kc must rL'tn:1i11 i11 a st;1te of unstable equilibrium. Physical instabilities, 
such as ohscr\'cd i11 cxperi1nl·11ts. 111;1\ be obtained in numerical simulations by explic-
itly 1nodcl111g distmbatll'L'S 111 tliL· llo\\ field. In the absence of such disturbances being 
explicitly 111o(kled. :111y 111s1:1hilit:- 111 the numerical solution is always non-physical. 
111st
ahilitics rcs11iti11!..', frolll dist11rh;111c~s in the form of truncation/round-off errors im-
p! icit i,i the 1111111cric:tl sl-liL·111L· 1rn1,,1. therefore, be regarded as a numerical instabil-
ity. Such 11u111L'liL·;tl errors :trl· :tl11Hlst always present in numerical analyses, and may 
potciltially dis1urh ;1 s(ll11t1()Jl in 111is1;1~ic equilibrium. Therefore, a proper choice of 
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numerical algorithm is essential to avoid these numerical instabilities. 
Because the disturbances leading to the instability observed in the PCC wake so-
lution are of a numerical origin, this numerical instability will be dependent on vari-
ous numerical parameters such as wake discretization, far-wake truncation, and even 
the viscous vortex model. For example, Fig. 2.23 shows the influence of wake dis-
cretization on the divergence rates of a hovering rotor wake. The wake geometries 
are obtained for the two-bladed rotor (Rotor 1) using four turns of free-vortex wake. 
The divergence rates showed a slightly decreasing trend with increased grid resolu-
tion (higher fidelity discretization). The rotor operating conditions were identical in 
all the cases, and therefore, the strength of the tip vortices were nominally constant. 
The differences in divergence rates must then be a result of different vortex separation 
distances. This is because of the second-order errors in the induced velocity com-
putations. With improved grid discretization, the induced velocity is computed with 
smaller errors, and so the tip vortices exhibit slightly different axial displacements. 
Because the divergence rates (like the induced velocities) are inversely proportional to 
the separation distance, small variations in vortex separation distance are reflected in 
the wake divergence rates. 
Note that the eigenvalue results shown in Fig. 2.23 suggest that a discretization 
level of at least ~8 = 5° is required to properly resolve the hovering wake geometry. 
This is consistent with the observation that a minimum discretization 5° is required 
for resolving the vortex induced velocities, as will be shown later in Section 3.2.1. A 
similar resolution limit also applies to the wake geometry solution, as will be shown 
later in Section 3.4. 
The instantaneous tip vortex trajectories after 30 rotor revolutions obtained with 
different discretization levels are shown in Fig. 2.24. The experimental results from 
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Figure 2.23: Effect of wake discretization on the stability of a numerical wake solution, 
Cr = 0.005 (Rotor 1 ). 
Ref. 66 are also plotted for comparison. It is important to note that the location of vor-
tex pairing, i.e., the location where the two tip vortex trajectories intersect each other, 
varies significantly with discretization. Therefore, an agreement with the experiments 
may only be a fortuitous result of a combination of various numerical parameters, such 
as the discretization level. 
Another source of potential errors results from the vortex wake truncation at the 
far-wake boundary, that is well downstream of the rotor toward infinity. To reduce 
computational expense free-vortex wake calculations must be performed with a finite 
number of free wake turns. Because of this finite wake truncation, small errors are in-
troduced in the induced velocity calculation at each collocation point. Although these 
errors are usually much smaller than the precision required for engineering analysis of 
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rotor performance and blade loads, they may affect the wake stability and the so the 
initiation and growth of a v01iex pairing instability. In such a case, the wake geometry 
predictions cannot necessarily be considered representative of the physical behavior of 
the wake. 
To illustrate this effect, the wake geometry was computed using 2, 4, 6 and 8 
free-wake turns, and the divergence rates corresponding to these cases is shown in 
Fig. 2.25. Note that the divergence rates show some sensitivity with fewer number of 
free-vortex turns of the wake. However, the discrepancy decreases as the number of 
turns are increased; the divergence rates for 6 and 8 free turns arc almost identical. As 
the divergence rate decreases, the pairing between individual vortex filaments would 
occur farther downstream in the wake below the rotor. 
The time-accurate wake geometry solutions are shown in Fig. 2.26 in the form of 
axial wake displacements for increasing blade azimuth angle. In all cases, the wake 
instability manifests in the form of the trajectories of the two tip vortex filaments sep-
arating from each other, and from the equilibrium solution. This is analogous to a 
bifurcation, where a stable solution splits into two unstable modes. The magnitude of 
the instability grows more slowly with a larger number of free-wake turns, as can be 
seen from the increasing azimuthal location of vortex pairing, that is, where the two 
v01iex trajectories intersect each other. This confirms the smaller wake divergence rate 
as predicted using the stability analysis. Also, these results confirm that this vortex 
pairing is indeed a numerical manifestation of the wake instability and, therefore, can 
be modified by controlling the numerical parameters of the free-vortex wake scheme. 
Because the initial deformation leading to the instability (i.e., a perturbation to an equi-
librium wake geometry) will be different in experimental tests and numerical results, 
an agreement between the two may, in many cases, be completely fortuitous. 
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As mentioned in the Introduction, the vortex core size also plays a significant role 
in determining the onset of vortex instabilities in numerical wake solutions. To study 
this effect, numerical solutions were obtained using increasingly higher viscous diffu-
sion - see Appendix A for details. The variation of core size with vortex age corre-
sponding to these cases is shown in Fig. 2.27(a), along with the experimental results 
from Ref. 72 are also shown for comparison. Note that the higher values of diffusion 
result in non-physically large core sizes. The eigenvalues of the corresponding rotor 
wake solutions are shown in Fig. 2.27(b). Clearly, the divergence rates decrease as the 
v01iex core size increases, and the smaller divergence rates for larger core sizes lead 
to less severe numerical instabilities. This may be part of the reason why many re-
searchers have used a non-physical (larger) core size in the numerical wake solutions. 
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2.7 Summary 
This chapter has focused on outlining the aerodynamic stability characteristics of rotor 
wakes. The stability of wake solution is important from the standpoint of designing 
time-accurate wake algorithms, especially so if the wake is physically unstable. An 
eigenvalue analysis has been developed to study the stability characteristics of heli-
copter rotor wakes in hover and axial climb. Experimental observations of the rotor 
wake behavior arc used to support the stability results. The wake generated by a hover-
ing helicopter rotor is shown to be intrinsically unstable, with the tip vortices exhibiting 
several possible unstable deformation modes. 
Divergence rates (growth of instabilities) associated with each wake dcfornrntion 
mode depend on the relative phase of the perturbations produced on tip vortex fila-
ments generated by different blades. The wake divergence rates increase sharply after 
the initial radial contraction of the wake below the rotor. Because divergence rates 
are governed by the vortex-induced velocities, the divergence rate for any deforma-
tion mode decreases with increasing rotor thrust, and also with increasing climb rate. 
Therefore, the divergence rate for any deformation mode decreases with increasing 
rotor thrust, and also with increasing climb rate. The so-called tip vortex "pairing" 
phenomenon, sometimes empirically observed in hovering flight conditions, is shown 
to be one unstable deformation mode of the rotor wake. It is also shown that in nu-
merical solutions of the wake using free-vortex methods this deformation mode can 
be artificially excited because of numerical errors. A proper choice of numerical time 
integration algorithm is necessary to prevent non-physical growth of these numerical 
errors. This forms the motivation for the accuracy and stability analysis of numerical 
algorithms described in the next chapter. 
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Chapter 3 
Methodology: Rotor Wake Equations 
A detailed description of the time-marching wake solution algorithms is presented in 
this chapter. The rotor wake governing equations are described, along with the dis-
cretization strategies. The accuracy and stability of these numerical algorithms are 
examined. As shown in Chapter 2, the rotor wake is physically unstable and, there-
fore, the stability of the time-marching algorithm plays a key role in determining the 
stability of the numerical solutions. The accuracy of the straight-line vortex segmen-
tation approach is also formally examined. Finally, a numerical convergence study is 
presented to justify the present choice of the time-integration algorithm. 
3.1 Governing Equation for the Rotor Wake 
As described previously in Chapter I, the free-vortex wake analysis is based on the 
assumption of irrotational incompressible flow (i.e., a potential flow) with the vorticity 
assumed to be concentrated in a finite number of vortex filaments. By virtue of the 
vorticity transport theorem (Ref. 73), the motion of a point on a vortex filament is 
given by the equation of motion of a Lagrangian fluid particle, that is 
dr = V(r) 
dt 
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(3.1) 
--------..z..__ ___ ----.,.~ 
where r is the position vector of a collocation point on the vortical wake, and v (r) the 
local fluid velocity at that point- see Fig. 3.1. In blade fixed coordinates, this equation 
can be rewritten in the form of a partial differential equation with blade azimuthal 
location, 'I', as a temporal coordinate, and vortex age, S, as a spatial coordinate, i.e., 
(3.2) 
The left hand side (LHS) of Eq. 3.2 is, in essence, a one-dimensional wave (advection) 
equation. The velocity source term, V, on the right hand side (RHS) is a result of 
all the wake induced velocities, as well as relative freestream and maneuver velocities 
of the rotor (helicopter). The wake solution is coupled with the rotor trim/response 
solution through the blade-attachment boundary condition at the origins of the trailing 
vortex filaments, with the blade lift solution being coupled through the trailed vortex 
strengths. 
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Figure 3. I: Schematic showing the discretized tip vortex geometry. 
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To solve Eq. 3.2 numerically, the domain of interest ('If, s) is discretized into 
steps of A\j/ and Al;, and the derivatives on the LHS are approximated using finite 
difference approximations. The approach used in the free-vortex wake analysis of 
Bagai & Leishman (Ref. 56) was to solve the discretized equations at the mid-point 
('If+ A\j/ /2, s + Al;/2) of a grid cell ['If, 'If+ A'lf] x [s, s + Al;], with the derivatives 
being approximated by a second-order accurate five-point central difference. The ve-
locity source term on the RHS includes self and mutual induced velocities, which 
are given by the Biot-Savart law (Ref. 8, Ch. 2, pp. 93-94) as an integral along the 
length of each vortex filament. This integral cannot, in general, be evaluated exactly 
and must be approximated with numerical quadrature. In most analyses, including the 
present analysis, the induced velocity is evaluated using straight-line vortex segmen-
tation, which is analogous to the trapezoidal rule. In this case, the induced velocity at 
the mid-point is approximated using a second-order accurate averaging. 
The time-marching algorithms were based on a predictor-corrector type sequence, 
where the predictor step was used to obtain an intermediate solution at the new time-
step for the induced velocity calculations. Both the algorithms used a five-point central 
difference approximation for the spatial (~) derivative. A straight-line vortex segmen-
tation was used to numerically evaluate the vortex-induced velocities. The key differ-
ence between the two algorithms, which are called the PCC and the PC2B algorithms, 
was the choice of difference approximation to the temporal ('If) derivative. 
3.2 Accuracy of Solution Algorithm 
Any numerical solution is only an approximate solution to the original governing equa-
tions. This is because of different types of numerical introduced during the solution 
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procedure. Truncation errors, or discretization errors, are the errors introduced during 
the discretization of the original governing equations. Clearly these errors depend on 
the discretization level, or grid size, as well on the discretization schemes that are used. 
The order of accuracy of a discretization refers to the relation between these errors and 
the grid size. It is necessary that the truncation errors show at least a first-order behav-
ior. It follows that in the limit of zero grid size all errors will vanish and the original 
governing equation will be recovered. 
The round-off errors are a result of non-exact representation of real numbers in 
floating-point arithmetic. These errors arc somewhat dependent on the computer plat-
form, but mainly depend on the floating-point precision used by the computer program. 
For the double precision arithmetic used in the present work, these errors have a rel-
ative magnitude of approximately 10- 16 . Therefore, the round-off errors are not a 
real concern for most practical problems. The discretization errors arc much larger in 
magnitude, and are more important. Therefore, the truncation errors in the discretized 
problem will be examined in Section 3.2.2. 
For the wake governing equations, two types of discretization techniques arc re-
quired. Firstly, the derivatives are approximated using finite differences and, secondly, 
the vortex induced velocity is evaluated in a discrete manner. As mentioned previ-
ously, it is the non-linear vortex induced velocities that pose a challenge for numerical 
solution. Therefore, the accuracy of the velocity calculations is examined. The dis-
crete ( finite difference) approximations to the derivatives are also examined using a 
standard numerical analysis approach. 
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3.2.1 Accuracy of Straight-Line Vortex Segmentation 
The numerical solution of the free-vortex problem requires, in part, some form of dis-
cretization of the continuous vortex lines into discrete vortex elements or segments. 
These discrete vortex clements must convect in the velocity field as a result of the 
induced effects from all the vortical elements in the flow, as well as the influence of 
externally imposed velocities. Several possible discretization schemes include vortex 
blobs (Ref. 74), vortex particles (Ref. 52), straight-line segmentation (Refs. 56, 44), 
curved vortex clements (Ref. 47) or constant vorticity contours (Refs. 28, 75). The 
constant vorticity contour (CVC) approach differs from the others in the fundamental 
modeling of the flow field. While other methods model the flow field with contin-
uous vortex lines, the CVC approach represents the wake with contours of constant 
vorticity. This approach is claimed to be computationally more efficient in modeling 
the inboard sheet (see, e.g., Ref. 75). However, this particular discretization approach 
also presents some special difficulties in formulating the governing equations for such 
contours. Therefore, the focus of this dissertation is on the discretization of the wake 
using continuous vortex lines. 
Straight-line segmentation of the vortex filaments is the most common discretiza-
tion and has been widely used in both research and production level free-vortex rotor 
wake analyses. One advantage of straight-line segmentation is that the induced contri-
bution of each vortex segment can be evaluated exactly through the direct application 
of Biot-Savart law, see, e.g., Ref. 9 (Ch. 18, pp. 526-530), & Ref. 76 (Ch. I 0, pp. 540-
543). Because of this inherent simplicity, it is also widely employed in several other 
applications of vortex methods like, e.g., modeling flow turbulence (Ref. 77). Bliss 
et al. (Ref. 4 7) have shown that the use of curved vortex clements comprising circu-
lar/parabolic arcs can significantly reduce the number of segments required to obtain 
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a reasonable level of accuracy for the induced velocity field. Yet, the derivation for 
the velocity induced by a curved vortex element is non-exact and involves several sim-
plifying approximations and computational overheads that may not be acceptable for 
some rotor wake problems. This section formally documents the accuracy of straight-
line segmentation of general curvilinear vortex filaments, with ultimate application to 
free-vortex wake analyses. The accuracy of this approach is examined using the vortex 
ring problem as a basis. 
Biot-Savart Law 
The Biot-Savart law gives the flow velocity dV at a point r as induced by an infinitesi-
mally small length di of a vortex with circulation strength r, by 
c1v =_!'_di x r 
4rc Jrl3 (3.3) 
This is shown schematically in Fig. 3.2. For a straight-line vortex segment this integral 
can be readily evaluated, see, e.g., Ref. 9 (Ch. 18, pp. 526-530), & Ref. 76 (Ch. 10, 
pp. 540-543). The formulation employed in the present analysis and a linearized ap-
proximation are described later in Chapter 2. 
In the general case of a curvilinear vortex discretized into straight-line segments, 
the induced velocity can be evaluated by simple numerical integration. To examine 
the accuracy of this approach, the straight-line discretization has been applied to the 
problem of calculating the induced velocity field of an inviscid (potential) vortex ring. 
This problem is of interest to the rotor analyst because a vortex ring can be viewed 
as an approximation to the vortical wake structure laid down by one revolution of 
the rotor. The advantage is that an exact solution for the vortex ring problem can be 
obtained, thereby allowing formal quantification of numerical errors arising because 
of the discretization. 
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di 
Figure 3.2: Schematic showing the velocity induced by an infinitesimal vortex element 
ell at a point P(r). 
Derivation of the Vortex Ring Solution 
Figure 3.3 shows an clement, di, of a vortex ring with a radius R and circulation 
strength rv, and the velocity induced at a point P(r,0,z). The cylindrical coordinate 
system has the origin at the center of the ring. Note that the azimuth angle 0 is relative 
to the vortex ring element, i.e., the element di is at 0 = 0. 
The induced velocity V, as given by the Biot-Savart law, is directed perpendicular 
to the plane containing the vectors di and r, which is the position vector of the point P 
relative to the vo1iex element - see Fig. 3.3. Therefore, the individual components of 
the induced velocity arc given by 
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Vortex ring 
di 
Figure 3.3: Schematic of the velocity induced by an element di of a vortex ring. 
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+/VI sinasin0 
-IV/cosa 
_ [R-rcose] 
-/VI J[R-rcos0]2 +z2 
(3.4) 
(3.5) 
(3.6) 
Although there is an azimuthal velocity component (Vo) induced by each vortex el-
ement, the overall azimuthal velocity induced by the vortex ring must vanish because 
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of symmetry. Therefore, only the radial and axial components are derived in the fol-
lowing analysis. 
Similarly, the magnitude of the induced velocity can also be obtained using apply-
ing the Biot-Savart law and noting that Jd~ = Rd8, i.e., 
JvJ = 
rvdlxcl 
----
47t Jc7J 3 
rvdldsin<j> 
47t d3 
rv Rd8J[R- rcos8]2 +z2 
41t (R2 + r2 - 2rRcos8 +z2) ! 
(3.7) 
The velocity induced by the vortex ring can be now be found by integrating over the 
perimeter of the ring, i.e., 
V,.(r,z) r [2rc+8 Rzcos8 -~ fri ----------d8 
41t. 8 (R2+r2 -2rRcos8+z2)312 
(3.8) 
V:(r,z) rv l2n+8 R[R- rcos8] -- ------'---d8 
47t. '6 (R2+r2 -2rRcos8+z2)! 
(3.9) 
Note that the negative signs indicate that the axial velocity is directed downward inside 
the ring, while the radial velocity inward above the ring. The above integral can be 
exactly evaluated in terms of Legendre's elliptical integrals of the first and the second 
kind. These integrals are defined as 
K(x) = (n/ 2 l d8 
.lo JI -xsin2 8 
where O ~ x < I (3.10) 
E(x) = fn/ 2 JI -xsin2 8d8 
.lo where O ~ x < I (3. I I) 
Now, the induced velocity components at a point r = (r,z) arc given by 
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1/;(r,z) -- -------;::::===:::;: K(x)+--~~ E(x) r [ 2 { R2 - r2 - 2 2 } l 
47t J(R-r) 2 +z2 (R+r) 2 +z2 (3.12) 
V,.(r,z) 
---~=~~ KN+ EN r [ 2z { R2 + ,.2 + 2 2 }] 
41t rJ(R-r) 2 +z2 (R+r) 2 +z2 (3.13) 
where 
x= ( -4rR ) (R- r) 2 +z2 (3.14) 
The above solution for the induced velocities is based on a potential vortex ring, 
and therefore, there is a singularity at the ring itself. This singularity can be overcome 
by using a viscous vmiex model with a core radius re, where the tangential velocity 
induced by a infinite line vortex is given by (sec Appendix A) 
r ,. 
Vo=------
21t (r~11 + r211) l/11 (3.15) 
where n is an integer. Extending this desingularization to the votiex ring problem, the 
velocities induced by the vortex ring becomes 
I\ h2n+ 0 ([R- rcos0]2 +z2) R[R- rcos0] 
V.(r,z) = -- I 3 de 
" 4n. o {rz."+([R-rcos0]2+z2)"} /n (R2+r2-2rRcos0+z2)2 
(3.16) 
rv h2n+ 0 ([R-rcos0]2+z2) Rz 
V,.(r,z) = -- I/ 3 d0 4n. o {rz."+([R-rcos0]2+z2)"} 11 (R2+r2-2rRcos0+z2) 12 
(3.17) 
For a desingularized velocity profile as given above, the integrals in Eqs. 3 .16 and 3.17 
cannot be evaluated to give a closed form solution. In general, these integrals arc 
evaluated numerically by expanding as a series solution. 
Verification of Numerical Accuracy 
A numerical solution to the velocities induced by a potential vortex ring was obtained 
by discretizing the ring along its circumference into discrete arcs with a subtended 
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Figure 3.4: Schematic showing the discretization of the vortex ring problem. 
angle Li8. Each arc of the vortex ring is then approximated by a straight-line vor-
tex segment joining the end-points - see Fig. 3.4. The sum of the induced velocities 
from all of these discrete vortex segments then gives an approximation to the velocity 
induced by the vortex ring as a whole. 
Figure 3.5(a) and (b) show such numerical results for the induced velocity in the 
plane of the vortex ring as compared to the exact solution given by Eq. 3.12. (In 
the plane of the ring, only the axial component of velocity, V;;, exists.) Notice that 
for a potential vortex ring the exact solution to the induced velocity is not defined 
on the vortex ring itself because of the logarithmic singularity as r-, 0. At all other 
points, the numerical results show a good agreement with the exact solution as shown 
in Fig. 3.5(a). Figure 3.5(b) shows similar results for a viscous vortex ring, where 
the core is desingularized using n = 2 in Eq. 3.15. In this case, the viscous core 
radius is rc/R = 0.01 and, the self-induced velocity has a finite value by virtue of 
the desingularization. Again, the coarsest resolution of 30° shows some differences 
compared to the exact solution. But with finer resolution even the self-induced velocity 
is accurately predicted. 
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Figure 3 .5: Induced velocity in the plane of a vortex ring numerically calculated using 
straight-line segmentation. Exact solution given by Eqs. 3.12 and 3.13. (a) Potential 
vortex ring, (b) Viscous vortex ring with rc/R = 0.01. 
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It is apparent that by refining the discretization, that is, with increasing number of 
vortex segments, the accuracy of the solution rapidly improves. To better visualize 
this trend, the numerical errors, which is the difference between the exact and the 
numerical solution, arc shown in Figs. 3.6(a) and (b) for three numerical discretization 
levels of L'.i8 = 30°, 10° and 1 °. Notice that the maximum relative error in the numerical 
solution occurs close to r / R = 1, i.e., at the vortex ring itself. The errors decrease 
rapidly away from the vortex ring. For L'.i8 = 10° the numerical errors are almost 
10% at the vortex ring. The same trend is observed for a viscous vortex ring with 
a core radius given by rc/R = 0.01, as shown in Fig. 3.6(b). This is significant for 
free-vortex calculations because the wake governing equation (Eq. 3.2) requires the 
velocity induced to be calculated at points on the vortex filament itself. Even this 
relatively simple test problem suggests that a discretization of L'.i8 ::::; 10° is required to 
obtain a reasonably accurate solution to the rotor wake problem. 
To further appreciate the accuracy obtained with this discrete approximation, the 
relative errors in the induced velocity in the plane of the ring are shown in Fig. 3. 7 
as a function of the discretization, L'.i8. Results for a viscous vortex ring with a finite 
core size are also shown, where the singularity in the Biot-Savart result as r---+ 0 has 
been removed using a desingularized velocity profile as given by Eq. 3.15. An exact 
(mathematical) solution for a viscous vortex ring is not available and, therefore, the 
errors were calculated relative to the solution with the finest discretization, i.e., with the 
largest number of vortex segments. In both these cases, the relative errors were found 
to decrease quadratically with improved discretization, as is apparent from the 2: 1 
slope of the results on the logarithmic plot. Therefore, the induced velocity calculated 
using discrete straight-line segmentation of the vortex ring is formally second-order 
accurate, for both potential and viscous vortex rings. 
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Figure 3. 7: Relative error in induced velocity using straight line segmentation for the 
vortex ring problem. Potential and viscous vortex ring with re/ R = 0.01. 
As mentioned previously, the radial component of the induced velocity vanishes in 
the plane of the vortex ring. At points outside this plane, however, there exists a radial 
induced velocity. An example is shown in Fig. 3.8, where induced velocities are evalu-
ated along a radial line positioned at z/ R = 0.2 above the vortex ring. Such a problem 
is also of interest to the rotor analyst, because it represents situations like blade vortex 
interactions, where the rotor blades may experience strong induced velocities because 
of close proximity to the vortical wake structure. Note that in this case the axial veloc-
ity is not singular at any point, even for a potential vortex ring. The radial velocity is 
negative because it is directed towards the center of the vortex ring. Numerical results 
obtained using a discretization level of ~0 = 5° arc also shown along with the exact 
solution. Clearly, the discretized solution approximates the analytical result very well. 
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by Eqs. 3.12 and 3.13. 
Figure 3.9 shows numerical errors as a function of discretization level for the in-
duced velocity calculations at z/ R = 0.2 above the vortex ring. The relative errors in 
the plane of the ring arc also re-plotted for comparison. Although the relative errors 
in induced velocity above the ring are slightly larger than those in-plane, the errors 
exhibit a quadratically decreasing trend. This confirms that the discretization method 
gives a second-order accurate result, not only in the plane of the vortex ring, but also 
for points outside the ring. 
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Sclf-Incluccd Velocity 
One of the suggested problems with a straight-line approximation to a curvilinear vor-
tex is the treatment of the self-induced velocity - that is the velocity induced by the 
curved vortex filament on itself (Ref. 47). Even though the self-induced velocity for 
an inviscid vortex ring cannot be exactly calculated because of the logarithmic singu-
larity, several acceptable approximations are possible. One approach is to use a cut-off 
angle to overcome the singularity and allow the induced velocities to be evaluated, i.e., 
the elliptical integrals in Eqs. 3 .12 and 3. l 3 are evaluated over the azimuthal interval 
from 8 to 2n: - 8. 
The results for the self-induced velocity obtained using this approach arc shown 
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in Fig. 3 .1 O as a function of the cut-off angle, 8. The numerical results corresponding 
to a discretization ~0 = 8 are also shown. A logarithmic scale is used on the ordinate 
to accentuate the logarithmic singularity in the self-induced velocity. Notice that the 
numerical results agree well with the "exac1" integration with a cut-off. However, 
notice also that the self-induced velocity is dependent on the cut-off angle or the ring 
discretization and does not show a convergence in the limit as 8 -t 0. 
For a viscous vortex ring, analytical approximations to the self-induced velocity 
have been developed based on asymptotic expansions. The classic result by Kelvin 
( e.g., Ref. 78) for a thin cored viscous vort~x ring (i.e., one where the vorticity is 
evenly distributed in the core) is given by 
v= = 4:R [10g (~~)-1] +O(rc/R) (3.18) 
Saffman (Ref. 79) gives results for the case where the velocity around the vortex core 
is described a Lamb vortex (Ref. 70), that is where 
r Ve(r) = - ( I - exp[-a(r/rc)2]) 
2nr 
(3.19) 
with a= 1.25643. In this case, the self-induced convection velocity of the vortex ring 
is given by 
(3.20) 
Figure 3.11 shows these analytical solutiJns as a function of the viscous core ra-
dius, along with the numerical results obtained using straight-line segmentation of the 
viscous vortex. The numerical solution shows a good agreement with the analytical 
results given by Eqs. 3.18 and 3.20 and prov~s that the straight-line segmentation ap-
proach can be successfully applied to calculate the self-induced velocity of a general 
curvilinear vortex. Recall that the numerical solution is second-order accurate and, 
therefore, for re < (~8)2 the numerical errors will become more significant. 
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Figure 3.12: Minimum discretization level required for a given core radius. 
For very small viscous core radii (rel R < lo-sin this case), the numerical solution 
shows a deviation from the logarithmic trend, which is because of round-off errors in 
the computations. A summary of the results is shown in Fig. 3 .12 where the required 
discretization, b0, to obtain a relative error of less than 0.1 % is shown as a function 
of the core radius ratio, rel R. Clearly, a discretization of b0 :s; (re I R)
2 
is required 
to properly resolve the vortex core. For a typical rotating-wing the physical size of 
the viscous core radius is about 1 % of the rotor radius, which suggests that in a free-
vortex scheme, a vortex discretization of b0 ~ 5° will be required to properly resolve 
the self-induced velocities. 
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Improving the Order of Accuracy 
One other objective of the accuracy verification undertaken in the present work, was to 
construct a numerical methodology which is amenable to various numerical analysis 
techniques for improving the accuracy. Note that the second-order accuracy obtained 
with the numerical results in the preceding analysis also implies that the discrete ap-
proximation may be expressed as an asymptotic expansion of the general form 
A (Ll8) = Acxact + C1~8'11 + C2~8112 + · · · (3.21) 
where n1 < n2 < · · · are integers and C1, C2, ... are real constants. The second-order 
accuracy for the ring problem suggested by Fig. 3.13 shows that the solution can be 
expressed as an asymptotic expansion (Eq. 3.21) with n1 = 2. One technique that can 
be used to improve the accuracy of the solution is Richardson's extrapolation (Ref. 80). 
Richardson's extrapolation is, in essence, a linear combination of solutions using two 
lower discretizations of tbe problem to obtain a new solution of, potentially, higher 
order accuracy. This is done by eliminating the leading order term in the asymptotic 
expansion (Eq. 3.21 ). For a second-order accurate method this gives 
A(~e) 4A(~8) -A(2~8) 
3 
4-2112 
A exact+ ---C2~8112 + · · · 3 (3.22) 
This new discrete approximation, A(~8), is 112-order accurate, as shown by the leading 
term in Eq. 3.22. 
This technique can be readily applied to the induced velocity calculations by com-
bining two discrete solutions. For example, a combination of the two solutions corre-
sponding to 10° and 5° gives 
4v50 vioo 
- 10° -V =-----
3 (3.23) 
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Figure 3 .13: Relative error in induced velocity using straight line segments. Richard-
son's extrapolation provides a higher order of accuracy. 
Improved numerical solutions using this approach are shown in Fig. 3.13 along 
with the baseline second-order accurate solution. Again, the results are plotted in terms 
of numerical errors as a function of discretization level on a logarithmic plot to bring 
out the order of accuracy. In this case it is apparent that the numerical results with 
Richardson's extrapolation are fourth-order accurate, as indicated by the 4: 1 slope. 
This improvement in order of accuracy suggests that the resulting dominant error term 
is fourth-order, i.e., n2 = 4 in Eq. 3.22. 
This process can be repeated indefinitely to annihilate more tenns in the asymp-
totic expansion to obtain an arbitrarily high order of accuracy. This limiting process 
is also known as Richardson's deferred approach to the limit (Ref. 81) or Romberg 
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integration (Ref 82). In principle, Richardson's limiting process can be adapted for 
use in free-vortex wake calculations, where two low resolution wake solutions can be 
extrapolated to higher order accuracy, and generally at much lower computational cost 
than for a complete wake solution made at high resolution. These results will be shown 
later in Section 3.4. 
3.2.2 Accuracy of Finite Difference Approximations 
Numerical methods employ finite difference formulae to model the derivatives and 
partial derivatives in the governing differential equations. Ideally, the finite difference 
approximations are such that in the limiting case of zero discretization they approach 
the derivatives being approximated. In this section, this idea is extended to verify that 
finite difference equations approach the original governing differential equations in the 
zero discretization limit. This procedure is commonly referred to as "consistency" in 
traditional CFD terminology (Ref. 83). In the preceding section the induced veloc-
ity calculations using straight-line vortex segmentation was shown to be second-order 
accurate. In this section, the accuracy of the finite difference approximations to the 
derivatives on the LHS of the governing equation (Eq. 3.2) is formally examined. The 
errors arising because of the discrete evaluation of induced velocity are examined later 
in Section 3.3.3, where the modified equations are studied. 
The analysis of Bagai & Leishman (Ref. 56) is based on the so-called five-point 
central difference approximations. In this case, the derivatives at the mid-point of a 
grid cell are approximated using the values at four surrounding grid points. The use of 
five points, four grid points and an evaluation point - see Fig. 3.14 suggests the name 
"five-point central difference." This difference approximation is given by 
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I ~=· .....__ ________ -_. ___________ _ 
drl 
d\Jf \Jf+b.\jl/2,s+.1c,;2 (3.24) 
(r(ljl + llljl, s + fls) - r(ljl, s +fl(,))+ (r(ljl + Llljl, s) - r(ljl, (,)) 
2Llljl 
A similar approximation, say, De,, can be readily obtained for the spatial derivative. 
To analyze the accuracy of these finite difference approximations, each term can be 
expanded as a Taylor-series around the evaluation point r (Ll\Jf /2, fl(,/2). Therefore 
' 
Note that the partial derivative terms on the RHS are also evaluated at the cell mid-
point. The leading terms in the expansion of the difference approximations are of 
the order of O ( ll\Jf2) and O (til;2). Therefore the five-point central finite difference 
approximation is second-order accurate in both \JI and (,. 
The proposed PC2B time-accurate algorithm uses a second-order backward differ-
ence approximation for the time (\JI) derivative. In this case, three previous time steps 
are used in approximating the temporal derivative - see Fig. 3.15. This approximation 
is given by 
,__, ar(\Jf+fl\Jf/2,(,) 
'"" d\jl 
Jr(\/f + ll\/f, t;,) - r(\/f, (,) - 3r(\Jf- fl\Jf, (,) + r(\Jf- 2fl\Jf, t;,) 
4tl\j/ (3.26) 
Again, using a Taylor-series analysis for about the evaluation point it can be shown 
that 
D- _ ur _0_1 £11112 + _ _ £1llf3 + ... ::i-l 5 ':'13-:t I 1 a4r I \!I - -- 3 y 4d 't' 
- d\Jf o/+Ll\Jf/2,c, 24 o\Jf \Jf+b.lJl/2,s ¢ \jl+Ll\Jf/2,c, 
(3.27) 
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Figure 3 .14: Stencil for the five-point central difference approximations used in the 
relaxation algorithm and the PCC time-marching algorithm. 
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Figure 3 .15: Stencil for the second-order backward difference approximation used in 
the PC2B time-marching algorithm. 
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Therefore, the backward difference approximation is, indeed, second-order accurate in 
time (\/f) at the evaluation point. 
Using this approximation along with the five-point central difference approxima-
tion for the spatial derivative, the LHS of the governing equations can be written as 
DIJl+Dr, = 
(3.28) 
where all the derivatives are evaluated at the grid mid-point, r (L1\Jf /2, Lis/2). The 
leading error terms are found to be second-order in L1\Jf, Lis, indicating a second-order 
accuracy. Previously, in Section 3.2.1, it was shown that discrete induced velocity 
calculations were also perforn1ed to a second-order accuracy. Therefore, for both the 
time-marching algorithms, as well as the relaxation algorithm, the governing equations 
are evaluated up to a second-order accuracy. 
3.3 Stability of Wake Solution Algorithm 
Because the rotor wake structure is physically unstable, the stability of numerical 
method is a critical criterion to ensure that the numerical solution converges to a phys-
ically correct solution. Traditional CFD methods employ various linear and non-linear 
stability criteria to ensure proper solution convergence. In the same spirit, numeri-
cal methods for the wake solutions will firSt be examined using a linearized stability 
analysis, and then using the modified equations. 
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3.3.1 Linearized Stability of Time-Integration Algorithms 
In the present work, the time-marching algorithms were developed following the basic 
approach as the free-vortex wake analysis of Bagai & Leishman (Refs. 56-58). There-
fore, a five-point central difference approximation for the spatial (s) derivative was 
used in both algorithms, while standard straight-line vortex segmentation was used to 
numerically evaluate the vortex-induced velocities. 
The induced velocity from a straight-line segment can be written in a compact form 
(3.29) 
which represents the velocity induced at a collocation point at r (\/lk, St) by the ith 
straight-line vortex segment extending from r (\/lk, Si-1) to r (\/fk, si). Therefore, the 
net induced velocity at r (\/fk, s1) can be expressed as a sum of induced velocity from 
all such vortex elements, i.e., 
M, N~.... ( 2rc ) 
v(r(\jlk,Sl))/. = IIVBs \/fk+(n-l)N, ,st;Si 
discrete n= I i= 1 b 
(3.30) 
With these discrete approximations, the wake equations can be written in the form of 
an ordinary differential equation (ODE) in \Jf as 
= r('I', t_;) - r('I', t.; + 11t_;) + v (r('I', t_;)) / . Lls discrete 
= F(r('l'),'I') (3.31) 
Th k d"f-r. b t the PCC and the PC2B algorithms is the treatment of the e ey 1 1erence e ween 
time (o/) derivative in the above ODE (Eq. 3.3 I). 
'T' 1 1 1. . d stability of a time-integration algorithm, the algorithm 10 ana yze t 1e meanze 
is 1. d . 1 d" ry differential equation, which can be exactly solved by app 1e to a s1mp er or ma 
d . . . h sentative equation 1rect mtegration. Consider t e repre 
du - 'I +ae.tl 
--All 
dt 
I 15 
(3.32) 
------
======· -~-~--.:.,.;.:..:....:..,_ ~ __;;...· ~-=-::..::_:'_:.;.··_.::_;.;;._~ .. ==~------·---·-·---·--··-----·---··---- --------------~-----~------ ... ,. ...... ,. 
where A, a and /l are constants. The exact solution to Eq. 3.32 is given by 
( e-
11 et-1) 
u(t) = u(O)eN + a /l = A (3.33) 
where u(O) is the initial condition for the time-dependent problem. The solution eigen-
value A corresponds to the eigenvalues of spatial discretization, obtained using the 
method of lines to transform a PDE to an ODE. From physical considerations, these 
eigenvalues must be negative so that the reSulting ODE is stable. The forcing term 
ae-'1 is, however, independent of the spatial discretization. In the context of the wake 
governing equations, the spatial eigenvalues, t, are a result of the finite difference ap-
proximation to the spatial ( s) derivative, while the forcing function is the nonlinear 
velocity source term on the RHS. 
The PCC algorithm applied to the representative equation gives 
Predictor: 
l'l/ (- ) 1 h)"lll u11 + 2/\,z ll11+1 +un + 2a e (3.34) 
Corrector: 
(3.35) 
where h is the time step (1 11 + 1 - 111 ). Note tint the predictor step is used only for the 
induced velocity calculation and, therefore, appears only in the exponential forcing 
tern1. 
By writing Un = a11 uo, i.e., u11.1 1 = cr1111, the determinant of the above system of 
equations can be written as a polynomial in cr, say P( cr), known as the characteristic 
polynomial. The eigenvalues of the time-marching algorithm, a, arc given by the 
roots of the characteristic polynomial, i.e., solutions of P( a) = 0. For the above time-
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marching algorithm in Eqs. 3.34 and 3.35 the characteristic polynomial is given by 
1 1 
P(cr) = (1- 2Mi)cr- (1 + 2'Ah) (3.36) 
and the eigenvalue is given by 
I + ±Ah 1 2 2 1 n n 
cr= --=-- = l+'Ah+-A h + .. ·-Ah+ ... 1 _ 1.;>,.,h 2 211-I 
2 
(3.37) 
Note that first three terms of the eigenvalue are identical to the first three terms in the 
Taylor-series expansion of the exact solution, tfh, i.e., 
'Al I,22 1 ,1111 
e 1 = 1 +Ah+ 2-/1, h + .. · + 1 11, h + .. · n. 
Therefore, the PCC algorithm is second-order accurate in time. 
Similarly, the PC2B algorithm applied to the representative equation gives 
Predictor: 
1 ~ ) 1 h _.ithn 
u11 + 2;>,.,h (un+I + Un + 2a t: 
Corrector: 
(3.38) 
(3.39) 
3u
11
+1 = u
11
+3u
11
_1-lln-2+2'J...h(un+I +un)+2ah (t11h11 +euh(n+I)) (3.40) 
In this case, the eigenvalues are given by solutions of the characteristic equation 
(3.41) 
Because, in this case, the time-integration involves three time-steps, there are three 
eigenvalues. These are given by 
(3.42) 
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The principal eigenvalue, a1, is the most important for the accuracy of the solut' 1011. 
Again, the first three terms indicate that the solution is second-order accurate in time. 
The other two eigenvalues, known as spurious roots, are not important for accuracy but 
may influence the stability of the solution. The linear stability criterion requires that 
the amplification factor for each time-step, /a/, be less than or equal to unity, i.e., 
/a(A = iffih)/ ~ I (3.43) 
Where w represents the frequency of the spatial solution modes. This implies that the 
eigenvalues for A= iwh must lie within the unit circle in the complex a-plane. 
Figure 3. I 6 shows the eigenvalues for the two time-marching algorithms. The 
exact solution of the representative equation (Eq. 3.32) is given by the unit-circle in 
the complex a-plane corresponding to eiw!z. Notice that the eigenvalue for the Pee 
algorithm always has a magnitude of unity, i.e., the algorithm introduces no damping 
into the solution. However, the principal eigenvalue for Pe2B algorithm shows that 
this solution contains damping that increases with the spatial frequency, w. 
To bring out the relative merits of the proposed algorithms, the principal eigenval-
ues for the PCC and pe2B algorithms are shown in Fig. 3.17 along with two other 
time-marching algorithms. The forward Euler algorithm is a one-step explicit metllod. 
The Adams-Moulton 4th_order (AM4) algorithm is also a two-step pseudo-implicit 
predictor-corrector method (see, e.g., Ref. 8l), like the Pee and Pe2B algorithms. 
Recall that the stability criterion requires that the eigenvalues Jie within the unit circle 
on the complex a-plane. The explicit Euler method is clearly unstable because the 
eigenvalue always lies outside the unit circle. The AM4 algorithm is relatively more 
stable with the eigenvalue closely following the unit circle for small values of wh. The 
Pee algorithm is stable but with no damping, as mentioned previously, whereas the 
Pe2B algorithm is stable with positive damping. It should be noted that the AM4 
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(a) PCC algorithm using the five-point central difference scheme 
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(b) PC2B algorithm using the 2110 -order backward difference scheme 
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Figure 3.16: Eigenvalues of the time-marching algorithms: (a) PCC algorithm using 
the five-point central difference scheme, (b) PC2 B algorithm using the 2nd-order back-
ward difference scheme. 
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algorithm is formally 4th -order accurate, and for small mh it is only mildly unstable. 
However, for practical rotor applications with typical time-steps of 5° to 15°, this al-
gorithm may not be suitable because it is unstable for larger values of mh. 
3.3.2 Non-Linear Considerations 
The stability analysis of the time-marching algorithms as described in the preceding 
section is strictly applicable only to linear differcnt:al equations. The induced velocity 
source term on the RHS of the wake governing equation (Eq. 3.2) makes the equations 
highly nonlinear. Linear stability requires that the numerical errors are not unbounded, 
i.e., the solution does not "blow off'' with increasing time. For linear equations, this 
is synonymous to the method being convergent, given that the discretized equations 
are consistent with the original governing equations (e.g., Ref. 84). For nonlinear 
equations the solution may exhibit spurious oscillations, which may be bounded. This 
implies that the solution is stable in a linear sense, however, it may not be convergent 
because the oscillations, although bounded for a given discretization, are dependent 
on the grid discretization. Therefore, to ensure the stability of nonlinear equations, a 
broader definition of stability must be considered. Following the philosophy of tradi-
tional CFO analyses, a given numerical algorithm may be considered to be unstable if 
the numerical errors, created through interactions of various space and time approxi-
mations, start out small and grow with time (e.g., Ref. 83). A stable algorithm ensures 
that these numerical errors remain small. It follows that a numerical algorithm, which 
is stable in this sense, will also result in a convergent solution with increasing grid 
refinement. 
To better understand this concept of stability, free-vortex wake solutions using the 
two algorithms arc shown in Fig. 3.18. Results arc shown for a two-bladed rectangular 
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Figure 3.17: Principal eigenvalues for four time-marching algorithms. 
untwisted rotor with a radius of 406.4 mm and a chord of 42.5 mm. The collective 
pitch was set at 5° to obtain a thrust of Cr :::: 0.005 at 35.5 Hz. This rotor geometry 
and operating conditions correspond to those reported in Ref. 66. The initial condi-
tion for both time-integration algorithms was obtained using a steady-state free-vortex 
wake model based on relaxation (i.e., with the enforcement of periodicity). The solu-
tions are shown in Fig. 3 .18 after fifteen rotor revolutions, i.e., at time t = 15 x 21t / D., 
along with the initial wake geometry. The PCC solution, as shown in Fig. 3.1 S(a), 
indicates the presence of numerical errors in the form of sinusoidal disturbances. The 
initial condition did not contain such disturbances and, therefore, these disturbances 
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are numerical in origin and have accumulated over time. The PC2B solution, however, 
shows no such disturbance growth - see Fig. 3.1 ~(b). This confinns that the spurious 
oscillations seen in the PCC solution are a result of the accumulation of numerical er-
rors because of the discrete approximations to the temporal and spatial derivatives in 
the governing equations. Therefore, the PCC algorithm is unstable, while the PC2B 
algorithm is stable for the nonlinear rotor wake ptoblem. 
The two results are shown in a different form in Fig. 3.19 in terms of axial and 
radial tip vortex displacements as a function ofrefcrenee blade (blade 1) azimuthal lo-
cation. The measured vortex trajectories from the experiment, as reported in Ref. 66, 
are also plotted for comparison. In this experiment, evidence of vortex pairing was 
found between adjacent tip vortex filaments that were about two rotor revolutions old 
( ~ ~ 720°) downstream of the rotor. Notice that the early wake displacements arc 
predicted very well by both algorithms. The PC2B solution does not show the ex-
perimentally observed pairing between the adjacent vortex filaments. It is significant 
to note that the PCC algorithm, which is unstable, paradoxically shows a good over-
all agreement with experimental results. Yet, the numerical "disturbance" observed 
when using the PCC solution correlates very well with the observed vortex pairing 
phenomenon. 
To further elucidate the grid-dependent nature of these sinusoidal disturbances, 
Fig. 3.20 shows the wake geometry using the PCC algorithm for different grid dis-
cretization levels with ~\j/ = ~S- The solution docs not show a converging trend with 
increasing grid refinement, i.e., the PCC solutiDn is grid-dependent. This suggests 
that these disturbances arc some form of numerical instability, even though they arc 
bounded and stable in the linear sense. Also, these numerical errors appear and grow 
solely because of interactions between the space-time finite difference approximations 
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, Figure 3.18: Sample results for free-vortex wake calculations using (a) PCC algorithm 
and (b) PC2B algorithm, for a two-bladed hovering rotor, showing axial displacements 
of the tip vortex relative to the reference blade (blade 1), Cr= 0.005, ~'I'= ~s = 100. 
123 
~-·:- ---··-···---··-····-············--· 
1.0 
r/R 
0.8 -
U) 
-C 
Q) 
E 1.0 
i--.c:_-----1-- ___ J ________ J _________ / __ 
Radial, r/R -
.,. 
.,. 
., . 
.~ .,,,.,,·"' .,,. .... 
Q) 
l) 
co 
onset of .,15,-:>"' 
·pairing' .... ~>. . .... ······ 
: ..... ;.::::.:a· II ..... 0. ¥J 0.8 ............. ; ..... ·:0' ,,······· :.,A' a . _... 
0'.,...,w • .. -····· 
~ . q,9'"' D .. ······· 
-~ 0.6 - ······· ~52,... 
Q) g 
E ,.,.er • 
~ 0.4 - · ;;rr" ·· · · ......... Blade 1: PC28 algorithm 
o &¥° -·-·· Blade 2: PC28 algorithm 
z -E1'11" - Blade 1: PCC algorithm 
0.2 -t:' ---- Blade 2: PCC algorithm 
z/R • Blade 1: Experiments 
- • Axial, z/R --===o==B=--.l=a~d:'!:e=2=:=-E::!:x~e22ri.!..!.m!!:e::.!..n~tsL_J 
0.0 --1----=---____.;.----- r------. 
0 180 360 540 720 900 
Reference blade azimuth angle, lJ!ref (deg.) 
Figure 3.19: Comparison ofrelaxation and time-marching numerical predictions along 
with experimental results from Ref. 66, for a two-bladed rotor of operating in hover at 
Cr= 0.005. Free-vortex wake solutions using ~\jf = ~S = 10°. 
and are not physical. Therefore, it must be fortuitous that the numerical results, as plot-
ted in Fig. 3.19, show good correlation with experiments for a particular discretization. 
The PC2B algorithm gives a converging trend with increasing grid resolution, as 
shown in Fig. 3.21. Notice that for ~\jf = ~s 2: 10° the solution shows significant 
differences. Recall that a discretization of ~0 = I 0° showed an almost I 0% error 
in the induced velocity for the vortex ring problem - see Fig. 3.6. Therefore, it is 
expected that the wake solution will also show some grid sensitivity for discrctizations 
of L1\/f = L1s 2: I 0°. Notice that the solutions corresponding to L1\/f = L1s = 5° and L'1'JI = 
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~s = 2.5° are almost identical, indicating grid-independence of the wake solution in 
this case. This convergent nature of the solution obtained using the PC2B algorithm 
also suggests that the algorithm is stable in a linear as well as a nonlinear sense. 
One possible reason for apparent agreement between the PCC solution and the 
experimental observations is that the rotor wake geometry is physically unstable. It 
has been shown in Chapter 2 that the hovering rotor wake is inherently unstable and 
that vortex pairing between adjacent turns of the rotor wake is the most unstable de-
formation mode of the rotor wake. Therefore, the experimental results may contain 
growing unstable modes initiated by various disturbances arising from artifacts of the 
experimental setup. As mentioned previously, these unstable deformation modes may 
be initiated in numerical results because of numerical errors alone. This can lead to 
pseudo-agreement between experiments and numerical results, even though no distur-
bances are being explicitly modeled. This is a classical paradox for solution of nonlin-
ear equations because numerical errors often tend to mimic physical behavior. It is well 
known that numerical dissipation mimics physical dissipation, and numerical instabil-
ities mimic physical instabilities (Ref. 83 ). Therefore, a reliable and well-documented 
reference standard is necessary to distinguish between numerical and physical behav-
ior. One may rely on experimental results, however, experimental results sometimes 
contain artifacts of the specific testing conditions, such as turbulence and disturbances 
to the flow from test probes, supports, wall effects, and so forth. Such artifacts may be 
difficult to identify, and correlation studies may indicate errors in numerical methods 
where none exist. 
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Figure 3.20: Grid dependent nature of the time-marching numerical solution using 
PCC algorithm for different discretizations: (a) Axial displacements, and (b) Radial 
displacements, as a function of vortex age. 
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Figure 3.21: Numerical solution using time-marching PC2B algorithm for different 
discretization levels showing grid indep~ndence for finer resolution: (a) Axial dis-
placements, and (b) Radial displacements, as a function of v01iex age. 
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3.3.3 Modified Equations 
To ensure that the numerical algorithm is stable, it is necessary to properly under-
stand the various numerical errors associated with discretization. To this end, modified 
equations for the two algorithms are now examined. The modified equations arc the 
equations resulting from discrete approximations of all terms in the original governing 
governing equations. It should be noted that any finite-difference method approxi-
mately solves the governing equations, while it exactly solves the complete modified 
equations. Therefore, the modified equations provide key insights into the behavior of 
the numerical solution by examining the equations governing this numerical solution 
rather than the equations governing the wake. 
The wake governing equation (Eq. 3.2) c~n be rewritten using a compact notation 
for derivatives as 
(3.44) 
Note that the Q appearing in the denominator on the RHS of Eq. 3.44 is dropped for 
simplicity, and the vectors arc not explicitly denoted with an arrow. The modified 
equations are written in a form with all extra :erms, i.e., terms other than those in the 
original governing PDE (Eq. 3.44) arc moved to the RHS, and are written in terms 
of the spatial derivatives of the solution, r. The following analysis of modified equa-
tions assumes equal discretization (b\Jf = bs) for simplicity. Only terms up to O(bs2) 
are shown, so that the numerical solution may be considered to be an higher order 
approximation to the solution of the modi11cd equation. 
Truncation Errors in Numerical Integration 
The truncation error terms arising because of the finite difference approximations to the 
derivatives have been reviewed in Section 3.2.2. Also, the discrete induced velocity 
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calculation was shown to be second-order accurate in Section 3.2.1. These second-
order errors in the induced velocity calculations can be expressed in the form of a 
Taylor-series. The numerical integration approach with straight-line vortex segments 
is equivalent to the trapezoidal integration rule. Therefore, the errors in the induced 
velocity calculations would have the same form as that of a trapezoidal quadrature. A 
Taylor expansion of this integration rule is now examined. Let F(x) denote the exact 
integral of f(x), i.e., 
F(x) = j'f(x)dx (3.45) 
The exact integral evaluated over the grid cell [xi,Xi+il is given by 
(3.46) 
Using the trapezoidal rule, this integral is approximated as 
(3.47) 
To examine the errors introduced in this approximation, the numerical solution is ex-
panded as a Taylor-series around the mid-point, xi+½. It can then be shown that 
) [
/(xi)+ f(xi+I)] F( ) F( ) ( ) [/z2 u lz4 , 4) ] (Xi+I -Xi --'--~--'---'- = ' Xi+I - ' ·'i + Xi+! -Xi -j + -f' + .. · 2 ~ 12 480 
'--------------
numerical integral exact integral truncation errors 
(3.48) 
where h = (xi+ 1 - Xi) is the grid discretization. The most dominant error term is E (h) oc 
h2 f" and, therefore, for smooth functions the error would decrease quadratically with 
grid size. The Biot-Savart integral is evaluated by integrating the induced velocity V 
over the length of each vortex filament, i.e., along the vortex age, ( Therefore, the 
most dominant truncation error term is given by 
- - I c/2 V -
Vctiscrctc = Vcxact + 12 cf'(} 1'.~" + · · · higher order terms (3.49) 
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Velocity Averaging Errors 
The induced velocity at the mid-poin1 is evaluated by averaging the velocities at the 
four neighboring collocation points. This averaging is also second-order accurate, 
and results in additional truncation error terms. Note that although such an averaging 
scheme introduces additional error terms, it was shown to be beneficial for convergence 
to a steady-state solution (Refs. 53, 56). A Taylor-series analysis shows that 
Therefore, the discretized RHS velocity source term in Eq. 3.2 can be expressed as 
- - 5 r 2 cP V I 2 cf V 4 
V<liscrctc,avcragc<l = Vcxact + 24 ~'=' as2 + 8~s cJ\jP + 0 (~s ) (3.51) 
Modified Equation for the PCC Algorithm 
The five-point central difference approximations used in the PCC algorithm resulted 
in additional truncation terms as given by Eq. 3.25. Therefore, the modified equation 
for the PCC algorithm can be written up to O ( ~s4) as 
ar ar 
a\j/ + as V + L1s2 [ ( ;4 Vi;t; + ~V'!''l') - ( 214,.31J1 +~,.'!''Vs+ ~,.IJlss + 214'.3s)] 
+o (L1s4 ) 
V + L1s2 [ (;/'ss + ~V'l''l')- 2
1
4 (Vljlljl + 2V'!,s + V1;t;)] + 0 (.t,s4) (3.52) 
Using the governing equation in Eq. 3.44, the extra terms on the RHS of the above 
equation can be written in terms of spatial derivatives of the solution. By repeatedly 
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differentiating Eq. 3.44 it can be shown that 
rt/, - 2 V,-rc., + V,. V 
-rc.,c., + V,.rc_, 
V,-rc., 
-V,.rc_, + V,.V 
Vc.,c., V,.,.rl + V,-rc.,c., 
Vc.,'l' - -V,.,.rl + V,-r V re., - V,.rc.,c., + V,.2 re., 
Vljfljf V,-rrl-2V,-,.Vri; + V,-,.V2 + V,.rc_,c., -2V,.2rc, + V,.2V 
(3.53) 
Using the above relations, the modified equation for the PCC algorithm can be reduced 
to a relatively simpler form as 
;; + i~ = V + ~;2 [4V,.,,rl +4V,.ri;i;-3 (V,.rV + V}) r1;- (V,.,.V + V,.2) v] + o (~/;;4) 
= V + ~; [4 (V,.riJc; -3 (V,-rV + V,.2) re; - (V,.,.V + V,.2) V] + 0 (~1;;4) (3.54) 
The extra terms in the modified equation are all 0(.1l?), which confirms that the algo-
rithm is second-order accurate. The modified equation is consistent with the original 
governing differential equation (Eq. 3.44). As the discretization approaches zero, i.e., 
.1s ~ O, the original governing PDE is recovered without any additional terms. 
NonJinear Dissipation Term 
The first of the extra terms on the RHS of the modified equation for the PCC algo-
rithm given in Eq. 3.54 is a nonlinear implicit numerical dissipation term, which is 
dependent on the induced velocity field gradient v,.. Physical considerations require 
that this dissipative term must always be positive. A negative dissipation would imply 
an unbounded, exponential growth, which is not physical. If this term is negative, the 
numerical solution will be unstable because the modified equation itself is unstable. 
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Therefore, this term plays an important role in determining the stability of the numeri-
cal solution. The second extra term is a dispersive term, which may lead to phase errors 
in solution propagation along the characteristics and, therefore, can cause spurious os-
cillations. This in itself may lead to a form of :nstability in the sense that numerical 
errors may accumulate and grow over time. The implicit numerical dissipation may 
help to contain the accumulation of such phase errors, but only if the induced velocity 
gradient v,. is positive. The last of the extra terns in Eq. 3.54 is a source term error, 
which has no direct impact on the stability of the wake solution. 
To better understand the stability of the nunerical algorithm, it is necessary to 
investigate the behavior of the implicit artificial dissipation term in the modified equa-
tion. The induced velocity gradient, V,., is, in general, dependent on the rotor con-
figuration, i.e., number of blades, etc., as well as on operating (flight) conditions. To 
examine representative results for the induced velocity field, the velocity gradients 
were evaluated using two commonly used prescribed wake models. One advantage of 
using a prescribed wake model is that it allows calculations of the velocity gradients 
to be performed analytically rather than numerically and, therefore, this approach was 
preferred for the present type of analysis. 
The tip vortex geometry for a hovering rotor, as given by the Landgrcbe's wake 
model (Ref. 13), can be written in the form 
r 
R 
z 
R 
A+ (1-A)is (3.55) 
(3.56) 
where (r,z) are cylindrical polar coordinates with origin at the center of the rotor disk. 
The axial settling rates, /q and k2, and the radial contraction parameter, X, arc empir-
132 
ically related to the operating conditions and rotor geometry. The asymptotic radial 
contraction ratio has been experimentally observed to be A = 0. 78. Landgrebe's wake 
geometry model consists of contracting ran-regular helical tip vortex filaments. The 
velocity gradients based on this model are shown in Fig. 3.22. Note that the radial 
contraction results in a negative velocity gradient given by 
d Vi·adial = X 
dr 
(3.57) 
This term is destabilizing in nature on the numerical solution because of the anti-
dissipative effect of the truncation terms. Notice that the axial settling rate, or the pitch 
of the helix, changes at the first blade passage, (s = 21t/Nb), where the discontinuity 
in axial velocity will result in large gradients and a singularity. This discontinuity was 
modeled with a exponential distribution with a small non-zero standard deviation as 
shown in Fig. 3.22(b). Note that the discontinuity in axial velocity has a stabilizing 
effect because cJV::/cJz is always positive with a peak near the first blade passage. 
To describe the wake geometry in forward flight, Beddoes's prescribed wake model 
(Ref. 19) was used. In this model, the parametric equations defining the wake geometry 
arc given by 
X = COS(\j/1,-s)+JLS 
y = sin(\jfb - s) 
z= 
l33 
(3.58) 
(3.59) 
COS(\Jfb - S) > 0 (3.60) 
X > -COS(\jft,- S) > 0 
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Figure 3.22: Velocity gradients in hover based on Landgrcbe's model. (a) Radial 
velocity gradient, (b) Axial velocity gradient, as a function of vortex age. Cr= 0.006, 
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where l/fb is the blade azimuthal location and X = tan-I (P/'A) the wake skew angle. 
An example of the wake geometry produced by a four-bladed rotor in forward flight at 
Jl = 0.1 is shown in Fig. 3.23. The wake geometry is basically a skewed rigid helix with 
skew angle X, with some additional corrections to account for distortions because of 
the self and mutually induced velocities. The radial displacements are epicycloidal and 
there is no radial contraction. Therefore, the radial velocity gradient is zero and must 
have no influence on the stability of the numerical solution. The axial displacements 
' 
however, are somewhat more complicated with discontinuities corresponding to strong 
velocity gradients induced by blades and other vortices. 
The axial velocity gradient, dT'z/iJz, which is shown in Fig. 3.24, shows large pos-
itive and negative gradients because of wake distortions. The non-physical disconti-
nuities in the velocity gradient correspond to the transition between the three regions, 
as given by Eq. 3.60. Notice that in many regions of the wake the velocity gradient is 
negative. Therefore, the artificial dissipation term in Eq. 3.54 is negative, i.e., desta-
bilizing. The consequence of this negative dissipation is the presence of numerical 
instabilities in the solution where the physical wake is in equilibrium. It should be 
recalled that the physical wake instabilities are an artifact of the hovering flight condi-
tion. With increasing forward or axial speeds, the physical wake becomes increasingly 
stable. However, because of the anti-dissipative effects of the velocity gradients, the 
numerical wake solution may become unstable. In general, the nature of the induced 
velocity field is such that the numerical algorithm may be prone to instabilities (in 
hover as well as forward flight) because of negative implicit numerical dissipation. 
The modified equations show that, in general, the PCC algorithm is unstable, and 
may lead to instabilities in the numerical solutions. It is, tberefore, desirable that a 
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Figure 3.23: Wake geometry for a four-bladed rotor in forward flight based on Bed-
does's model, JL = O. I, Cr= 0.008. 
time-marching algorithm contain some implicit numerical dissipation that is indepen-
dent of the velocity field to compensate for the possibly destabilizing effect of the 
velocity gradients. 
Modified Equation for the PC2B Algorithm 
The PC2B algorithm has been developed specifically to provide some implicit dissi-
pation, as seen from the linearized stability considerations. The modified equation 
helps in identifying these dissipative terms and, more importantly, can be used to ver-
ify that such dissipative terms are independent of the nonlinear velocity field. The 
extra terms because of the RHS induced velocity source terms are the same as for the 
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PCC scheme. The use of 211d-order backward difference in time results in additional 
tenns from the LHS. Therefore, the modified equation, up to O ( ~s4) can be written as 
;~ + :~ - v +~1;2 [ U
4
vss + ~v,,,~ )- (2~r,,,,+ ~r""' + ~r"'" + 2~r,,) 
+ ir,,,, -1r,,,,~i; l + 0 (~!;') (3.61) 
That is, 
[ 
nonlinear dissipative 
v+~s2 
and dispersive terms 
(3.62) 
The -r,, term is a dissipative term, and is independent of the nonlinear velocity field. 
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This dissipative term is stabilizing and can potentially alleviate the destabilizing effects 
of other nonlinear anti-dissipative terms. Furthermore, this term is 0(~(,3) and so the 
overall solution is still second-order accurate. This implicit artificial dissipation makes 
the modified equation for the PC2B algorithm stable and, as a result, the numerical 
solution is free from spurious oscillations. Note that because the modified equation for 
the PC2B algorithm is both stable and consistent, the PC2B wake solution is expected 
to be convergent with grid refinement. 
An example of the importance of such an implicit numerical dissipation term for 
the numerical solution is clear fror:1 Fig. 3.25. In this case, numerical solutions for the 
rotor wake geometry were calculated in forward flight atp = 0.05 using two numerical 
algorithms: explicit forward Euler and the pseudo-implicit PC2B algorithm. The cal-
culations were performed using a fairly typical wake discretization of ~\jf = ~s = 15° 
and the geometry is shown after forty iterations. The solution obtained using the for-
ward Euler explicit method, as shown by dashed lines, shows the presence of numer-
ical instabilities in the form of sinusoidal disturbances along the length of the vortex 
filament. Although qualitatively similar disturbances are observed in rotor wake ex-
periments, in this case these disturbances are purely numerical in origin and arc non-
physical. The solution obtained using the two-step PC2B algorithm, however, shows 
a relatively smooth wake structure free from such sinusoidal disturbances. The reason 
for this lies in the fact that the implicit artificial dissipation present in the PC2B algo-
rithm (see Eq. 3.62) damps out the numerical disturbances, which are typically gener-
ated by non-exact floating-point calculations in the form of round-off errors. This is 
also evident from a linearized stability analysis, which showed that the forward Euler 
algorithm is unstable, as indicated by the principal eigenvalue in Fig. 3.17. 
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3.4 Verification of Solution Convergence 
A numerical experiment was performed to verify the convergence of the free-vortex 
wake solution with increasing grid refinement. This experiment verifies that the final 
wake solution is properly second-order accurate in \jl and S, as expected from the pre-
ceding analysis. Also, because stability and consistency of the numerical method are 
necessary for solution convergence, this can also verify the stability of the numerical 
algorithms. It was shown that both the PCC and the PC2B algorithms are consistent 
with the original governing equations. Therefore, convergence of the wake solution 
can be used as a test to establish the stability of the numerical algorithms. 
A grid resolution study with the free-vortex wake was performed using both the 
time-marching algorithms with discretization levels ranging from A\jl =As= 2.5° to 
20°. Although the exact (mathematical) solution for the wake geometry is forever 
unknown, the numerical solution with the finest grid discretization can be considered 
as the "exact" solution for the purpose of estimating the order of accuracy. Numerical 
errors are calculated relative to this wake geometry using the finest grid discretization 
level, i.e., (Aljl = Lls = 2.5°). 
Figure 3.26 shows such numerical errors in the wake geometry as a function of grid 
discretization level. Because the solution is expected to show second-order accuracy, 
quadratic fits to the numerical results are also shown. 
Note that the results using the PCC algorithm do not give the expected second-
order accuracy, as shown in Fig. 3.26(a). However, the results for the PC2B algorithm 
show a behavior closely corresponding to the expected quadratic trend, with the errors 
being proportional to Ll\jlz _ see Fig. 3.26(b). These results confirm that the final 
wake geometry solution obtained using the PC2B algorithm is, indeed, second-order 
accurate in both space (s) and time ('l'), It should be noted that the PCC algorithm is 
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also formally second-order accurate. However, the PCC wake geometry solution does 
not show the desired accuracy because of numerical instabilities. This accuracy check 
provides the means to verify that not only the algorithm but also the final numerical 
solution is stable, consistent and, therefore, convergent. 
Finally, the numerical experiment was repeated for a forward flight case at an ad-
vance ratio Jl = 0.1 to verify wake solution convergence. These calculations were per-
formed for a four-bladed rotor whose geometry and operating conditions correspond to 
the experiments of Ref. 85. A forward shaft tilt angle of -3° is used with a rotor thrust 
coefficient of Cr= 0.008. The top view of1he wake geometry is shown in Fig. 3.27(a) 
for different levels of discretization. Only :he geometry for the tip vmiex from a ref-
erence blade at \jib= 0° is shown, along with experimental results from Ref. 85. Note 
that only the solution with the coarser discretization of~"'= ~s = 20° shows signif-
icant differences from the other solutions. The solutions corresponding to ~\jf :s; I 0° 
are almost identical. This is, again, consistent with the previous observation that a 
resolution of at least 5° would be required to properly resolve the induced velocities. 
The numerical errors, relative to the 6\jf = 2.5° solution, exhibit the expected second-
order accuracy, as shown in Fig. 3.27(b ). Therefore, the PC2B solution is convergent 
in both hover and forward flight. It is also interesting to note that the strong distortions 
in the wake structures are well-preserved, and are not damped-out because of artificial 
numerical dissipation. 
3.4.1 Acceleration Technique: Velocity Field Interpolation 
The idea of using interpolated velocity field in the free-vortex wake calculations was 
first introduced by Bagai & Leishman in Ref. 59 for improving computational effi-
ciency of the free wake algorithms. The underlying principle behind this concept is to 
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perform fewer explicit induced velocity calculations through the application of Biot-
Savart law, whilst retaining the accuracy and fidelity of the wake geometry solutions. 
This technique is useful for both adaptive grid sequencing with equal discretization 
sizes in the blade azimuth and vortex age, as well as to preserve the characteristic 
solution propagation direction in case of unequal discretizations. 
The computational efficiency of such an approach results from fewer explicit Biot-
Savart induced velocity calculations. The computational cost of a free-vortex wake 
calculation is directly proportional to the number ofBiot-Savart calculations. For equal 
discretization, A\/f = As with No/ = 2n/ A\/f azimuthal steps per rotor revolution, the 
number of vortex segments in each wake turn are Nr, =No/= N. Therefore, the number 
of Biot-Savart calculations required per wake turn are given by 
Number of Biot-Savart Calculations 
(3.63) 
Using velocity field interpolation, the effective number of Biot-Savart calculations is 
reduced. The positions of all collocation points in the wake are still determined by 
applying the vorticity transport theorem, however, the self- and mutual-induced veloc-
ities are only calculated at the free collocation points. Linear interpolation of induced 
velocity field is used at the pseudo-free points or ersatz-free points. Note that a simple 
interpolation of positions of the wake collocation points would result in a poor wake 
geometry solution. Interpolating induced velocities is equivalent to interpolation based 
on the slopes of the vortex filaments, and results in a higher order accuracy. 
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Vortex Filament Interpolation: L\l; > L\ljf 
For the case where the vortex age discretization is larger than the azimuthal discretiza-
tion, i.e., when L\l; > .1\jf, a linear velocity interpolation is used along the vortex fila-
ment. The induced velocities are calculated only at the free collocation points spaced 
at L\l;, as shown by filled circles in Fig. 3.28. These sparse, free collocation points are 
assumed to be end-points of straight-line vortex segments. Therefore, both the number 
of vortex segments and evaluation points is decreased by a factor corresponding to the 
ratio of discretizations, L\l./ L\ljf, The induced velocity at the ersatz free points, shown 
by open circles in Fig. 3.28, is approximated using linear interpolation along each vor-
tex filament. For example, with L\l; = 2L\ljf the number of Biot-Savart calculations is 
reduced to 1/4NbN3. 
This interpolation scheme can be used with both the time-marching and the relax-
ation algorithms. In the time-stepping approach, the interpolation scheme is applied 
after each time-step, while for the relaxation algorithm the interpolation is applied over 
the entire rotor revolution with the assumption of wake periodicity. The numerical er-
rors introduced because of the velocity field interpolation were shown in Ref. 59 to be 
small, and did not affect the overall solution accuracy. 
Interpolation Along Blade Azimuth: .1\jf > L\l; 
The relaxation algorithm in the present analysis also includes an option to use az-
imuthal interpolation, where the blade azimuthal discretization was larger than the 
wake discretization. The basic approach is essentially the same as that described ear-
lier for vortex filament interpolation. The difference being that in this case, the in-
terpolation is performed at constant vortex along the blade azimuth. This results in a 
computational saving of a factor of L\\/f / L\l; the number of Biot-Savart velocity evalu-
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Figure 3.28: Schematic of wake geometry in the computational domain for velocity 
interpolation along vortex filament, .1( > L1ljl. 
ation points. However, the number of vortex segments remains unchanged. For ex-
ample, with L1'1f = 2L1s the number of Biot-Savart calculations is reduced to 1 /2NbN3. 
The blade attachment boundary condition (i.e., the first wake collocation point) needs 
special treatment. These values may be obtained by interpolating the blade flapping 
angles along the azimuth, or alternatively by exactly solving for periodic blade flapping 
solution at a1I azimuthal locations. 
The time-marching approach currently does not implement this type of azimuthal 
interpolation because for accuracy in time it is important to use a small time (az-
imuthal) step. Another factor is the blade flapping solution, which must be integrated 
at all azimuthal locations to maintain proper accuracy in time. Any computational sav-
ings offered by azimuthal integration may be small, and would also offset the accuracy 
of the solution. 
An example of the wake geometry obtained using this type oflinear velocity inter-
polation is shown in Fig. 3.29. The axial wake displacements are shown in Fig. 3.29(a) 
as a function of vortex age are shown for two equal discretization levels of L1ljl = 
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'1s = 2.5° and 5° along with a solution obtained using liner velocity interpolation for 
11\Jf = 2.5° and 11s = 5°. The solution using i11terpolation closely resembles the solution 
obtained using finer resolution, i.e. 11s = 11\( = 2.5°. The convergence trends obtained 
using the interpolation technique with t1s = 211\Jf are shown in Fig. 3.29(b). As men-
tioned earlier, the velocity interpolation should yield a second-order accuracy in the 
tip vortex locations. This is confirmed by the quadratically decreasing convergence 
trend shown by the results. Note that for any given discretization 11\j/, the errors using 
interpolation arc larger than the corresponding errors for the baseline equal discretiza-
tion. However, the errors arc significantly smaller than the corresponding errors for the 
baseline solution with 11\j/ = 11s, that is the errors in interpolated solution with 11\j/ = 5° 
and t1s = I 0° arc smaller than those for the baseline solution with 11\Jf = t1s = I 0°. 
Therefore, the velocity field intcq-JO!ation technique is useful for obtaining reasonably 
accurate wake solutions without using computationally expensive finer discretization 
levels. 
3.4.2 Extrapolation Technique to Improve Accuracy 
Clearly, the vortex induced velocities arc the most important factor in the numerical 
solution for the rotor wake geometry. As mentioned previously in Section 3.2.1, the 
induced velocity calculation can be readily extended to a higher-order of accuracy us-
ing techniques such as Richardson's extrapolation. This technique would not increase 
the order of accuracy of the solution because the finite difference approximations to 
the derivatives on the LHS of Eq. 3.2 arc only second-order accurate. However, an 
improved velocity calculation can potentially decrease the absolute magnitude of the 
numerical errors for a relatively modest increase in computational cost. 
In the case of a solution with discrctiwtion 11s, a total of Nt induced velocity 
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Figure 3.29: Velocity field interpolation used in the free-vortex wake solution with 
L\s = 2L\\Jf to reduce computational expense. (a) Axial wake displacements, (b) Con-
vergence trend 
148 
.,, 
! 
calculations need to be performed per time-step. In addition, another approximation 
to the induced velocities is calculated using only every other collocation point on each 
wake filament, that is, this latter approximation has an effective discretization of 2A( 
Note that the additional induced velocity calculations required per time step are 1 ; 2 Nl. 
Using Richardson's extrapolation, a better approximation to the induced velocity can 
be obtained using 
4V (As) - V (2As) . 
v( 1) ( As) = 
3 
+ higher order terms ... (3.64) 
This new induced velocity approximation is expected to be fourth-order accurate, as 
shown previously in Section 3.2.1. 
Examples of the rotor wake geometry obtained using this extrapolation technique 
are shown in Fig. 3.30(a). In the baseline (second-order) case, the A\Jf = As = l(f 
wake geometry solution showed significant differences as compared to the A\jf =As= 
5° and the A\Jf = As = 2.5° solutions. However, using the extrapolation technique 
for improved velocity calculations the differences between these solutions decrease. 
Therefore, a coarser solution with a I 0° resolution also gives satisfactory, almost grid 
independent predictions. This decrease in the numerical errors is clearly evident from 
Fig. 3 .30(b) where the errors are shown as a function of the discretization. Note that 
although there is significant improvement in the solution, the order of accuracy of the 
solution is still second-order. This is because the wake governing equations are solved 
using only a second-order accurate algorithm. However, there is noticeable reduction 
in the absolute errors for a given discretization level. Therefore, the Richardson's 
extrapolation provides a relatively simple means for improving the accuracy of the 
numerical wake predictions. 
The benefits of using such an extrapolation technique are more apparent when these 
results are plotted in the form of numerical errors as a function of computational cost 
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- see Fig. 3.31. For the rotor free-wake problem, clearly the computationally intensive 
part is the Biot-Savart law calculations. Therefore, the number of Biot-Savart calcula-
tions per rotor revolution (per turn of the wake) is used as the ordinate in this plot. Note 
that in the baseline second-order case, the number of such calculations is Ni, while in 
the case of extrapolation using a coarser grid it is 3 /2Ni. The results obtained us-
ing the linear velocity field interpolation technique, described in the previous section, 
are also shown for comparison. The interpolation technique follows essentially the 
same trend as the baseline solution. This is because, the interpolation technique does 
not really improve the accuracy of the wake solution, but only provides intermediate 
solutions between two discretization levels. As shown in Fig. 3.31, this technique pro-
vides significant improvement in overall solution accuracy for only a modest increase 
in computational cost. 
3.5 Summary 
The emphasis of this chapter was on the formulation of the time-accurate wake solu-
tion methodology, which is the main focus of this dissertation. The stability, accuracy 
and convergence of time-marching algorithms for free-vortex rotor wake calculations 
was examined. A linearized analysis was used to determine the basic stability char-
acteristics. The vortex-induced velocities were calculated through application of the 
Biot-Savart law using standard straight-line vortex segmentation. This approach was 
shown to be second-order accurate. However, the discretization resulted in nonlinear 
dispersion and dissipation terms in the discretized wake equations. These errors were 
found to be dependent on the induced velocity field, and may be anti-dissipative under 
many flight conditions. In such cases, the wake geometry solution may not be conver-
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Figure 3.31: Computational costs associated with Richardson's extrapolation for in-
duced velocity calculations. The results obtained using the baseline free-vortex wake 
solution, and also those with velocity field interpolation are shown for comparison. 
gent, even though the numerical algorithm is linearly stable. As shown in the previous 
chapter, the wake geometry is physically unstable and a more careful assessment of 
the stability of numerical algorithms is required. 
Modified equations were examined to provide further insight into stability of the 
nonlinear discretized equations. A new time-marching algorithm was proposed using 
a second-order backward difference approximation for the time derivative to ensure 
stability and solution convergence. A numerical experiment was performed to ver-
ify convergence of the wake geometry solutions obtained using this algorithm. The 
expected second-order accuracy and grid independent nature of the wake geometry 
solution was demonstrated, for both hover and forward flight. 
152 
Chapter 4 
Methodology: Rotor Blade Equations 
Besides the vortical wake, the helicopter rotor problem consists of two other coupled 
parts: the blade-lift solution and a solution for the blade flapping motion. It is neces-
sary to solve for both of these problems in a form that is compatible with the rotor wake 
solution. In the present chapter, the methodology for these two solutions is described. 
The blade lift solution is obtained using a Weissinger-L type of lifting surface model 
' 
the blade lift being related to the bound circulation through the Kutta-Joukowski the-
orem. The strength of the trailed wake vortices depends on the spanwise bound cir-
culation distribution, while the bound circulation itself depends on the wake-induced 
velocity field at each span wise section of the rotor blades. 
The blade flapping motion, typically about a flapping hinge near the root of the 
blade, is governed by the equilibrium of aerodynamic, centrifugal and inertial mo-
ments. The equations are formulated in the same form as the wake governing equa-
tions, so they can be solved in a properly coupled manner. The blade flapping motion 
also depends on the blade lift distribution through the aerodynamic flapping moment 
about the hinge. The lift solution, in tum, depends on the wake geometry through the 
wake-induced inflow velocity. The blade flapping motion essentially forms an equa-
tion for the first collocation point in the wake, i.e., the origin of the wake vortices 
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is at the blades. This constitutes a boundary condition for the wake geometry solu-
tion. This chapter includes both the derivation of the blade flapping equation and the 
solution strategies developed for both the periodic and time-accurate solutions. 
4.1 Blade-Lift Solution 
The rotor blade is, typically, modeled as a series of two-dimensional elements using the 
principles of the standard blade element analysis. If the wake-induced rotor inflow can 
be determined, then the local angle of attack at each blade element can be determined, 
and the blade lift calculated by integrating along blade span. Each blade element is 
assumed to operate as an airfoil section independent of other spanwise blade elements 
and the local lift is related to the local effective angle of attack as shown in Fig. 4.1. 
Typically, the velocity component perpendicular to the reference plane (TPP) includes 
the wake-induced velocities. As mentioned previously, the wake solution itself is cou-
pled to the blade lift through the circulation trailed (and shed) into the wake. Therefore, 
lifting-line or lifting-surface models can be used, which solve for the blade lift in terms 
of the bound circulation. The trailed wake circulation can then be easily related to the 
bound circulation through a roll-up model such as the Betz model (Ref. 86). 
The blade model used in the present analysis is based on two basic building blocks: 
1. The Weissinger-L (W-L) lifting surface model (Ref. 46) and 2. The Kutta-Joukowski 
theorem (K-J). In the W-L model, which is essentially a lifting-surface model with only 
one chord-wise panel, the blade lift is represented using a series of spanwise horseshoe 
vortex elements, with the flow tangency condition being satisfied. The bound circu-
lation is located at the quarter-chord, while the flow tangency condition is imposed 
at the 3/4-chord point. This is consistent with the unsteady thin airfoil model (sec, 
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Figure 4.1: Schematic showing the forces and velocities at a reprcsentive blade ele-
ment. 
e.g., Ref. 2). The K-J theorem then relates the actual lift (force) to the blade bound 
circulation. 
The Weissinger-L model is shown to give improved prediction of loading for ar-
bitrary planform fixed wings with a range of aspect ratios, sweep and taper (Ref. 87). 
This is equivalent to Johnson's so-called non-linear lifting line theory (Ref. 88), where 
the induced velocities are again calculated at the 3/4-chord point. In rotating wing 
applications also the Weissinger-L model has shown to give good prediction of the 
spanwise blade loading. Kocurek et al. (Ref. 17) showed that the Weissinger-L model 
gave as good predictions as a panel model with several chordwise panels. Even for 
blade-vortex interactions, the W-L model is found to give satisfactory results (Ref. 88). 
A schematic of the W-L model is shown in Fig. 4.2, where the blade is divided 
into Ns spanwise panels with the bound circulation located along the quarter-chord 
line. A control point on each panel is placed at the 3/4-chord location. The trailed 
wake vortices extend downstream from the blade bound vortex segment end points, 
located along the quarter-chord. On the basis of Helmholtz's vorticity theorems, the 
vortex lines are indestructible and, therefore, the trailed circulation can be related to 
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the bound circulation distribution using 
r ( ) df bound trailed r = d 
r 
(4. l) 
For a discretized bound circulation distribution with span wise vortex segments of con-
stant strengths ri (see Fig. 4.2), the trailed vortex circulation at each segment end point 
is given by 
(4.2) 
The blade surface is assumed to be in the same plane as the chord line, and is 
divided into Ns spanwise segments. For the i111 blade segment, the flow tangency con-
dition can be written as 
(4.3) 
where Vb; is the velocity induced by the bound vortex at the /h control point, Voo; the 
stream velocity at that control point and ae; the effective angle of attack. The effective 
angle of attack is a combination of the geometric angle of attack, 0, and the induced 
angle of attack, cp, because of the trailed wake system - sec Fig. 4.1. This is simply 
a mathematically statement ensuring that there is no flow through the airfoil surface, 
i.e., the flow is tangential to the airfoil surface, at least at the control point. 
The trailed system is divided into two parts: a near-wake and a far-wake. The near-
wake system is assumed to be rigid and fixed to the blade, while the far-wake evolves 
in a force free manner as given by the free-vortex model. Equation 4.3 can be now 
written as: 
vb; Voo; (0; - <l>nV; - <i>NIV;) 
Voo; (0; - <l>n11;) - VNJV; (4.4) 
where 0; is the geometric angle of attack, and <l>nV; and <i>NIV; are the induced angles 
of attack because of the far-wake and the near-wake, and VNIV; the velocity induced by 
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Figure 4.2: The Weissinger-L model for representing the blade bound circulation and 
the near wake trailed circulation from a rotor blade. 
the near-wake at the i111 control point. The far-wake induced inflow is calculated using 
the Biot-Savart law and the free-vortex wake geometry. The bound circulation and the 
near-wake, however, are geometrically constrained relative to the blade control points. 
Therefore, the velocities induced by the bound vortex and the fixed near-wake are 
related to the strength of the bound vortex at the blade segments, r1, through influence 
coefficient matrices. This can be written using index notation as follows. 
vb; 2./b .rj l,J (4.5) 
j 
VNJV; I/NJv. r1 I,) (4.6) 
j 
It should be noted that all the bound vortex elements, and all the near-wake trailers 
contribute to the induced velocity at the i111 control point. The influence coefficient 
matrices can be calculated using the blade geometry through the application of Biot-
Savart law. Using these relations, the governing equation for the blade lift can be 
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written as 
Ns 
" [lb . . + Imv,. .] r1· = Voo. (Si - thnv,.) L... l,J l,J I 'f l (4.7) 
)=I 
For the blade segments corresponding to i = 1, ... ,Ns, Ns equations in Ns unknowns 
are obtained, corresponding to the strengths of the bound vortex segments, r1. This 
linear system of equations can then be solved using standard algorithms to obtain the 
vortex strengths. 
4.1.1 Relation Between Lift and Bound Circulation 
The fl.ow-tangency condition can now be written in terms of the strengths of the bound 
vortex segments as 
L!bi,jr) = Voo;CXe; (4.8) 
j 
With the assumption of a thin airfoil, i.e., with a lift curve slope of 2rr, the local lift-
coefficient can be written as 
(4.9) 
The lift distribution along the blade span can be obtained from the bound circula-
tion distribution through application of the Kutta-Joukowski (K-J) theorem. If the K-J 
theorem is applied on a segment basis in a 2-D sense, for the ith blade segment then 
L;ds pvoor;ds 
1 2 
2,PVoo/iCtaae/lS 
Therefore, the lift coefficient is given by 
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( 4.10) 
( 4.11) 
(4.12) 
It must be noted that these two expressions for the lift coefficient, Eqs. 4. 9 and 4.1 2, 
are inconsistent. This inconsistency stems from the fact that the W-L model includes 
three-dimensional effects through the contributions from all bound vortex segments, 
while the inherently two-dimensional K-J theorem includes only the i
th 
bound vortex 
segment. To remove this discrepancy and to properly include three-dimensional effects 
the K-J theorem can be rewritten in a more consistent form. The K-J theorem relates 
the lift to the bound circulation as 
(4.13) 
where the circulation around the ith blade segment, r Kl; is defined as the closed loop 
integral of the velocity field around the blade, i.e., 
fKJ; = !v-Jt 
.Ii 
(4.14) 
This integral is independent, at least in principle, of the choice of integration contour. 
A circular contour can be chosen with center at 1/4-chord and a radius of c,-/2. Fig-
ure 4.3 shows such a contour passing through the blade control point. By virtue of 
axisymmetry it follows that 
(4.15) 
where v,,, is the velocity at the ;1h control point. Therefore, the lift can be expressed as 
( 4.16) 
Now, the expression for the lift coefficient is exactly the same as that obtained from 
the W-L model (Eq. 4.9), i.e., 
27t r 
-- h . .f· CtaCte; - TT . ,,; J 
r ""i J 
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(4.17) 
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Figure 4.3: Contour for performing velocity field integration. 
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Figure 4.4: Lift distribution using Kutti-Joukowski theorem for uniform bound vortex. 
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This interpretation of Kutta-Joukowski theorem is shown in Fig. 4.4 for the case of 
constant circulation, f'o over the span. The segment lift is calculated using Eqs. 4_ 12 
and 4.16. Clearly, the 3-D approach incorporates the tip loss effects as in the case of 
the W-L model. 
Finally, blade lift model can be summarized as follows. The distribution of bound 
circulation is obtained from the solution of the linear system of equations, 
N., L [hi,}+ f N/V;.J lj = Voo; (Oi - <!>FJV;) 
J=I 
(4.18) 
and the lift coefficient is related to this bound circulation distribution through the K-J 
theorem as 
(4.19) 
4.1.2 Effect of Blade Twist on Near-Wake 
Because the near-wake trailers arc fixed to the blade, when the blade is twisted, the two 
trailers at the segment endpoints arc not in the same plane as the chord line passing 
through the control point. This effect is shown schematically in Fig. 4.5. It can be 
seen that the angles made the two trailers are equal and opposite, and therefore, the net 
velocity induced by the two trailers at the blade control point is normal to the chord 
line passing through that control point. 
4.1.3 Compressibility Correction 
In the above analysis, the flow is assumed to be incompressible and inviscid, i.e. poten-
tial, and the lift curve slope is that given by thin airfoil theory, i.e., Cta = 21t per radian. 
To include compressibility effects, the Prandtl-Glauert factor, p = 1 / ( I - M2) is ap-
plied on a segment basis to the effective angle of attack. Therefore, the flow-tangency 
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Figure 4.5: Near wake trailers for a twisted blade. 
condition is now rewritten as 
L ae; lb. T 1· = Voo. -p 1,J I , j l (4.20) 
and therefore, the linear system of equations for the bound vortex strengths is given by 
N., 
L [PJb;,J +fNJV;,J lj = Voo; (0i-<J>FJV;) 
j=I 
The local lift coefficient is the same as before, i.e., 
( 4.21) 
(4.22) 
Recall that the lift curve slope is still the same as that given by thin airfoil theory, i.e., 
Cta. = 2n. The compressibility correction is applied only to the angle of attack at each 
blade segment. Therefore, this correction must be applied to both the geometric and 
the induced angle of attack, i.e., 
ei 
Pi 
<J>FJV; + <J>NJV; 
Pi 
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(4.23) 
(4.24) 
This shows that the induced angle of attack also increases because of compressibility 
effects. Also, there is an "aerodynamic twist" introduced by the spanwise variation of 
compressibility effects. 
4.1.4 Airfoil Model 
An inviscid lift-curve slope of Cta i= 2rr per radian can be incorporated into the blade 
model formulation to represent the effects of airfoil shape. A zero-lift angle of attack 
can also be readily included to account for effects of camber. From K-J theorem, the 
effective angle of attack is found to be 
= Cta (ae;) 
ae; 2rr Pi (4.25) 
The W-L system of equations can be modified to give 
(4.26) 
It is interesting to note that the lift-curve slope does not affect the induced angle of 
attack, i.e., 
tt,q = <!>FrV; + <!>mV; 
'Yi Pi (4.27) 
This is because, if the lift curve slope changes, it should only change the magnitude of 
the lift and not its direction. The sectional drag can also be obtained from the effective 
angle of attack, ae; using a simple model of the form 
(4.28) 
where C,0 represents the zero lift drag coefficient, and D1 and D2 arc used to model 
non-linear effects. The values of these constant parameters are empirically determined. 
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4.1.5 Momentum Conservation: Newton's Law 
The free-wake methodology is based on the vorticity transport theorem, which states 
that the vorticity is convected along with the fluid at the local velocity, i.e., the vor-
tex clements in the wake are identical to Lagrangian fluid markers. This is same as 
Helmholtz theorem, which states that in an incompressible flow the vortex lines move 
as material lines. Therefore, the displacements of the force-free vortex elements can 
be found by tracing the time-dependent motion of Lagrangian fluid markers. Note that 
the flow is assumed to be incompressible and inviscid, and therefore, there is no force 
acting on any vortex element in the wake. However, at the time when a fluid clement 
( or, equivalently, vortex element) is in contact with the lifting body (blade), there must 
be a force acting on the element that is equal and opposite to the lift. This is a direct 
consequence of Newton's third law. This impulsive force on the fluid clement at the 
lifting body results in an increase in the momentum of that fluid element. 
Figure 4.6 shows an airfoil section in inviscid flow. The Weissinger-L lifting-
surface model sets the bound vortex strengths such that the flow is "turned" to satisfy 
the flow tangency condition. A fluid element leaving the trailing edge has a downwash 
velocity v as well as the freestream velocity U as shown in the figure. As there is no 
force acting on this element after it leaves the trailing edge, it continues to move with 
the velocity given by the vector sum of these two components. Therefore, the velocity 
induced by the bound vortex models the instantaneous momentum change of the fluid 
at the blade. This also corresponds to total pressure rise over the rotor disk. 
To include this momentum addition in the free-wake calculations, the local velocity 
is rewritten as 
Viocal = Vrrcc-strcam + Vinancuvcr + Vtrailcd vortices+ Vlimomcntum (4.29) 
where, Vlimomcntum is the velocity induced on the fluid element by the bound vortex 
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Figure 4.6: Schematic explaining the momentum addition by the blade. 
system at the time when the fluid element was attached to the blade, i.e., at a wake age 
s = 0°. 
The momentum addition term can be readily identified from the Weissinger-L 
blade model. The velocity induced by the bound circulation at the blade control points 
corresponds to the work done by the rotor blade(s) on the air. The surrounding air is 
turned through an angle to satisfy the flow tangency condition. This increase in mo-
mentum of the air generates an equal and opposite reaction on the blade(s) in the form 
of lift. Therefore, the velocity induced by the bound vorticity on the trailed vortices 
at their origin at the blades results in a pemrnnent increase in the momentum of the 
corresponding fluid particles at the wake collocation points. This momentum addition 
forms a connection between the circulation theory of lift and a momentum-based the-
ory, where the lift on a blade section corresponds to the rate of change of momentum 
of the fluid passing through a control volume. 
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4.2 Rotor Blade Flapping Response 
There is an interplay of the aerodynamic forces on the rotor blades and the rotor blade 
motion. The rotor wake geometry is inherently coupled with the blade motion through 
the origin of the vortical wake at the blade tip (which, as mentioned in the previous 
section, is a boundary condition for the free wake problem). Most helicopter rotor 
blades incorporate articulation in the form of flap and lead/lag hinges near the blade 
root. Modern composite blade/hub designs use hingeless fixtures which mimic blade 
motion about a virtual hinge location. Under most flight conditions, the dominant 
blade motion is the flapping motion, which is directly proportional to the aerodynamic 
lift on the blade. The lead/lag motion is of a much smaller magnitude as it is dependent 
on the aerodynamic drag force rather than lift. Therefore, in the present study only the 
flapping motion of the rotor blades is considered. Furthermore, the blades are assumed 
to be rigid with a flapping hinge. Stmctural stiffness of hingeless rotors can be modeled 
with an equivalent flapping spring located at the hinge. 
4.2.1 Equation of Motion for a Flapping Blade 
Figure 4.7 shows a rigid rotor blade undergoing flapping motion about a flap hinge 
located at a distance e from the rotational axis. The equilibrium position of the rotor 
blade, or the blade flapping angle, ~' is determined through equilibrium of moments 
about the flapping hinge because of the various forces acting on the blade. Because the 
centrifugal force (CF) is much larger the aerodynamic force (blade lift), the flapping 
angle, ~' is typically quite small. 
The blade is assumed to have a uniform linear mass density, m. Consider a small 
element of the blade oflength dr. The centrifugal force on of this blade clement, acting 
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Figure 4. 7: Equilibrium of moments about the flapping hinge. 
in the plane ofrotation, is given by 
d (FcF) = (mdr) rD.2 = mD.2rdr (4.30) 
Where .Q is the rotor rotational frequency. The component of the centrifugal force 
perpendicular to the blade is 
(4.31) 
the small angle assumption employed in this approximation is justified because in most 
practical flight conditions, B, is indeed small. Typical values for a helicopter range 
between 3-6 degrees. Therefore, the CF moment about the flapping hinge is given by 
(4.32) 
where the flapping moment of inertia/~, and the static inertia moment (static droop), 
S13, arc given by 
167 
Ip .lR m(r- e)2 dr 
.lRm(r-e)dr 
(4.33) 
(4.34) 
The flapping motion itself results in an inertia force acting on the blade in the direction 
opposite to the flapping - see Fig. 4.7. This inertia force on a blade element is given 
by 
d(F1) = (mdr)(r-e)P=mP(r-e)dr 
Therefore, the inertia moment about the flapping hinge is 
M1 = fR m(r- e)2 Pdr = IpP 
.f e 
(4.35) 
(4.36) 
Similarly, the moment because of the aerodynamic forces about the flap hinge can 
be calculated as 
(4.37) 
It must be noted that the elemental lift, dL, in the above equation depends on the 
non-linear wake-induced inflow and provides a coupling between the blade flapping 
dynamics and the wake dynamics. Structural stiffness for hingeless rotors can be mod-
eled as a flapping spring with stiffness kp. Such a spring would produce a restoring 
moment, kp (P- Pp), relative to a precone angle, Pp· Moment equilibrium about the 
flap hinge now gives the equation for the blade flapping angle, p, i.e., 
(4.38) 
Note that the aerodynamic moment is written on the RHS of the equation because it is 
a counter-clockwise moment - see Fig. 4. 7. Therefore, the flapping equation of motion 
is given by 
(4.39) 
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The above equation is written in a more conventional form by replacing the time 
derivative with azimuthal (\JI) derivative using the chain rule and the relation, \jf = Qt. 
The azimuthal derivatives are conventionally denoted with a(*). The non-dimensional 
natural flapping frequency, vp, is given by 
s k /I, 
v2 = 1 + e~ + -1.__f p Ip Q.2 (4.40) 
Also, the non-rotating flapping frequency is given by m5 = kp / Ip. Therefore, the flap-
ping equation of motion can be written as 
(4.41) 
This is a second-order ordinary differential equation. The right hand side term in-
cludes the moment caused by aerodynamic loads. This aerodynamic moment provides 
* 
sufficient damping (P term) to stabilize the flap mode. 
A common approach to integrate the flapping equation is to write it as a set of first 
order ordinary differential equations as described in Chapter 4.2. The system of first 
order ODEs can then be readily integrated as an initial value problem. For steady-
state solutions, the flapping response is assumed to be periodic and the individual 
components arc determined through harmonic balance. 
4.2.2 Steady-State (Periodic) Response 
Even though the main focus of this dissertation is on time-accurate rotor wake solution 
methodologies, a steady-state solution for the blade flapping response is also required. 
The relaxation approach, which is used to obtain an initial condition for the wake 
geometry, requires a steady-state flapping solution not only as a boundary condition 
for the wake, but also for calculating the trim Jacobian matrix. 
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The flapping moment can be calculated by assuming the vertical force is equal to the 
lift, i.e., F; ~ L. Therefore, 
.l\r -e)dL 
lRl -pcCta [Uf8 - UpUr] (r- e)dr ,e 2 
/
·R 1 2 2 -2 - -
-pcC,aQ R [ U rS - U pU r] (r- e)dr 
.e 2 
where the non-dimensional velocities at the blade element at (r, 'I') arc given by 
r . R +psm\jf 
*r-e 
11,+ P R + 11P cos 'I' 
(4.42) 
(4.43) 
(4.44) 
( 4.45) 
( 4.46) 
The second term in the flapping moment contains the product U pU r, which is given 
by 
- - r * (r(r-e)) (,.) * (r-e) UpUT = "'R +A/tsin\j/+ ~ R2 + ~pcos\j/ R + ~11sin\j/ R + ~1t2sin\j/COS\j/ 
(4.47) 
To simplify this expression, each term is associated with an order of magnitude relative 
to an arbitrary small magnitude 0(£). The flapping angle, p, the control angle, 8, and 
the advance ratio, Jl, are assumed to be of order 0( £). Therefore, the above terms are 
UpUT= 
r *r(r-e) ,. * r- e A- + Apsin \j/ + ~ R2 + ~11 cos \JI R + ~psin\j/R + ~/12 sin \j/COS \j/ R 
0(£) 0(£2) O(E) 0(£2) 0(£2) 0( £3) 
( 4.48) 
Based on this ordering scheme, the last three terms in the above equation can be seen 
to be small compared to the first two terms, which are purely aerodynamic in nature 
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(i.e., not directly dependent on flapping angle). These tenns can be neglected for 
simplifying the present analysis. Thus the flapping moment is given by 
lR 1 [-2 r * r(r - e)] -pcC1JJ.2R2 Ur0-A--Apsin\jf-p 2 (r-e)dr(4.49) . e 2 R R 
Therefore, 
[RI * r(r-e) 2 
MpA - .fe 2pcC1aD2R2 p R2 dr 
Mp 
lbQ.2 
Mr>. 1 pcC1 R4 * l 1 2 
_f-'_A - - a p r(r-e) cfp 
lbQ.2 2 lb . e/R 
MpA _ }'. 5 [~ _ ~ (!!_) + ~ (!!_)2 __ I (!!_)4] 
lbD.2 2 4 3 R 2 R 12 R 
(4.50) 
(4.51) 
where y = pcCtaR
4 
is the Lock number. Therefore, the flapping equation can now be 
lb 
written as 
(4.52) 
where the effective Lock number is given by 
(4.53) 
and the non-dimensional aerodynamic flapping moment by MpA = MpA / (hD.2). Note 
that MpA = Mp,/'I'), For a simplified analysis, the higher terms in e/R may be ne-
glected. 
Now, the blade flapping response can be determined using a harmonic analysis. 
Considering only the first harmonic, the blade flapping solution is given by 
(4.54) 
The flapping moment can also described by the harmonic expansion 
(4.55) 
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where the ham1onic components are found by integrating the flapping moment over 
one rotor revolution, i.e., 
(MpJo 
(MpJ1c 
(MpJ1s 
(4.56) 
(4.57) 
(4.58) 
Substituting the harmonic expansion in Eq. 4.52 and equating similar harmonic terms, 
the flapping solution can be written as the solution of the system of equations 
? 
v2 0 0 Po (MpJo+ ~pp p 
0 v2 I Y2 Pie (MpJ1c (4.59) p- 8 
0 Y2 v2 I Pis (Mp,,) Is -8 p-
Therefore, 
2 
Po (MpJo+~PP v2 p (4.60) 
{ P1c } _1_ [ vi -I v;~ I 1 { (MpJ1c } Pis ~ Y2 (MpJ1s 8 ( 4.61) 
where ( 2 )2 (Y2)2 ~= Vp-1 + S (4.62) 
In general, to include higher harmonic flapping, the solution is given by 
? 
Po (Mp,,) 0 +~PP v2 p 
(4.63) 
{ Pnc } _1_ [ vi- n' ·~, 1{ (MpA)nc } V; -8112 Pns ~ 11y2 (Mp,f) /lS 8 (4.64) 
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where 
( 2 2) 
2 ( n"'{2 ) 2 L1= Vp-11 + S (4.65) 
Note that in the above analysis the terms containing the advance ratio, Jl, are ne-
glected and, therefore, this response is most appropriate for hovering flight, and at 
small advance ratios in forward flight. The original response calculation in the work 
of Bagai (Ref. 55) used 
? 
Po 
(MpJo+;PP 
y2 p 
Pie -(MpJ1s (4.66) 
Pis + (MpJ1c 
which is a reasonable approximation withe/ R ~ 0 and Y2 = y ~ 8. 
Effects of Advance Ratio and Hinge Offset on Blade Flapping Response 
In the preceding analysis, the advance ratio was assumed to be small enough such that 
terms involving product of /l and other similar small quantities were neglected. In 
general, all the terms in the expression for UpUr in Eq. 4.47 must be included in the 
solution for the blade flapping motion. In this case, the flapping moment is given by 
M~ lRl 2 2 [-2 r . *r(r-e) r -pcq,n R u 8-A--AJLS111\j/- p 2 -PJICOS\j/-, C 2 R R R 
* r-e ] 
- PJLsin\j/R -P1t2sin\j/COS\j1 (r-e)dr 
{R 1 [* r(r - e)2 r(r - e) 
= M~A - .le 2pcq,n2R2 p R2 + PJLCOS\j/ R (4.67) 
* (r-e)2 ] 
+ppsin\j/ R +pp2sin\j/cOs\j/(r-e) cir 
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Therefore 
' 
where 
"{I [1- ~ m +H~)'] 
-
(4.69) 
'Y 
"{2 [1- ~ (~) +2 (~)' - ~ G)'] 
-
(4.70) 
'Y 
'¥3 [1-3(~)+3(~)'-G)'] 
-
(4.71) 
'Y 
"{4 [1 -2 m + (~)'] :::: (4.72) 
'Y 
Now the flapping equation reduces to 
Assuming only first harmonic flapping, the last term on the LHS oftl1e above equation 
can be expanded using 
p sin 21J1 _ Po sin 2IJI + p1, cos IJISin 2IJI + P1., sin IJISin21J1 ( 4. 
74
) 
.- p
0 
sin2IJI + ~ P1c ( sin 1J1 + sin 31J1) + ~ Pi., ( cos 1J1 - cos 31J1) 
174 
Therefore, the flapping equation can now be written in the form of a set of three equa-
tions by equating the first harmonics, i.e., 
v2 n: (Yt -y3) 0 Po - col ~ (M~Jo+ wPP 
"i.J.p 6 v
2 
-1 ~ "J1. +p2 Y4 8 16 Pie (M~J1c (4.75) 
0 _"11. + Jl2 Y4 8 16 v
2 1 
~- Pis (M~J Is 
Substituting for the value of Po from the first equation into the second equation, 
' 2 
vf3 i~ (Y1 -y3) 0 ~o (M ) uiii ~ p,, 0 + [22' /J 
0 2 1 1/ YI ( ) V - - ;-;, - Yt - y3 [3 vfl 72 
'i1. + Jl2 y~ 8 16 ~le (M ) YI /l (M ) [3..i le - 6 Vfi P .. , 0 
0 _Yl +p2 Y4 8 16 vfi- 1 ~ls (MpJ ts 
(4.76) 
Now the Pie and p ls equations arc decoupled from the Po equation, and can be readily 
solved. The solution is given by 
~ls 
where 
and 
(4.80) 
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For the case of zero hinge-offset, the above equations reduce to a relatively simpler 
form as given by 
~o (4.81) 
~le (4.82) 
~ls (4.83) 
4.2.3 Time-Integration of Blade Flapping Equations 
The transient rotor response couples blade flapping and the wake evolution. Therefore, 
it is necessary to integrate the blade flapping equation of motion coupled with the wake 
equations. The equation of motion of a flapping blade is given by the equilibrium of 
moments about the flapping hinge, as derived in Section 4.2.1. For a rigid rotor blade 
this is given by 
(4.84) 
* 
where the ( ) denotes a derivative with the blade azimuth, \jf, and vp is the non-
dimensional flap frequency. The moment on the RHS of Eq. 4.84 includes the aerody-
namic flapping moment as given by 
!·R Mp=. e dL(r-e) (4.85) 
where dL is the elemental lift on a spanwise blade element. As mentioned previously, 
the blade flapping motion constitutes a boundmy condition for the rotor wake equa-
tions. Therefore, Eq. 4.84 must solved with the wake equations in a properly coupled 
manner. 
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The second-order flapping equation of motion (Eq. 4.84) is reduced to a set of 
first-order equations. This set of equations can then be solved using various standard 
integration methods. The proposed second-order backward time-integration algorithm 
for the wake equations is also used for solving these equations. The results arc then 
compared with other algorithms to demonstrate solution convergence obtained using 
the present algorithm. It must be noted that the flapping equations do not contain an 
* 
explicit damping term (~), however, the aerodynamic damping present in the flapping 
moment, M~, provides sufficient stability to the solution. 
To reduce the flapping equation to a first order system, Eq. 4.84 is rewritten in a matrix 
* form with two variables ~ and ~' 
(4.86) 
which can be written in the general form 
* Y +[M]Y = f (Y(\Jf), 'I') (4.87) 
or 
* Y=F(Y(\Jf),'I') (4.88) 
A number of methods were then examined to integrate the above equations. The sta-
bility and accuracy considerations applied to the wake governing equations in the pre-
ceding section were also applied to the blade flapping equations. Note that Eq. 4.88 is 
mathematically the same as Eq. 3.31. Therefore, the same algorithm (PC2B) used for 
the wake equations was used for blade flapping and a separate analysis is omitted. For 
the sake of completion, a simple test problem is presented here to verify the accuracy 
of the numerical algorithms used. 
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The aerodynamic flapping moment is specified as a periodic function of the form 
(4.89) 
A harmonic balance on the flapping equation, as performed in the previous section, 
shows that the resulting blade flapping angles would also follow a similar cyclic vari-
ation with a constant coning angle (Po) and cyclic flapping angles (Pie and pis), i.e., 
(4.90) 
where the coefficients Po, Pie, and Pis can be related to the aerodynamic moment as 
Po 
Mo (4.91) 
v2 p 
Pie 
Mic (4.92) v2l p-
Pis 
M1s (4.93) v2l p-
Note that in reality the aerodynamic flapping moment provides a significant damp-
ing to the blade flapping motion. However, the flapping moment considered in this test 
problem contains no damping terms. Such a problem is interesting for examining the 
stability of numerical integration methods. The rotor flapping frequency is assumed to 
be constant at vp = 1.1, which corresponds to a rectangular blade with the flap hinge 
located at 14% radius. The flapping moment is assumed to have the form given by 
Eq. 4.89 with 
0 (4.94) 
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Using Eqs. 4.91-4.93 this should result in a cyclic flapping motion with ~o = 5.0° and 
~Is= 1.5°. 
The results obtained using numerical integration methods arc shown in Figure 4.8(a). 
The represcntivc methods used for these solutions are explicit Euler, implicit Euler, 
RK2, RKN, AM4 and the proposed 2nd-order backward method. The flapping integra-
tion was continued for 100 time-periods (\II= 200rr) to verify the solution remains free 
from accumulation of numerical errors leading to instabilities. Except for the Euler 
explicit method, all the other solutions show the expected cyclic behavior. 
The convergence trends are shown in Figure 4.8(b) in the form of the numerical 
error versus discretization. The Euler explicit method does not exhibit the expected 
first-order accuracy because the solution becomes unstable, albeit mildly. The Euler 
implicit solution exhibits convergence with a first-order, while the PC2B (2nd -order 
backward) method exhibits a second-order convergence. For this simple test case the 
AM4 method showed the expected fourth-order accuracy. However, as shown earlier, 
this method may be unsuitable for wake solutions involving high frequency modes 
where the numerical method becomes mildly unstable. 
Teetering/Gimbaled Rotors 
For an articulated or hingeless rotor hub, the flapping motion of each individual blade 
is governed by the flapping equation as derived in the previous section. A teetering 
two-bladed hub design or a gimbaled hub design requires some special considerations. 
This is because, by the nature of the gimbal joint, the flapping motions of different 
blades arc coupled together. Therefore, the equilibrium of flapping moment for each 
blade is depends on all other blades, and the blade flapping solution must be rcdcrivcd. 
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Figure 4.8: Time-integration of blade flapping response with constant (periodic) mo-
ment. (a) Blade flapping solution, (b) RMS error showing convergence. 
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4.2.4 Periodic Solution for a Teetering/Gimbaled Rotor 
In this case, the rotor blades flapping motion is similar to a rigid disk flapping about a 
gimbaled joint. The equivalent flapping moments are calculated for a reference blade, 
say blade 1, and the flapping equation is solved using harmonic balance for this ref-
erence blade. Note that in this case, the flapping moments from all blades have a 
component in the direction of flapping for the reference. This is schematically shown 
in Fig. 4.9 
Let Mt) denote the net flapping moment on the mth blade because of that blade 
itself. Unlike articulated rotors, the flapping moments because of this blade also has 
a component M~11 ) cos \j/111 in the direction of the flapping moment of the reference 
blade - see Fig. 4.9 for the notation. The net flapping moment, for each blade is a 
combination of inertia, centrifugal and the aerodynamic flapping moments, i.e., 
0 for equilibrium (4.95) 
Note that the above equation is same as Eq. 4.73 with the higher harmonic p2 term 
being neglected for simplicity. Now, consider the equilibrium of flapping moments for 
the reference blade. Because of our periodicity assumption, the flapping solution for 
all other blades is the same as the flapping solution for the reference blade. Therefore, 
the equivalent blade flapping moment can be written as 
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Figure 4.9: Schematic showing equivalent flapping moments experienced by a c 
ence blade. 
(4.96) 
Nole that if a flapping spring is used with a teetering/gimbaled rotor, it is not summed 
over the number of blades. The flapping solution for the reference blade is assumed to 
be of the form 
' 
(4.97) 
The flapping motion of other blades bas the same form with the corresponding 
azimuth (4.98) 
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Now, consider the v2p term in the summation in Eq. 4.96, i.e., 
N1, L v~p( 111 l(\j/) COS\j/111 
111= I 
N1, 
v~ L pref (\jf + \j/111 ) cos \j/111 
m=I 
Nb 
V~ L [P1ccos (\jf + \j/111) + Pis sin (\jf + \j/111 )] COS\j/111 
111=1 
N1, 
v~ L [P 1 c ( cos \jf cos \j/111 - sin \jf sin \j/111 ) 
111=] 
+P Is ( sin \j/ cos \j/111 + cos \jf sin \j/111 )] cos \j/111 
N1, 
V~ L [PreJ(\jf)cos2\jf111+( .. ·)sin\j/111 cos\j/111] 
111=! 
Nb 2 
2 vpPreJ(\jf) 
Similarly, other terms in Eq. 4.96 can be simplified to give 
(4.99) 
(4.100) 
Therefore, the equilibrium equation has the same form as that of the flapping equation 
for the individual blades (Eq. 4.52), i.e., 
** Y * (f)eq 2 
R + ~ R +v2 R = Meq + _O _ R 
I-' 8 I-' pt-' PA Q2 1-'P (4,101) 
where an equivalent aerodynamic flapping moment for a reference blade defined as 
with 
2 N1, 
eq _ "'M(m) Mr,. - - L, A COS\j/111 
f'A Nt f'A 
J 111=1 
2rc 
\j/111 = -(m- 1) Nb 
and the equivalent non-rotating flapping frequency 
eq 2 2 2 
ffio = H ffio 
1 V /J 
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(4,102) 
(4,103) 
(4.104) 
With these definitions, the flapping equation can be readily integrated as described in 
the previous section. Note that for a two-bladed rotor, the expression for the equivalent 
aerodynamic flapping moment changes to 
I Nb 
eq " (111) MPA = 2 L. MPA COS 'I'm 111=! 
and similarly for the equivalent non-rotating flapping frequency. 
4.2.5 Time-Integration of Blade Flapping Equation for a 
Gimbaled/Teetering Rotor 
The flapping equation of motion for each blade is given by 
(4.105) 
(4.106) 
where vp is the non-dimensional flapping frequency. For a articulated or a hingeless 
rotor (with an equivalent hinge offset and stiffness) this equation is integrated for each 
individual blade. For teetering or gimbaled rotors, the motion of different blades is 
inherently coupled to each other. For a teetering two-bladed rotor, the flapping angles 
of the two blades arc always equal and opposite. A gimbaled rotor behaves as if it were 
a rigid circular disk with a three dimensional hinge at its center. The Fourier coordinate 
transformation (FCT), also known as multi-blade coordinate transformation, is used to 
solve for these special rotor configurations. 
Two-Bladed Teetering Rotor 
For time integration of the flapping equation of motion at 'I', first the flapping moment 
on each blade is calculated at the azimuthal step (\II- ~\If). In this case, blade 1 is at 
('I'- ~'I') while blade 2 is at (\II- ~\If+ n). Now, a FCT of the flapping angles, rates 
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and flapping moments is performed to give those quantities in the non-rotating frame. 
For a two-bladed rotor this gives 
Po 
* 
~ [ p(ll+p(2)] 
~ [-p(I) + p(2)] 
( 4.107) 
(4.108) 
The FCT of P and M~ is also calculated in the similar manner. Note that in this case the 
* 
flapping moment on the right hand side also contains motion dependent (P, P) terms. 
The FCT of the governing equation for each flapping blade has the same form as 
Eq. 4.106, i.e., 
** P1 +v~P1 =M~, (4.109) 
The coning or collective flapping angle, Po, is identically equal to zero. Therefore, 
only one equation in p1 is integrated in time. After integrating the transformed quanti-
ties, the flapping angles for individual blades are reconstructed using the inverse FCT 
relations, i.e., 
p(I) =-P1 
*(I) * 
P = -Pi 
Gimbaled Rotor 
p(2l = P1 
*(2) * 
P =P1 
(4,110) 
(4.111) 
For a gimbaled rotor, there are two degrees of freedom, Pie and P1.1·. Therefore, in 
the FCT transformed set of equations are solved for the first harmonic components Pie 
and Pis, Again, the coning as sell as other harmonics are identically zero. The FCT 
relations in this case are given by 
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2 Nb 
Pie - - L, p(m) cos\lfm 
(4.112) 
Nb m==I 
2 Nb 
Pis :::: - I, p(m) sin\11111 
(4.113) 
Nb m==I 
* 
2 N, [,(ml l 
Pie :::: 
ti ~ P cos\jlm _ p(ml sin\jlm (4.114) 
b m==I 
* 
2 N, [,(ml l 
Pis -
ti ~ p sin \jf,,, + P (ml cos \jf,,, (4.115) 
b m==I 
The FCT of the flapping moment, Mp is calculated in the same manner asp. 
Note that in this case, the transformed governing equations are different from the 
original flapping equations (Eq. 4.106). The transformed equations arc given by 
(4.117) 
Although the original equations are decoupled, the two equations in the non-rotating 
frame arc coupled through the flapping damping term. To integrate these coupled 
equations the same approach as the the rotating-frame equations is followed. The 
equations are written in the form of a system 
O
f O DEs, 
* 
* 
vi-1 0 
Pie Mic 
Pie 0 2 * 
* 
-vi-1 Pis 
Mis 
d Pis -2 
0 0 
-
(4.118) 
d'tf 
+ 
Pie 0 
Pie 1 0 
0 0 
Pis 0 1 
0 0 
Pis 0 
This can be written in the form of a generic ODE, i.e., 
(4.119) 
y +[MJY::::: f 
1s6 
or 
* Y= F (Y, \jf) (4.120) 
This can be readily integrated in time (blade azimuth) using the same algorithm used 
for the rotor wake or the individual blade flapping equations (see Sections 3.2.2 & 4.2.3). 
Finally, the rotating frame flapping angles and rates are reconstructed using inverse 
FCT relations 
p(m) 
* 
P(ml 
4.3 Summary 
Pie cos \j/111 + P ls sin \j/111 
(Pie +Pis) COS\j/111 +(Pis-Pie) sin\j/111 
(4.121) 
(4.122) 
This chapter has focused on two sub-systems of the rotor problem, which arc solved 
together with the wake equations. As mentioned in the Introduction (Section 1.1 ), the 
three sets of equations describing the free-vortex wake, the blade flapping motion, and 
the blade lift, are highly inter-dependent, and must be solved in a properly coupled 
manner. 
The Weissinger-L method used for the lift solution is a reduced-order lifting surface 
method with only one chord-wise panel. The Weissingcr-L solution for blade bound 
circulation is related to the blade lift through an application of the Kutta-Joukowski 
theorem. Although the theoretical basis for the model is inviscid incompressible flow, 
compressibility and viscous effects can be included using an empirical airfoil lift and 
drag model. 
The equation for blade flapping motion was derived assuming a rigid blade with 
a flapping hinge. For consistency, a periodic solution was used with the steady-state 
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(relaxation) wake methodology, whereas a time-integration strategy was used with the 
time-accurate wake. The flapping equation is written in the same form as the wake 
governing equations, and solved using the same algorithm. A verification of solution 
accuracy was performed, but a detailed analysis of stability was omitted because it is 
similar, in principle, to the stability analysis in Chapter 3. The special considerations 
necessary to model teetering/gimbaled rotor hubs have also been described in detail. 
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Chapter 5 
Results & Discussion: Steady-State Wake Model 
In the previous chapters, the numerical methodology for the rotor wake problem was 
examined using mathematical concepts of accuracy and convergence. In this chapter, 
the results obtained using the methodology are validated against experimental mea-
surements. This serves to validate the physical aspects of the modeling involved in 
the present work. First, the steady-state wake geometry results arc presented because 
steady-state experimental results are easier to obtain than unsteady (time-dependent) 
measurements. Also, as it was shown previously, the time-accurate solution approaches 
the same steady-state solution after sufficiently long time (rotor revolutions). There-
fore, the validation studies presented in this chapter arc equally applicable to the time-
accurate solution methodology. 
5.1 Small Scale Rotors in Hover 
In this section, the predictions obtained using the free-vortex wake analysis arc val-
idated using measurements performed at University of Maryland (Ref. 72). In these 
experiments, the wakes generated by one- and two-bladed teetering rotors were ex-
amined. These rotors were small-scale with a nominal tip Mach number of 0.3. The 
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wake geometry was documented using flow visualization, while the velocity field mea-
surements were performed using laser Doppler velocimetry (Refs. 89, 90). The rotor 
geometry and operating conditions for the two rotor configurations are summarized in 
Table 5.1 
Table 5.1: Operating conditions for the two rotor configurations. 
Rotor One-bladed Two-bladed 
Number of blades, Nb 2 
Rotational speed, Q 2100 rpm, 35 Hz 2010 rpm, 33.5 Hz 
Blade radius, R 406.4 mm 406.4 mm 
Blade chord, c 42.5 mm 42.5 mm 
Collective pitch, So 40 50 
Thrust coefficient, Cr 0.003 0.006 
Blade loading, Cr/cr 0.09 0.09 
Predictions of the rotor wake geometry obtained using the present analysis arc 
shown in Fig. 5.1, along with the experimental measurements obtained using light 
sheet flow visualization. The free-vortex wake results in this section were calculated 
using a discretization level of Li\jf =Lis= 5°. Figure 5.l(a) shows results for the 
one-bladed rotor, where a good agreement is found between the predictions and the 
measurements. Figure 5 .1 (b) shows similar results for the two-bladed rotor. In the 
flow visualization results only the tip vortex geometry from one reference rotor blade 
is shown. The tip vortex locations for the second blade are identical (symmetric) by 
virtue of wake periodicity. Again, the free-vortex wake predictions show a good agree-
ment with the experimental observations. 
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The time-averaged rotor induced inflow, i.e., the averaged velocity in the TPP, was 
also measured. These results are shown in Fig. 5.2 for the two rotors. The inflow 
was found to have an almost linear distribution over most of the blade span. This is 
expected because the rotor blades are rectangular and untwisted. The free-vortex wake 
predictions predict this basic trend very well. Near the blade tips, a small upwash 
induced velocity was measured in the experiments. This is because of the contracting 
vortical wake below the rotor. Because the wake geometry was accurately predicted 
by the free-vortex wake analysis, this effect is also predicted well. 
The blade bound circulation was also derived in these experiments using a contour 
integration technique using the velocity field measurements (Ref. 89). It was found that 
for the one-bladed rotor, the bound circulation was independent of the choice of con-
tour, and was representive of the blade lift through application of the Kutta-Joukowski 
theorem. The blade lift derived in this manner from the experimental measurements 
is shown in Fig. 5 .3 in the form of CiM2. The free-v01iex wake predictions show a 
good agreement with the measurements, especially in terms of location and magni-
tude of the maximum lift. The approximately linear lift distribution along the span is 
also expected based on simple blade-element considerations for untwisted, rectangular 
blades. 
Figure 5.4 shows similar spanwise lift distribution for the two-bladed rotor. In 
this case, the free-vortex wake predictions were found to be significantly different 
from the experimental measurements. It was suggested in Ref. 89 that because of 
the interference effects of closely spaced tip vortex filaments, these bound circulation 
measurements may not be representive of blade-lift for the two-bladed rotor. The 
measured values for the one-bladed rotor are also shown as a reference. The one- and 
two-bladed were operated at almost the same blade loading. Therefore, each blade 
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Figure 5.2: Time-averaged rotor induced inflow distribution: LOY measurements and 
free-vortex wake predictions. Experimental results from Ref. 72. 
of the two-bladed rotor would generate a loading distribution essentially the same as 
that for the one-bladed rotor. It is interesting to note that the lift prediction using the 
free-vortex wake analysis shows the same trend as that for both one- and two-bladed 
rotors. This confirms that the measurements of bound circulation for the two-bladed 
rotor are not representive of the blade lift, as suggested in Ref. 89. 
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s.2 Mach-Scaled Rotors: Hover & Forward Flight 
s.2.1 Wake Geometry 
In this section, the steady-state predictions obtained using the free-vortex wake anal-
ysis are compared with experimental results for Mach-scaled rotors. Comparisons are 
shown for the tip vortex geometries, induced inflow, as well as for performance trends. 
Clearly, the accurate prediction of the wake geometry is essential for predicting the 
rotor induced velocity field and the blade airloads. Therefore, the accuracy of wake 
geometry predictions is first examined through comparison with experimental mea-
surements. The experimental results presented in this section, although from different 
sources, correspond to essentially the same configuration - tl1e Langley 2MRTS ro-
tor (Refs. 91-93). 
Figure 5.5 shows a comparison of predicted and experimental wake boundaries in 
a plane passing tJJrough the longitudinal centerline of the rotor. The free-vortex wake 
results were calculated using a discretization level of '1.\/f = ,1( = 5°. The experimental 
results, for the wake boundary are documented in Ref 85, where a four-bladed rotor 
With radius R = o. 8255 m and chord c = 0.0635 m was used. The blades had a rect-
angular planform with a linear twist of -13°, and the rotor was operated at I 980 rpm. 
The wake geometry changes significantly during the transition from hovering to for-
ward flight, and so these cases provide a good general test for evaluating the capabil-
ities of the wake model. Note that in hover, at least in principle, the rotor wake wake 
is fully · . I ti·ce however this may not be the case. The results in 
ax1symmetnc. n prac , ' 
Fig 5 5 1 11 metI·y in the }Jovering wake boundary. Such observed · . s 10w some sma asym 
asymmetry in hovering rotor wake may be caused by tl1e asymmetry of the rotor In1b 
fixtures and other support structures. 
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The results in Fig. 5.5 show that as the advance ratio increases the wake is quickly 
skewed backward by the on-corning freestream flow velocity. The interesting feature 
on the front of the rotor disk is that the vortices are initially convected above the TPP 
- sec Fig. 5.5(a). As the vortices convect further downstream, they begin to descend 
toward the TPP and ultimately closely interact with the blade(s). This leads to a per-
pendicular BVI event. Therefore, the prediction of the wake geometry in such cases is 
especially important. The present free-vortex wake analysis predicts this initial upward 
convection of the tip vortices very well. 
At the rear of the rotor disk, the overall downwash velocity is higher and the vor-
tices remain well below the TPP. Again, as shown in Fig. 5.5(b), the free-vortex wake 
predictions show a high sensitivity to small changes in advance ratio. The free wake 
results appear to somewhat underpredict the streamwisc (along the x-axis) displace-
ments. Part of the reason for this discrepancy may be because of the asymmetry of 
the experimental set-up, which is evident from the wake boundary in hovering flight 
as mentioned previously. However, the overall agreement between the predictions and 
the experiments was good. 
Figures 5.6 and 5.7 show the top (plan) and side views of the rotor wake in forward 
flight at an advance ratio of p = 0.15 and a thmst coefficient of Cr = 0.008. The rotor 
shaft is tilted forward at an angle of three degrees, i.e., as= -3°. The blade geometry 
is the same as that discussed earlier. The trajectories of tip vortices from each blade arc 
plotted separately to improve clarity. The predicted trajectories are compared with the 
measured tip vortex displacements from Ref. 94. When viewed from top, the tip vortex 
trajectories show ve1y small relative distortions from their epicycloidal fom1. Only at 
the lateral edges of the wake some distortion is seen because of the roll-up between 
individual vortices, and the formation of "super vortices" or vortex bundles. The small 
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radius of curvature of the wake filaments in this region requires a small discretization 
level in the wake modeling. 
Although the streamwise displacements closely resemble an epicycloidal form, the 
vertical displacements of the tip vortices are significantly different than those given 
by a rigid wake (undistorted helix). This is shown in Fig. 5.7 in the form of a side 
view of the tip vortex geometry. The tip vortices remain axially ve1y close to the TPP 
at the front of the rotor disk. This is especially important from the point of view of 
predicting any possible perpendicular BVI events. The free-wake predictions show a 
good overall agreement with the experimental results. 
Figures 5.8 and 5.9 show similar results at a higher advance ratio of p = 0.23. In 
this case, because of the higher streamwise convection velocity, the top view of the 
wake geometry very closely resembles the epicycloidal fonn. The vertical displace-
ments, however, are still significantly different than those for an undistorted helical 
wake. Again, the free-vortex wake results were found to accurately predict the wake 
geometry. 
5.2.2 Rotor Induced Inflow 
One of the salient features of the free-vortex wake methodology is its ability to predict 
the highly non-linear rotor induced velocity field without any significant assumptions 
regarding the geometry of the vortical wake. The ability to predict the inflow dis-
tribution accurately also implies a better overall rotor perfonnance and blade loads 
prediction capability. In this section, the inflow predictions using the free-vortex wake 
analysis are compared with experimental measurements from Refs. 91-93. The in-
duced velocities were measured one chord above the TPP using a laser Doppler ve-
locimetry system. Again, the rotor blade geometty was the same as the two rotors 
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discussed earlier in this section. 
The longitudinal inflow distribution, as given in Fig. 5.10, showed a somewhat 
linear trend with an upwash on the front of the rotor <lisle The free-vortex wake pre-
dictions also show the same basic trend. Note that these experiments were performed 
with a rotor and a fuselage and, therefore, the results may not be considered to be truly 
rcpresentivc of an isolated rotor. The lateral inflow distribution, as shown in Fig. 5.11, 
shows a relatively more uniform distribution. The lateral inflow gradient is seen to 
increase only slowly with increasing advance ratio. There is also a rapid reduction in 
inflow near the tips, with small regions of upwash. A linear inflow model would fail to 
predict this high upwash region. However, the free-vortex wake analysis predicts such 
a distribution of inflow very well. 
Although the lateral inflow distribution showed significant differences from a sim-
ple linear inflow model, the longitudinal inflow could be reasonably represented by 
such models. The inflow predictions obtained using the free-vortex wake predictions 
arc plotted in Figs. 5.12 and 5.13 as the inflow coefficients of a linear inflow model. 
In this case the inflow distribution over the rotor disk can be represented with a mean 
inflow, Ao, and lateral and longitudinal (lienar) inflow gradients, kx and l\v, i.e., 
(5.1) 
The linear inflow gradients, kx and ky, give weighting functions representing devi-
ations of the inflow from the basic uniform inflow predicted using simple momentum 
theory. Figure 5.12 shows the uniform inflow component, Ao, normalized with the 
hovering mean inflow value, A1,. Corresponding results obtained using a simple mo-
mentum theory are also shown for comparison. The momentum theory results are 
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given by the equation - see, e.g., Ref. 2 
1 p 1 p ( )4 ( )2 4 'A.1, + 1 - 2 'A.1i (5.2) 
THe results shown Fig. 5 .12 represent only the mean inflow portion of the inflow given 
by the above equation (Eq. 5.2). It is apparent that at least for the mean induced inflow, 
both momentum theory and vortex theory, i.e., the present free-vortex wake analysis, 
give qualitatively the same results. Note that the momentum theory inflow coefficients 
arc, in general, slightly smaller than those given by the free-vortex method. 
Figure 5.13 shows the linear inflow coefficients extracted from the free-vortex wake 
predictions of inflow. These results are compared with one commonly used linear 
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inflow model - the Drees model. In Drees's model, the inflow gradients are obtained 
using a variation of the vortex theory, and are expressed as a function of the wake skew 
angle (Ref. 76, Ch. 4, pp. 139-141). At low advance ratios, both results agree with 
each other. However, at higher advance ratios, the free-wake results show significant 
differences. Part of the explaination for this difference lies in the fact that at higher 
advance ratios with a low shaft tilt of 3°, there are strong BVI like interactions. These 
effects are illustrated in Fig. 5.14 with increasing advance ratio. Clearly, as the inflow 
distribution increases in complexity, a simple linear inflow model is insufficient to 
properly describe the induced velocity field at the rotor. However, the present free-
vortex wake analysis can accurately predict these localized effects. 
As shown in Fig. 5.14 for an advance ratio of p = 0.2, the results show significant 
interaction between the vortical wake and the rotor, which is apparent from the strong 
perturbations in the inflow on the front of the rotor disk. For advance ratios lower than 
this, the inflow distribution was found to be approximately linear over the rotor disk. 
Small deviations from the linear inflow trend occur only near the blade tips because of 
the rapid loss lift near the blade tips. At higher advance ratios, however, the induced 
velocity distribution at the rotor is very complex because of close vortex interactions. 
Therefore, a simple linear inflow model, such as the Drees model cannot adequately 
describe the rotor induced velocity field under these flight conditions. 
5.2.3 Performance Calculations 
Historically, one motivation for the continued development of free-vortex wake meth-
ods has been an improved hover performance prediction capability. In this section, 
the present free-vortex wake analysis is applied to performance predictions for the 
Mach-scaled rotor configurations described in the previous section. The experiments 
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of Ref. 95 examined the effects of blade planform variation on the hovering rotor 
performance. Some of these experimental results are now used to validate the free-
vortex wake predictions using the present analysis. The performance predictions pre-
sented in this section used free-vortex wake calculations with a discretization level of 
~\\I= ~S = 10°. This discretization level was found to be sufficient for predictions of 
rotor airloads and performance. 
Figure 5 .15 shows the power required and the figure of merit (FM) for a four-
bladed rectangular planform hovering rotor at different thrust coefficients. The figure 
of merit for a hovering rotor is defined as the ratio of the ideal rotor power to the ideal 
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required induced power, i.e., 
3/2 
FM = Pideal = CT / v2 
Pactual Cpactua/ 
(5.3) 
The power required was found to increase with rotor thrust with an approximate ~/2 
trend, which is consistent with simple momentum theory (Refs. 2, 76). Because the 
rotor blades arc rectangular and twisted, the basic performance trend is the same as 
that predicted using simple blade element/momentum theory. The figure of merit also 
increased with the rotor thrust, and in this case reaches a maximum value at approxi-
mately a thrust coefficient of Cr = 0.009. At higher thrust levels, the figure of merit 
showed a gradual decrease because of increasing profile power as a result of boundary 
layer thickening and the onset of stall. 
It should be noted that although the induced power is a major component in the 
total power required, the profile power is an important factor in predicting the rotor 
figure of merit. Therefore, an accurate airfoil drag model plays an impo1iant role in 
determining the rotor figure of merit. Figure 5.16 shows the effects of airfoil drag 
modeling on the free-vortex wake performance predictions. A simple drag model was 
used to calculate sectional drag using Eq. 4.28, i.e., 
(5.4) 
This model model with a only a constant drag coefficient Cc10 and D1 = D2 = 0 under-
predicts the power required and, therefore, overpredicts the figure of merit at higher 
thrust. A slightly improved drag model with a quadratic term in angle of attack 
(D2 = 0.4) showed significant improvements in performance predictions. Such a drag 
model is required even when using a simple blade element/momentum theory for per-
formance predictions - see, e.g., Ref. 2. 
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Experimental measurements from Ref. 95. 
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Figure 5 .16: Effects of airfoil drag model on the rotor figure of merit prediction. Ex-
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The present analysis uses a rotor trim procedure, which is explained in Appendix B. 
In this case, an isolated rotor is trimmed by ensuring that the rotor thrust equals the 
desired value, and that the rotor TPP remains perpendicular to the shaft. Such a simple 
trim analysis is especially useful for examining isolated rotors. In hovering flight the 
trim analysis essentially calculated the collective pitch required to obtain a given tluust. 
This collective pitch input required to obtain different rotor thrust levels is shown in 
Fig. 5.17. The experimental values from Ref. 95 are also shown for comparison. Note 
that the rotor thrust shows an almost linear variation with the collective pitch, except 
at very low thrust levels. The free-vortex wake predictions also give this basic linear 
trend. However, the rotor thrust at a given collective pitch is slightly overpredicted. 
It is interesting to note that the difference between the experimental values and the 
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Figure 5.17: Collective pitch as a function of rotor thrust. Experimental measurements 
from Ref. 95. 
numerical predictions is almost constant for thrust values. Note that the present results 
used a symmetric airfoil model whereas the blades used in the experiments had a cam-
bered section. Therefore, a simple correction for the zero-lift angle of attack of the 
airfoil is necessary to give better predictions of the collective pitch inputs. 
Ref. 95 presents results from different blade planform to evaluate the effects on 
hover performance. A baseline rectangular blade planform was compared to tapered 
plan form shapes. It was found that a tapered tip was found to give some improvements 
in hover performance. Free-vortex wake predictions for such a tapered tip are shown 
in Fig. 5.18. Experimental results as well as the results corresponding to rectangular 
blades arc shown for comparison. The spanwise lift distribution is modified because 
of the tip taper resulting in some reduction in the induced power. 
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In Fig. 5.18(a), it can be seen the measured power is lower for the tapered tip as 
compared to the baseline rotor with rectangular blades. The free wake predictions ac-
curately predict this beneficial effect of tip taper. Note that although there are some 
quantitative differences between the measurements and predictions, the relative bene-
fits of tip taper are predicted correctly. Figure 5.18(b) shows the figure of merit values 
derived from the measured data and the free wake predictions. Again the relative im-
provement in figure of merit because of a tapered tip is correctly predicted. 
Finally, the present analysis is applied to predict rotor performance in forward 
flight. Figure 5.19 shows the power required as a function of advance ratio. Results 
obtained using the classical rigid wake model are also shown, along with experimental 
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measurements from Ref. 85. At high advance ratios (jL > 0.2) both the free-wake 
and rigid wake predictions are almost identical. This is because at such high advance 
ratios, the rotor inflow is dominated by the freestream convection velocity and the 
wake-induced inflow is relatively small. However, at low advance ratios the rigid wake 
substantially overpredicts the power required. The present free-vortex wake analysis 
shows a better agreement with experimentally measured values. 
5.3 Multiple Rotors 
The free-vortex wake results presented in this dissertation have concentrated mostly 
on single rotor configurations. However, the analysis developed in the present work is 
readily extended to multiple rotor configurations. The performance prediction capa-
bilities described in the previous section can be extended to examine twin-rotor con-
figurations such co-axial, tandem or side-by-side rotors. The time-accurate wake solu-
tion can then be applied to study tilt-rotor transitions between helicopter and propeller 
modes. In this section, preliminary results for multi-rotor configurations are presented 
to demonstrate the capabilities of the present analysis. 
5.3.1 Tandem Rotors 
Many heavy-lift helicopters use a tandem rotor configuration because all the available 
power can be used for generating lift, with no anti-torque devices. The two rotors 
rotate in opposite directions resulting in no net torque on the helicopter. However, 
the induced power of the partly overlapping rotors is higher than that for two isolated 
rotors because of rotor interference effects. The present analysis incorporates opposite 
rotations through the transformations between fixed and rotating frames as described 
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in Appendix C. The rotor interference effects are then included in the solution process 
by means of interactions between the two rotor wakes. 
A momentum theory analysis of tandem rotors is based on the idea of overlapping 
areas of the rotor disks - see Ref. 2, Ch. 2, pp. 71-73. With no vertical spacing between 
the rotors, the overlap area of two rotors separated by a distance d (see Fig. 5.20) is 
given by A 01 • = mA, and can be shown to be 
2 ( c1 . e) 111 = rr e - D sm - d where 0 = cos I -D (5.5) 
and D is the rotor diameter. Application of momentum theory then gives the induced 
power overlap factor as 
Kov = P;t~ndcm = 1 + Ill ( J2 - 1) 
2Plsingk 
(5.6) 
This result is shown in Fig. 5.20 for increasing separation distance. Note that the 
momentum theory is based on overlap areas and, therefore, predicts no interference 
effects for d / R 2: I. Experimental results, however, suggest that some interference 
effects arc present even though the rotors have no overlapping area. 
A similar result is predicted by the present analysis, which shows that ford/ D = 
1.0 the interference between the two rotors gives a slightly higher induced power with 
Kov = 1.02. This is because the vortical rotor wakes interact with each other resulting 
in wake distortion effects which tend to slightly increase the induced power. An exam-
ple of such wake distortions is shown in Fig. 5.21 where the two rotor are just touching 
each other with d / D = 1.0. The wake geometries presented in this section were calcu-
lated using a discretization level of ~\JI = ~~ = 10°. The interactions between the two 
rotor wakes are clearly evident along the edge between the two rotors. 
Another interesting observation made in the experiments with tandem rotors in 
hover was that the overlap factor may be less than unity over some range of separation 
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separation distance, d / D = 1.0. 
distances. This implies that the corresponding tandem rotor configuration would be 
more efficient than two isolated single rotors. Therefore, the rotor interference effects 
can potentially be beneficial to the overall perfomrnnce of the helicopter. The present 
analysis can be potentially applied to study these effects and to help designing more 
efficient tandem or side-by-side configurations. 
5.3.2 Ground Effect 
Rotor performance is significantly affected by the presence of ground, which may 
constrain the development of the rotor wake. This "ground effect" is a concern for 
both actual flight operations and wind-tunnel tests. For a hovering rotor close to the 
221 
ground, the rotor wake expands quickly as it approaches the surface. The slipstream 
boundary rapidly expands near the ground plane, thereby decreasing the slipstream 
Velocity. Co1Tcspondingly, the rotor induced velocity field is also altered resulting 
in a larger rotor thrust in ground effect (IGE) to that out of ground effect (OGE). The 
present methodology can be applied to study the ground effect phenomenon by using a 
twin-rotor configuration to simulate "mirror-image" rotors with respect to the ground 
plane. Two rotors arc oriented such that the thrusts are in opposite directions. The 
rotors arc also counter-rotating to obtain mirror symmetry about the ground plane. An 
example of the predicted wake geometry in hover IGE is shown in Fig. 5.22. The wake 
expansion near the ground plane is clearly evident from these results. Corresponding 
predictions of thrust and power may then be used for quantifying the IGE hovering 
rotor performance. 
An example of ground effect in forward flight is shown in Fig. 5.23 for a four-
bladed rotor at an advance ratio of 0.1. The rotor is located at one and a half rotor radii 
above the ground plane. Another "mirror-image" rotor is located one and a half rotor 
radii below the ground plane. This second rotor rotates in a sense opposite to that of the 
first rotor and the thrust direction is vertically downward. The rotors operate at a thrust 
coefficient of Cr= 0.008, advance ratio of p = 0. I with a forward shaft tilt of as= 10°. 
The side view of the resulting rotor wake structure, as shown in Fig. 5.23(a) suggests 
significant wake distortions in the region when the wake approaches the ground plane. 
These distortions also influence the development of the wake upstream and closer to 
the rotor, and can potentially affect the rotor performance. The tol"J view of the ro-
tor wake shown in Fig. 5.23(b) clearly illustrates the wake expansion resulting from 
ground effect. Ground effect also appears to alter the roll-up of rotor wake into vortex 
bundles or "super-vortices," leading to further wake distortions. 
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Figure 5.22: Predicted wake geometries using two rotors to simulated ground effect in 
hover, Cr= 0.008, Nb= 4. 
The free-vortex wake results shown here for multi-rotor configuration demonstrate 
the ability of the present methodology to analyze such rotor systems. There are count-
less number of combinations of twin-rotor systems of practical interest, and a detailed 
numerical study of these is beyond the scope of the present dissertation. These pre-
liminary results are presented mainly to bring out possible future applications of this 
work. 
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5.4 Summary 
The emphasis of the present chapter was on validating the steady-state predictions ob-
tained using the rotor wake analysis developed in this dissertation by comparison with 
experimental data. Experimental measurements from several different sources were 
used to demonstrate the ability of the free-vortex wake analysis to model rotor flow 
fields of practical interest. The correlation study included comparisons of tip vortex 
trajectories obtained using flow visualization techniques, rotor induced velocity field 
measurements, and also isolated rotor performance measurements. Applications of the 
present methodology to multiple rotor configurations was also demonstrated. In gen-
eral, it was found that the steady-state free-wake model gave good qualitative agree-
ment with the experimental measurements. Quantitative agreement was also found to 
be good with only a small discrepancies. Such discrepancies may be associated with 
not only the uncertainties in experimental measurements, but also the lack of modeling 
of some viscous and compressible phenomenon in the rotor wake. However, in spite of 
such discrepancies, the present free-vortex wake analysis is able to properly represents 
all physical trends of the wake structure and the induced velocity field. 
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Chapter 6 
Results & Discussion: Time-Accurate Wake Model 
As shown in Chapter 5, the steady-state (periodic) predictions of the wake gave good 
agreement with experimental measurements of wake geometries, induced velocity 
fields as well as rotor performance, for helicopter rotors operating in steady-state flight. 
In the present chapter, transient (maneuvering) results obtained using the time-accurate 
solution methodology are presented. The results are compared with experimental mea-
surements obtained under time-varying (non-steady, maneuvering) flight conditions. 
First, the dynamics of the rotor wake response following a step increase in collective 
pitch is examined, and compared with experimental measurements for the time histo-
ries of the rotor thrnst, blade flapping angles and induced inflow. Then, the same idea 
is extended to steady oscillatmy (constant excitation frequency) blade pitch inputs, 
and the resulting dynamic rotor induced inflow predictions are again validated against 
experimental measurements of the inflow frequency response. 
6.1 Aperiodicity of the Hovering Rotor Wake 
Under ideal conditions, the rotor wake is axisymmetric in hovering flight. This implies 
that the trajectories of all the tip vortices do not vary with azimuth in a blade fixed 
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coordinate system. The numerical solutions calculated free-vortex wake methods (both 
the relaxation and the stable PC2B time-marching algorithms) also show this behavior, 
as shown previously in Section 2.1. However, experimental observations using various 
flow visualization techniques always show evidence of some aperiodicity in the rotor 
wake - sec, e.g., Ref. 72. Aperiodicity means spatial deviations of the phase-resolved 
locations of the tip vortices relative to the blades. This aperiodic motion of the tip 
vortices, which is often erroneously termed as wandering or meandering, may lead to 
errors and uncertainties when performing experimental measurements based on phase-
resolved ensemble averaging techniques. It is also observed that the magnitude of 
aperiodicity increases with the vortex age (Ref. 67). The cause of the aperiodicity in 
the rotor wake is, however, not yet completely understood. 
It was shown in Chapter 2 that the hovering rotor wake is in unstable equilibrium. 
Therefore, based on the linearized stability analysis in Section 2.2, any small distur-
bances in the rotor flow field would grow exponentially with time. As the rotor wake 
vortices convect below the rotor in its induced velocity field, the growing disturbances 
would be continuously translated away from the rotor. At least part of the aperiodicity 
in the phase-resolved locations of the rotor tip vortices can be explained based on such 
growing unstable deformation modes. The initial disturbances present in the flow field 
that initiate these growing unstable modes may be a result of several artifacts of indi-
vidual experimental setup, e.g., wall interference, flow turbulence, etc. However, the 
growth rate of these initial disturbances can be predicted using the eigenvalue analysis 
of the rotor wake (see Section 2.3). 
Figure 6.1 shows the measured variation of the aperiodicity of the tip vortex loca-
tion (that is, the deviations from a purely periodic behavior) as a function of increasing 
vortex age for two rotor configurations. The measurements are in the blade-fixed co-
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ordinate system. Figure 6.1 (a) is for the baseline two-bladed rotor (Ref. 66), while 
Fig. 6.1 (b) is for a deliberately mistracked rotor. Note that mistracking of the two 
blades produces a source of I/rev aerodynamic excitations to the rotor wake. The op-
erating conditions for these rotors have already been described in Section 2.5.1. The 
eigenvalue analysis of Section 2.3 gives a maximum growth rate of 53. 7 sec- 1 for 
the baseline rotor and 55.5 sec- 1 for the mistracked rotor corresponding to the most 
unstable wake deformation mode, i.e., the deformation mode with the highest growth 
(divergence) rate. It was shown in Chapter 2 that the most unstable defonnation mode 
for a two-bladed rotor corresponds to the vortex pairing phenomenon- see Section 2.5. 
It is clear from Fig. 6.1 that the aperiodicity increases with vortex age, as predicted by 
the eigenvalue-based stability analysis. Notice that a logarithmic ordinate is used in 
these plots to bring out the exponential growth rate associated with the phenomenon. 
As mentioned earlier, the initial disturbances that initiate these growing unstable 
modes may be affected by several different factors, including random disturbances as-
sociated with flow turbulence. These disturbances may not, in general, be repeatable 
from test to test. Figure 6.2 shows results for the aperiodicity of the wake of the base-
line two-bladed rotor as derived from two flow visualization experiments performed on 
the same rotor setup. The results are presented in the form of variance in the tip vortex 
locations, i.e., average deviation from a mean (periodic) wake structure. Figure 6.2(a) 
shows results corresponding to the experiments reported in Ref. 66, while Fig. 6.2(b) 
shows similar results corresponding to a second set of experiments performed using 
the same experimental set-up that was used to verify repeatability (Ref. 66). It is in-
teresting to note that the magnitude of the disturbances are different in the two cases. 
However, it is equally interesting to note that the growth rate for both cases remains 
unchanged and is repeatable. The growth rate predicted using the eigenvalue analysis 
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showed good agreement with both sets of experimental results. These results confirm 
that the unstable disturbance modes and the associated growth rates are a physical 
characteristic of rotor wakes. This also verifies that the linearized stability analysis 
correctly predicts the initial growth rates associated with any disturbances made to the 
rotor wake. 
It was shown in Section 2.6 that the numerical solution to the rotor wake problem 
obtained using the PCC scheme showed vortex instabilities originating from numeri-
cal truncation errors. Therefore, it is only fortuitous that these numerical instabilities 
mimic the physically observed instabilities, particularly the vortex pairing instability 
mode. It is possible, however, to use the stable PC2B scheme to attempt to predict 
such instabilities. This can be done by explicitly modeling disturbances in the rotor 
flow field. It is, in general, impossible to accurately represent all of the actual dis-
turbances present in any experimental set-up, but several numerical strategies can be 
adopted to replicate such disturbances. A qualitatively reasonable approximation is 
to include some random perturbation velocities to represent flow turbulence and other 
disturbances present in the flow field. For example, three types of disturbances can be 
considered: 
Disturbance I: A random disturbance of magnitude 1 x 1 o-s is applied to the entire 
wake geometry after every time (azimuthal) step. Because all calculations are 
performed using double precision arithmetic, this can be easily accomplished by 
truncating the results to single precision after each time step. The truncation in-
troduces pseudo-randomness into the solution and so represents a simple model 
of flow turbulence. 
Disturbance 2: A relatively larger magnitude (l x 10-4) disturbance is added below 
the first wake turn after each time step. The disturbance field is assumed to be 
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sinusoidal with vortex age. This once-per-revolution variation is representive of 
blade mistracking or flow disturbances originating from rotor support structures, 
an airframe, etc. 
Disturbance 3: A sinusoidal disturbance with a large magnitude (1 x 10-2) applied 
to the far wake (below sixth wake tum) after each time step. This is reprcsen-
tive of various turbulent phenomena occurring in the rotor far wake, which may 
possibly lead to vortex breakdown and transition to a turbulent jet-like flow field. 
The numerical solutions found after 15 rotor revolutions as obtained with these 
representive disturbances, is shown in Fig. 6.3. The experimentally measured tip vor-
tex locations are also plotted for comparison. It is significant to note that although the 
three disturbance sets were substantially different, only the most unstable deformation 
mode of the wake (i.e., the vortex pairing mode described in Section 2.5) is predom-
inantly excited in all three cases. This instability is qualitatively similar to the vortex 
pairing that has been observed in experiments (Refs. 14, 40, 66). However, note that 
the onset of pairing in the numerical solutions occurs at a later vortex age as com-
pared to the experiments. In fact, any level of agreement with the experiments could 
be obtained by a different choice of the disturbance velocity field. The purpose here 
is to emphasize that by modeling some random disturbance field, physically realistic 
instabilities of the wake can be predicted using the time-accurate wake solution. 
For clarity, the numerical results are shown in Fig. 6.4 in the form of deviations 
from the mean (time-averaged) tip vortex trajectories. This plot essentially shows the 
aperiodicity of the rotor wake resulting from the disturbances. Again, the growth of the 
aperiodicity with vortex age shows a trend fully consistent with the eigenvalue analy-
sis, confirming that the aperiodicity docs indeed stem from the growth of disturbances 
present in the rotor flow field. 
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6.2 Response to Collective & Cyclic Pitch Inputs 
6.2.1 Step Increase in Collective Pitch 
The time-accurate free-wake model was applied to solve for the transient rotor wake 
dynamics following an elementary maneuver in the form of a sudden increase in the 
rotor collective pitch. This is a classic transient problem used to study jump take-offs 
of autogyros and also, in some cases, helicopters (Ref. 98). In this case, the rotor is 
rotated at an rpm higher than the normal rotor operating rpm but with zero collective 
pitch, then the collective pitch is quickly increased to a desired value. The transient 
overshoot in thrust following such a rapid collective pitch input helps to lift the aircraft 
off the ground, after which the rotor rpm decays to the normal operating value. 
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For preliminary numerical calculations of this problem, a teetering rotor in hover 
is considered to decouple the effects of transient blade flapping response from the in-
duced inflow response resulting from the dynamics of the rotor wake. The geometry 
and operating conditions of the rotor correspond to the two-bladed rotor studied in the 
experiments reported in Refs. 89 and 90 and the initial hovering wake geometry cor-
responds to that at a thrust of Cr = 0.005. The steady-state wake geometry and rotor 
induced inflow for these operating conditions was previously validated with experi-
mental measurements in Section 5.1. This steady-state solution was used as an initial 
condition for the transient calculations. 
A time-accurate calculation was first performed where the collective pitch was 
increased by 1 degree after 5 rotor revolutions (at time t = IOrc/Q) 
{ 
5° 
80 = 
60 
t < IOrc/Q 
t ~ lOTC/Q 
(6.1) 
The predicted rotor thrust response and mean inflow build-up is shown in Fig. 6.5. 
Although both the relaxation (periodic) and the time-marching (transient) solutions 
show a similar initial overshoot in thrust, the subsequent response was noted to be sig-
nificantly different. The relaxation solution rapidly approached the steady-state solu-
tion while suppressing the transient oscillatory behavior. Notice that the intermediate 
relaxation solutions are not physically meaningful. The transient solution, however, 
correctly captures the unsteady build-up of inflow resulting from the wake dynamics. 
The collective pitch input causes a perturbation in the wake and excites the most 
unstable deformation mode corresponding to vortex pairing (see Section 2.5). This 
is evident from the wake geometry after about five rotor revolutions (at \)lb= 1890°) 
after the collective input, as shown in Fig. 6.6. The two tip vortex filaments showed 
a tendency to roll around each other at approximately three wake turns (revolutions) 
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below the TPP. After a time corresponding to two more rotor revolutions, as shown 
in Fig. 6.6(b), the pairing vortices have convected further away from the TPP. Eventu-
ally, the pairing vortices are convected sufficiently away from the rotor and outside of 
the computational domain. The pairing instability develops and grows as the wake is 
convected below the rotor. However, because of the increased axial flow (inflow) cor-
responding to the increase in thmst, the pairing vortices are quickly convected away 
from the rotor. Although the instability is initiated, it is not self-sustained because of 
the axial convection velocities (induced inflow) and is not present in the steady-state 
solution. More details of the dynamic evolution of the rotor wake will be shown later 
in Section 6.2.2. Therefore, a transient wake solution algorithm is clearly necessary to 
predict the rotor response for even such simple time-varying inputs. 
Effects of Unsteady Aerodynamics 
The results shown in Fig. 6.5 were calculated using quasi-steady aerodynamics for the 
blade lift solution. It is often argued that unsteady aerodynamic effects may be impor-
tant for this problem, at least during the initial transient. Therefore, two approaches to 
model unsteady aerodynamic effects were examined. In the first case, the rotor wake 
solution was calculated using only the tip vortex along with a standard blade-element 
level unsteady aerodynamics model to correct the local blade lift for the shed wake 
time-history effects, and also for the apparent mass forces (sec, e.g., Ref. 2). Note that 
this approach affects the subsequent wake geometry through the tip vortex strength as 
well as blade flapping solution. The second approach used to represent unsteady aero-
dynamic effects was to incorporate the complete set of trailed as well as shed wake 
vortices into the free-vortex wake solution, as shown in Figure 6. 7(a). Note that only 
the vortex elements up to the first blade passage arc shown in this figure for clarity, but 
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all vortex elements were included in the free-vortex wake solution up to four revolu-
tions below the rotor disk. In this case, the force-free positions of both the trailed and 
shed vortex elements in the wake were solved simultaneously using the free-vortex 
algorithm, albeit at a significant increase in computational cost. To understand the rel-
ative influence of the unsteady effects associated with the shed wake vortices alone, a 
solution was also obtained using just the trailed wake vortices, i.e., the tip vortex as 
well as all the vortex trailers representing the trailed vortex sheet from the inboard part 
of the blade. 
The rotor thrust response obtained using these two different approaches is shown 
in Fig. 6. 7(b ). The effects of blade-element level unsteady aerodynamic corrections 
were found to be negligibly small. This is expected because the effective reduced fre-
quencies associated with this type of rotor pitch input are small. The high frequency 
components in a step change have a relatively small magnitudes, and their effects are 
restricted to a very small time period. Notice, however, that the inclusion of inboard 
trailed wake sheet causes a small decrease in the rotor thrust. This is because of the 
slightly higher inflow induced by these additional inner trailed wake vortices. How-
ever, the overall qualitative response of the rotor to a step change in collective pitch 
remains unaffected. Furthermore, the inclusion of shed wake vortices does not affect 
this transient rotor response. Clearly, in this case, the unsteady aerodynamic effects 
associated with the shed wake arc negligible, and the transient rotor response is domi-
nated primarily by the dynamics of the trailed wake system. 
The above results show the influence of the wake dynamics and the induced inflow 
resulting from the trailed vortex wake alone. For a teetering rotor in hovering or axial 
flight, there is no blade flapping by virtue of axisymmetry of blade loads. Even during 
the transient response, because the wake and collective inputs from both blades are 
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the same, the blade flapping is identically zero. Typically, blade flapping dynamics 
will also augment such a transient overshoot in rotor thrust. This is because following 
an increase in collective there will be a transient overshoot in blade flapping, which 
will move the rotor blades upward and further away above the trailed wake. This may 
result in a further delay in build-up of rotor inflow and a corresponding higher thrust 
overshoot. 
An example of this latter effect is shown in Fig. 6.8, where the numerical calcu-
lations were repeated using an articulated rotor with a flapping hinge at the rotational 
axis. The remaining rotor geometry and operating parameters were the same as the 
above rotor. Results for the time-history of rotor thrust following a step collective in-
put for the teetering and articulated rotor configurations are shown in Fig. 6.8. Notice 
that the articulated rotor shows a substantially higher transient rotor overshoot com-
pared to the teetering rotor. Therefore, the overall response of the rotor to such inputs 
becomes strongly dependent on both the rotor wake dynamics as well as the blade 
flapping dynamics. 
Dynamic Inflow Using Blade Element/Momentum Theory 
A transient overshoot in rotor thrust and blade flapping was experimentally measured 
by Carpenter & Friedovich (Ref. 98). The slow build-up of the mean rotor inflow 
that was observed in these experiments was attributed to "inertia" effects in the flow. 
To model this behavior, a dynamic inflow equation was formulated by Carpenter & 
Friedovich by equating the rotor thrust obtained using local momentum theory to that 
using a blade-clement theory (the combined unsteady blade element/momentum the-
ory or BEMT - see Ref. 98 for details). A derivation of a simple dynamic model along 
these lines is now presented. In the next section, this dynamic inflow model is com-
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pared with both the experimental measurements and the predictions obtained using the 
present free-vortex wake analysis. 
To model the rotor dynamics during a collective pitch increase, a combination of 
extended momentum theory and local blade element theory can be employed. Un-
steady inflow effects are modeled using the concept of an apparent mass (inertia), 
where the thrust equation (as given by the simple momentum theory) is modified by 
addition of an unsteady term to give 
T = mv; + 21tR2 pv; ( v; + ~ ~R) (6.2) 
The term ma was associated by Carpenter & Friedovich (Ref. 98) with the apparent 
mass of an impermeable (solid) circular disk accelerating in a stagnant fluid, i.e., a 
non-circulatory effect. It was further suggested that this apparent mass to be 63. 7% 
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the mass of a sphere of fluid with a radius equal to the rotor radius (see also Ref. 99), 
i.e., 
ma= 0.637p ( ~rcR3) (6.3) 
The ma vi term, therefore, is meant to represent the additional force on the rotor disk 
because of the accelerating inflow. Note, however, that this concept assumes an equiv-
alence between the force on a solid disk accelerating in a stagnant fluid, and the force 
on a fluid accelerating through a permeable actuator disk. Such an equivalence is cer-
tainly not rigorous, however, a derivation will proceed on the basis of this assumption. 
Using the blade element theory, the elemental thrust is given by 
(6.4) 
Assuming a rectangular planform, i.e., c(r) = c, and uniform inflow, i.e., Vi(r) = vi, 
the total rotor thrust can be found by integrating the above equation to get 
lR 1 2 3 ( 3 Vi P ) T = dT = -NbpcCt/:l. R 8- -- - -. o 6 20.R Q (6.5) 
Equating the two thrust expressions (Eq. 6.2 and 6.5), an equation governing the dy-
namic rotor inflow can be derived. Note that the inflow dynamics is coupled with the 
blade flapping dynamics, and a second equation governing the blade flapping angle can 
be found by moment equilibrium around the flapping hinge, as explained previously 
in Section 4.2. Note that the BEMT assumes a spanwise uniform inflow distribution, 
which would be the case only for rotors with an ideal blade twist. Therefore, before 
deriving these equations for the time-dependent inflow and blade flapping, a correction 
factor must be introduced to account for the non-unifonn spanwise inflow distribution. 
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Correction Factors for Non-Uniform Inflow 
The above formulation is based on the combined blade element and momentum theory, 
where the inflow is assumed to be uniform over the blade span. In general, this may 
not be the case, and some form of correction may be necessary to include the physical 
effects of non-uniform inflow. These corrections can be found using the BEMT. Note 
that the correction factors are calculated only for the steady-state conditions and arc 
assumed to remain constant during intermediate (transient) conditions. 
The elemental thrust over an annulus of the rotor disk is given by the local momen-
tum theory applied to an annulus of the rotor disk, i.e., 
dT = 2rrrdrpv;(r) · 2v;(r) = 4rrpr[v;(r)] 2 cir (6.6) 
Equating this thrust to the steady part of the elemental thrust given by Eq. 6.5 gives a 
quadratic equation for v;(r), i.e., 
Therefore, the radial inflow distribution can be determined from this quadratic using 
1 + _32_rr_r8_(_r) l 
NbcCtcx 
(6.8) 
where only the positive root is physically meaningful. The rotor thrust can now be 
found by integration along the blade span using this radial inflow distribution, i.e., 
t = -NbpcCtcx S(r) - - 1- n.2r2dr loR l ( v·(r)) . o 2 Qr 
The uniform inflow, based on simple momentum theory, is given by 
-~ 
v; = V 2prrR2 
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(6.9) 
(6.10) 
and the correction factor 'fl is found by requiring that this uniform inflow also satisfies 
the modified blade element thrust relation, i.e., 
I 2 3 ( 3 iii ) T = -NbpcC1 QR 0- --ri 6 a 2QR (6.11) 
Therefore, the correction factor is given by 
(6.12) 
The correction factor for the blade flapping moment is found in a similar manner. The 
aerodynamic flapping moment is calculated by integration over the blade planform 
usmg 
M = rdT = -NbpcCta 0(r) - - 1- Q 2r3cir lR lR I ( v·(r)) . o . o 2 Qr (6.13) 
Now, a factor T may be employed to correct for non-uniform inflow effects in the form 
given by 
(6.14) 
This correction factor, T, can be readily calculated as 
(6.15) 
With these correction factors, the two equations to be solved are the inflow equation 
(6.16) 
and the blade flapping dynamics equation 
.. Y ' 2 yQ Y 2 P+-np+n P+--w· = -n e 8 6 R 1 8 (6.17) 
These two equations arc solved simultaneously for vi(t) and P(t) using a predictor-
corrector type trapezoidal or a 2nd-order backward integration algorithm. Finally, the 
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instantaneous thrust is calculated using the modified thrust equation 
(6.18) 
where the last term represents the inertia force because of blade acceleration. Note 
that although this inertial acceleration is negligible under most flight conditions, it is 
a substantial factor in the transient response immediately following a collective pitch 
input. This term is not directly included in the dynamic inflow equations obtained 
using the blade element theory, but included separately in rotor thrust calculation. It 
should also be noted that the~ term corresponds to the acceleration of the blade coning 
or collective flapping angle, and cyclic flapping does not contribute to this additional 
ine1iia term. 
Non-dimensional Form of the Inflow Equation 
The instantaneous rotor thrust as given by the blade element and momentum theory 
results is 
T . 2 ( 2 · ) 11laVi + p (2nR ) Vi Vi+ 3pR 
1 2 3 ( 0 1 Vi 1 P) 
-NbpcCtQR -------2 a 3 2 QR 3 Q (6.19) 
or in non-dimensional form the former equation becomes 
ma * ( 2 *) 
-- 11. +211.· A·+- p pnR3 i i 3 
!aq [~_Ai _ ~i 
2 a 3 2 3 (6.20) 
The corresponding equation for the inflow dynamics is given by 
1 2 3 [0 1 Vi 1 Pl ( 2) ( 2 " ) m v· = -NbpcC1 QR - - -- - -- - p 2nR v· v· + _RR 
a 
1 2 a 3 2 QR 3 Q 1 1 3 1--' (6.21) 
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or, non-dimensionally, the former equation can be written as 
[ *] ma * 1 8 Ai p 2 * -- A·= -aCt - - - - - -2A· (A·+- R) pnR3 1 2 a 3 2 3 1 1 3 1-1 (6.22) 
This latter equation must be solved together with the blade flapping equation of motion 
(Eq. 6.17). 
6.2.2 Comparison with Experiments 
To validate the time-accurate free-wake calculation methodology for transient problem 
with time-varying blade pitch inputs, a three-bladed articulated rotor was examined. In 
this case, the blade flapping dynamics (Eq. 4.88) were also coupled with the wake solu-
tion during every time-step. This problem was experimentally examined by Carpenter 
& Friedovich (Ref. 98) using a full-scale helicopter rotor. The rotor blades had a radius 
of 5.8 m (19 ft.) and the solidity was 0.042. A nominal operating rotational frequency 
was approximately 220 rpm. In the transient experiments, the blade collective pitch 
was increased linearly at various constant rates to a maximum angle of 12 degrees. 
The blade flapping angles, the rotor thrust, and the mean rotor inflow were measured 
in the experiment. 
The results using the dynamic inflow model, as described in the previous section, 
are shown in Figs. 6.9-6.11 along with the corresponding results using the present free-
vortex wake analysis. The RHS of Eq. 6.22 contains the non-dimensional apparent 
mass component, which is found using Eq. 6.3 to be equal to:::::: 0.85. An approximate 
time constant of the dynamic inflow equation can be estimated using only the linear 
portion of Eq. 6.22, i.e., 
* 0.85 Ai 
or 
I 
--crc, A· 4 a I 
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(6.23) 
Now, assuming c,a = 2rc/rad, the inflow time constant can be identified as 
0.541 
'r = -- radians 
a 
0.541 
rotor revolutions 
2rccr 
(6.24) 
(6.25) 
Therefore, using cr = 0.042 for Carpenter & Friedovich's rotor experiment the time 
constant for the unsteady flow development is found to be approximately two rotor 
revolutions, which is a relatively large time-lag. 
The transient free-vortex wake results for this problem were obtained using an ini-
tial wake geometry corresponding to a very small thrust coefficient. The initial mean 
inflow and coning angle were also negligibly small. The wake geometry and the blade 
flapping response were then calculated (in a coupled manner) by integrating in time 
the respective equations (Eqs. 3.31 & 4.88). Figure 6.9 shows the results for a ramp 
rate of200 degrees per second along with the experimental measurements of Carpenter 
& Friedovich (Ref. 98). Note that the collective input in the experiments shows some 
oscillatory behavior, which is because of blade torsion. As a result, the transient over-
shoot in flapping ( coning) is slightly under-predicted. However, the predicted rotor 
thrust response and build-up in the inflow showed good agreement with the experi-
mental measurements. The slow build-up of inflow (which is modeled as a time-lag 
because of apparent mass effects in the dynamic inflow theory) is found to be, in ac-
tuality, a result of the transient evolution of the trailed rotor wake, i.e., a circulatory 
effect. The dynamic inflow response approximately resembles the first-order linear 
system given by Eq. 6.24; the inflow reaches the steady-state value in about three time 
periods, i.e., after six rotor revolutions or 0.81 seconds. This effect is predicted very 
well by the time-accurate wake algorithm, as shown in Fig. 6.9. A good correlation 
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with experimental measurements of Ref. 98 was also obtained for lower ramp rates of 
48 degrees per second (Fig. 6.10), and 20 degrees per second (Fig. 6.11 ). 
To explain this point further, the dynamic evolution of the vortical wake structure 
following a ramp increase in collective pitch at 200 degrees per second is shown in the 
sequence in Fig. 6.12. The geometry of the tip vortices trailed from the three blades is 
shown at approximately 2, 4, 6, 8, 10 & 16 rotor revolutions after the collective pitch 
was applied. Note that the trailed wake before the collective input is not shown because 
for a non-lifting rotor with zero collective pitch, the strength of the trailed wake is al-
ways zero, i.e., there is no trailed circulation. As shown in Fig. 6.12(a), the tip vortices 
bundle up resembling a vortex ring below the rotor. This is because the vortices trailed 
from the blade tips immediately after the collective pitch input convect only relatively 
slowly. As shown previously in Fig. 6.9, the inflow builds up slowly with a time-lag of 
approximately two rotor revolutions. Therefore, the newer trailed vortices convect at 
a relatively high induced velocity, as can be seen from Fig. 6.12(b ). The closely bun-
dled vortex structure formed by the initial trailed wake is highly unstable; recall from 
Chapter 2 that the instability or divergence rates of the rotor wake are inversely pro-
portional to the vortex separation distance. This vortex structure shows the presence of 
sinusoidal deformation modes, which grow with time as seen in Figs. 6.12( c )-( e ). As 
the rotor induced inflow reaches the steady-state value, the growing sinusoidal wake 
deformations are also convected further downstream from the rotor blades. After about 
16 rotor revolutions, as shown in Fig. 6.12(t), these disturbances were convected more 
than one and a half rotor radii below the rotor. After even longer time ( a larger num-
ber of rotor revolutions), these instabilities are convected sufficiently far below the 
rotor, and their influence on the rotor diminishes. The wake then reaches a steady-state 
(periodic) structure, typical of rotors operating in hovering flight. 
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Unsteady Aerodynamics (Apparent Mass) Effects 
Finally, the proper role of the blade apparent mass (flow inertia or acceleration) terms 
in the transient rotor response was examined. For these calculation, the appropriate 
blade-clement unsteady aerodynamic terms corresponding to the apparent mass effects 
( e.g., Ref. 2) were included in the blade lift solution (see Section 4.1.1) as given by the 
circulatory and non-circulatory terms, i.e., now the lift coefficient is given by 
Ct = Cf +eye (6.26) 
where the non-circulatory part of the lift is given by 
(6.27) 
The results including these extra terms in the solution are shown in Fig. 6.13 for the 
200 degrees per second ramp rate change in rotor collective pitch. Again, these un-
steady aerodynamic effects were found to be relatively negligible, as also shown earlier 
for the teetering rotor case (see Fig. 6.7). It can be concluded, therefore, that the over-
shoots in rotor thrust and blade flapping observed in this type of maneuver are a result 
mostly of the transient trailed wake evolution, i.e., a circulatory effect. The evolution 
of the vortex wake following the collective pitch change results in a relatively slow 
build-up of the rotor induced inflow, thereby leading to transient overshoot in rotor 
thrust. The time-constant in the dynamic inflow equation (Eq. 6.21) given by Car-
penter & Friedovich (Ref. 98) represents this effect as an inertial effect. Yet it must 
be remembered that this effect is, in fact, associated with the dynamics of the trailed 
wake and the convection of vorticity below the rotor, and is not primarily associated 
with any apparent mass (non-circulatory) effects. 
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6.2.3 Cyclic Pitch Inputs 
In a manner similar to the step/ramp increase in collective . 
1 pitc l, the ba . 
< sic rota 
wake response to a step change in collective pitch was also . r and 
exammed Th 
. . . . · e rotor c figuratron used m this case 1s the same as that used in the . 011-
experunents of C 
· · f 98) d 'b d · I · arpenter & Fnedovich (Re . , escn e 111 t 1e previous section altl 
'< 1ough no . 
. . . . . experunental 
results were available for this problem. The 1111t1al condition used . . 
in this case 
. . . . Was the 
steady-state solution found after the collective pitch mcrease TI 
< • 1e collective pitch w 
held constant thereafter, and only a change in cyclic pitch was ap 1. as < P 1ed. 
Figure 6.14 shows the rotor flapping response following a one d 
egree step input in 
lateral cyclic, 81c, i.e., 
{ 
12° 
e-
120 +I° COS\jf 
t < lOrr/n 
t ~ lOrr/n (6.28) 
Notice that during a small transient after the step input, the blade fl . . 
appmg 1s not pe-
riodic and the three blades show different flapping angles. However "tl . 
' WI lln two rotor 
revolutions the blade flapping reaches a steady-state, and all three bl·id +' 
1 ' < es 1 0 low the 
same periodic flapping motion. 
Fourier coordinate transforms (FCT) were used to bring out this transient behavior. 
In the steady-state, the FCT gives the same results as the periodic solution expanded 
as harmonics. However, the FCT coefficients arc time dependent and give the correct 
representation during the initial non-periodic transient. Figure 6.15 shows the FCT of 
the rotor response in terms of (a) blade flapping angles, and (b) rotor induced inflow as 
a function of time or rotor revolutions. It is interesting to note that the coning angle, ~o, 
is not affected by the cyclic input. This is because the overall rotor thrust is not affected 
significantly by cyclic pitch inputs in hovering flight. This behavior is also seen in the 
inflow time-history, where the mean inflow is found to remain almost invariant. 
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The transient behavior in the blade flapping response is a direct result of the high 
transient rotor induced inflow, as shown in Fig. 6.15. During the initial transient, 
a lateral inflow variation is dominant, therefore longitudinal flapping is found to be 
more pronounced initially. This is expected because immediately following a lateral 
cyclic input the rotor wake had not deformed enough to produce a longitudinal inflow 
gradient. Within half a rotor revolution, however, the longitudinal inflow gradient 
builds up to a maximum value. Then both cyclic inflow components gradually reduce 
as the wake reaches another equilibrium (steady-state) structure. ln the steady-state, 
the blade exhibits a lateral flapping (~1s) response to a lateral cyclic pitch input (01c) 
as expected based on the 90° phase-lag between the flapping response and the pitch 
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-
input for a rotor with blade flapping hinge located on the rotation 1 . a axis. 
The rotor wake is axisymmetric in hover and, therefore the 
, response t 
. o a longitu 
dinal cyclic would be essentially the same as the previous (lateral c . . -
Ychc llll)ut) , 
. . . t cc1se but with a 90° phase-lag. The blade flappmg and mflow timc-h· t . ' 
is ones follow· 
. d. 1 1· l . F. 6 16 Tl 1 · mg a longitu ma eye ic are s 10wn m ig. . . 1e ongitudinal cyclic . 
as a step change, i.e., 
{ 
12° 
8= 
12° + 1 ° sin \j/ 
t<O 
t~O 
pitch Was applied 
(6.29) 
The response to lateral cyclic input is also shown to bring out the axisy . 
mmetnc nature 
of the rotor wake in hover. The rotor response to both longitudinal and 1 . ate1al cyclic 
pitch inputs are exactly the same, with a 90° phase-lag. This also ve ·fi 
n cs that the 
present wake model correctly represents the rotor axisymmetry in hover 
, even though 
axisymmetry or periodicity is not explicitly enforced in the time-accurat 1:: 
e iree-vortex 
wake model. 
Clearly, the transient blade flapping depends on both the blade flapping dynam-
ics as well as the transient induced inflow associated with the dynamics of tl 1e rotor 
wake. To examine the relative importance of these two factors, results were obtained 
by assuming a constant rotor induced inflow and integrating only the blade flapping 
dynamic equation (Eq. 6.17) in time. The results obtained using this approach arc 
shown in Fig. 6.17, along with the previous results obtained using the inflow distri-
bution calculated with the free-vortex wake algorithm. In this case, only the flapping 
response to a one degree step longitudinal cyclic input is shown. The response to a 
lateral cyclic pitch input is essentially the same. 
The interesting observation that can be made from Fig. 6.17, is that the predomi-
nant rotor response comes from the blade flapping dynamics, and the dynamic effects 
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Figure 6.17: Time-history of individual blade flapping angles following a step lateral 
cyclic input with and without the inflow dynamics associated with the free vortex wake 
of the wake induced inflow are very small. Note that this is not true in general, but 
is only in this case of cyclic inputs to an isolated rotor. On a real helicopter, a cyclic 
blade pitch input would also generate angular motion of the helicopter or the rotor 
hub, which may subsequently influence the dynamic behavior of the rotor wake. Such 
dynamic effects of hub motion on the wake are examined later in Section 7. I. 
A similar numerical experiment was performed for a collective pitch input to ex-
amine the relative effects of the inflow dynamics and blade flapping dynamics. Recall 
that the dynamic inflow model showed essentially the same inflow response as the 
free-vortex wake model. Therefore, only the relative effects of dynamic inflow and 
blade flapping were examined. Figure 6.18 shows the build-up of rotor inflow and the 
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thrust coefficient as a . . 
' function of time following a step increase in collective pitch. The 
rotor geometry w . . 
as identical to the experiments of Carpenter & Friedovich (Ref. 98). 
However, in this c 
ase the rotor was assumed to be gimbaled and so there was no blade 
flapping in hovering fli"gl1t. 
Note that the inflow build-up is nearly the same for both 
the dynamic · fl 111 
ow and the free-wake models. The rotor thrust, however, is substan-
tially overpred· t d . 
ic e with the dynamic inflow model. This suggests that the dynamic 
inflow theory · r · . 
is umted 111 application to specific rotor configurations, unless empirical 
corrections to th d . . 
e ynamic 111flow coefficient (the time-lag in Eq. 6.22) are used. 
Figure 6.19 shows the results for the Carpenter & Friedovich rotor obtained us-
ing dynamic inflow along with results obtained by eliminating the inflow dynamics. 
In this case, the inflow is assumed to be proportional to the collective pitch input, as 
predicted using the simple momentum/blade element theory. The blade flapping re-
sults, as shown in Fig. 6. l 9(b ), bring out the importance of inflow dynamics on the 
blade flapping response. Notice that the results obtained using a constant inflow sig-
nificantly underpredict the blade flapping. However, it is interesting to note that the 
overshoot in thrust obtained with a constant inflow is the same as that obtained using 
dynamic inflow. Therefore, the blade flapping dynamics certainly plays a dominant 
role in determining the transient rotor response. It must be noted that although a con-
stant inflow model predicts the magnitude of the thrust overshoot correctly, the phase 
is substantially different from that observed in experiments. Also notice from Fig. 6.9, 
that the maximum value of thrust was measured at time t ~ 0.2 after the application of 
the pitch input. With a constant inflow assumption, the maximum thrust was predicted 
at a much earlier time oft~ O. I - see Fig. 6. l 9(a). The dynamic inflow theory, how-
ever, correctly predicts the phase of the thrust overshoot by representing the time-lag 
in the build-up of inflow. 
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lowing a ramp increase in collective pitch obtained using the free wake analysis and 
dynamic inflow theory. (a) Mean rotor inflow coefficient, (b) Rotor thrust coefficient. 
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6.3 Frequency Response to Pitch Inputs 
The dynamic response of the rotor wake to a step or ramp change in the collective pitch 
can be idealized a combination of responses to a series of inputs at several different 
frequencies. In this section, the behavior of the inflow induced by the rotor wake over a 
range of blade pitch excitation frequencies is examined. This behavior has been exper-
imentally examined in the past to provide some empirical insights into dynamic inflow 
models (Refs. 100, 101). The rotor wake dynamic response at low and intermediate 
range of frequencies below the rotational frequency is also of particular interest from 
the perspective of helicopter flight dynamics and handling qualities. 
The experimental results presented in this section that are used to validate the nu-
merical simulations are from Ellenrieder & Brinson (Ref. 102). In these experiments, 
a four-bladed rotor was used with rectangular planform, untwisted blades. The rotor 
radius was 0.77 m, the chord was 0.06 m, and the rotor was operated at a nominal ro-
tational speed of 1200 rpm (125 .66 rad s- 1 ). The rotor blades were mounted on a hub 
without any flap or lag hinges, resulting in a very stiff rotor with an equivalent flapping 
hinge offset of 25%R. The measured non-dimensional flapping frequency of the rotor 
was found to be 1.22, with a control phase-lag angle of 55° in hover. The rotor was 
operated at a nominal thrust of 280N or at a thrust coefficient of 0.013. However, the 
rotor thrust was not directly measured, but only estimated using a simple performance 
analysis. The blade pitch inputs for both collective and cyclic excitations consisted of 
root pitch changes of 1.5° in magnitude. 
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6.3.1 Collective Pitch Excitation 
The collective pitch excitation was accomplished by changing the pitch settings of all 
four blades exactly in phase. Figure 6.20 shows an example of the collective pitch ex-
citation at 27.0 Hz and the corresponding rotor induced inflow at two radial locations. 
The inflow time-history showed a small initial transient, after which the predominant 
response was at the excitation frequency. As seen in Figs. 6.20(b) and (c), the inflow 
response at the excitation showed some modulations of lower frequencies indicating 
presence of other frequency components. However, it is clear that the most dominant 
inflow response was at the blade pitch excitation frequency, as shown in Fig. 6.20(a). 
Note that the vortical wake also experiences oscillatmy perturbations because of 
the oscillatory blade pitch excitation. An example of the wake geometry is shown 
in Fig. 6.21 for collective pitch excitation at Wex = 12.5 Hz. The perturbations can 
be clearly seen as alternating regions of axial expansion and contraction in the wake. 
The axial contraction of the wake is qualitatively similar to that observed for the im-
pulsively started rotor in the previous section - see Fig. 6.12. However, because of 
the continuous oscillations in the rotor collective pitch this region of contraction is 
followed by a region of expansion where the wake vortices have a large vertical sep-
aration. This sequence recurs over the wake as the perturbations travel in the wake 
system at the pitch excitation frequency. The induced inflow at the rotor disk also 
shows an oscillatory behavior, as shown in Fig. 6.20, because the wake experiences 
periodic waves of contraction and expansion. 
A frequency analysis was performed to find the amplitude and phase of the inflow 
response. These inflow frequency responses are shown in Fig. 6.22 as a function of the 
blade pitch excitation frequency at three rcpresentivc radial locations at (a) r/ R = 0.41, 
(b) r/ R = 0.57, and (c) r/ R = 0. 73, respectively. The free-vortex wake results arc 
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Figure 6.20: Sample oscillatory collective pitch excitation and resulting inflow re-
sponse. (a) Collective pitch input at 27.0 Hz, (b) Inflow at r/R = 0.217, (c) Inflow at 
r/R = 0.979. 
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shown as solid lines, while the cotTesponding experimental measurements are shown 
with symbols connected by dotted lines. The interesting feature of these results is the 
relatively flat gain slope observed at low excitation frequencies, followed by a decrease 
in gain at half the rotational frequency, and a subsequent gain recovery near the natu-
ral frequency of blade flapping (l.22Q). The free-vortex wake methodology predicts 
these features correctly, but the magnitude of the gains is somewhat underprcdicted at 
low frequencies and overpredicted at higher frequencies. These discrepancies may be 
because of several reasons, including the fact that experimental measurements were 
not made at the TPP but at a small distance below to avoid risk of sensor contact with 
the rotor. However, the overall qualitative agreement between predictions and experi-
ments is considered good, and better than those predicted by other analyses ( e.g., see 
Ref. IO I). The phase angles were predicted very well by the free-vortex wake analysis. 
The small phase-lag at frequencies lower than the blade flapping natural frequency is 
an interesting result. Most commonly used dynamic inflow models resort to empiri-
cal values for the time-lag in the inflow equations to model this behavior, whereas the 
present analysis predicts the inflow dynamics starting from first principles. 
Figure 6.23 shows the gain of the dynamic inflow response to collective excitation 
along the rotor radius. Clearly, the frequency response shows significant variations 
with both frequency and the radial location. For low excitation frequencies, the in-
flow response is nominally constant over the blade span. As the excitation frequency 
increases, the inflow response appears to be concentrated near the tip region at about 
O.SR. This trend is also observed in the experiments of Ref. 102. This is an interesting 
observation because the maximum in the inflow response approximately corresponds 
to the spanwise location of the maximum in blade lift. This is consistent with the 
BEMT, where the induced inflow is proportional to the local (sectional) rotor thrust. 
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The phase of the inflow response along the blade span · 
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. I . fl . . 11 . tg. 6 24 A low frequencies, t 1e 111 ow 1s essentia y 111 phase with the II . · · t 
co ective · 
Pitch excit -As the excitation frequency is increased, however, the pha 
1 
. ation. 
• c se- ag increases over ti 
inboard portion of the blades. This trend, as observed in the exp .· 1e 
euments of Ell -
· · I b enneder & Bnnson (Ref. I 02), 1s well mode ed y the free vortex wak _ 
e analysis Tl 
. . . . le authors 
state that the 111creas111g phase-lag over the mboard sections of tl bl . 
le ade is 
. . . . suggestive 
of the fact that the trml111g vort1c1ty from the blade tips is the 
most dominant flow 
structure. This is confirmed by the present analysis because ti 
1e numer· I tea results 
presented in this section are obtained without including any unstead 
y aerodynamic 
modeling associated with the shed wake. Therefore, the numeric 1 -a inflow response 
must be because of the dynamic evolution of the trailing tip vortice 
1 s a one. The good 
overall agreement with experimental measurements confirms the ass . 
' umption that the 
blade tip vortices are the most dominant flow structure in a rotor wake. 
Further evidence of the phase-lag in the inflow response is shown it ti 
1 1e measure-
ments of Liou et al. (Ref. I 03), where a hysteresis effect was found whei
1 
ti 1e measured 
time-dependent induced inflow results were plotted against the excitation ro t .t 
1 o p1 c 1 an-
gle Measurements were performed only at one excitation frequency Tile I t . 
· · 1ys eres1s 
effect was observed to be diminishing along the blade span from the root to the tip. 
It was postulated that this diminishing hysteresis trend was a result of the effects of 
shed vorticity on the inboard portions of the blade. The free-vortex wake predictions 
also show a similar hysteresis effect. Figure 6.25 shows the hysteresis plots for pitch 
excitation at 27.0 Hz at six different radial locations. The hysteresis effect is seen to 
increase near the blade tip. This can be better understood from the wake geometry, as 
shown in Fig. 6.21. The periodic disturbances in the wake structure occur mainly over 
a region close to the blade tips. Therefore, the hysteresis effect in the inflow response 
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would also be larger near the blade tips. This again suggests that the trailing wake vor-
ticity is the most dominant flow feature, as opposed to the inboard shed vorticity. This 
is consistent with the previous observation made from both the numerical free vortex 
wake results, as well as the experiments of Ellenrieder & Brinson (Ref. 102). 
The effect of excitation frequency on this hysteresis behavior is shown in Fig. 6.26, 
where the inflow near the blade tip (r/ R = 0.97) is plotted against the root pitch for six 
different excitation frequencies. At the lowest excitation frequency (0.5 Hz), the results 
show only a very small amount of hysteresis. This is because, for very low excitation 
frequencies the inflow response is essentially in phase with the oscillatory pitch inputs. 
Recall that in the idealized maneuvers examined earlier, the wake behavior was found 
to be essentially periodic at very small angular rates. Similarly, for very low pitch 
excitation frequencies the wake behavior is nearly periodic (steady-state). Therefore, 
the hysteresis effect is negligible at these low frequencies. The hysteresis effect is seen 
to increase with the excitation frequency, as shown by the increased area contained 
within the hysteresis loop. This increasing hysteresis effect indicates an increased 
phase-lag in the inflow build-up, which mainly a result of the dynamic evolution of 
the trailed wake, as shown earlier for the case of a ramp increase in collective - sec 
Figs. 6.9-6.11. Remember that a ramp collective pitch input can be represented by a 
combination of several frequency modes, including some very high frequencies. Also, 
recall that the phase-lag in inflow build-up was found be significantly long (as long 
as two rotor revolutions), which is consistent with the observation that the hysteresis 
effect increases with excitation frequency. 
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Figure 6.26: Hysteresis effect in the predicted dynamic inflow response to oscillatory 
collective pitch excitation. Effect of increasing excitation frequency is shown at an 
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6.3.2 Cyclic Pitch Excitation 
The experiments of Ellenrieder & Brinson (Ref. I 02) also included results for cyclic 
pitch excitations, although these results were more limited in scope. In this case, the 
root blade pitch for the four blades were excited with a successive phase-lag angles of 
90°, thereby constituting a "cyclic" excitation. 
Examples of the cyclic pitch excitation and corresponding inflow response arc 
shown in Fig. 6.27. The phase-lag between the pitch inputs applied to different blades 
is evident from Fig. 6.27(c). The inflow response was noted to be far more complicated 
than that resulting from collective pitch excitations. At the lowest frequency of 0.5 Hz, 
the dominant response appeared to be at the excitation frequency itself. However, as 
the frequency increased, other harmonics in the induced inflow response became in-
creasingly more dominant. 
A frequency domain analysis was again performed to help identify the various 
modes of the inflow response. These results are shown in Fig. 6.28 in the form of the 
inflow gain at different frequencies. As mentioned earlier, at an excitation frequency 
of 0.5 Hz the dominant response is at the excitation frequency of 0.5 Hz. The small 
disturbances seen in the time-history in Fig. 6.27(a) arc because of the inflow response 
at 4/rev (80 Hz). At the excitation frequency Wex=5.0 Hz, the predominant response 
is again at that frequency. However, the responses at 2Wex and 3Wcx were also found 
to be significant. At higher frequencies, these multiples of the excitation frequency 
were also found to be increasingly more dominant in the inflow response. Such effects 
are especially important from rotor wake modeling standpoint - most simple wake or 
inflow models would only predict the response at the excitation frequency. 
The presence of higher inflow harmonics is related to the periodic perturbations to 
the rotor wake because of the blade pitch excitation. An example of the wake distor-
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Figure 6.27: Sample oscillatory cyclic pitch excitation and the resulting inflow re-
sponse predictions. Cyclic pitch excitation at (a) 0.5 Hz, (b) 5.0 Hz, (c) 27.0 Hz. 
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tions for a cyclic pitch excitation at ffiJx = 12. 7 is shown in Fig. 6.29. In this case, the 
wake structure also showed wave-like behavior with alternate regions of axial contrac-
tion and expansion. However, because the blade pitch was excited in a cyclic manner 
' 
these wave structures propagate in the wake at different azimuthal locations in the form 
of a helical disturbance. 
The response of the rotor induced inflow field to such a cyclic excitation is shown 
in Fig. 6.30 as a function of the excitation frequency. Three representative spanwise 
blade locations at r / R = 0.4 l, 0.57 and 0. 73 are shown. The experimental results are 
identified with solid symbols. The inflow response to cyclic excitation was found to 
be different from that in response to a collective excitation. The diminishing gain in 
the intermediate frequencies below half the rotational frequency is interesting. This 
frequency range is especially important for determining the basic characteristics of 
helicopter handling qualities and control. The phase response was also found to be 
different from the phase response to collective pitch excitation. Overall, the free-vortex 
wake predictions show good agreement with the basic trends observed in experiment. 
Figure 6.31 shows the cyclic inflow gain along the blade span for six different 
excitation frequencies. As for the collective pitch excitation, the inflow response with 
increasing frequency was found to be more concentrated near the blade tips. The 
high inflow gain in the region of maximum blade lift is even more pronounced than the 
corresponding results for the inflow response to collective pitch excitations (Fig. 6.23). 
The predicted results also show this high gain in the tip region. The overall agreement 
between the numerical results and experiments was found to be good. 
Results for the radial variation in the corresponding phase of the predicted inflow 
response are shown in Fig. 6.32. The phase-lag in inflow build-up increased on the 
inboard spanwise locations. Note that this is similar to the behavior observed for the 
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Figure 6.29: Example side view of the rotor wake for oscillatory collective pitch exci-
tation at ffiex = 12.5 Hz showing periodic axial compression and expansion of the wake 
structure. (a) Side view, (b) Rear view. 
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Figure 6.30: Inflow frequency response to oscillatory cyclic pitch excitation. Symbols 
are experiments of Ref. 102 while solid lines are predictions obtained using the present 
free-vortex wake analysis. (a) r/R = 0.43, (b) r/R = 0.55, and (c) r/R = 0.76. 
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Figure 6.31: Radial variation in the gam of dynamic inflow response at different 
excitation frequencies of cyclic pitch. Symbols arc experiments of Ref. 102 while 
solid lines arc predictions obtained using the present frec-vo1iex wake analysis. (a) 
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collective pitch excitation, and suggests that the tip vortices 
1 are t 1e most d . 
. . . . o1111nant 
structure mfluencmg the rotor mduced velocity field. 
6.3.3 Blade Flapping Response 
For the collective pitch excitations, the blade flapping response is , . 
essentially of the 
same form as the pitch input, except for a small initial transient Tl . . 
. ns is because 
the rotor induced inflow response is also predominantly at the blade . 
1 
. 
p1tc 1 excitation 
frequency. For cyclic pitch excitations, however, several higher harino . 
n1cs of the exci-
tation frequency were also found in the rotor induced inflow response TI . 
. 1e successive 
phase-lag in the pitch inputs applied different blades also constitutes a . . 
< n exc1tat1on at 
the rotational frequency. Therefore, the flapping response is also expect d 
e to reveal 
the presence of some higher harmonics. One motivation for the experi111 t ens of EJ-
lenrieder & Brinson (Ref. I 02) had been the inability of most wake models t d. 
o pre 1ct 
the response at the intermediate frequency range. The present free-vortex W"I . 
1 u <e resu ts 
show that the inflow response is predicted well at these pitch excitation frequencies. 
Therefore, it would appear that the flapping response may also be important for deter-
mining the overall rotor response. 
One example of the rotor response is shown in Fig. 6.33, where the blade flapping 
resulting from both collective and cyclic blade pitch applied at an excitation frequency 
of 27.0 Hz is shown. The collective pitch excitation was found to result in blade flap-
ping predominantly at the excitation frequency, as expected. For the cyclic excitation, 
however, there are higher harmonics present in not only the initial transient response 
but also in the steady-state flapping. 
A frequency domain analysis was used to analyze the higher harmonic flapping 
response. Figure 6.34 shows the magnitude of flapping as a function of excitation 
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frequency. For all the excitation frequencies ( Wex), the response shows significant 
flapping at 1/rev±CDex· At the lowest frequency of Wex = 0. 5 Hz, the predominant flap-
ping response is at the excitation frequency itself. However, at higher frequencies the 
1/rev+CDex harmonic dominates the blade flapping response. At the intermediate fre-
quency range around 10.0 Hz (half the rotational frequency), the 2/rev-CDex harmonic 
flapping is more dominant than the primary ( expected) blade flapping response at the 
excitation frequency. Most wake or inflow models, such as the dynamic inflow mod-
els, do not account for the presence of higher harmonics of inflow and may also fail to 
capture these ham10nics in the subsequent blade flapping response. 
Figure 6.35 shows the magnitude of blade flapping as a function of excitation fre-
quency. Figure 6.35(a) shows the basic flapping response at the excitation frequency. 
The nature of this response is essentially that of a damped spring-mass system. The 
highest amplitude is found near the resonance or natural frequency, which is l .22Q in 
this case. Measured values of flapping magnitude from the experiments of Ref. 1 o4 
are also shown for comparison. Both the experimental measurements and the predic-
tions using the present free-vortex wake analysis show the same qualitative trend in 
the blade flapping response, which is similar to a damped spring-mass system. 
Figure 6.35(b) shows similar results including the magnitudes corresponding to 
other flapping harmonics, along with the basic response at the blade pitch excitation 
frequency. It is interesting to note that at the intermediate frequencies the flapping 
response at 1/rev+CDex is much more dominant than the primary response at the excita-
tion frequency. At half the rotational frequency, even the 2/rev-CDex harmonic flapping 
is more significant. All these harmonics appear to decay at frequencies higher than the 
natural flapping frequency of the rotor. 
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6.4 Summary 
The present chapter has focused on time-accurate predictions of the dynamic evolution 
of the vortical wake generated by a rotor. The predictions obtained using the present 
analysis were validated using available experimental measurements during transient 
flight conditions. The dynamic build-up of rotor induced inflow resulting from an in-
crease the collective pitch at several different ramp rates was found to agree well with 
experimental measurements. The slow build-up of rotor inflow following a change 
in the rotor collective pitch was shown to be a circulatory effect resulting from the 
dynamic evolution of the trailed vortical wake structure below the rotor. The inflow 
frequency response to oscillatory collective and cyclic pitch excitations was also pre-
dicted well with the present free-vortex wake analysis. These encouraging results con-
firm that the present analysis faithfully models the dynamics of the vortical rotor wake 
under non-steady conditions, where the rotor response as well as the wake may be 
non-periodic. 
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Chapter 7 
Results & Discussion: Applications of the 
Time-Accurate Wake Model 
In Chapters 5 and 6 the present wake solution methodology was validated for steady-
state and transient flow conditions. One motivation for developing the time-accurate 
wake model was to examine the transient behavior of the rotor wake and its effect of 
the rotor response. In the current chapter, the methodology is applied to a paramet-
ric study of rotor response for some idealized maneuvering flight situations, including 
idealized pitch and roll rate inputs under hovering and forward flight. The methodol-
ogy is also applied the problem of a rotor in descending flight, where the rotor flow 
field may become unsteady (non-periodic) because of the close proximity of the rotor 
to its own wake. The analysis was sucesfully applied to predict the rotor performance 
and response during transition through a complex, recirculating flow state known as 
the vortex ring state. 
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7.1 Idealized Maneuvers 
The ability to determine the response of a helicopter rotor under maneuvering flight 
conditions has been one motivation for the development of the time-accurate wake so-
lution methodology previously described. A steady-state vortex wake model, such as 
a relaxation wake model, can also be used to model the aerodynamic effects during 
some types of maneuvering flight problems. The assumption of a "steady-state" so-
lution is valid, provided that the transient effects introduced into the wake resulting 
from the maneuver are of a relatively short time-period. Many helicopter maneuvers 
involve small angular rates compared to the rotor rotational frequency (typical rates 
are p/0.,q/Q ~ 0.025). The rotor wake itself is periodic at the rotational frequency, 
and various transients are propagated into the wake at Nb-per-revolution. Therefore 
' 
it would appear that the maneuver related effects on the rotor wake should have a 
relatively short time-period compared to the overall wake behavior. In many cases 
with short maneuver time-periods, a steady-state wake solution may be valid, except 
for the small initial transient immediately after the beginning of the maneuver. How-
ever, in general, a time-accurate wake model will be necessary to properly represent 
the transient behavior. Steady-state wake geometry results are, nevertheless, useful in 
understanding the overall features associated with maneuver induced wake distortion 
effects. The results presented in this section are obtained using the time-accurate free-
vmiex wake methodology. The steady-state results are simply time-accurate solutions 
obtained after a sufficiently large period of time (that is, sufficiently large number of 
rotor revolutions) when the rotor wake attains a nearly periodic flow structure. 
When a helicopter rotor undergoes an angular motion about the hub, the structure 
of the rotor wake is significantly affected. The effects of simple maneuvers in the 
form of angular motions can be modeled using an additional contribution to the local 
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i) 
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velocity field. This effect is schematically illustrated in Fig. 7.l(a), where the rotor is 
shown undergoing a nose-up pitching motion. The vortical wake structure generated 
by the rotor also experiences a similar angular motion about the hub. Equivalently, 
an additional external (rotational) free-stream velocity component may be applied to 
the rotor and its trailing wake structure. Such an additional velocity because of the 
maneuver rates is analogous to the addition of a constant freestream velocity to the 
rotor and its wake to represent the forward flight velocity of the helicopter. Note that 
the inflow perturbation at the rotor disk is a longitudinal inflow gradient, as shown in 
Fig. 7. l(a), with an increased inflow on the front of the rotor disk resulting from the 
nose-up pitching motion. 
For pitch and roll motions about the rotor hub, the additional velocity contributions 
will be a function the pitch/roll rates as well as the position vector of any point in the 
flow field relative to the maneuver axis or rotor hub. The equivalent velocity because 
of angular rotations can be determined by a cross product of the maneuver rate vector 
and the position vector, r == (x,y,z). Therefore, the maneuver-related velocities at a 
point r are given by 
Tiinan -{pf+ q}} X r 
_ -{pf+q}} x {xi+y}+zk} 
-(qz)i + (pz)} + (qx- py)k (7.1) 
where p and q are the roll and pitch rates, respectively. Note that the negative sign 
means that the relative flow velocities seen by the rotor and the wake arc in a direction 
opposite to the angular (maneuver) rates. 
The first tenn, which is the x-component of the velocity resulting from a pitch rate, 
q, produces an skewing distortion of the wake, as shown in Fig. 7.1 (b ). The second 
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(a) Initial wake structure 
Equivalent 
rotor induced inflow 
nq 
(b) Wake distortions under a maneuver rate 
\ 
Expansion 
.... 
Skewing 
Figure 7.1: Schematic diagram showing the approach to include maneuver induced 
wake distortions on the wake geometry. (a) Initial wake structure. (b) Wake distortions 
under a maneuver rate. 
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i 
) 
term, which is the y-component of the velocity resulting from a roll rate, p, has a 
similar skewing effect on the rotor wake along the lateral axis. This is often referred 
to as a "bending" effect because it essentially results in curvature of the wake. The 
third term (qx - py), produces an axial stretching distortion of the wake. Typically, 
the wake vo1iices will be closer to the rotor on one side, and on the other side will lie 
further away from the rotor. This effect further influences the rotor induced velocities 
' 
as will be shown later in this chapter. 
Nose-Up Pitch Rate Starting from Hover 
In hovering flight, the rotor wake is axisymmetric. However, with the introduction of a 
pitch or roll rate, the rotor wake undergoes both a lateral and a longitudinal distortion. 
This is a consequence of the additional maneuver related apparent free-stream velocity 
components, as described in the previous section. As a result, the wake is no longer 
axisymmetric. 
An example of the rotor wake geometry for a rotor undergoing a nose-up pitching 
motion is shown in Fig. 7.2. The rotor in this case is identical to the four-bladed 
2MRTS rotor examined earlier in Section 5.2. The rotor thrust coefficient is Cr = 
0.012, and the pitch rate is q/Q. = 0.024. Note that this is a relatively high pitch 
rate for a helicopter, but is used in this example to exaggerate the maneuver related 
wake distortion effects for the purpose of explaining this behavior. The rotor wake 
geometry corresponding to the initial hovering flight is also shown for comparison. 
The time-accurate solution after 20 rotor revolutions is shown, the rotor wake being 
almost periodic after that time. 
Figure 7.2(a) shows that the the tip vortex filaments are further away from the TPP 
at the front of the disk as compared to their locations found in hovering flight. At the 
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Figure 7.2: Predicted tip vortex geometrics for a four-bladed hovering rotor with and 
without an imposed nose-up pitch rate. q = 0.024, CT = 0.012. (a) Side view, (b) 
Rear view. The baseline non-maneuvering wake geometry is shown with dashed lines, 
while the maneuvering wake is shown as solid lines. 
296 
rear of the rotor disk, the tip vortices are closer to the TPP as compared to the base-
1 ine hovering case. Note that the axial displacements of the tip vortex filaments near 
the wake centerline arc also different. This combination of expansion and contrac-
tion is the so called "wake curvature" effect, a term previously suggested by several 
researchers (e.g., Refs. 105-107). Figure 7.2(b) shows that the wake undergoes little 
lateral distortion in response to a pitching motion. This is expected, because the veloc-
ity contribution resulting from a pitching motion is only in the axial and longitudinal 
directions. However, there is some lateral wake distortion in the far wake, and a slight 
wake expansion is observed because of the self and mutually induced effects of the 
rotor wake vortices. 
Clearly, the rotor wake undergoes significant distortions because of the angular 
rates imposed on the rotor, and will certainly affect the induced velocity distribution 
at the rotor disk. As shown in Fig. 7 .2, the "contraction" and "expansion" of the rotor 
wake on the front and rear of the rotor disk, respectively, will influence the longitudi-
nal rotor inflow distribution. Recall from that the rotor induced velocity field can be 
approximated by a linear inflow model, as mentioned earlier in Section 5.2. That is, 
the inflow field can be represented by 
Ao+ A Jc cos \jf + AJs sin \jf 
( X Y) Ao l + kx R + ky R 
(7.2) 
(7.3) 
The Biot-Savart law (Ref. 8, Ch. 2, pp. 93-94) shows that the vortex induced velocities 
are inversely proportional to the distance from the vortex filament axis. Therefore, at 
the front of the disk there should be a reduction in rotor inflow because the vortices 
arc located further away from the TPP. Similarly, there should be an increased induced 
inflow at the rear of the rotor disk. Therefore, the maneuver induced wake distortions 
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would result in a negative longitudinal inflow perturbation, i.e., ~"-le < 0, for a nose-up 
pitch rate. Because the inflow gradients (K.",K;,) are normalized with the mean inflow, 
a nose-pitching motion will lead to a wake induced inflow gradient with Kx < 0. 
It is interesting to note that from purely kinematic considerations, the nose-up 
pitching motion results in a positive perturbation to the longitudinal inflow gradient. 
The inflow contribution because of the maneuver related velocities can be readily cal-
culated from Eq. 7.1 as ~"-kin = qx = qr cos \jf and, therefore, ~"-le= q, or 
q p 
~K" = - and ~Kv = - 1 
. Ao · "'0 (7.4) 
This positive longitudinal inflow perturbation will lead to an increase in lift over the 
rear of the disk and a reduction in lift on the front of the disk. This means that the 
rotor blades would exhibit predominantly a lateral flapping, ~ls· This argument, how-
ever, neglects the effects of wake distortion, which are usually found to be opposite 
to the kinematic effects (see also Ref. 108). In the next section, the inflow perturba-
tions resulting from steady-state wake distortion effects because of the maneuver arc 
examined in more detail. 
7.1.1 Steady-State Results 
In this section, the steady-state results following a pitch or roll maneuver arc explained 
- that is, the rotor aerodynamic behavior after sufficiently long time following the 
start of the maneuver. In all cases, the time-accurate wake model was used and the 
solution was calculated up to a sufficiently large number of rotor revolutions to ensure 
that the wake geometry became almost periodic and had reached a "steady-state." 
Figure 7.3 shows the induced inflow distribution along the lateral and longitudinal 
axes of the rotor disk. The rotor thrust coefficient in this case is CT= 0.012 and the 
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non-dimensional pitch rate is Zj = 0.024. The induced inflow for hovering flight is also 
shown as a reference for comparison. Because the blades have a linear twist, the inflow 
distribution in hover is nominally uniform over most of the blade span. Because of the 
imposed pitching maneuver, the kinematic inflow gradient gives an increased inflow at 
the front of the rotor disk. The wake induced inflow resulting from the distortion of the 
wake, however, has an opposite effect, resulting in a decreased inflow on the front of 
the rotor disk, as shown in Fig. 7.3(a). The net induced inflow distribution experienced 
by the rotor blades is in the same sense as that suggested by kinematics alone, but 
to a much lesser magnitude. Notice that kinematic considerations alone suggest that 
the lateral inflow distribution remains unaffccled in a pitching maneuver. However, 
because of the off-axis blade flapping response and various maneuver induced wake 
distortions, the free-vortex wake analysis shows that there is also an off-axis induced 
inflow perturbation resulting from the pitching motion of the rotor hub. In this case, 
the rotor experiences an increase in inflow on the advancing side of the rotor disk and 
a slight decrease in inflow on the retreating side, resulting in a lateral inflow gradient. 
Therefore, this results in an on-axis (longitudinal) blade flapping response following 
an imposed pitch rate. 
Figure 7.4 shows the longitudinal inflow gndient perturbation as a function of the 
pitch rate. The kinematic inflow gradient is linear with respect to the pitch rate, i.e., 
M,,: = q (A,0 . The negative slope of the kinematic gradient results from the longitudinal 
inflow coefficient being normalized by the mean inflow, A-O, which is negative. The 
wake-induced inflow perturbation is opposite to that based on the kinematic inflow 
gradients, with an increased inflow at the rear of the rotor disk. Notice that the wake 
induced inflow is almost linear with respect to tl:e pitch rate. As a result, the net inflow 
perturbation encountered by the rotor blades is smaller in magnitude than that expected 
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Figure 7.4: Rotor induced inflow perturbation resulting from pitching motion of the 
rotor. Only the on-axis (longitudinal) inflow perturbation is shown. 
based on kinematic considerations alone. The corresponding blade flapping response 
would also be smaller. 
The results shown in the following sections include two levels of modeling of the 
inflow perturbations resulting from an imposed maneuver rate. These are 
Level l: Only kinematic effects on linear inflow gradient perturbations. 
Level 2: Both kinematic and wake distortion effects on linear inflow gradient pertur-
bations arc considered. This is done by calculating the rotor induced inflow field 
using the time-accurate wake model, and then deriving the linear inflow coeffi-
cients from these results by a least-square approximation. 
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The free-vortex wake analysis developed in the present work solves the blade flap-
ping equations by time-integration in a manrer fully coupled with the rotor wake so-
lution. However, the blade flapping respome can also be estimated based on a lin-
earized inflow model. One simplified approach is to only include linear inflow pertur-
bations on the basis of kinematic considerations alone, as given by Eq. 7.4. A better 
approximation to the blade flapping response may be obtained by estimating the lin-
ear inflow perturbations from the wake-induced inflow as calculated using the present 
free-vortex wake analysis. This approach inherently includes the effects of maneuver 
induced wake distortion, along with the kinematic effects on the inflow gradients. The 
motivation for such simpler modeling appro:1ches is the ability to integrate them into 
real-time flight simulations, where a complete free-vortex wake solution is not likely 
to be feasible. Note that production level flight mechanics analyses typically use some 
such simplified rotor inflow model. In summary, the blade flapping response may be 
predicted with three levels of modeling, i.e., 
Level 1: Estimated flapping response based on linear inflow perturbations resulting 
from kinematic effects alone (Level I inflow perturbation model). 
Level 2: Estimated flapping response based on linear inflow gradient perturbations 
resulting from both kinematic and wake distortion effects as given by the free-
vortex wake solution (Level 2 inflow pc~turbation model). 
Level 3: Calculated by time-integration of the blade flapping equations coupled with 
the free-vortex wake solution. 
In the following sections, these approxi1mtions to the blade flapping response are 
compared with the coupled blade flapping and time-accurate wake solutions to better 
understand the expected fidelity obtained with such levels of approximations. 
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Based on a linearized inflow model, the blade flapping response to the induced 
inflow perturbations can now be calculated in the same manner that as described in 
Section 4.2.2. Assuming the flapping hinge to be coincident with the rotational axis 
, 
the contributions of the inflow perturbations to the aerodynamic flapping moment are 
given by 
(7.5) 
where 11A = 11Ao + f1Aic rcos ljf + /1A1s rsin ljf based on a simple linear inflow model. 
Integrating the above expression (Eq. 7.5) gives 
[1111.o AJsJ -y -+p-6 12 
ti.A.le 
-y-
8 
[
/1AJs Ao] 
-y -+Jt-8 4 
(7.6) 
Now, following the results from Section 4.2.2, the blade flapping response can be 
calculated using Eqs. 4.81-4.83 as 
- -l [11"Ao+JLl1~1s] 
( -
1
-2 ) [!1A1s + 2pl1Ao] 1-~ 2 
- (-
1 
? ) ti"A1c 1 + p-
2 
(7.7) 
(7.8) 
(7.9) 
The blade flapping response estimated using the above equations is shown in Fig. 7.5 
based on the first level of approximation for the rotor induced inflow perturbation, that 
is where only the kinematic effects arc included. The on-axis (longitudinal) inflow per-
turbations are shown in Fig. 7.5(a) as a function of pitch rate, and the corresponding 
off-axis (lateral) blade flapping response is shown in Fig. 7.5(b). The results obtained 
by time-integrating the flapping equations coupled with the free-vortex wake solution 
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are also shown as a reference. Clearly, the including only the kinematic inflow gra-
dient perturbations results in significant overprediction of the flapping response. As 
mentioned earlier, the maneuver induced wake distortion effects in hovering flight con-
tribute an opposite inflow gradient perturbation. Therefore, inclusion of wake-induced 
inflow perturbations is expected to give a better physical representation of the blade 
flapping in response to the imposed maneuver rates. 
Figure 7.6(a) shows the on-axis linear inflow perturbations based on the rotor in-
duced velocity predicted using the present free-vortex wake model. In this case, both 
the kinematic as well as wake-induced effects are intrinsically included in the inflow 
calculations. The estimated off-axis blade flapping response based on this linear in-
flow perturbation is shown in Fig. 7.6(b), along with the results calculated by time-
integration of the blade flapping equations. Because the wake geometry reaches a 
nearly periodic steady-state, the results obtained from the above steady-state analy-
sis are almost the same as the results obtained using time-integration of the flapping 
equations. It should be noted that off-axis flapping response is substantially reduced 
because wake-induced inflow perturbations are opposite to the kinematic inflow per-
turbation. In some cases, the wake induced inflow pe1iurbation could be even greater 
than the kinematic inflow gradient. In such cases, the rotor blade flapping response 
would then be in an opposite sense to that predicted using kinematic considerations 
alone (see Eq. 7.4). 
Because of the axisymmetric nature of the aerodynamic problem, the response of 
a hovering rotor to an imposed roll rate is the same as that to an imposed pitch rate, 
but phased by 90°. Figure 7.7(a) shows the inflow perturbations from imposed roll 
and pitch rates. The results obtained for the perturbations liKx and -liK_v are identi-
cal as expected, providing a check for the present analysis. Figure 7. 7 (b) shows the 
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Figure 7.5: Off-axis rotor blade flapping response because of on-axis induced inflow 
gradient perturbations resulting from imposed pitch rate based on kinematic consid-
erations alone. (a) On-axis inflow gradient perturbations. (b) Off-axis blade flapping 
response. 
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corresponding off-axis blade flapping response. Again, the steady-state blade flapping 
angles calculated using time-integration agree with those predicted on the basis of the 
steady-state inflow perturbations predicted by the free-vortex wake analysis. The in-
flow perturbations based on kinematic considerations alone result in an overprediction 
of the blade flapping response. 
Recall that the above steady-results are time-accurate solutions computed for a 
large number of rotor revolutions (i.e., at a sufficiently large time) when the rotor 
wake attains a periodic structure. This is not, in general, the same as the steady-state 
solution obtained using the relaxation method, where wake periodicity condition is ex-
plicitly enforced. For example, the rotor response derived from the relaxation solution 
is shown in Fig. 7.8. Note that for the two lowest imposed angular rates, the linear in-
flow pe1iurbations based on the relaxation wake solution (as shown in Fig. 7.8(a)) are 
the same as those based on the time-accurate wake solution, as shown in Fig. 7. 7(a). 
Consequently, the predicted blade flapping response based on the inflow perturbations 
is also the same for both the relaxation and the time-accurate wake models, as shown in 
Fig. 7. 7(b) and 7.8(b ). This is expected because for very low angular rates the time-lag 
associated with the maneuver effects on the rotor wake arc small, and the overall wake 
behavior is nearly periodic or reaches a "steady-state." However, for larger maneuver 
rates (i.e., q 2:'.: o.O 12), the two predictions show significant differences. Also, the peri-
odic blade flapping response calculated in a coupled manner with the relaxation wake 
solution is substantially smaller than the blade flapping response estimated based on 
the linear inflow perturbations obtained using the same relaxation wake solution. 
To better illustrate the similarity and differences between the time-accurate and re-
laxation (steady-state) solution methodologies, the results are plotted again in Fig. 7.9. 
The on-axis inflow gradients and the off-axis flapping response are shown relative to 
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the values expected based on only kinematic considerations alone. It is clear that for 
low angular rates, the predicted inflow perturbations using both the steady-state and 
the time-accurate models are coincident, as shown in Fig. 7.9(a). For higher angular 
rates, however, the relaxation wake significantly underpredicts the effects of the ma-
neuver induced wake distortion. As a result, the inflow perturbation is actually closer 
to the value expected based on kinematic considerations alone. 
A similar agreement for low angular rates was seen in the predicted off-axis flap-
ping response, as shown in Fig. 7.9(b). Note that the flapping response can be directly 
calculated by integrating the blade flapping dynamic equation coupled with the free-
vortex wake equations. The flapping response may also be estimated based on the 
linear inflow perturbations calculated using the free-vortex wake model, as mentioned 
at the beginning of this section. Ideally, both these results should agree if the maneuver 
induced wake distortions are periodic at the rotor frequency with only first harmonic 
components. As shown in Fig. 7.9(b) the results obtained using both the wake model 
and the time-integration of the blade flapping equations coincide only for low angular 
rates. For higher angular rates, the flapping response based on the periodic (relaxation) 
Wake model were significantly different than those using the time-integrated blade flap-
ping response. This is because the inflow perturbations were not correctly represented 
using the relaxation wake model, as shown in Fig. 7.9(a). These differences suggests 
that the rotor wake becomes significantly non-periodic at higher maneuvering angu-
lar rates, and a steady-state, periodic model is not suitable. This also suggests that a 
steady-state wake methodology, like the relaxation wake method, may not be adequate 
for modeling the maneuver induced wake distortions under transient maneuvers, such 
as pull-up, tight turns, etc. In the next section, time-histories of the inflow perturba-
tions and blade flapping response will be examined to better understand these effects. 
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7.1.2 Transient Wake Solutions for Maneuvering Flight 
Theodore & Celi (Ref. 109) have incorporated both a dynamic inflow model and a 
steady-state free wake models into a flight mechanics simulation to study the response 
of a helicopter to cyclic blade pitch inputs. Although they showed improved predic-
tions of overall trends in the blade flapping response using the free-vortex wake model 
' 
the quantitative predictions were not substantially improved. Part of the reason could 
be that a steady-state (relaxation) wake model is not completely representative of the 
rotor wake aerodynamics for such maneuvering flight conditions. 
An example of the transient (linear) induced inflow perturbation is shown in Fig. 7.1 o 
in the form of Fourier coordinate transforms (FCT) of the calculated inflow. Only 
the longitudinal and lateral components, i.e., the first harmonics, are shown. Notice 
that the mean rotor inflow remains almost constant throughout the maneuver. The in-
flow perturbations without the maneuver induced wake distortion effects, i.e., based on 
kinematic considerations alone are also shown for comparison. The inflow response is 
normalized with respect to the kinematic value of AJq;n = q/Q. 
Immediately after the rotor starts to undergo the pitching motion, the induced in-
flow showed a longitudinal pe1iurbation equal to q. After that, as the rotor wake stmied 
to undergo distortions resulting from the maneuver velocities, the inflow perturbation 
changed. Recall that the inflow perturbation resulting from the wake distortion was 
in an opposite sense to the kinematic perturbation in inflow. Therefore, the total in-
duced inflow perturbation decreases in magnitude. After about five rotor revolutions, 
the inflow perturbation appeared to reach a steady-state value, and thereafter became 
invariant from one rotor revolution to another. It is interesting to note that the ma-
neuver induced wake distmiions also resulted in an off-axis inflow perturbation, i.e., a 
lateral inflow perturbation resulting from rotor pitching motion. However, the magni-
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Figure 7.10: Rotor induced inflow perturbation because of nose-up pitching motion of 
the rotor. Four-bladed rotor, Cr= 0.012, Zj = 0.024. 
tude of this off-axis inflow perturbation is relatively small. Notice also that the small 
oscillatory behavior in the inflow response in the steady-state condition indicates the 
presence of small higher bannonics of the inflow at the rotor disk. This implies that 
the rotor wake is not completely axisymmetric. However, the linear inflow coefficients 
in a time-averaged sense (averaged over one rotor revolution) were found to reach a 
steady-state value, suggesting a relatively periodic wake structure. 
The corresponding time-history of the rotor blade flapping response, as calculated 
by integrating the blade flapping equation along with the free-vortex wake equations, 
is shown in Fig. 7 .11. The results using only the kinematic inflow perturbations, that 
is ignoring all maneuver induced wake distortion effects, are also shown for compari-
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son. Note that the predominant blade flapping response is off-axis, i.e., a lateral blade 
flapping response resulting from the longitudinal inflow perturbation. There is a small 
on-axis flapping response, even based on the kinematic inflow considerations, which is 
because the hinge offset resulting in a control phase angle of not exactly a 90° lag with 
respect to the aerodynamic forcing. Notice that the off-axis blade flapping response is 
substantially decreased because of the wake distortion effects. 
Effects of Rotor Thrust on Maneuver Induced Wake Distortion 
Because the rotor inflow depends on the rotor operating conditions, the wake distor-
tions produced in response to maneuvers ( or rotor angular rates) will, in general, be 
dependent on the blade loading and/or rotor thrust coefficient. To examine this effect 
' 
time-accurate free vortex wake solutions were obtained for three rotor thrust coeffi-
cients of Cr= 0.006, 0.008, and 0.012 while keeping all other operating parameters 
constant. An example of the rotor response at these three different thrust levels is 
shown in Fig. 7.12 in terms of (a) the rotor induced inflow coefficient, and (b) the 
blade flapping response. As described previously, the inflow coefficients are normal-
ized with respect to the kinematic value (Eq. 7.4) to bring out the relative effects of the 
maneuver induced wake distortions. 
At the highest thrust level of Cr= 0.012, the inflow perturbation shows a small 
transient and reaches a steady-state within five rotor revolutions. At smaller thrusts, 
the inflow response shows much longer transients with significant unsteadiness. At 
the lowest thrust coefficient of Cr = 0.006, the inflow response shows significant os-
cillations even after twenty rotor revolutions, as shown in Fig. 7.12(a). ln Section 2.5 
it Was shown that the divergence rates associated with the rotor wake increased with 
decreasing rotor thrust. This means that the wake becomes more unstable as the rotor 
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thrust decreases. Therefore, for lower values of thrust, the maneuver induced wake 
distortions take a much longer time to reach to a periodic, steady-state structure. 
The corresponding blade flapping angles for this problem arc shown in Fig. 7. l 2(b ), 
along with the blade flapping angles predicted based on kinematic inflow considera-
tions alone. The blade flapping response also shows an increased "unsteadiness," i.e., 
aperiodicity, at lower thrust levels. At the highest thrust coefficient of Cr = 0.012, the 
blade flapping reaches a periodic form within five rotor revolutions after the beginning 
of pitching motion. 
The oscillatory behavior of the rotor inflow and blade flapping response at low and 
moderate thrust levels is best understood by looking at the wake geometry during the 
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maneuver. Figure 7.13 shows a sequence of wake geometries corresponding to a mod-
erate thrust of Cr= 0.008 with a nose-up pitch rate of q = 0.012. The geometry of 
the tip vortex filaments trailed from the four blades is shown at approximately 2 4 8 
, , , 
10, 16 and 17 rotor revolutions after the beginning of the nose-up pitching maneuver. 
Figure 7.13(a) shows that after only two rotor revolutions, the wake geometry shows 
the so-called bending distortion. A disturbance in the wake structure is also apparent 
in the form of localized bundling of the wake vortices. After four rotor revolutions, as 
shown in Fig. 7. l 3(b ), this disturbance grows as well as convects further downstream 
below the rotor. After about eight rotor revolutions, this localized disturbance moves 
significantly downstream and moves out of the computational domain. However, the 
wake structure develops wave-like disturbances along its length. Figures 7.13(d}-(t) 
show that these waves of alternating contraction and expansion convect downstream 
below the rotor in the form of a helical disturbance. This is qualitatively similarly 
to the behavior of the rotor following a oscillatory cyclic blade pitch excitation - see 
Fig. 6.29. This similarity is expected because the maneuver rates also result in a cyclic 
perturbation to the rotor induced velocity field similar to the cyclic blade pitch excita-
tions. 
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Effects of Blade Flapping Frequency on Maneuver Induced Wake Distortion 
Another factor that may influence the rotor response under maneuvering flight con-
ditions is the blade flapping hinge offset. For articulated rotors, the hinge offset is 
typically small, of the order of 5%i rotor radius. The baseline rotor configuration being 
examined here had a flapping hinge located at 6.54% radius. Modern hingelcss rotors 
are much stiffer, have a higher equivalent f1apping hinge offset. To examine the quali-
tative influence of the flapping hinge offset, the calculations were also performed with 
half and double the hinge offsets, i.e., withe/ Ii= 0.0327 and e/ R = 0.1308. 
These results arc shown in Fig. 7. 14. The induced inflow perturbations for the 
smallest flapping hinge offset showed some dqree "of unsteadiness" over the first ten 
rotor revolutions, as shown in Fig. 7.14(a). Thereafter, the inflow perturbation reached 
a constant value suggesting a periodic (stcady-,tatc) wake geometry. For higher hinge 
offsets, the non-dimensional inflow perturbations reached a steady-state value within 
five rotor revolutions. The steady-state val uc is found to be nearly independent of the 
hinge offset. Therefore, the relative wake distortion effects resulting from a maneuver 
arc not strongly influenced by the hinge offset, beyond a certain value. For lower 
hinge offsets, the flapping frequency is nearly equal to unity. This would result in 
larger blade flapping angles, and in turn would affect the wake distortions. The blade-
flapping angles, as shown in Fig. 7. I 4(b ), suggest that the maneuver induced wake 
distortion effects are relatively mild for small hinge offsets. In this case, the rotor 
induced inflow perturbation is almost the same as those predicted based on kinematic 
considerations alone. 
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7.1.3 Wake Distortion Factor 
The ratio of the wake induced inflow perturbation to the kinematic inflow perturbation 
is an important quantity for flight mechanics simulations. Keller & Curtiss (Ref. I 06) 
introduced a KR factor to represent the maneuver induced wake distortion effects on 
the inflow perturbations. This was termed as the "inflow gradient effect" because of the 
wake "curvature" and "stretching" distortions so produced. The KR factor is defined as 
the ratio of inflow perturbations resulting from maneuver related wake distortions to 
that resulting from kinematics of the problem alone. To formalize this, the KR factor 
can be written as 
also, 
Li/(,wake-induccd LiKxwake-induced 
LiKXkincmatic cf Ao (7.10) 
Lif\i,wakc-induced 
-pAo (7.11) 
To examine the behavior of the KR-factor, time-accurate free-vortex wake calcula-
tions were performed at three different thrust levels. Figure 7.15 shows the net inflow 
perturbations (i.e., the total of kinematic and maneuver induced wake distortion ef-
fects), as calculated by the free-vortex wake analysis, for increasing pitch rate, q. The 
results are shown for three different rotor thrust coefficients of Cr= 0.006, 0.008 and 
0.012. Figure 7.16 shows the corresponding blade flapping response. 
At the lowest thrust value of Cr= 0.006, the non-dimensional inflow perturbations 
are nearly of the same magnitude. This suggests that a constant KR factor may be 
used to "model" the maneuver induced wake distortion effects. However, at low thrust 
conditions, the rotor inflow as well as blade flapping response arc highly unsteady 
and non-periodic. Such unsteady induced inflow and airloads are a result of close 
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interactions of the tip vortices with the following blade(s). Recall that a pitch rate 
about the hub causes a wake contraction at the rear of the rotor disk (see Fig. 7.2). For 
low values of rotor thrust, the axial wake displacements are small, and axial contraction 
would bring the tip vortex filaments very close to the rotor TPP resulting in BVI-like 
interactions - see Fig. 7.17. Note that even for the lowest pitch rate ofq = 0.003, the 
wake vortex filaments closely interact with the rotor blades resulting in strong induced 
velocity perturbations, and in turn, oscillatory blade airloads. At the highest pitch 
rate of q = 0.024, the wake shows significantly larger distortions in the form of wake 
I' 
curvature. However, close to the TPP the vortex filaments show similar displacements 
as in the case of the smaller pitch rate. This is probably the reason why the (non-
dimensional) inflow time-history shows oscillations of comparable magnitude. 
Because such interactions occur only on the rear of the rotor disk, the rotor blades 
will experience Nb-per-revolution inflow perturbations. Therefore, a periodic or steady-
state wake or inflow model (which includes only the first harmonics) may not be ad-
equate to describe the rotor behavior correctly. To bring out this oscillatory nature 
of the induced velocity field, a contour plot of the induced velocity through the rotor 
disk is shown in Fig. 7.18. The overall rotor induced velocity field showed an essen-
tially linear distribution, with a predominantly longitudinal gradient. However, small 
regions of high induced velocity can be seen at the front of the rotor disk - sec the 
third and fourth quadrants of the rotor disk in Fig. 7.18. This is clearly a result of the 
close interactions between the rotor blades and tip vortices, and must be the cause of 
the oscillatory rotor response. 
At an intermediate thrust of Cr = 0.008, the inflow perturbations are different for 
the smaller pitch rates. At higher pitch rates, however, the non-dimensional inflow 
perturbations are the same. At the highest thrust of Cr = 0.012, the time-histories for 
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different pitch rates coalesce onto a single curve when plotted in a non-dimensional 
form. The blade flapping response shows essentially the same trends as the inflow 
perturbations. Therefore, it is apparent that a constant KR factor to represent wake 
maneuver induced distortion effects is suitable only for operating conditions at high 
thrust and/or high angular rates about the hub. For low and intermediate thrusts, such 
a simple model for wake distortion effects is not accurate, as evident from results 
shown in Figs. 7. I 5 and 7.16. It must also be noted that such a simplified model using 
a constant wake distortion factor is only possible in hovering flight where the rotor 
response to pitch and roll motions is essentially the same because of axisymmetry 
considerations. In forward flight, the rotor response may be significantly different in 
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response to pitch and roll rate inputs. Some example calculations for a maneuvering 
rotor in forward flight will be shown in the next section. 
The free-vortex wake results presented earlier are shown again in Fig. 7.19 in the 
form of this KR factor. Figure 7.19( a) shows the effect of rotor thrust on KR for in-
creasing angular rates. Bagai et al. (Ref. I 08) have shown that the blade twist may 
influence the KR factor. Other operating parameters may also influence the maneu-
ver related wake distortion effects. The influence of rotor thrust is apparent from 
Fig. 7. l 9(a), where the values for KR are shown for three thrust coefficients. At a 
thrust of Cr = 0.006, the wake distortion effects were found to be small and increased 
with angular rate. As the thrust increases, the variations in KR with angular rate are 
found to decrease, and at the highest thrust of Cr = 0.012, the KR value is nearly 
independent of the angular rate. 
Other results are shown in Fig. 7.19(b) for three flapping hinge offsets considered 
previously in Section 7.1.2. For the lowest hinge offset of e/ R = 0.0327, the maneu-
ver induced wake distortion effect was found to increase approximately linearly with 
increasing angular rate. However, for higher hinge offsets the wake distortion factor 
Was found to be independent of the angular rates. These results suggest that a constant 
KR factor is not a universal model for the wake distortion effects. Rather, a KR fac-
tor depending on various operating conditions should be formulated empirically using 
free-vortex wake results, such as those presented here. 
7.1.4 Imposed Pitch/Roll Rates in Forward Flight 
In forward flight, the rotor wake structure is non-axisymmetric, with the tip vortices 
being closer to the TPP in the second and third quadrants of the rotor disk. The close 
Proximity of the tip vortices to the TPP makes it difficult to idealize the inflow distri-
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bution as a linear approximation (as shown previously in Section 5.2), and also to es-
timate the effects on blade flapping response. The effects of pitch and roll rates can be 
significantly different, unlike hovering flight where these are equivalent because of the 
axisymmetric nature of the wake. Furthermore, the effects of nose-up and nose-down 
pitch rates, or left/right roll rates, may not be symmetric because of the asymmetry of 
the baseline (non-maneuvering) rotor wake structure. 
Effects of Maneuver Angular Rates in Forward Flight 
Representive examples of the rotor wake geometry for an advance ratio of Jl = O. I are 
shown in Fig. 7.20(a) and (b) for nose-up and nose-down pitch rates, respectively. As 
with hovering flight, the imposed pitch rate causes a "curvature" of the wake geometry 
such that for a nose-up pitching motion, the tip vortices lie further away from the TPP 
at the front of the rotor disk. Similarly, at the rear of the rotor disk, the tip voiiices 
lie further away from the TPP for a nose-up pitching motion. The opposite curvature 
effect was found for a nose-down pitch rate, with the tip vortices closely intersecting 
the TPP at the front of the rotor disk, as shown by Fig. 7.20(b). 
This wake curvature effect is better illustrated in Fig. 7.21, where the vertical dis-
placements of the tip vo1iices in a plane passing through the longitudinal centerline 
of the rotor are plotted for increasing vortex age. Note from Fig. 7.21 (a) that at the 
front of the rotor disk with no imposed angular pitch rate, the tip vortices convect only 
slightly above the TPP. After the first blade passage, which corresponds to s = 90°, 
the vortices convect just below the TPP. During the maneuver with a nose-down pitch 
rate, the vortices move significantly above the TPP, as mentioned previously. After 
the first three blade passages, at I;, = 90°, 180° and 270° respectively, the tip vortices 
experience vertically downward velocity perturbations when they are finally convected 
329 
down through the TPP. The effect of a nose-up pitch rate is to move the tip vortices 
further away from the TPP. 
At the rear of the rotor disk, as shown in Fig. 7.21(b), the tip vortices lie much 
further below the TPP, and the effects of blade passages are not noticeable. In this 
case, a nose-up pitch rate moves the tip vortices closer to the TPP, while a nose-down 
pitch rate moves them further away from the TPP. These effects suggest that the pri-
mary effects of maneuver induced wake distortion on the rotor induced inflow would 
be similar to those found in hover, i.e., a pitch-up motion results in a positive longi-
tudinal inflow gradient and a negative value of !iKx. Note that this effect is again in 
the opposite sense to that of the kinematic inflow gradient, as shown in the previous 
section for rotors operating in hovering flight. 
The primary wake distortion produced by a roll rate is in the lateral direction, al-
though some longitudinal wake distortion is also produced. The wake geometry result-
ing from imposed angular rates at an advance ratio of /l = 0. I is shown in Fig. 7.22 for 
both a positive roll rate (roll left) and a negative roll rate (roll right). Note that even in 
the absence of any imposed roll rate, the wake geometry shows some lateral distortion 
with the tip vortices being closer to the TPP on the retreating side. However, this base-
line lateral distortion is much smaller than the longitudinal distortion as shown earlier 
in the results of Fig. 7.20. The effect of an imposed roll rate is a curvature of the wake 
geometry in the lateral direction; for a left roll the tip vortices lie closer to the TPP on 
the retreating side, and further away from the TPP on the advancing side. The wake 
curvature effects induced because of a right roll are essentially opposite to those for a 
left roll. 
Figure 7.23 shows the wake curvature effects of imposed roll rate in terms of the 
tip vortex displacements in a lateral plane as a function of vortex age. Note that for the 
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baseline case with no imposed roll maneuver rates, the tip vortex displacements show a 
small lateral distortion with the tip vortices lying closer to TPP on the advancing side. 
As shown in Fig. 7.23( a), on the advancing side the tip vortices closely intersect the 
TPP under the effects of an imposed right roll. At each blade passage, the tip vortices 
experience a downward perturbation, and eventually convect below the TPP. On the 
retreating side the opposite effect is seen, with the tip vortices being closer to the TPP 
for an imposed left roll (positive ro!I rate), as shown in Fig. 7.23(b ). 
The effects of these maneuver related wake distortions resulting from an imposed 
pitch rate on the rotor induced inflow and the flapping response is shown in Fig. 7.24. 
As described previously, the kinematic effect of an imposed pitching motion is a neg-
ative longitudinal inflow gradient perturbation, 11.Kx. Recall from the results shown in 
Fig. 5.13 that for a rotor in forward flight at Ji = 0.1, there is a longitudinal inflow 
gradient, Kx, even in the absence of any imposed maneuver rates. Therefore, to under-
stand the effects of the maneuver alone, the results are presented as a perturbation to 
the baseline inflow gradient, i.e., 
flK.x == /(Ymancuvcr - Kxbaseline (7.12) 
Similarly, the blade flapping angles are presented as perturbations from the baseline 
flapping angles found with no maneuver rates. 
Figure 7.24 shows the inflow gradient perturbations as a function of pitch rate. 
Note that only kinematic considerations give a negative longitudinal (on-axis) inflow 
gradient because of a positive pitch rate. The effects of maneuver induced wake dis-
to1iion are opposite to this kinematic effect, as mentioned previously. Therefore, the 
combined effect of the wake and kinematics is a slightly lower inflow gradient pertur-
bation, as shown in Fig. 7.24(a). For the present flight condition at an advance ratio 
of Jt = 0.1, the effect of wake distortion on the on-axis inflow gradient appears to be 
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Figure 7.23: Effects of roll rate on tip vortex vertical displacements for a four-bladed 
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small. However, the wake distortion also produced a lateral (off-axis) inflow gradient 
perturbation, !J.K;,, which is not expected based on kinematic considerations alone. It 
is also interesting to note that the wake induced inflow gradients are not symmetric 
with positive and negative imposed pitch rates. This suggests that in forward flight, 
the maneuver related wake distortion effects may not be completely modeled using a 
simple (linear) correction to the kinematic inflow perturbation. 
The off-axis blade flapping response calculated by time-integration of the flapping 
equations is shown in Fig. 7.24(b), along with estimated periodic blade flapping based 
on inflow gradient perturbations. Because the effect of maneuver induced wake distor-
tion on the on-axis inflow gradient perturbation was found to be small, the estimated 
off-axis blade flapping response was also found to be small. Note that the estimated 
flapping response is slightly smaller than the time-integration results. This is because 
of the approximations involved in the periodic flapping estimates given in Egs. 7. 7-7.9. 
Nevertheless the estimated flapping response gave good predictions of the trends. 
As mentioned earlier, an imposed pitch rate also resulted in lateral inflow gradient 
perturbations. The off-axis inflow gradient would result in an on-axis (longitudinal) 
flapping response. This effect is shown in Fig. 7.25, along with the coning angle pertur-
bations. Note that kinematic considerations alone predict no on-axis flapping response. 
The estimated flapping response based on linear inflow perturbations significantly un-
derpredicts the on-axis blade flapping. This suggests that under such maneuvering 
flight conditions, a simple linear inflow representation is unsuitable to model the rotor 
induced velocity field and a non-linear inflow model, like the present free-vortex wake 
model, would be necessmy to completely resolve the maneuver-related effects on the 
rotor inflow and blade flapping response. 
Results for the linear inflow perturbations resulting from an imposed roll rate are 
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(a) Induced inflow perturbations. (b) Blade flapping response. 
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Figure 7.25: The on-axis flapping response resulting from a imposed pitch rate for a 
four-bladed rotor in forward flight at f.l = 0.1. 
shown in Fig. 7.26. In this case, kinematic considerations suggest that a positive roll 
rate leads to a positive lateral inflow perturbation as shown in Fig. 7.26(a). The effects 
of maneuver induced wake distortion are in an opposite direction (negative lateral in-
flow perturbation) and, therefore, the total inflow gradient perturbation is smaller than 
that because of kinematic considerations alone. Because the lateral inflow gradient is 
small for the baseline non-maneuvering condition (without any imposed roll rate), the 
maneuver related wake distortion effects vary more of less linearly with the roll rate. 
The off-axis blade flapping response resulting from the imposed roll rate calculated 
by time-integration of the blade flapping equations coupled with the wake solution is 
shown in Fig. 7.26(b). The estimated flapping response based on linear (on-axis) in-
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flow perturbations is also shown for comparison. It can be seen that a linear inflow 
perturbation based on kinematics alone overpredicts the blade flapping response. In-
clusion of the wake-induced effects in the linear inflow gradients gives a better estimate 
of the blade flapping response. 
The behavior described above is essentially similar to that observed in hovering 
flight, as shown previously in Fig. 7. 7. This suggests a simple representation of the 
maneuver induced wake distortion effects using a wake distortion factor, KR (sec Sec-
tion 7.1.3, Eqs. 7.10 and 7.11), may be useful to estimate the relative effects of wake 
distortion on the on-axis inflow gradient perturbation. Note that the wake distortion 
factor resulting from pitch and roll rates are different in forward flight. Therefore, it is 
convenient to define two different wake distortion factors KRx and KR.v corresponding 
to the effects of pitch and roll angular rates, i.e., 
KRx 
LiKxwakc-induccd 
LiKxkincmatic 
for imposed pitch rate, 
LiKx k ., 
KRx 
wa e-in( uccd 
qAo (7.13) 
KRy 
LiKYwakc- induced 
Lif\Vkincmatic 
for imposed roll rate, KRy 
LiK;,wake-induccd 
-pAo (7.14) 
The results for these two wake distortion factors are shown in Fig. 7.27. As mentioned 
earlier, an imposed pitch rate resulted in very small wake distortion effects on the linear 
inflow gradients. Therefore, the wake distortion factor KR has a very small value. The 
imposed roll rate however showed a significant wake distortion effects on the inflow 
gradients, as also shown by the larger value of the KRy factor given in Fig. 7.27. 
Similar to the imposed pitch rate, an imposed ro11 rate also resulted in an off-axis 
inflow perturbation, i.e., a longitudinal inflow gradient. This also resulted in on-axis 
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(lateral) blade flapping response. These results are shown in Fig. 7.28. Note that kine-
matic considerations suggest no such on-axis flapping response. The inflow gradients 
derived by including the maneuver induced wake distortion effects in the free-vortex 
wake calculations, showed an off-axis inflow gradient perturbation. The flapping re-
sponse based on these gradients, however, is lower than the blade flapping calculated 
by time-integration. This again suggests that a simple linear inflow model may not 
be satisfactory to fully represent maneuver related effects on the rotor response, and a 
complete solution with a free-vortex wake model may be necessary under many flight 
conditions. 
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Effect of Advance Ratio on Wake Distortions During Pitching Motion 
The relative effects of maneuver induced wake distortion on the induced inflow distri-
bution were found to be greater in hovering flight than in forward flight at an advance 
ratio of 0.1. As mentioned previously, the main reason for these differences lies in 
the fact that the wake geometry is significantly non-axisymmctric in forward flight. In 
particular, the displacements of the tip vortices relative to the TPP are different at the 
front and the rear of the rotor disk. This results in a strong longitudinal inflow gradient 
with high down wash over the rear of the rotor disk, and a reduced down wash (possibly 
an upwash) at the front of the rotor disk. This implies that the vortex induced veloci-
ties at the rotor blades are not linear. RecalI from Fig. 7.24 that the effects of positive 
342 
and negative imposed pitching motion were not axisymmetric. Therefore, the effects 
of maneuver rates may not be considered as a superposition of various linearized in-
flow gradients. It would appear that the relative effects of the maneuver related wake 
distortions would also be different for different advance ratios. 
Figure 7.29(a) shows the on-axis (longitudinal) inflow gradient perturbations re-
sulting from a positive (nose-up) pitching motion as a function of increasing advance 
ratio. The kinematic inflow gradient shows a negative perturbation for positive pitch-
ing rate. The kinematic inflow perturbation slowly increases in magnitude because of 
the slow decrease in mean rotor induced inflow with increasing advance ratio. At low 
advance ratios, including hover, the effect of maneuver induced wake distortion on the 
inflow perturbation is, in a sense, opposite to the kinematic effects. At approximately 
an advance ratio of p = 0.1, the trend reverses and the wake distortion results in an 
inflow gradient perturbation in the same sense as the kinematic inflow perturbation. 
Therefore, the net inflow gradient perturbation experienced by the rotor is increased at 
advance ratios of /l 2: 0.1 
The corresponding blade flapping response resulting from imposed pitch rate is 
shown in Fig. 7.29(b). The off-axis flapping response based on kinematic inflow gra-
dients alone is almost constant with advance ratio. The solution obtained by time-
integration of the blade flapping equations showed significant differences from this 
trend. At low advance ratios, including hover, the blade flapping is smaller than that 
expected based 011 kinematic considerations. This is because the wake distortion be-
cause of the imposed pitch rate produces on-axis inflow gradients, which are opposite 
to the kinematic inflow gradient perturbations. At higher advance ratios, however, the 
wake distortion effects produce inflow gradients similar in magnitude to the kinematic 
gradients, thereby resulting in a higher off-axis blade flapping response. Clearly, the 
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wake induced effects on the linear inflow perturbations must be included to get a better 
estimate of the blade flapping response. 
1n hovering flight, the effects of nose-down pitching motion were found to be sym-
metrically equivalent to the corresponding effects of nose-down pitching motion. 1n 
forward flight, where the wake is non-axisymmetric, this may not be the case. Fig-
ure 7.30 shows the longitudinal inflow gradients obtained from the free-vortex wake 
calculations for both positive (nose-up) and negative (nose-down) pitch rates in for-
ward flight. The baseline (non-maneuvering) case is also shown to emphasize the basic 
longitudinal inflow gradient resulting from non-axisymmetry of the wake in forward 
flight. A nose-up pitching motion further increases the longitudinal inflow gradient, 
while a nose-down pitching decreases the gradient. The perturbations relative to the 
baseline case, however, are not symmetric. 
The perturbation inflow gradients as described in Eq. 7.12 are shown in Fig. 7.31 
for increasing advance ratio. The inflow perturbations based on kinematic considera-
tions alone are also shown for comparison. Notice that although the kinematic effects 
result in symmetric inflow perturbation with respect to pitch rate, the maneuver re-
lated wake distortion effects are significantly asymmetric. The wake distortion effects 
arc much stronger for a nose-down pitching motion as compared to a nose-up pitch-
ing motion. This suggests tlrnt the rotor response to imposed angular rates in forward 
flight is highly non-linear, probably because of the high baseline longitudinal inflow 
gradients even in the absence of any maneuvering conditions. Recall from Fig. 5 .13 
in Section 5.2, that the longitudinal inflow gradient reaches an almost constant value 
at high advance ratios. A pitch-up motion under such high-speed flight does not result 
in additional inflow perturbations resulting from wake distortions. The inflow gradient 
perturbations are essentially the same as those because of kinematic considerations. A 
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(a) Induced inflow perturbations, (b) Blade flapping response. 
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nose-down pitching motion, however, results in a further reduction in the longitudinal 
inflow gradient because of maneuver induced wake distortions as well as the kinematic 
effects. 
This asymmetry in the inflow gradient perturbation can be better understood by 
examining the maneuver effects on the rotor wake geometry. Figure 7.32 shows the 
axial displacement of the tip vortices at the front and the rear of the rotor disk at an 
advance ratio of 0.2. At the front of the disk, a nose-up pitching motion results in 
the tip vortices being convected further away from the TPP. However, a nose-down 
pitching motion of the same magnitude has a much smaller effect on the tip vortex 
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Figure 7.31: Longitudinal (linear) inflow gradient perturbations resulting from a pitch-
ing maneuver as a function of advance ratio. 
displacements. In this case, the tip vortices initially convect above the TPP, but this 
upward convection is very small in magnitude - compare with Fig. 7.21 at a smaller 
advance ratio of p = 0.1. At the rear of the disk, a nose-up pitching motion results in 
the vortices convecting further away from the TPP, while a nose-down pitching motion 
results in the opposite effect. Because of the smaller maneuver induced wake distortion 
effects with a nose-down pitch rate, the overall wake distortion is not symmetric with 
positive/negative pitch rates. At higher advance ratios, a nose-down pitch rate results 
in a very small wake distortion close to the rotor, and the overall inflow perturbations 
arc essentially because of kinematic effects, as shown in Fig. 7.31. 
The blade flapping response resulting from a pitching motion is shown in Fig. 7.33 
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as a function of advance ratio. 
for increasing advance ratio. The flapping response based on linear inflow pertur-
bations obtained from the inflow calculations using the free-vortex wake method is 
shown, along with that calculated by time-integration of the blade flapping equations. 
The flapping response based on inflow perturbations using kinematic considerations 
alone is also shown. Notice that a linear inflow approximation shows a good agree-
ment with the calculated flapping response for a positive (nose-up) pitching motion. 
However, for a nose-down pitching motion, the response based on linear inflow ap-
proximations is significantly different. This is because the maneuver induced wake 
distortion effects close to the rotor are small, and the corresponding wake-induced in-
flow gradient perturbations are also correspondingly small. However, because of close 
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proximity between the tip vortices and the rotor blades, the rotor wake response to this 
type of maneuver (angular) rates is highly non-linear and, in general, a linear inflow 
approximation is not a completely adequate representation of these effects. A com-
plete coupled solution for both blade flapping motion and the free-vortex wake would 
be necessary to accurately represent the maneuver induced wake distortion effects on 
the rotor response. 
Finally, a wake distortion factor was derived from the inflow gradient perturbations 
calculated using the present free-vortex wake analysis. Figure 7.34 shows the wake 
distortion factor resulting from an imposed pitch rate of q = ±0.012 as a function of 
increasing advance ratio. Recall from Eq. 7.10 that a positive KR-factor implies that the 
inflow perturbations resulting from maneuver induced wake distortions are in a sense 
opposite to the inflow gradients based on kinematic considerations alone. For low 
advance ratios the KR factor is positive, similar to the results found in hovering flight, 
as shown in Fig. 7.19. The wake distortion factor decreases with increasing advance 
ratio and changes sign around an advance ratio of /l = 0.1. Recall from Fig. 7.27 the 
maneuver related wake distortion effects were found to be very small as compared to 
the kinematic effects at an advance ratio of p = 0.1. At higher advance ratios, however, 
the maneuver induced wake distortion effects result in inflow perturbations in the same 
direction as the kinematic effects, thereby amplifying the maneuver related effects on 
the blade flapping response. 
Effect of Advance Ratio on Wake Distortions During Rolling Motion 
The response of the rotor wake to imposed rolling motions in forward flight was found 
to be only qualitatively similar to that for an imposed pitching motion. This is because 
the baseline lateral inflow gradients are significantly different from the longitudinal 
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Figure 7.34: The KR factor extracted from the time-accurate free wake results as a 
function of increasing advance ratio for a four-bladed rotor with imposed pitch rate. 
inflow gradients. For low speed forward flight, the lateral inflow distribution is es-
sentially uniform and, therefore, the response to positive/negative roll rates may be 
expected to be symmetric. For high speed forward flight, however, this may not be the 
case. 
Figure 7.35 shows the lateral inflow gradients for imposed roll rates for increasing 
advance ratio. The baseline (non-maneuvering) inflow gradients are also shown for 
comparison. Note that the maneuver induced wake distortions in forward flight result 
in a significant lateral inflow gradient at high advance ratio, even in the absence of any 
imposed angular rates. The inflow gradient perturbations, i.e., changes from to these 
baseline inflow gradients, are shown in Fig. 7.36. 
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Figure 7.35: Lateral linear inflow gradients resulting from a roll maneuver as a function 
of advance ratio. 
For low speed flight, the roll rate induced wake distortion effects produce a lateral 
inflow gradient that is in a sense opposite to that resulting from kinematic effects alone. 
This behavior is essentially similar to that observed in forward flight. However, some 
asymmetry is seen for positive and negative roll rates even at moderate forward speeds. 
At higher forward speeds, the wake distortion effects on the inflow gradient arc appear 
to be smaller for a positive roll rate than for a corresponding negative roll rate. 
The blade flapping response resulting from a roll rate is shown in Fig. 7.37 for in-
creasing advance ratio. The approximate flapping response estimated using the inflow 
gradient perturbations is also shown. Similar to the results found for hovering flight, 
consideration of kinematic inflow gradient perturbations alone did not give good csti-
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Figure 7.36: Lateral linear inflow gradient perturbations resulting from a roll maneuver 
as a function of advance ratio. 
mate of the blade flapping. Inclusion of the maneuver induced wake distortion effects 
in the inflow perturbations improved the estimated response, as compared to the blade 
flapping response calculated by time-integrating the flapping equations. However, at 
higher advance ratios, such simple linear inflow perturbation model did not give a 
complete representation of the maneuver effects. It is interesting to note that at low 
advance ratios (Jt :s; 0.1) the response to positive and negative imposed roll rates is 
almost symmetric. However, for higher advance ratios, the response is significantly 
asymmetric. 
Finally, a wake distortion factor was estimated based on the inflow perturbations 
calculated from the present free-vortex wake analysis. These results are shown in 
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Fig. 7.38 as a function of advance ratio. For a small advance ratio of Jl = 0.025 the 
KR-factor has value higher than unity. This suggests that the maneuver induced wake 
distortion effects are opposite to the kinematic effects and also of a higher magnitude-
see Eq. 7.11. Therefore, the blade flapping response may be opposite of that expected 
based on kinematic considerations alone. Note that the flapping response, as shown 
in Fig. 7.37 was found to be significantly smaller in magnitude than that estimated 
based on kinematic effects alone, but of the same sign. This again confirms that the 
rotor response to angular rates is highly non-linear, and a simple representation based 
on linearized inflow perturbations may not be completely adequate to describe these 
effects under many flight conditions. 
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7.2 Descending Flight through the Vortex Ring State 
Another good application of the time-accurate rotor wake model is to the prediction of 
the blade and rotor airloads during descending flight conditions. In low speed descents 
the rotor response is known to be significantly unsteady (non-periodic), with the max-
imum fluctuations in the rotor response occurring near the so-called vortex ring state 
(YRS). Simple momentum theory is strictly invalid in this flight regime because of the 
ambiguity in defining a flow direction and a well-defined slipstream boundary (e.g., 
Ref. 2). Also, steady-state (periodic) vortex wake models fail to predict the rotor be-
havior near the VRS because of the inherent flow unsteadiness. A time-accurate free-
vortex wake model, however, provides a powerful first-principle based tool to study 
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the aerodynamics of the rotor wake under such flight conditions. 
7.2.1 Rotor in Axial Descent 
Simple momentum theory gives a solution for axial climb with the climb velocity 
Ve > 0. For axial descent, however, the solution is valid only for Vc < -2V,,, where 
V,, is the rotor induced velocity in hovering 11i6ht. In these flight regimes, the flow 
through the rotor disk has a unique direction and c1 slip-stream boundary can be defined 
for application of the conservation laws. The irduced velocity through the rotor can 
then be solved, and the results arc 
Vi (Ve) (I")' V, 
- 2V;, + 2V;, + l ~>0 V;, v,, 
(7.15) 
Vi (Ve) ( '" )' Ve - - -1 -<-2 V;, 2V;, 217;, v,, (7.16) 
Similarly, the induced power is given by 
P,· ( ,~. ) ( V )' Ve O 2V;, + 21~1, + l -> P1, v,, (7.17) 
pi ( Vc,) ( V ) 1 Ve 
- 2V;, 21~11 -
1 -<-2 
P1, Vii 
(7.18) 
These solutions based on simple momentum theory are strictly not valid in the descent 
velocity range -2 < Ve/V;1 < 0 because a well-defined slip-stream boundary cannot 
be identified to properly apply the conservation laws. These results are also invalid in 
the vortex ring state, and empirical results must be used. However, as will be shown 
later, the physical rotor wake behavior somewhat resembles these non-physical solu-
tion branches in the region -2 < Vc/V;1 < 0. 
The basic YRS phenomenon manifests itself as a substantial increase in the re-
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quired induced power necessary to overcome the additional aerodynamic losses as the 
rotor descends into its own wake. The YRS condition is often referred to by pilots 
as "settling with power" but this term reflects a piloting interpretation of the usual 
behavior of a rotorcraft operating at or near the YRS and is not a descriptor of the 
aerodynamic flow state at the rotor. More importantly, however, the unsteady flow 
obtained during transition into and through the YRS may result in highly fluctuating 
blade airloads leading to considerable blade flapping, high piloting workload, and even 
a possible loss of rotor control. While operation in the YRS is undesirable, transition 
through the YRS may be required to reach autorotative conditions. Therefore, the YRS 
phenomenon is of particular interest to the rotor acrodynamicist. 
To this end, despite the many inherent difficulties in conducting experiments of the 
problem, several researchers have experimentally measured rotor behavior in descend-
ing flight_ sec, e.g., Refs. 110-114. These studies, as well as the work of Refs. 115 
and 116, have mostly used an extension of simple momentum theory into the YRS to 
help understand the problem. Although the momentum theory seems to provide rea-
sonable overall (time-averaged) predictions in some cases, it docs not provide a means 
of predicting either the higher induced power requirements of the rotor associated with 
operation in its own wake or the inherent unsteadiness of the flow in the YRS. Also 
' 
the oscillatory airloads result in unsteady blade flapping response and significant os-
cillations of the TPP. These may result in highly oscillatory roll/pitch moments on the 
aircraft and make it difficult to control. This behavior is important from piloting per-
spective. However, momentum theory or its variations arc inadequate to predict such 
behavior 
To illustrate the transient unsteady flow state during operation in the YRS, Fig. 7.39 
shows representative predictions of the rotor response during a transition from hover-
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ing flight through the VRS into steady descending flight. Rotor thrust and torque 
coefficients, as well as blade flapping (coning) angle, arc shown in Fig. 7.39. As the 
rotor begins to descend starting from hover, smaJJ osciJJations in rotor thrust and blade 
flapping arc observed. During the transition into the VRS, the rotor response shows 
significant unsteadiness, as can be seen from the fluctuating behavior of both rotor 
thrust and blade flapping. During this transition process, the rotor begins to extract 
power from the surrounding air. In this fligl1t regime, the flow field surrounding the 
rotor is aperiodic. As the descent rate increases further, the rotor begins to transition 
out of VRS and enters into the turbulent wake state and finally into the windmill brake 
state, as shown by the near zero power consumption in Fig. 7.3 9( c ). At these higher 
rates of descent the unsteadiness in rotor response (i.e., magnitude of oscillations) is 
relatively smaller as the flow becomes mostly periodic when the rotor enters into au-
torotation. With a further increase in descent rate, the rotor begins to operate in the 
windmill brake state. 
Figure 7.40 documents predictions of the rotor wake boundary during the transi-
tion from hover through the VRS into descent. At low descent rates, as shown by 
Fig. 7.40(b), the rotor wake begins to move up up into the plane of the rotor disk. As 
shown in Fig. 7.40( c ), for higher rates of descent the wake contracts and moves up 
through the rotor disk and this corresponds to the beginning of the osciJJations shown 
in Fig. 7.39. As the descent rate increases further and approaches a descent velocity 
that is of the same magnitude but of opposite direction to the average induced velocity 
through the rotor, i.e., Ve+~ ~ 0, the wake rolls up around and through the rotor disk, 
with most of the discrete blade tip vortices trailed into the wake being bundled into the 
plane of the rotor- sec Fig. 7.40(d). This is the so-caJJed VRS, and is accompanied by 
the highest oscillations in blade airloads and rotor flapping response. If the descent rate 
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continues to increase so that Vc + Vt < 0 the rotor enters into the turbulent wake state, 
with lower fluctuating loads but still a relatively unsteady flow state. At the highest 
descent rates the rotor begins to enter the windmill brake state and the wake attains a 
mostly periodic ( axisymmetric) wake structure. 
Figures 7.4I(a) and (b) show the universal power curve for a rotor in axial (ver-
tical) flight. The flight regime of interest is for -2 ~ Vc/V'/1 ~ 0 where momentum 
based theories are strictly not valid because of the reasons previously mentioned. Ex-
perimental results from Refs. Ill, 113 and 114 are shown in Fig. 7.41(a), with the 
numerical predictions using the time-accurate free-vortex wake model being shown in 
Fig. 7.41 (b ). The induced power was estimated from the experimental measurements 
of total shaft power by assuming that the profile power is a function of the thrust alone, 
and does not depend on the axial velocity. Therefore, the profile power was estimated 
from the measurements in hovering flight with the induced power being approximated 
by the momentum theory result, i.e., 
( c3/2) Cp0 = Cr1, - i' (7.19) 
The induced power in axial flight was then calculated by subtracting the profile power 
from the total measured power as 
(-Ve) Cr,. = Cr - Cr0 + QR Cr (7.20) 
Notice from Fig. 7.41 that at low descent rates both the experimental results and the 
predictions closely follow the non-physical branch of the momentum theory solution. 
However, in this region, the induced power is somewhat higher than that predicted 
based by momentum theory. This is because under these conditions the rotor operates 
inside its own vortical wake so that to produce the same thrust the rotor must consume 
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more induced power. The free-vortex results quantitatively predict this increased in-
duced power requirement. Notice that the fluctuations shown in the predictions are 
because the solution never reaches a steady-state and continuously changes with time 
because of the highly unsteady flow conditions. 
The corresponding complete induced velocity curve in axial flight is shown in 
Fig. 7.42. The experimental results in Fig. 7.41 show the induced velocity, which 
was estimated from the induced power measurements by using 
(7.21) 
where the subscript h refers to the values in hovering flight. Notice that the free-vortex 
wake predictions show a good correlation with the experimental results. Again, the 
induced velocity closely is found to follow the non-physical branch of the momen-
tum the01y solution at low descent rates. However, notice that both the predicted and 
experimental values are somewhat larger than the momentum theory results. This 
suggests that the momentum theory may only be used as a lower bound for pre-
dictions of the induced power or induced velocity. For descent rates less than 1.5 
(Ve/ Vt, < - 1.5), the solution jumps somewhat abruptly to the lower solution branch 
and follows the physical solution for the windmill brake state at descent rates of 2.0 
and higher (Ve/Vt, < -2). 
Washizu et al. (Ref. 113) have quantified the increased induced power measured 
during equilibrium axial descent in terms of a power loss factor, Kv - sec Ref. 113 for 
details - where Kv is defined as 
(7.22) 
where Pi is the rotor induced power (Eq. 7.20) and VMr refers to the rotor induced 
velocity as given by momentum theory in axial flight (Eq. 7 .15 & 7 .16). This power 
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loss factor is essentially a measure of the extra induced power required by the rotor to 
produce useful work (i.e., thrust) as it descends into its own vortical wake as compared 
to the momentum theory solution. Recall that the momentum theory solution is not 
physically valid for descent rates of -2 <Ve/Vt,< 0. The power loss factor, Kv, allows 
one to empirically correct the non-physical momentum theory solution to give better 
predictions of rotor performance for this range of descent rates. The measured values 
in Fig. 7.43(a) show a distribution as a function of descent velocity with a maximum 
loss occurring around a non-dimensional descent rate of Ve/ Vt, ;::::; -1 to -1.2. The free-
wake results closely predict this behavior and are in good quantitative agreement with 
the experimental measurements, as shown in Fig. 7.43(b ). Based on these results, it is 
possible that estimates of such a power loss factor obtained using the free-vortex model 
may be used to make predictions that allow corrections to the simple momentum theory 
to enable more routine quantitative predictions of rotor performance in the YRS. 
7.2.2 Rotor in Inclined Descent 
Note that a correction for power loss, Kv, may also be applied to inclined descent con-
ditions, i.e., a combination of descent and forward velocity. For an inclined descent 
at an angle of a, where the velocity components normal and parallel to the rotor disk 
is Ve sin a and Ve cos a, respectively, a momentum theory solution may be obtained. 
Momentum theory is not strictly valid under such flight conditions as explained pre-
viously, however, assuming the theory to be valid the induced velocity is given by the 
solution of 
Ve ~-2 ±. 
- = - sm a sma Vt, Vt, ( )2 ( )2 
Vt, ~ 
-:- - - cos2 a V, Vt, 
(7.23) 
The experimental measurements of Ref. 113 showed that the overall rotor performance 
closely follows the trend based on momentum theory in Eq. 7.23. These results arc 
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shown in Fig. 7.44 for three angles of inclination: (a) a= 20°, (b) a= 50°, and (c) 
a = 70°. The predictions obtained using the present free-vortex wake analysis arc also 
shown for comparison. Similar to axial descent the present analysis was found to give 
good agreement with the experimental results. It is also interesting to note that both 
the experimental measurements and the free-vortex wake results showed essentially 
the same trend as given by a simple momentum theory in Eq. 7.23. 
7 .2.3 Estimating Vortex Ring State Boundary 
Using the time-accurate results for axial and inclined descending flight, the free-vortex 
wake analysis can used to predict the various regions of the rotor flight envelope where 
the rotor may enter into the YRS. This is important for several operation reasons, 
including the fact that it may be necessary for the helicopter to pass through the YRS, 
albeit briefly, to enter into equilibrium autorotational flight. The boundary of the YRS 
can be established, for example, by sequentially mapping out combinations of the rotor 
operating conditions such as flight path angle, descent velocity and forward speed 
where the rotor experiences high fluctuations in thrust, shaft torque, blade flapping, or 
combinations of such. As previously explained, these fluctuations occur because of the 
highly time-varying and recirculating wake state that is typically found near the rotor 
under the conditions known to be typical of the YRS. The YRS boundary can only 
accurately determined empirically by wind-tunnel or flight tests, although because of 
the difficulties in maintaining equilibrium flight at or near to the YRS conditions and 
the variability in the results for different types of rotors ( e.g., Ref. 111 ), there is usually 
considerable uncertainty in this process. The unsteady vortex theory, as in the present 
analysis, provides a much more rigorous basis for estimating the flight conditions that 
may encompass the conditions typical of the YRS. 
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Figure 7.44: Induced velocity for a rotor in inclined descent at an angle of (a) 20°, (b) 
50°, and ( c) 70°. Experimental measurements from Ref. 113. 
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Predictions of a representative YRS boundary as a function of rate of descent nor-
mal to the rotor disk and forward flight speed arc shown in Fig. 7.45(a) in terms of 
contours of constant rotor thrust fluctuations. The results in this figure were obtained 
for over l 00 different operating conditions and using bilinear interpolation to map 
the results to a regular grid for contour plotting. The relative magnitude of the rotor 
thrust oscillations near and in the YRS was found to be significant, with the largest 
fluctuations ( ~ 20% of the mean thrust) occurring in near vertical descent. Smaller 
fluctuations(~ 5% of the mean thrust) were obtained at slightly lower or higher rates 
of descent and also in forward flight, which suggests that the conditions where the 
YRS may be encountered extend over a relatively wide range of flight conditions. The 
predictions closely follow the boundary where the net velocity normal to the rotor disk 
(approximately sum of induced velocity and descent velocity) is approximately zero. 
Such large fluctuations in rotor thrust can cause significant flapping of rotor blades. 
Figure 7.45(b) shows that the corresponding oscillations in blade flapping found un-
der these conditions is also significant. These results are a composite of coning and 
cyclic flapping. Such oscillations in cyclic flapping lead to highly unsteady changes in 
the orientation of the tip path plane. This may produce significant roll/pitch moments 
on the helicopter, leading to piloting difficulties and even a loss of control author-
ity. Figure 7.45(c) shows the same type of YRS boundary predicted on the basis of 
a fluctuating rotor torque. Notice that this boundary is slightly different to either the 
boundaries predicted using the fluctuating thrust or blade flapping as a metric, but it 
is also important because the torque fluctuations may lead to directional (yaw) control 
issues and a further increase in pilot workload during operations near to or at the YRS. 
All of these results arc in generally good qualitative agreement with the boundaries of 
the YRS estimated on the basis of experiments (Refs. 110, 113, 115). 
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blade flapping response as estimated from the free-vortex wake results. 
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7.3 Summary 
In this chapter, the present analysis was applied to idealized pitch/roll maneuvers in 
hovering and forward flight to study the relative effects of the wake-induced inflow 
dynamics. The results suggested that during such transient flight conditions, the rotor 
wake dynamics plays a significant role in the overall rotor response and, therefore, 
must be correctly modeled for airloads predictions. The relative effects of the maneu-
ver induced wake distortions were quantified as a wake distortion (KR) factor. It was 
shown that such approximate representation is not general, and can be sensitive to ge-
ometric and operating parameters of the rotor. In general, a simple correction for the 
maneuver induced wake distortion effects on the inflow perturbations was found to be 
inadequate and a complete time-accurate wake model was necessary. 
Finally, the present free-vortex wake methodology was applied to study the prob-
lem of a rotor in axial and/or inclined descent passing through the vortex ring state. 
The vortex ring state is a highly unsteady (non-periodic) condition and, therefore, war-
rants the use of high-fidelity time-accurate wake models like the present analysis. The 
predictions showed good agreement with available experimental measurements for in-
duced velocity and power for several different descent rates. Potential application of 
the present analysis to predict vortex ring state boundaries was also demonstrated. 
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Chapter 8 
Summary & Conclusions 
Improved designs of the modern helicopter require versatile and robust numerical 
methodologies, with the capability to accurately predict the key aerodynamic features 
of the rotor wake under different flight conditions. To this end, the present work makes 
a contribution toward a better understanding and predictive capability for rotating wing 
aircraft. This chapter presents a summary of the present work and the conclusions 
drawn from the dissertation. 
The main focus of this dissertation has been on development of a time-accurate 
model for the vortical wake structure generated by a helicopter rotor. With this overall 
objective, several numerical/physical issues associated with the rotor wake dynamics 
were rigorously examined. Two main areas of focus were the aerodynamic stability 
of the rotor wake and the convergence of the numerical algorithms, especially for the 
time-accurate solutions used to model the evolution and dynamics of the rotor wake. 
The stability of rotor wakes has been a long-standing issue in rotor wake modeling. 
In Chapter 2 this issue was formally analyzed using a linearized stability analysis. 
Chapter 3 presents a formal accuracy and stability analysis of the time-marching algo-
rithms. Chapter 4 describes the rotor equations for the lift and blade flapping angles, 
and also describes the solution methodologies for these problems. Solution conver-
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gence and the grid-independent nature of the solutions was demonstrated, along with 
a second-order accuracy. The predicted wake geometry solution was validated with 
experimental results in Chapters 5 and 6. Finally in Chapter 7, the present analysis 
was applied to study some non-steady flight conditions such as idealized maneuvers 
and descending flight. 
8.1 Summary 
A major limitation in the development time-marching free-vortex wake models is that 
the vortical wake structure is inherently unstable in hovering and axial flight. Although 
this fact has been known for a long time, a systematic analysis of the aerodynamic 
stability has not previously been performed. The second chapter in this dissertation 
was devoted to a linearized stability analysis of rotor wakes and the possible impact of 
any instabilities on the time-accurate wake solution methods. The stability results have 
been suppo11ed by experimental measurements of the observed rotor wake behavior. 
The hovering helicopter rotor wake was shown to be intrinsically unstable, with the tip 
vortices exhibiting several possible unstable deformation modes. The so-called "vortex 
pairing" phenomenon was identified as a primary (most unstable) deformation mode 
for a two-bladed rotor. The stability analysis was also applied to study the effects 
of numerical parameters on the time-marching wake solutions, and to provide some 
insight into the subsequent development of a stable, convergent "time-accurate" wake 
model. 
The time-accurate wake model was developed based second-order backward differ-
ence approximation for the time derivative. Because the wake structure may be unsta-
ble under some flight conditions, the stability of the numerical algorithm was important 
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to ensure solution convergence. To ensure that the numerical model is consistent with 
the governing equations, the accuracy of all discrete approximations was examined. 
The straight-line vortex segmentation used to discretizc the vortex filaments was rigor-
ously examined using the well-known vortex ring problem. This approach was shown 
to be second-order accurate, and was able to properly resolve the self-induced velocity 
effects associated with the vortex filament curvature. An extrapolation method was 
used to demonstrate the possibility of possibly extending the methodology to a higher-
order (in this case, a fourth-order) accuracy. 
The stability of the time-marching algorithm was examined using a linear stabil-
ity analysis. Modified equations were also used to further understand the stability 
characteristics of the algorithms. The proposed second-order backward algorithm was 
shown to provide higher-order dissipation to make the algorithm numerically stable. 
The convergence of the numerical wake solutions was also verified by successively 
increasing the grid resolution. The solution was shown to converge with the expected 
second-order accuracy, and a grid-independent solution was obtained for small dis-
cretizations. Such mathematical aspects of the numerical methodology arc especially 
important to ensure that the methodology is equally suitable for applications in both 
steady (periodic) as well as transient (non-periodic) flight conditions. 
The methodology was then applied to flow conditions of practical interest and the 
results were validated against experimental results, wherever available. The correla-
tion study included comparisons of tip vortex trajectories obtained using flow visual-
ization techniques, rotor induced velocity field measurements, and also isolated rotor 
performance measurements. A validation study for transient problems included the 
rotor response to ramp and oscillatory pitch inputs, and performance of the rotor in 
descending flight through the vortex ring state. In general, it was found that both the 
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steady-state free-vortex wake model produced good agreement with the experimental 
measurements with only a few discrepancies. Such discrepancies may be associated 
with not only the uncertainties in experimental measurements, but also the lack of 
modeling of some viscous and compressible flow phenomena in the rotor wake. How-
ever, in spite of such discrepancies, the present free-vortex wake analysis is able to 
properly represent all physical trends of the wake structure and the induced velocity 
field. Overall, the present analysis provided a first-principle based robust and versatile 
tool for modeling the rotor aerodynamics. 
8.2 Conclusions 
The salient observations made in the present work and conclusions drawn from these 
are summarized in this section. The conclusions are divided into four separate sub-
sections which deal with different aspects of the present work. The first part focuses 
on the results for the aerodynamic stability of rotor wakes, the second on the various 
numerical issues in the development of the time-marching methodology, and the third 
on validating the predictions against experimental measurements. Finally, the conclu-
sions drawn from the various numerical experiments performed the course of this work 
are summarized. 
8.2.1 Aerodynamic Stability of Rotor Wakes 
Previous analytic work on the stability infinite vortex filaments suggested by anal-
ogy that the vortical trailed wake generated by a helicopter rotor is unstable. In the 
present work, a linearized stability analysis was developed to examine the stability of 
rotor wakes. The present wake stability analysis gave similar results for interdigitated 
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infinite helical vortex filaments, as found using earlier analyses. Similar to helical vor-
tex filaments, the rotor wake was also found be physically unstable in hovering and 
axial flight, with several unstable wake deformation modes. The wake stability anal-
ysis provided a better understanding of the global behavior of the rotor wakes and, in 
turn, provided insights for the development of the time-accurate solution methodol-
ogy. Some observations and inferences from the wake stability results arc summarized 
below. 
I. The so-called vmiex pairing phenomenon, as observed in both rotor experiments 
and numerical solutions of the rotor wake, is recognized in this work as a long-
wave instability mode of the wake. This instability manifests in experiments 
because of various inherent physical disturbances. In numerical solutions, these 
disturbances have their origin in truncation/round-off errors, as shown by its de-
pendence on numerical parameters like discretization level and number of wake 
turns. Therefore, agreement between experiments and numerical results is not 
always possible, and many otherwise good correlations may often be fortuitous. 
2. The wake divergence rate showed a rapid increase at a vortex age corresponding 
to the first blade passage. This suggests that the rotor wake is relatively stable 
while it is undergoing the initial radial contraction, which typically occurs over 
the first half rotor revolution. The divergence rate for an instability mode also 
decreases with increasing rotor thrust. Although, the strength of the vortices 
also increases with thrust, the increased vortex separation distance ( or the he! ical 
pitch) has a stronger influence on the wake stability characteristics. Therefore, 
the divergence rates also showed a decreasing trend with climb rate. 
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3. Any possible mistracking of rotor blades was shown to result in increased sus-
ceptibility of the rotor wake to instabilities and an early onset of tip vortex pair-
ing in the wake. Such (small) mistracking did not significantly alter the diver-
gence rates associated with the wake structure. However, the wake asymmetry 
resulting from unequal tip vortex strengths lead to an early onset of tip vortex 
pairing. These observations were found to be consistent with experimental re-
sults for a deliberately mistracked rotor. 
4. The steady-state relaxation (iterative) free-vortex wake algorithms converge to 
equilibrium periodic wake geometrics, while time-accurate algorithms typically 
exhibit instabilities. By enforcing periodicity, the relaxation algorithms allow 
only Nb-per-revolution disturbances. Because these disturbance modes are least 
unstable, the periodic wake algorithms, like relaxation methods, are generally 
not susceptible to non-physical wake instabilities. 
5. In the free-vortex wake scheme, increasing the resolution of the vortex field de-
creased the numerical truncation errors, and thereby affected the onset of wake 
instabilities and vortex pairing. With smaller grid discretization vortex pair-
ing occurred at later vortex ages. Increasing number of free-vortex wake turns 
showed a smaller influence on the vortex pairing phenomenon. For very few 
number of turns, the errors resulting from wake truncations result in pronounced 
instability modes. However, for moderate to high number of free-vortex wake 
turns, the solutions showed no significant differences. 
6. The viscous vortex core models used with free-vortex wake methods can play 
some role in the stability of numerical solutions. The semi-empirical vortex 
model used in the present work is shown to be consistent with available ex-
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pcrimental measurements of tip vortices. It was shown that using a large (non-
physical) viscous core growth rate can significantly decrease the divergence rates 
associated with the wake structure. This may suppress the growth of numerical 
instabilities and give improved numerical convergence, albeit for the wrong un-
derlying reasons. Instead, in the present work, solution convergence was ensured 
using a careful choice of the numerical algorithm. 
8.2.2 Numerical Issues: Stability & Convergence 
The stability and accuracy of the time-marching wake algorithm was rigorously exam-
ined using a linearized analysis, and also using modified equations. Solution conver-
gence was then verified through numerical experimentation. It has been shown that 
because the governing equations are highly nonlinear, a classic linear stability analy-
sis is insufficient to guarantee a stable algorithm and a convergent solution. Two new 
time-marching algorithms were developed during the course of the present work to bet-
ter understand the numerical issues associated with the rotor wake solution. The first 
algorithm, called the PCC algorithm, was predictor-corrector type algorithm based on 
central difference approximations. The second algorithm, the PC2B algorithm, was 
based on a second-order backward difference approximation to the time derivative. A 
numerical analysis of these two algorithms was performed, and showed the impor-
tance of the stability of the time-marching algorithm to the overall wake solution. The 
PC2B algorithm was chosen for the present type of analysis because it was stable and 
gave a convergent rotor wake solution. The conclusions drawn from this analysis arc 
summarized as follows: 
I. The accuracy of each discrete approximation involved in the time-marching so-
lution algorithms was examined using a Taylor-series analysis. The finite differ-
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ence approximations for derivatives on the LHS of the governing equation were 
shown to be second-order accurate. Similarly, the velocity averaging procedure 
was also shown to be second-order accurate. 
2. The numerical accuracy of straight-line segmentation of a general curvilinear 
vortex filament was rigorously examined. Using the vortex ring problem as a 
basis, this approach was shown to be second-order accurate for both an inviscid 
(potential) vortex and a viscous vortex. The analysis has also shown that with 
reasonably small segments, the straight-line segmentation approach can be suc-
cessfully applied to force-free vortex convection without special treatment of the 
self-induced velocity resulting from vortex curvature. It was found that for most 
problems a wake filament discretization of 5° or smaller is necessary to properly 
resolve wake curvature effects and to obtain a grid-independent solution. 
Because the discretization approach gives a clean second-order accuracy, it was 
found to be amenable to numerical analysis techniques to improve the accuracy. 
The order of accuracy can, in principle, be arbitrarily improved by employing 
Richardson's extrapolation using a linear combination of two lower resolution 
solutions. It was shown that using a combination of two discretization levels, the 
induced velocity calculations could be performed with fourth-order accuracy. 
3. The discretized wake equations were shown to be consistent with the govern-
ing equations for both time-marching algorithms. Therefore, by stability of the 
solution algorithm would ensure solution convergence. Based on linear con-
siderations, both the algorithms were stable and should not lead to unbounded 
growth of numerical errors. However, the PCC algorithm may be considered un-
stable in the sense that it results in growth of numerical errors with time, albeit 
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bounded for a given grid discretization. 
Modified equations were examined to better understand the nature of the extra 
(higher-order) terms in the discretized equations. Discretization of the induced 
velocity source term and the velocity averaging resulted in nonlinear dispersive 
and possibly anti-dissipative numerical errors. These anti-dissipative terms in 
the modified equations make the equations unstable, thereby resulting in grow-
ing numerical instabilities in the wake geometry solution. Therefore, it is nec-
essary to ensure that the modified equations are stable with no non-physical 
anti-dissipative terms. 
4. The central difference approximation to the time derivative introduced no numer-
ical dissipation in the solution. The second-order backward difference approx-
imation, however, introduced damping for high frequency disturbance modes. 
These higher-order terms play a key role in the stability of the algorithm. There-
fore, the PCC algorithm was found to be unstable, while the PC2B algorithm 
was found to be stable and therefore prevented growth of numerical errors. 
5. A numerical experiment with grid refinement showed that the PCC algorithm 
did not exhibit convergence with the expected order of accuracy. Because this 
algorithm was consistent, the absence of a converging trend confirms that the 
algorithm is unstable for the nonlinear equations governing the rotor wake. 
6. The numerical experiment also showed that the PC2B algorithm exhibited second-
order accuracy as well as convergence of numerical solution. For finer dis-
cretizations, with a wake filament discretization of 5° or smaller, the wake geom-
etly solution was shown to be grid-independent. This confirmed that the PC2B 
algorithm was stable, consistent and convergent, and, therefore, suitable for nu-
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merical modeling of time-accurate rotor wake dynamics. Therefore, the PC2B 
algorithm was chosen for the present free-vortex wake analysis. 
8.2.3 Comparison With Experiments 
The numerical analysis of the free-vortex wake solution algorithms ensured that the 
discretized solutions converge to the "exact" solution of the governing vorticity trans-
port theorem. The numerical solution was then compared against experimental mea-
surements of rotor wakes to validate the physics modeling of the present analysis. 
Comparisons were made of wake geometry measurements made using various flow 
visualization techniques. Comparisons were also made with experimental measure-
ments of rotor induced velocity field and performance characteristics to validate the 
predictive capability of the present analysis. A summary of these results is now pre-
sented. 
Comparison with Steady-State Measurements 
The steady-state results obtained using the present analysis are important from the 
point of view of overall rotor performance predictions. The predictions obtained using 
the present analysis were compared with wake geometry measurements, rotor induced 
velocity field, as well as rotor performance measurements. 
1. The predictions obtained using the present analysis showed a good agreement 
with laser light sheet measurements of the tip vortex locations for one- and two-
bladed isolated rotors. The predictions of time-averaged rotor induced velocity 
field also correlated well with the corresponding inflow measurements obtained 
using laser Doppler velocimetry. The bound circulation distribution for these 
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rotors was estimated using experimental measurements of the velocity field sur-
rounding the rotor blade(s). For the one-bladed rotor, the predicted bound circu-
lation distribution agreed closely with the experimentally deduced results. For 
the two-bladed rotor, the predicted loading distribution was found to be essen-
tially the same as that for the one-bladed rotor. The corresponding experimental 
measurements, however, showed some unce11ainties because of close proximity 
of the returning wake to the rotor blades. 
2. The predicted tip vortex displacements for a Mach-scaled four-bladed rotor op-
erating at several advance ratios were found to be in good agreement with ex-
perimental results obtained using shadowgraphy. At the front of the rotor disk, 
the tip vortices were found to initially convect above the rotor TPP. The present 
analysis was able to correctly predict this physical trend. 
3. The lateral and inflow linear inflow gradients are important for modeling the ro-
tor aerodynamics in forward flight. The predicted lateral/longitudinal inflow dis-
tributions were compared with experimental measurements of the time-averaged 
velocity field, and found to give a good agreement. The corresponding predic-
tions of the tip vortex geometry also showed a good agreement with experimental 
observations using laser light sheet flow visualization. 
4. The present analysis could also be applied to study rotor performance trends. 
The predictions showed a good agreement with measured values of rotor thrust 
and power in both hovering and forward flight. The total power predictions were 
found to be somewhat sensitive to the modeling of airfoil lift/drag characteris-
tics. A non-linear airfoil model was incorporated into the present analysis, which 
enabled predictions of rotor performance degradation because of blade stall. 
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5. The present methodology can be extended to study multiple rotors, such as tan-
dem/coaxial or quad-rotor configurations. The multiple rotor analysis can also 
be applied to study ground effect by using a mirror-image configuration. Al-
though this was outside the scope of the present work, some representive results 
have been shown. 
Comparison with Time-Dependent Measurements 
To validate the present time-accurate free-vortex wake methodology, the predicted re-
sults were compared with available time-dependent experimental measurements of ro-
tor flow fields. After validation against experiments, the analysis was used to predict 
some rotor flow fields of practical interests. 
1. Hovering rotor wakes often showed presence of vortex instabilities in the wake. 
These instabilities manifest in the fonn of aperiodicity of the wake, i.e., devia-
tions from a periodic, axisymmetric wake structure. The wake stability analysis 
developed as a part of the present work provides predictions of the growth rate 
of such instabilities in the rotor wake. The results obtained using the stability 
analysis for the growth of aperiodicity in the rotor wake showed good agreement 
with experimental measurements. The exponential growth of aperiodicity for a 
given experimental set-up was found to remain constant from one test to another, 
despite of variations in the absolute magnitudes of aperiodicity. 
2. Aperiodicity in the vortical rotor wake could also be simulated in the time-
accurate free-vortex calculations by imposing a random disturbance velocity 
field to model turbulence and recirculation effects. The predictions obtained 
using such a disturbance field showed the same behavior as found in rotor wake 
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experiments and was characterized by the presence of tip vortex pairing in the 
far wake. 
3. The time-accurate wake model was shown to provide good predictions of the 
rotor response following a ramp increase in rotor collective pitch. Predictions 
of rotor thrust, mean induced inflow, as well as blade flapping response were 
found to agree closely with experimental measurements. The rotor response in 
this case was found to be dominated by the dynamic evolution of the trailed 
wake (tip vortex) system and not the unsteady aerodynamic effects associated 
with the shed wake or apparent mass effects. Dynamic inflow models use an 
apparent mass term to model the time-lag in inflow build-up following a change 
in blade pitch inputs. The present calculations verified that this was actually be 
a non-inertial effect resulting from the dynamics of trailed vorticity. 
4. The present analysis was also applied to study the rotor inflow response result-
ing from oscillatory collective and cyclic pitch inputs. The inflow frequency 
response showed a good agreement with experimental measurements for both 
cyclic and collective pitch inputs. 
5. The gain of the inflow frequency was found to be highly biased towards the 
blade tips. The maximum in the inflow gain was found to correspond to the 
span wise location of the maximum blade lift, consistent with a combined bladc-
clement/momcntum theory. This observation also confirmed that the tip vortices 
are indeed the most dominant flow features in the rotor wake, and the effects of 
inboard trailed/shed vorticity sheet arc relatively small. 
6. The free-vortex wake methodology was successfully applied to axial as well as 
inclined descending flight through the vortex ring state. The predictions showed 
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a good agreement with available experimental results for induced power and 
averaged induced velocity through the rotor. 
7. The induced power in low-speed descending flight was found to closely follow 
the non-physical momentum theory solution in these flight conditions. Both 
experimental measurements and the present predictions suggested that the in-
duced power showed the momentum theory trend with small deviations. These 
deviations could be quantified as an additional induced power loss factor. The 
predictions of this power loss factor for axial descent obtained using the present 
analysis showed a good agreement with the values deduced from experimental 
measurements. 
8. The methodology was also applied to predictions of the vortex ring state bound-
ary. This is important from piloting perspective to help identify the flight con-
ditions where the rotor may experience significant blade flapping, and the pilot 
may have control difficulties. The YRS boundary was estimated based on the rel-
ative magnitude of oscillations in the rotor thrust, torque or flapping response. 
Although traditional wisdom suggests that the rotor will enter YRS in axial de-
scent, the present results showed presence of significant oscillations in the rotor 
response in forward flight. The YRS boundary was also found to extended into 
regions of descending flight with significant forward flight speeds. 
Numerical Experiments Using the Present Analysis 
After the validation study, the present analysis was applied to study the rotor response 
under maneuvering flight conditions with imposed rotor angular rates. A parametric 
study was performed to better understand the effects of maneuver related wake distor-
tions on the overall rotor response. A summary of these results is now presented. 
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1. The present methodology was applied to examine the effects of pitch and roll 
maneuvers in hovering flight. Kinematic considerations alone suggest a linear 
inflow gradient perturbation to the mean (ideally uniform) inflow distribution 
in hover. The effects of wake distortions on the inflow distribution, at least in 
hover, were found to be in a sense opposite to that expected based on kinematic 
considerations alone. 
2. The ratio of wake-induced inflow gradient perturbations to the kinematic in-
flow perturbations was found to be almost constant for different pitch/roll rates 
at a given rotor thrust coefficient. This observation supports the idea of using 
a "wake distortion factor" to model the maneuver related wake distortion ef-
fects. However, such a wake distortion factor was found to vary with rotor thrust 
coefficient, as well as with rotor geometric parameters like the blade flapping 
frequency (hinge offset). Therefore, the values of wake distortion factors must 
be determined empirically, either by using experiments or analytical tools like 
the present free-vortex wake model. 
3. In forward flight, the effects of wake distortion on the inflow gradient was found 
to vary significantly with advance ratio. In this case, a simple model in the form 
of a wake distortion factor was found to be insufficient to completely represent 
the maneuver-induced effects on the rotor wake. 
4. The rotor blade flapping response was calculated in the present analysis by time-
integration of the flapping equation in a manner coupled with the rotor wake 
equations. In maneuvering flight, an approximate flapping response could be 
estimated based on the linear inflow perturbations. In hovering flight, this ap-
proach was found to give good estimates of the flapping response when the wake 
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distortion effects were included in the inflow gradient perturbations. In forward 
flight, however, this approach did not give proper representations of the flapping 
response even though the wake distortion effects were included in the linear in-
flow gradients. This suggests that a simple linear inflow model is not completely 
representive of the rotor flow field in maneuvering forward flight. A complete 
non-linear inflow model, like the present time-accurate free-vortex wake model, 
would be necessary to properly model the aerodynamic effects associated with 
such maneuvers. 
8.3 Recommendations for Future Work 
I. Numerical experiments performed to examine the effects of maneuvers on the 
rotor wake showed significant effects on the rotor response, depending on the 
operating conditions. In the present study, the maneuvering motion was ideal-
ized as angular rates about the rotor hub or the center of the rotor disk. Heli-
copter maneuvers typically involve angular motions about the center of gravity 
of the helicopter, which is always vertically offset from the rotor hub. A para-
metric study of angular rates about a proper maneuver axis would be necessary 
to properly understand the practical implications of wake distortions resulting 
from such maneuvers. 
2. The time-accurate wake model can be integrated with a flight-mechanical model 
to model the dynamics of a complete helicopter. For example, an increase in col-
lective pitch in hovering flight should produce excess thrust and accelerate the 
helicopter vertically upwards. A longitudinal pitch input in hover should result 
in a pitching motion, which would tilt the TPP, thereby generating a propulsive 
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force and forward motion. This will provide first-principle based methodology 
to study various non-periodic flight conditions such as a low-speed descent, and 
may also help in a better understanding of the so-called off-axis response prob-
lem. 
3. The present analysis is based on a simplified model for the blade lift solution. 
The airfoil model is essentially that based on thin airfoil theory with linear aero-
dynamics. Clearly, a simple linear aerodynamic model for airfoil characteristics 
is not represcntive of realistic rotor performance because even under moderate 
flight conditions the rotor blades may experience stall and compressibility ef-
fects. Some improvement in airloads prediction may be achieved using a local-
ized CFO solution surrounding the bladc(s) along with a Lagrangian free-vortex 
wake model for the far-wake. 
4. The present free-vortex wake model solves for only the convective part of vor-
ticity transport equation. The viscous diffusion effects arc superimposed using 
an semi-empirical vortex core model. The vorticity stretching effects, however, 
arc not included. In hovering flight the effects of vortex stretching appear to be 
negligible, as suggested by the good agreement between predictions and exper-
imental measurements. However, in general the rotor wake vortices experience 
significant strain because of wake distortions. The viscous diffusion may also 
be different depending on the extend of vorticity stretching. A better under-
standing of these effects is necessary to properly model the rotor wake behavior, 
especially during non-steady flight conditions like maneuvers and low-speed de-
scents. A combined experimental and analytical modeling study would provide 
further insights into these vorticity stretching and diffusion effects. 
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5. The present analysis can accurately predict the rotor induced velocity field. 
However, the rotor dynamic model is a simple rigid blade model. Integrating the 
present analysis with a comprehensive rotor/helicopter analysis code will help 
in understanding the various effects of blade/vortex interactions on rotor perfor-
mance and vibration levels. Coupling an aeroacoustic analysis with the induced 
inflow calculations obtained using the present method would help in identifying 
sources of BVI noise, and provide an improved understanding of various noise 
control strategies. 
6. Multiple rotor configurations can be examined using the present analysis. This 
applicable to problems involving main-rotor/tail-rotor interactions, or multi-rotor 
aircraft such as tandem and coaxial configurations. The present methodology 
may be applied to study the susceptibility of multi-rotor configurations such as a 
tandem ( e.g., the Chinook) or a side-by-side rotor ( e.g., the V-22 Osprey) to the 
vortex ring state phenomenon during descending flight. The rotor performance 
benefits resulting from ground effect can also be quantified using the present 
analysis by solving for a mirror-image rotor system. 
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Appendix A 
Tip Vortex Model 
The free-vortex wake analysis described in this dissertation is based on inviscid, in-
compressible flow. Nevertheless, the formation of the wake behind any lifting wing 
must be considered at some level as a viscous phenomenon. Typically, viscous phe-
nomena are restricted to much smaller length scales compared to potential flow phe-
nomena. However, the epicycloidal nature of the rotating wing wake geometry (the 
"returning" wake) implies that the detailed, viscous structure of the vortices is im-
portant even at large length scales, of the order of the rotor radius. Therefore, every 
aerodynamics model for the rotor wake must include effects of viscosity, such as wake 
formation and evolution, which are important even under moderate operating condi-
tions. In the present analysis, the viscous core structure and associated diffusion is 
incorporated using a semi-empirical vortex model. 
A viscous core model for trailing vortices is also important in other applications of 
vortex methods. Because of the persistence of aircraft tip vortices, there exists a wake-
hazard problem that is a major factor limiting the capacity of large airports (Ref. 117). 
The prediction of induced velocities and strength history of the tip vortices as they trail 
behind the aircraft has been the subject of much research over the past five decades 
( e.g., Refs. 118-121 ). However, the properties of the vortex such as its turbulence 
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structures and the related diffusive and dissipative characteristics are still not fully 
understood. Also, there had been no general has yet been developed to properly relate 
the properties of the trailed v01iices to the aerodynamic lifting characteristics of the 
generating wing. 
For rotating-wing aircraft such as helicopter, the understanding of the blade tip 
vortices is essential to predict the performance, vibration, and acoustics of the rotor. 
Unlike a fixed-wing aircraft where the vortices trail downstream, rotor blade tip vor-
tices will always lie relatively close to the rotor. Under some conditions, these vortices 
may closely interact with following blades. This is known as blade vortex interac-
tion (BVI), and can manifest as high rotor vibrations and strong impulsive noise, e.g., 
Refs. 122 and 123. Rotor tip vortices can also interact with the fuselage (Refs. 124, 
125) and the tail rotor or empennage (Ref. 126), thereby affecting overall performance 
of the aircraft. An improved modeling capability of tip vortices directly translates into 
improved predictions of rotor performance and acoustics (Refs. 13, 127-130). 
A complete description of a viscous trailing vortex requires solution of the full 
Navier-Stokes (N-S) equations. Analytical solution to these non-linear set of equations 
is not possible. Closed-form solutions can only be obtained by further simplifying the 
governing equations, e.g., Refs. 70, 131-133. Numerical solutions arc limited by com-
putational resources and also developments in turbulence modeling. The complicated 
boundary conditions and the fact that swirl velocity is more dominant than the other 
velocities make numerical approaches even more difficult. Therefore, several semi-
empirical models have been developed, e.g. Refs. 134-137, and have been applied to 
modeling the tip vortices with generally good results. 
Algebraic models arc popular in engineering applications because these arc com-
putationally efficient. One of the most commonly used models is the algebraic model 
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suggested by Scully & Sullivan (Ref. 134) and also by Kaufmann (Ref. 135). This 
model predicts the overall velocity distribution very well, but for both fixed and ro-
tating wings the model tends to underprcdict the peak swirl velocity (Refs. 138, 13 7). 
A family of algebraic velocity models was proposed by Vatistas (Ref. 136), which 
showed a good comparison with the observed swirl velocities (Refs. 90, 130, 139). 
The success of these algebraic models in predicting vortex velocities was one mo-
tivation for the development of the present model, which extends the approach to a 
representation of the axial and radial velocities. These velocity profiles arc a solution 
to a simplified form of the Navier-Stokes (N-S) equations, and arc obtained following 
an approach similar to Newman (Ref. 132). The swirl velocity profile is identical to 
that given by Vatistas (Ref. 136). The derived models showed a very good comparison 
with tip vortex measurements for both fixed-wing and rotating-wings. 
A.1 Previous Formulations 
The swirl velocity field induced by a trailing vortex resembles that of a potential vortex 
at large distance from the vortex centerline. Near the vortex centerline, however, the 
velocity field resembles a solid-body rotation with a zero induced velocity at the center. 
The induced velocity reaches a peak at some distance from the center, which is referred 
to as a core radius. With this general picture of the induced swirl velocity, a model for 
the tip vortex can be hypothesized. 
The simplest model for a v01tex with a finite core is the Rankine vortex (Ref. 140). 
This model exhibits the key features of a viscous vortex, that is solid body-like rotation 
392 
near the vortex center, and a free (potential) vortex away from the center, i.e., 
( lv )--- r 
2rrrc ' 
O:s;r:s; 1, 
Ve (r) = (I. 1) 
(2:;.c) ~, r > I. 
where r = r/rc is the non-dimensional radial location. However, the swirl velocity, 
and so the vorticity and circulation, are discontinuous at the v011ex core. 
Another vortex model given by Lamb (Ref. 70), and also by Oseen, is a solution 
to the one-dimensional N-S equations, i.e., a solution for swirl velocity with the as-
sumption that the axial/radial velocities are zero. The Lamb-Oseen vortex model for 
the swirl velocity gives 
Ve(r) = ~ [1 - exp(-!___)] 2rrr 4vt (1.2) 
The viscous core radius is the radial location where the swirl velocity is a maximum. 
This can be solved by differentiating the above equation w.r.t. r, and setting the deriva-
tive to zero. In order to eliminate the parameter ( 4vt) from the solution, a change of 
variables is introduced using 
r 
x=--
v'4vt 
Therefore, the Lamb swirl velocity profile becomes 
l 
Ve(x) = v'4vt [1-exp(-x2)] 
2m: 4vt 
The extrema in Ve(x) are found using 
dVe 
dx 2rr~ [-x~ + x~ exp (-x2) +2exp (-x2)] 
2~ [(l +2x
2) exp (-x2) - I] 
2rrx 4vt 
0 
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(1.3) 
(1.4) 
( 1.5) 
Therefore, the extrema in the swirl velocity profile are given by the solutions of the 
equation 
f(x) = (l +2x2 ) exp (-x2) -1 = 0 (1.6) 
The zero of f(x) in Eq. 1.6 can be easily found graphically or numerically as x = 
1.1209. An analytical solution is also possible in terms of the Lambert-W function, 
which is given by the relation 
W(x)+exp(W(x)) =x (1. 7) 
Because the equation y exp(y) = x has an infinite number of solutions y for each (non-
zero) value of x, the Lambert-W function has an infinite number of branches. However, 
exactly one of these branches is analytic at 0. These branches are numbered from the 
negative real-axis, and therefore W(k,x), for integer k corresponds to the /c11 branch of 
the Lambert-W function. 
Therefore, the above function, f(x), has three zeros, given by 
1.e., 
X = 0, X= ±~ l--2-4W ( -l,-'2J) 
X = 0, X = ± l. ]209064227785340320 ( 1.8) 
The first zero clearly corresponds to the center of the vortex core, where the swirl ve-
locity is a minimum (zero). The second positive root gives the viscous core radius, 
where the swirl velocity is a maximum, and the third negative root is ignored. There-
fore, the swirl velocity is maximum when 
i.e., at the radial location 
r 
X = ~ = 1.1209064 
v4vt 
r
2 (1.1209064) 2 4vt 
4avt 
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(1.9) 
(1. 10) 
where a= 1.25643, and the viscous vortex core radius is given by 
(1.11) 
The Lamb-Oseen vortex model can now be written in the form 
r 
( 
I -ar
2
) V -e Vo(r) = - _ 2rcre r ( 1.12) 
It is interesting to note that the well-known "Scully model" (Ref. 23) is, in fact, an 
approximation to the Lamb vortex. Using a vortex length scale of re = v14vt, the 
Lamb vortex model (Eq. 1.2) can be written as a function of non-dimensional radial 
distance r = r/ re 
f [ F2] V0 (r)=-:-: 1-e-2rcrer (1.13) 
using a series expansion for the exponential term and ignoring higher order terms, it 
can be shown that 
(1.14) 
This is the so-called Scully vortex model (Ref. 23). 
The Lamb model has been found to give improved comparison between the ob-
served and predicted tip vortex induced velocities (Ref. 90). Squire (Ref. 118) showed 
that the solution for a trailing vortex is identical to the Lamb solution with the time, 
t, replaced by z/V00 • He further proposed inclusion of an apparent or eddy viscosity 
parameter cS to account for effects of turbulence on the vortex diffusion. An effective 
origin offset was proposed to give a finite vortex core at the origin of the trailing vortex 
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at the wing. Therefore, the core radius is given by 
re= 4a8v ( z;:o) (I. 15) 
The Burgers (Ref. 131) vortex model includes a swirl velocity similar to the Lamb 
model, along with a linear distribution of radial velocity. However, this implies a 
constant axial velocity, which is not consistent with experimental observations. Also, 
the linearly increasing radial velocity makes the model applicable to only small regions 
near the vortex center. 
Newman (Ref. 132) derived exponential solution for all three components of ve-
locity of a trailing vortex by solving a simplified version of the three-dimensional N-S 
equations. The swirl velocity in this case is the same as that given by the Lamb-
Oseen model. This model was shown to give good correlation with tip vortex mea-
surements (Ref. 119). 
One interesting observation made from these models is that the velocity field of 
a trailing vortex is self-similar. That is, the velocity profile can be represented us-
ing a single function by appropriately scaling the distances and velocities. This self-
similarity of vortex induced velocity profile is also observed in experimental measure-
ments (see, e.g., Ref. 90). Therefore, the length scale corresponding to the vortex core 
radius is very important. In the present analysis, a semi-empirical model for the vortex 
core radius growth model is used. The core growth is represented by a model similar 
to that given by Eq. 1.15, and the eddy viscosity parameter must be estimated from 
experimental measurements. 
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A.2 Effects of Turbulence on Vortex Diffusion 
Clearly, the most important parameter in modeling the trailing vortices is the charac-
teristic length scale of the vortex, i.e., the core radius. The effects of turbulence on the 
growth of the vortex core are not clear. Experimental results may lead to contradictory 
conclusions. There appears to be some evidence that the core growth is dominated 
by viscous (laminar) effects, and the turbulent effects are negligibly small. However, 
there is also some experimental evidence suggesting that turbulent effects increase the 
diffusion of vortex core. Following an approach similar to Iversen (Ref. 141 ), Bhagwat 
& Leishman (Ref. 90) have shown a correlation of the form 
I 
V (cl +do) 1 = k 0111ax ( I. 16) 
to be valid, where the constants do and k were determined empirically (see Ref. 90). 
The non-dimensional velocity, Ve111ax' and non-dimensional downstream distance, d, 
are given by 
Vemax ( Vo111ar) ( Voo.c) Voo lv ( 1.17) 
d (~) (ic) (I. l 8) 
respectively. Example correlation curves arc shown in Figs. A. I and A.2. In both cases, 
the measurements show a definitive trend as given by Eq. 1.16. With the transformation 
t = z/Voo, the correlation given by Eq. 1.16 shows that 
v; ff: 
0111ax oc V f ( 1.19) 
The maximum swirl velocity as given by the Lamb or Newman model is 
lv Ve oc --
1111,x 2nrc (1.20) 
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Therefore, 
fr::~(['\') 
Ve,,,ax oc V f V 6 \ V} ( 1.21) 
Comparing these two latter expressions (Eqs. 1.19 & 1.21 ), it follows that the appar-
ent or eddy viscosity coefficient, 8, is propmiional to the vortex Reynolds number, 
(1v/v). Therefore, the correlations reported by Iversen (Ref. 141) and by Bhagwat 
& Leishman (Ref. 90) support Squire's hypothesis, which relates the eddy viscosity 
coefficient to the vortex Reynolds number by the equation 
( 1.22) 
Therefore, vmiex diffusion is expected to increase with increasing vortex Reynolds 
number. However, a recent analysis reported by Cotel & Breidenthal (Ref. 142) sug-
gests to the contrary. They conclude based on stratified entrainment of the vortex 
core that the vortex diffusion is dominated by viscous (laminar) effects, and effects of 
turbulence are almost negligible. Similar inference is also drawn from rotating wing 
measurements (see Refs. 143). Results from several trailing vortex measurements arc 
presented in the form of non-dimensional core growth rate, b1, as 
(1.23) 
The growth rate is shown to be inversely proportional the vortex Reynolds number, 
thus suggesting laminar viscous diffusion. Indeed, using the core growth model as 
given by Eq. I.I 1 or Eq. 1.15 it follows that 
===> 8 = constant (1.24) 
Note that 8 = 1 corresponds to the laminar case, and a small value of 8 would suggest 
that the core growth is essentially laminar. However, the experimental data reported 
in Ref. 142 was from small-scale tests and was restricted to vortex Reynolds numbers 
399 
smaller than 1 as. Iversen (Ref. 141) reports that the turbulent effects in the vortex core 
are apparent only for vortex Reynolds numbers greater than 1 as. This may be part of 
the reason why turbulence effects arc not apparent from the results. 
Figure A.3 shows similar results with additional experimental measurements from 
Refs. 139, 143-154 including full-scale fixed-wing as well as rotary-wing trailing vor-
tices. The predominantly dominant laminar trend, as in Ref. 142, is shown along with 
the trends using Squire's hypothesis. For smaller Reynolds numbers a the experiments 
show a somewhat laminar-like trend. Yet, at larger Reynolds numbers the core growth 
rate appears to remain nominally constant. The trend lines for Squire's hypothesis 
suggest that this behavior is because of turbulence effects. Note that the trend given 
by Squire's hypothesis describes the vortex core growth at both low and high vortex 
Reynolds numbers. 
The same results are presented again in Fig. A.4 as the apparent (eddy) viscos-
ity coefficient, 8 as a function of vortex Reynolds number. Evidently, the turbulence 
effects are manifest as increasing apparent viscosity with increasing Reynolds mnn-
bcr. Note that values of 8 < 1 are not physically realistic because they imply turbulent 
mixing is even smaller than the laminar case. Various uncertainties in experimental 
measurements may lead to such anomalous inconsistencies. The overall experimen-
tal evidence, however, strongly suggests the validity of Squire's hypothesis that the 
turbulence effects in the vortex core arc directly proportional to the vortex Reynolds 
number. Two values for the constant a, arc shown in Fig. A.4. It appears that the 
rotary-wing results show a slightly higher viscous diffusion corresponding to an aver-
age value of a, = 2 x 10-4, while the fixed-wing results show a lower diffusion with 
a1 = 5 x 1 o-s. Figure A.5 shows the values of a1 corresponding to these experiments. 
Clearly, the average value of a, is of the order of 10-4 to 10-s in all the cases. 
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A.3 Self-Similarity of Vortex Velocity Profiles 
The tip vortex flow can be examined in a cylindrical coordinate system with the origin 
at the blade tip. The vortex trajectory, which is along the longitudinal axis of the 
vortex, z, is fixed relative to the wing tip, i.e., the vortex is examined under steady flow 
conditions. It should be noted that the axial velocity relative to the wing is the sum 
of the freestrcam velocity and the vortex induced velocity, i.e., V= + 11;;. The induced 
velocities arc assumed to dependent only on r and z, i.e., the vortex is assumed to be 
axisymmetric. This is a reasonable assumption because, in practice, even though both 
fixed and rotating wing tip vortices are not completely axisymmetric, the asymmetry 
is observed only near the vortex origin and is usually small. As the vortex convects 
downstream, the velocity profiles become axisymmetric. 
The governing (N-S) equations in cylindrical coordinates for incompressible flow are: 
Continuity 
1 a av_ 
--(rV,.) +-~ = 0 
r ar az 
(1.25) 
r - 11101/lenfllm 
V,. av,.+ V= av,.+ 11;; av,._ VJ = -~ ap + V [v2v,. _ ~·] 
ar az az r p Or r- (1.26) 
8- momentum 
ave u ave V cJVe V,-Ve _ [n2 Ve] V,,-::;- + roo-::;- + =-::;- + - - V v Ve - -2 
ur uz oz r r 
( 1.27) 
z-momentum 
ar: ar: ar: 1 ap [ 2 ] 
v,. ~ + VDO ~ + V: ~ = - - ~ + V 'v V:: 
ur uz oz p uz 
(1.28) 
where the operator V2 is given by 
2 a2 1 a a2 
'v =-+--+-a,-2 r a,. az2 ( 1.29) 
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The required boundary conditions can be obtained by assuming that the vmiex is gen-
erated as a "free" vortex, i.e., a potential vmiex of strength rv at z = 0, and it diffuses 
until at large distances the vortex induced velocities become zero - sec Ref. 132. 
These boundary conditions can be formalized as: 
1. At z = 0, Ve= rv/2n:r and Vz, V,. = 0. Note that there is a singularity at r = 0. 
2. For z > 0, Ve, V;;, v,. ~ 0 for larger. 
3. As z ~ 00, Ve, V;;, v,. ~ 0 for all r. 
The governing N-S equations are now rewritten in a non-dimensional form so as to 
allow some simplifications. The velocities are normalized with the freestrcam velocity, 
V=, i.e., 
- Vj Vi-- i=r,8,z 1 
- Voo' 
The distances are normalized by the wing chord, c, i.e. 
,. - z 
J'=- Z=-
C C 
The pressure is normalized with the dynamic pressure 
- p 
p = pV.;; 
and the flow Reynolds number is given by 
Re= Voo C 
V 
( 1.30) 
( 1.31) 
( 1.32) 
(1.33) 
To simplify the governing equations, an ordering scheme may be employed to establish 
the relative magnitudes of the non-dimensional terms in the conservation laws. The 
swirl and axial velocities induced by the tip vortex arc smaller as compared to the 
frccstream velocity, typical values being O.l to 0.3 (sec Refs. 90,119,139, 143, 155-
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157), i.e. Ve and V: are 0( £). Typically the tip vortex core radius is of the order of 
the airfoil thickness (e.g., Refs. 130,158), i.e., typically 5 to 15% of the wing or blade 
chord. The tip vortex can be observed, and induces significant velocities, for several 
chord lengths downstream of the generating wing. This implies that, if z is 0( 1) then 
f is 0(£). The continuity equation implies that the radial velocity, v,., is 0(£2). This is 
also consistent with the observation that the radial velocities induced by the tip vortices 
are very small (Ref. 119). The radial momentum equation (Eq. 1.26) indicates that the 
pressure, p, is 0( £2). Typically, for a transport aircraft or a helicopter rotor, the chord 
Reynolds number is approximately 107. Even in wind tunnel experiments with scaled 
models, the Reynolds numbers are always greater than 104. Therefore, Re can be 
assumed to be 0(1/£4). 
The conservation laws are now rewritten in the non-dimensional form with the 
order of magnitudes of each term being indicated below each term. Note that, all the 
variables are non-dimensional, but the overbar has been omitted. 
Continuity: 
1 a cJV;: 
-a (rV,.) + = 0 
,. r c)z (1.34) 
£ £ 
r - momentum : 
av,. av,. av,. v;2 c)p 
_I [ v72 V. - V,-J v,.- + + V:: cJz 0 = + di' c)z I' di' Re ,. r2 ( 1 .35) 
£3 £2 £3 £ £ £4 
8 - moment um : 
cJVe cJVe cJVe V,.Vo 
_I [ v' Vo - Vo] v,.- + + V:: cJz + = cJr c)z ,. Re r2 ( 1.36) 
£2 £ £2 £2 £3 
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z - moment um : 
av_ c)Vz av_ dp 
_1 [v2v=J V,.-- + + v= a; = + dr dz dz Re (1.37) 
£2 £ £2 £2 £3 
An algebraic model for concentrated self-similar vortices, first suggested by Vatis-
tas (Ref. 136), has shown good correlation with the swirl velocities induced by both 
fixed-wing and rotor tip vortices (Refs. 90, 130, 139). Therefore, the swirl velocity 
was assumed to be given by the Vatistas expression 
Vi _ r v { r } 
e - 2n: (,}z + ,.211) l/n (1.38) 
with the exponent n taking integer values. Note that re is the viscous core radius of 
the tip vortex, that is the swirl velocity exhibits a maximum at r = re, This algebraic 
velocity profile is an approximation to the Lamb-Oseen solution (Eq. 1.12), i.e., an 
approximate solution to the one-dimensional N-S equation 
Voo-=V V Ve--ave [ 2 Ve] oz r2 (1.39) 
Also, the viscous core radius is given by Eq. 1.15 as described previously. Under these 
assumptions, the 8-momentum equation reduces to 
V. cJVe V oVe V,-Ve _ I'-:)+=':'\ +--0 
Ul' UZ }' 
(1 .40) 
which is obtained by using Eq. 1.39 and Eq. 1.27. The other two momentum equations 
can be simplifies by further assuming that£ is small and, therefore, higher order terms 
in £ are negligible relative to the lower order tenns. Therefore, Eq. 1.26 and 1.28 arc 
reduced to 
op vf 
---=0 or }' 
av _ 
_ - =0 
oz 
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( 1.41) 
( 1.42) 
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The continuity equation remains unchanged as both the terms arc of the same order. 
Therefore, the axial and radial velocity components can be solved for by satisfying the 
continuity equation (Eq. 1.25) and Eq. 1 .40. These components arc given by 
A { ,.2 } 
V;: = -~ 1 - (r~,1 + ,.211) 1/n (1.43) 
v,. ~ -:;, { I - (,}";:,,,)'I"} ( 1.44) 
where A is a constant. Following the approach taken by Newman (Ref. 132), the con-
stant A may be determined based on the drag of the generating wing. The static pres-
sure distribution in the vortex can be determined by integrating Eq. 1.41 with respect 
tor the radial momentum equation, i.e., 
!.,. v,2 p = _Q_ . 0 ,. (1.45) 
The non-dimensional induced velocity profiles given by this model for different values 
of the parameter 11 are shown in Fig. A.6. As the parameter n --1 00, the present model 
reduces to the Rankine vmiex models with a solid body vortex core. The exponential 
velocity model proposed by Newman (Ref. 132) is also shown for comparison. For 
n = 2, the present closely resembles the Newman velocity model. 
The results obtained using this model are now compared with experimentally mea-
sured vortex induced velocities. Figure A.7 shows the swirl and axial velocities in the 
tip vortex of a fixed wing, with experimental results from Dosanjh et al. (Ref. 119). 
Both velocity profiles are non-dimensionalized with the maximum velocity in the core, 
whereas the distance is normalized with the vortex core radius as defined previously. 
Both the measured velocity profiles are found to be self-similar and showed a good 
agreement with the present model for 11 = 2. 
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Figure A.8 shows similar results for a rotating wing tip vortex, with experimental 
data from Ref. 90. In this case the measured swirl velocity data showed a strongly self-
similar profile consistent with the present model. The axial velocity measurements 
showed some deviations from the self-similar profile. However, overall agreement 
with the present model is good. 
The radial velocities in the tip vortex arc of a much smaller magnitude as described 
previously. Therefore, the radial velocities are more sensitive to measurement uncer-
tainties, and accurate measurements of radial velocity arc, in general, more difficult. 
The measured velocity distribution from Ref. 119 is shown in Fig. A.9. The measure-
ments showed some fluctuations, but the overall trend agrees with that predicted using 
the present model for n = 2. 
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velocity. 
411 
1.2 
n=2 
0 z/c = 1.0 
0 z/c = 2.0 
X 
ro 
E 0.8 >~ 
>~ 
;:, 0.6 
T5 
0 
Q) 0.4 > 
~ 
"O 
ti) 0.2 I-
E 
"O 
c 0 
0 
z 
-0.2 0 0 .. 
0 
-0.4 
-4 -2 0 2 4 
Non-dim. distance from vortex center, r/rc 
Figure A.9: Radial velocity profiles in the trailing vortex of a fixed wing tip v01iex 
compared with the present model. Experimental measurements from Ref. 119. 
412 
Appendix B 
Rotor Trim Methodology 
The trim solution for a helicopter is fairly complex, involving the calculation of main 
and tail rotor control settings, helicopter orientation, and blade flapping motion. The 
trim equations include force and moment equilibria, kinematic relations expressing 
constraints and several rotor equations for blade flapping solution. There arc two dif-
ferent trim methodologies: the propulsive trim methodology simulates flight condi-
tions for a free flying helicopter and the wind-tunnel trim is used especially for ex-
perimentally testing isolated rotors. The present analysis includes a wind-tunnel trim 
methodology developed by Bagai (Ref. 55). This methodology involves only force 
equilibrium because in the case of wind tunnel experiments the rotor is typically rigidly 
mounted to a support structure. 
Wind-tunnel trim, in practice, is achieved by controlling rotor cyclic inputs to min-
imize any cyclic blade flapping motion. With no cyclic blade flapping, the TPP is then 
perpendicular to the rotor shaft. Therefore, the only force component on the rotor is 
the rotor thrust acting along the shaft. This satisfies the force equilibrium in the lat-
eral and longitudinal directions. The vertical force equation simply specifies a desired 
thrust value. The three rotor control inputs arc the collective and cyclic pitch inputs. 
The rotor hub orientation is, typically, specified in terms of the shaft tilt. The rotor hub 
413 
orientation is, typically, specified in terms of the shaft tilt. 
Mathematically, the wind-tunnel trim problem has three unknowns which arc the 
the rotor pitch controls, So, Sic and Sis- The corresponding three equations are formed 
by setting two cyclic blade flapping angles, and the difference between actual and 
desired rotor thrust to zero. This can be written in a matrix form as follows 
CT - CTdesircd So 
~le M Sic =0 (2.1) 
~Is Sis 
or 
{/} = 0 (2.2) 
The rotor aerodynamics, in general, are a highly coupled, non-linear function of 
the control inputs mainly because of the wake induced inflow. Although collective 
pitch predominantly controls the rotor thrust, it can also influence the blade flapping 
through the wake induced inflow. Similarly, the cyclic pitch inputs essentially control 
the cyclic blade flapping but can also affect the overall rotor thrust. Therefore, the 
matrix [M] in the above equation is a fully populated matrix. The matrix elements 
are highly nonlinear terms because of the vortex induced velocities. The matrix is not 
diagonally dominant because of the cross-coupling effects of rotor cyclic pitch inputs 
and the cyclic blade flapping response. Therefore, a direct inversion is not generally 
possible and the control inputs required for rotor trim must be calculated iteratively as 
a solution of a set of non-linear algebraic equations. 
The non-linear equations {/} = 0 are linearized about some mean operating con-
dition. In general, this mean operating condition is initially estimated based on mo-
mentum theory uniform inflow corresponding to the desired rotor thrust. A Jacobian 
matrix relating the perturbations in the function {/} to small perturbations in the input 
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vector { 8} is then calculated numerically. This is equivalent to a Taylor-expansion of 
the function about the mean input vector {8}0, i.e., 
L.\{f} {f (80 + 1.\8) }- {!(80)} 
[J] { 1.\8} + · · · higher order terms (2.3) 
The Jacobian matrix is evaluated numerically by applying small control input pertur-
bations to the rotor and recalculating the wake-induced inflow, and the resultant blade 
loading and flapping response. By applying small pc1iurbations to all three inputs, the 
entire Jacobian matrix can be constructed as 
acr acr acr L\Cr L.\Cr L\Cr 
--
aeo a01c a01s L.\80 L.\81c L.\81.1, 
[JJ = a;; = aplc aplc ap1c ,..._, L\P1c L\P1c L\P1c (2.4) 
aeo 
,..._, 
--
aej a01c a01s L.\80 L.\81c L\81s 
aP1s apls aP1s L\P1s L\P1s L\P1s 
aeo a01c a01.1. L.\80 L.\81c L\81s 
Now, the control inputs can be updated along with the free wake solution by inverting 
the numerical Jacobian matrix, i.e., 
(2.5) 
The rotor control inputs arc updated after each wake iteration, until both the rotor 
controls and the wake solutions converge together. This process is illustrated schemat-
ically in Fig. B. l. 
Reprcscntive variations in the control input angles ( collective and cyclic pitch 
angles) are shown in Fig. B.2 as calculated using the free-vortex wake model and 
the wind-tunnel trim methodology. The trim settings of a UH-1 H helicopter in free 
flight (Ref. 159) are also shown for comparison. The shaft tilt angle was specified 
and the control inputs were calculated based on minimum cyclic flapping as described 
earlier. Note that the wind-tunnel trim solves for only an isolated rotor and does not 
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Figure B.1: Flowchart illustrating the coupled rotor trim procedure. 
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Figure B.2: Representive variations in collective and cyclic pitch inputs required to 
trim a rotor in forward flight. Experimental results from Ref. 159. 
correspond to the free flight conditions of the flight test experiments shown. Therefore, 
the control angles as a function of forward speed may only be considered representive, 
but are indicative of typical inputs required for any single rotor helicopter. 
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Appendix C 
Coordinate Transformations for 
Counter-Rotating Rotors 
The present methodology can be readily extended to multiple rotor systems. However, 
counter-rotating rotor systems like tandem/coaxial require some special considerations 
in terms of coordinate transformations. Note that while the collocation points on the 
vortical wake are defined in a fixed axes (wind axes) coordinate system, the veloci-
ties encountered by the blades arc referenced to a local, blade fixed frame. These two 
coordinate systems arc defined in Fig. C. l, where the fixed frame coordinates are rep-
resented by (x,y,z), while the rotating frame coordinates arc represented by (x,y,z). 
The present analysis accounts for the transformation between these two frames through 
three rotations from the fixed frame to the rotating frame: the rotor shaft tilt, a, the 
blade azimuthal rotation, \\f, and the blade flapping angle, ~. For counter-rotating ro-
tors, the second rotation would change sign because of the opposite sense of rotation of 
the rotor blades. The global coordinates used in the present analysis have their origin 
located at the rotor hub with the x-axis pointing in the direction of frccstrcam velocity. 
Therefore, they arc often termed as wind-axes. The z-axis points vertically upward and 
the coordinate system is right-handed. 
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Figure C.1: Coordinate systems for anti-clockwise and clockwise rotors. 
Note that the local (blade-fixed coordinate system for the anti-clockwise rotating 
rotor is right-handed, while that for the clockwise rotating rotor is left-handed. The 
blade azimuth is referenced to the global x-axis such that the \JI = 0 radial lines arc 
aligned with x-axis for all rotors. The blade azimuth angle is then measured from 
this reference in the same direction as the direction of rotation. Therefore, the trans-
formation from rotating to fixed frame, and vice versa, is slightly different for the 
counter-rotating rotors. These transformations arc now defined as three rotations from 
the global coordinate system. 
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C.1 Rotation about the y-axis: Shaft tilt a 
Figure C.2 shows the rotation about the global y-axis through angle a. The transformed 
coordinates can be easily shown to be 
x1 xcosa-zsina 
YI y (3.1) 
z1 xsina+zcosa 
The angle a corresponds to the rotor shaft tilt. Although by convention the angle 
a> 0 corresponds to a backward shaft tilt, it is common to refer to shaft tilt as positive 
forward. Therefore, the tilt angle in the above expression can be replaced by a= -~ .. 
The transformation can be written in matrix form as 
XI cos (-as) 0 - sin (-as) X 
YI 0 1 0 y (3.2) 
ZI sin(-as) 0 cos(-a5 ) z 
This transformation matrix is denoted by [Ta] 
C.2 Rotation about the z1-axis: azimuth 'ti 
Next consider the rotation about the z1 -axis through the blade azimuth angle '1'· First, 
consider the right-handed coordinate system where 'I' is anti-clockwise, as shown in 
Fig. C.3(a). The corresponding transformations can be written as 
COS \j/ Sl11 \j/ 0 
0 0 
- sin \j/ cos 'I' O 
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XI 
YI 
ZI 
(3.3) 
z 
~ 
' 
a 
: ,_'_ - - - - - - - - - - - -)- - - - - - - - - - - _,.. X 
a=-as 
Figure C.2: Rotation about the y-axis through angle a. 
This transformation matrix is denoted by [ T\V J. For a clockwise rotating rotor, the 
direction of positive \j/ is reversed as shown in Fig. C.3(b ). This will change the sign 
of the terms in sin \j/ in the above transformation matrix. For simplicity, a notation for 
sign of rotation is introduced as 
S11= 
1, 
-1, 
anti-clockwise rotation } 
clockwise rotation 
Therefore, the second transfom1ation can be rewritten as 
x2 cos (S,1\jf) S11 sin (S11 \j/) 0 
Y2 -S11 sin (S11 \j/) cos (S11 \Jf) 0 
z2 0 0 
C.3 Rotation about the y2-axis 
(3.4) 
XJ 
YI (3.5) 
ZJ 
Finally, consider the rotation about the )'2-axis, which incidently corresponds to the 
blade-fixed y-axis, through the blade flapping angle, ~- Note that the blade flapping 
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(a) Anti-clockwise rotating rotor 
Y1 
I 
(b) Clockwise rotating rotor 
z, • . );- x, 
Figure C.3: Rotation about the z1-axis through angle \/f. (a) Anti-clockwise rotating 
rotor, (b) Clockwise rotating rotor. 
angles arc defined as positive for flapping up motion. Therefore, this transformation is 
identical for both anti-clockwise and clockwise rotating rotors, except for a change in 
sign of the y-axis. From Fig. C.4, it can be shown that 
x cosp 0 -sinp x2 
y 0 S11 0 Y2 (3.6) 
z sinp 0 cosp z2 
This transformation matrix is denoted by [Tp] 
Now, the the complete transformation from the global (fixed) frame to the local 
z 
..-x 
Figure C.4: Rotation about the y2-axis through angle p. 
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... 
(rotating) frame can be written as 
or, in a combined matrix as 
[T]= 
cos Pcos (S11 \j/) cos (S11 \j/) 
+ sinpsin (-a.1.) 
-S11 sin (S11 \j/) cos (-a.v) 
- sinpcos (S11 \j/) cos (S11 \j/) 
+ cos P sin (-as) 
x X 
y = [Ta] [r\V] [Tp] y 
z 
S~ cos P sin (S11 'V) 
S11 cos(S11\Jf) 
S~ sin p sin (S11 'V) 
z 
- cos P cos (S11 \j/) sin (S11 \If) 
+ sin pcos (-as) 
S11 sin (S11 \j/) sin (-as) 
sin Pcos (S11 \j/) sin (S11 \j/) 
+ cos P cos ( - as) 
(3.7) 
(3.8) 
Note that the S~ term is always equal to unity. Because a clockwise rotating rotor has 
a left-handed coordinate system, the sense of vortex circulation is also left-handed. In 
the implementation of the present analysis, the Biot-Savart induced velocity calcula-
tions are performed assuming a right-handed coordinate system. Therefore, all vortex 
induced velocities arc also corrected using the sign of rotation, S11 • The rotor control 
inputs ( cyclic pitch) do not include such a sign correction because they arc defined 
relative to the blade azimuth for the rotor, which already includes a correction for the 
sign of rotation. Similarly, the cyclic flapping angles also inherently include the sign 
of rotation. 
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Appendix D 
Matrices for Vortex Stability 
The matrices for perturbation velocity calculations in Section 2.2.1 are given by: 
P1,1 = 
( (xC\'/12. CzC.,/12,.) h (cos81 - cos82) - C3 · + C3 · 
+ 
/ ( cos82r2, /12, cos81r1, /12, ) 
ze, --- +-
· ri2 r2l12 r1 2 r1l12 
+ 
( C\'/12. C:f 12,) h["(cos81-cos(82))ex i c---· 12 l12C 
P1,2 = 
( C:C,./12 /12. C./112.) h(cos81 -cos82) - ' - -· +--· 
- C3 C C3 
+ 
/ ( cos(82)r2,. /12, cos81r1 1, /12 1• ) 1e, --- · +-
· ri2 r2 f 12 r1 2 l'J f 12 
+ ( ( ) ) ( C:/12 CJ12 ) hr cos 81 - cos 82 ex --' - _·_= 
· l12C l12C 
P1,3 = / ( O 0 ) ( C/112,. it,,. C~C,.!12,) I cos I - cos 2 -~ + C + ('3 
+ hex (- cos(81 )ri, + /12, + cos82r2, _ ~) 
r1 2 l'J f 12 r} r2112 
+ I ( (8 ) ) (Cxf12,. CJ12,) If cos 1 -cos82 ex --· - -·-· l12C l12C 
P2,1 = 
I ( 8 8 ) ( C}/12. /12. CyC:/12,) l cos I - cos 2 - CJ + C + C3 · 
+ 
/ ( cos(82)r2, /12, cos81r1, /12, ) 
1e\' - - - +-
· 1} r2l12 r/ r1112 
+ ( ( ) ) ( Cr/12. C:f 12,.) hf COS 81 -COS82 Cr -·-· - --· 
. · l12C l12C 
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P2,2 = I ( 8 8 ) ( CyCzf 12, + C.,Cyf 12=) l cos I - cos 2 - C3 C3 
+ 
her (cos82r2Y _ 5_ _ cos(81)ri,, + 5-) 
, r} r2l12 r/ r1l12 
+ ( ) ) ( Cz/12, Cxf 12.) llf(cos81 -cos 82 ey 112 C - 1~2c· 
P2,3 I ( 8 8 ) ( /12, C,rCy/121' C}/12,) l COS 1-COS 2 --- +--
, C C3 C3 
+ he - +--+ ---
( cos(81 )r1= f 12= cos 82r2= f 12= ) 
Y r1 2 r1l12 r} r2l12 
+ 
( C,.J n,, Cyl 12, ) lzr(cos(81)-cos82)ey 112 C - 112 C 
?3,1 
) ( C/112,. 112,. C,,C,/i,,) /z (cos81 - cos82 ~ - C - , C3 
+ he, --- +--
( cos(82)r2x /12, cos81r1, /12, ) 
- r} r2 f 12 r1 2 r1 f 12 
+ 
( Cyf 12. C:f 12") lzr(cos(81)-cos82)ez 112 c5 - 112C 
?3,2 ( C/!12, /12, CzC,J12=) /z (cos81 - cos82) -~ + C + C3 
+ ze- ---- +--
/ ( cos(82)r2Y /121' cos81r1" /12,, ) 
• r} r2l12 r1 2 l'J 112 
+ 
( C:f 12, Cx/12.) llf(cos(81)-cos82)ez 
112
C -
112
C 
?3,3 /( ,8 8 )(CyCzl12, CzC,J12y) 1 cos 1 - cos 2 C3 - C3 
+ ze- - +--+ - --
/ ( cos81r1= 112= cos(82)r2= 112= ) 
• r/ r1l12 r} r2l12 
+ ( C,J 12, CJ I 2 ) lzr(cos81 -cos(82)k: --·' - -·-·' 
· l12C l12C 
425 
+ 
+ 
Ai,3 
+ 
+ 
A2,1 
+ 
+ 
A2,2 
+ 
+ 
A2,3 
+ 
+ 
A3,1 
+ 
+ 
A3,2 
+ 
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B1,1 
+ 
+ 
B1,2 
+ 
+ 
Bt,3 
+ 
+ 
B2,1 
+ 
+ 
B2,2 
+ 
+ 
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B2,3 
+ 
+ 
B3,1 
+ 
+ 
B3,2 
+ 
+ 
B3,3 
+ 
+ 
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Appendix E 
Far-Wake Boundary Condition: Velocity Extrapolation 
It was shown in Chapter 3 that the vorticity transport theorem governing the rotor wake 
geometry has the same form as a one-dimensional wave equation with a non-linear 
source term, i.e., 
dr('I', s) + cir('I', s) = ( Vrrccstrcam + v;nduccd) 
cl"' c1s n 
(5.1) 
where Vfrccstrcam is the freestream convection velocity, while f/; 11duccd represents the 
self and mutually induced velocities from all the vortex segments comprising the rotor 
wake. 
The LHS of Eq. 5.1 is a wave equation with the characteristic speed equal to unity. 
The integration of this equation requires one initial condition in time ('I') and one 
boundary condition in space (s), which is given by the condition that the vortex seg-
ment must be attached to the blade at its origin at s = 0. If the wake is truncated after 
some finite vortex age, say Smax, another boundary condition may be required. By 
the nature of the basic wave equation, the solution propagates along the characteristic 
lines with d\jf /<ls= 1, and no boundary condition is required at the far-wake truncation 
- sec Fig. E. l. This is because the solution propagation along the characteristic to a 
new value of \jf needs only the information from older values of s than the one being 
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Figure E. l: Computational domain for the wake geometry solution showing the char-
acteristic solution propagation direction and the wake truncation in the far-wake. 
calculated. However, the inherent nature of the induced velocity source term on the 
RHS of Eq. 5.1 requires some boundary condition to be satisfied in the far-wake. 
To better understand the reason for such a boundary condition, the induced veloci-
ties can be written in a discrete form as 
Vind (o/k, SI) = L Vos (o/k, s,; Si) (5.2) 
i=I 
where Vos (o/k, s1; Si) represents the velocity induced by the ith vortex clement extend-
ing from r(\l'k,Si-i) to r(\jfk,Si) at a collocation point at r(\jfk,Sf). The net induced 
velocity at this collocation point is found by integrating along the length of each vortex 
filament extending from the blade tip to, ideally, infinity. The induced velocity can be 
further divided into two parts as 
I 
Vind (\jf k, SI) = I Vos (o/k,SI; Si) 
i=l 
younger vortex elements 
+ 
00 
I Vos (o/k, s1; Si) 
i=I 
older vortex clements 
(5.3) 
The force-free equilibrium position of each v01iex segment collocation point lo-
cated at r (\1-'k, Sk) is given by an equilibrium between these two components of the 
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induced velocity. To illustrate this effect, a representative hovering wake geometry is 
shown in Fig. E.2. When the point r (\jf k, Sk) is in equilibrium ( or steady state con-
dition), the net velocity induced at that point is directed along the vortex filament 
trajectory. All the 'younger' vortex clements, i.e., Si < St, induce a velocity at the 
point r (\jfk, Sk), which is directed radially outward. However, all the 'older' vortex 
elements, i.e., Si > St induce a radially inward velocity. Therefore, the vortex clement 
at r(\jfk,Sk) remains in equilibrium. 
If the wake is truncated at Smax, then only one part of the induced velocity is af-
fected. The above equation (Eq. 5.3) can be rewritten to identify the velocity terms 
that arc being neglected because of this wake truncation, this gives 
t lmax 00 
L, Vos (\jfk, st; Si) + L, Vos (\jfk, st; Si) + L Vos (\jfk, st; Si) 
i= I i=l i=lmax (5.4) 
younger older wake truncation 
Clearly, when the point r (\jfk, St) is close to the wake-truncation region, i.e., Si is close 
to Smax, the equilibrium position of the collocation point would be significantly dis-
turbed because of truncation. In Fig. E.2, if the wake was truncated near r ( \jfk, St), 
then that part of the wake would exhibit radial expansion, which is not physically cor-
rect. Therefore, a far-wake boundary condition will be required to correctly represent 
the induced velocities. 
An example of a non-physical wake expansion because of incorrect representation 
of induced velocities is shown in Fig. E.3. A solution was obtained using a large 
number (> 20) of wake turns, and is compared with experimental measurements of 
the hovering wake boundary from Ref. 72. Notice that for more that 20 free-wake 
turns, the wake geometry within two rotor radii below the rotor remained independent 
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these vortex 
elements 
cause 
radial 
expansion 
t 
---------------
i 
these vortex 
elements 
cause 
radial 
contraction 
TPP 
wake truncation 
here will cause 
radial expansion 
at point 1" ... (~lk, ~I) 
Figure E.2: Schematic of hovering rotor wake geometry explaining the effect of wake 
truncation on the wake 
of the total number of free turns. Therefore, such a large number of wake turns this 
may be considered representive of a wake extending to infinity below the rotor. In the 
case of wake truncation after four turns, notice that there is clearly a (non-physical) 
radial expansion. This radial expansion is purely of numerical origin, resulting from 
the wake truncation alone. A slight radial expansion of hovering wake is observed 
in experiments (Ref. 66), which is because of the viscous diffusion of tip vortices 
and the corresponding reduction in induced velocities. However, such an expansion 
resulting from viscous diffusion of the vortices is much smaller than the numerical 
effects associated with wake truncation. Clearly, the wake truncation with four free 
turns of the wake docs not give satisfactory predictions of the wake geometry. 
Note that in forward or axial (vertical) flight, with higher frccstrcam effective con-
vection velocities, such a truncation boundary condition may not be required. This is 
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0.25 
Four turns 
0 ,. Large number of turns 
-0.25 Experiments 
-0.5 
a:: 
N 
-0.75 
-1 
-1.25 
-1.5 
-1 -0.5 0 0.5 
x/R 
Figure E.3: Numerical solutions to the hovering rotor wake showing non-physical ex-
pansion because of wake truncation in the far-wake. Experimental results from Ref. 72 
because the relative errors introduced by truncation are small, i.e., 
relative velocity errors 
due to truncation 
i=lmax 
Vrrccstrcnm + I.;: J V13s ( 'I' k, SI; Si) (5.5) 
Clearly, the relative errors in the velocity calculations decrease with increasing freestream 
convection velocity. Therefore, a far-wake boundary condition may not be necessary 
for high-speed forward flight conditions. However, in near hovering flight conditions, 
the far-wake boundary condition is especially important. 
There are several approaches that can be used to prescribe a boundary condition in 
the far-wake of a hovering rotor. One approach is to prescribe an semi-infinite cylinder 
of vorticity below the free-vortex wake to model the wake extending to infinity. The 
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induced velocity by such a cylinder can be calculated analytically (Refs. 160 & 161 ). 
The strength and radius of the cylinder could be determined from the wake solution 
- see Refs. 38 & 39. Another variation would be to use a stack of vortex rings to 
numerically model these extra wake turns (e.g., Refs. 162 & 47). However, these ap-
proaches are only applicable to hovering flight and extension to other flight conditions 
is mathematically formidable. Another approach would be to use prescribed wake ge-
ometry for the wake beyond a specified number of free turns ( e.g., Ref. 25). With the 
development of several empirical prescribed wake models, this approach is suitable for 
many steady state flight conditions. For time-accurate calculations, however, such a 
prescribed boundary condition may be unsuitable. 
Another 'engineering' solution to this boundary condition problem is to use a finite 
number turns in the numerical solution and neglect the last one or two turns which arc 
most affected because of wake truncation. The approach followed in Ref. 36 was 
to extrapolate the last two free wake turns to obtain a number of additional turns of 
the wake to simulate a boundary condition wake. In the present analysis, a far-wake 
boundary condition was developed along similar lines, which would be applicable to 
all flight conditions. Also, the same boundary condition could be used for both steady-
state and time-accurate solution algorithms. The key feature of the present approach 
that a velocity field extrapolation technique is used instead of simple geometric wake 
extrapolation. 
Figure E.4 shows a schematic of the rotor wake in hovering and forward flight, 
which can be used to explain the idea of velocity field extrapolation. The free-vortex 
solution is solved up to N wake turns. However, more wake turns arc specified as a 
boundary condition. For sufficiently large N, it is reasonable to assume that the induced 
velocity field experienced by the N + 1th turns is the same as that of the N1 11 turn. In 
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general, experimental observations suggest that the rotor wake geometry shows an 
asymptotic behavior after four or five turns (revolutions) below the rotor. 
To extrapolate the induced velocity field, the free-vortex wake is calculated up to, 
say, a wake age of SF· For collocation points older than SF, the velocity field is not 
explicitly calculated, but extrapolated along the characteristic, d\jf Ids= l. Therefore, 
this gives 
where an equal discretization (Li\jf = Lis) has been assumed. Therefore, the velocity 
field for the boundaiy condition turns of the rotor wake can be calculated based on 
the free-vortex wake solution. Recall that the solution methodology calculates the 
velocity at the grid mid-points to update the position vectors of the wake collocation 
points. This is done for both the time-marching and the relaxation methods. With the 
central difference PCC scheme (see Section 3.2.2), the equation may be written in the 
form 
r (\Jfk, Si) - r (\Jfk - L\\Jf, Si - !is) 
L\\jf 
1 [- -
4 v (\Jfk- L\\jf, si- L.\s) + v (\Jfk-L\\Jf, Si) 
+v ('l'k, si- L.\s) + v (\Jfk, Si)] 
~ v (\Jfk- L\\Jf /2, Si - L.\s/2) (5.7) 
Using the extrapolated boundary condition for the induced velocities, the collocation 
points on the boundary condition turns become 
therefore, 
r (\Jfk, Si) - r (\Jfk - L\\Jf, Si - !is) 
L\s 
r(\Jfk, Si - 2n) - r (\Jfk - L\\Jf, s; - !is - 2n) 
L\s 
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(5.9) 
TPP 
(a) Hovering flight (b) Forward flight 
Figure E.4: Schematic explaining the philosophy behind the extrapolation boundary 
condition for the rotor far wake. The wake geometry in hover and forward flight is 
shown to bring out the similarities between two consecutive wake turns. 
Now, the wake collocation points for the boundary condition turns can be readily cal-
culated from the free wake turns as obtained using a solution step. 
An example of the numerical solutions for the rotor wake obtained using this far-
field boundary condition is shown in Fig. E.5(a). Herc a numerical solution obtained 
using four turns of free wake with two equivalent turns as a boundary condition is 
shown along with a solution obtained using a very large number of turns. This shows 
that the boundary condition mimics the force free behavior of the wake very well. The 
two solutions showed only small differences in the far-wake. Therefore, it is expected 
that the blade loads and rotor performance will not be affected by the wake truncation 
boundary condition. Figure E.5(b) shows the radial distribution of the blade bound 
circulation, which shows that by using four turns of the free wake and the boundary 
condition, the results obtained are essentially identical to those obtained using a large 
number of free turns. This approach is also preferable because the associated compu-
436 
tational cost is significantly lower than that for the solution with a large number of free 
wake turns. 
In forward flight, the frecstream convection velocity dominates over the vortex 
induced velocities and the effects of the far-wake boundary arc even smaller. This is 
shown in Fig. E.6(a) in the form of a plan view of the wake geometry obtained using 
four free wake turns along with that obtained using two free turns and two boundary 
condition turns. The differences between the two solutions are very small and the 
corresponding blade bound circulation distributions are almost identical. 
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(a) Wake boundary 
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Figure E. 5: Example showing the effect of the velocity fie! d extrapolation boundary 
condition on the wake geometry solution in hover. (a) Wake boundary, (b) Blade bound 
circulation. 
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Figure E.6: Example showing the effect of the velocity field extrapolation boundary 
condition on the wake geometry solution in forward flight. (a) Wake boundary, (b) 
Blade bound circulation. 
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Appendix F 
Empirical Model for Airfoil Characteristics 
The non-linear behavior in airfoil lift/drag characteristics near blade stall is mod-
eled using the Beddoes model (Ref. l 63). In this case, a modified form of Kir-
choff/Helmholtz solution for the lift on a flat plate with a fixed separation point if 
used. The lift or normal force component is related to the flow separation point, and is 
approximated by 
( I+ Jl) 2 C,1 = 2n: 2 a (6.1) 
where 2rr is the normal force (lift-curve) slope based on potential flow, and f is the 
trailing edge separation point as a fraction of the chord - sec Thwaites (Ref. I 64). 
Compressibility and viscous corrections can be included by replacing 2n: by the ap-
propriate Ii ft-curve slope for a given Mach and Reynolds number. In the present anal-
ysis, compressibility effects are modeled using the Prandtl-Glauert correction factor, 
~=JI -M2 , as 
- 2n: ( I + Jl) 2 
Cn- JI-Jvf2 2 a (6.2) 
Alternatively the Kaplan rule (Ref. 165), which is an extension of the Prandtl-Glauert 
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correction to include airfoil thickness effects (see also Ref. 166), can be employed as 
where y is the ratio of specific heats. 
In general, the relationship between the separation point f, and the operating angle 
of attack, a, can be deduced from experimental measurements of static C,1 variation 
with angle of attack. In the present analysis, a generalized empirical model for f is 
used, as suggested by Beddoes (Ref. 163). This is given by 
{ 
l -0 3 ((a-ao)-a,) . exp 5• != I 
0.04 + 0.66exp ( a,-%-ao)) 
for a :S a1 
fora> a1 
(6.4) 
where a 0 is the zero-lift angle of attack of the airfoil. The exponents S1 and S2 define 
the static stall characteristics, i.e., whether the stall is progressive of abrupt depending 
on the flow Mach number. The angle of attack a1 represents the break point cor-
responding to J = 0. 7. Beddoes presents results for these parameters deduced from 
stntic measurements on a NACA 0012 airfoil. In the present case, a continuous model 
is introduced to represent these parameters ns a function of Mach number. The empir-
ical model is given by 
a1 (M) 
( (
(!v!-0.45)) 2) l.8exp - 0_3 
( ( 
(M - 0.525)) 2) 
3.6exp - 0.25 
21.5-25M+2.0cxp (-((M-0.65))
2
) 
0.125 
(6.5) 
(6.6) 
(deg) (6.7) 
The results obtained using the above model for the parameters is shown in Figure F. l, 
along with the empirical results deduced from experimental measurements for the 
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NACA 0012 airfoil. The advantage of using such a continuous model is that no in-
terpolation is necessary to establish these parameters at arbitrary Mach numbers. 
Now, the lift coefficient can be determined from the local angle of attack, a, as 
27t ( l + J7) 2 Ct (a) = J 1 _ M2 2 a cos a (6.8) 
The model for local drag coefficient is based on the same concepts as the lift model. 
In this case, the additional parameters required are the zero lift drag coefficient, c;,0 
and the drag divergence angle of attack, aDD· These parameters are given as a function 
of Mach number as 
C,0 (M) 
UDD(M) 
0.01 + 0.002erf(50(M-0.8)) 
( (
M-0 6)
2
) 16.0-20M+0.5exp - 0_12; 
The drag coefficient is given by 
Ct = C,0 + 0.035C11 sin a+ KDCn sin ( a - aDD) 
where the factor KD is given by 
Ko= { O 
2. 7 exp (-di f) a>aDD 
and the factor elf is given by 
( ( M-06)
2
) d1=6.1-7M+0.5exp - · 
0.125 
(deg) 
(6.9) 
(6.10) 
( 6.11) 
(6.12) 
(6.13) 
These parameters in the drag model are shown in Fig. F.2 along with the values de-
duced from experimental measurements. The results for the blade lift coefficient ob-
tained using the model described above are shown in Fig. F.3 for four different local 
Mach numbers. Figure F.4 shows the corresponding results for drag coefficients as a 
function of angle of attack. 
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F.1 Effects on Rotor Performance Prediction 
A linear aerodynamics model for the airfoil lift characteristics, based on thin airfoil 
theory provides acceptable predictions of rotor thrust at low to moderate thrust levels. 
However, at hight thrust values may lead to unrealistic performance trends at high ro-
tor thrusts because of the lack of modeling airfoil stall. If the rotor collective pitch is 
increased, using linear aerodynamics the rotor thrust would also increase correspond-
ingly. In reality, the rotor thrust reaches a maximum value when the blades begin to 
stall, typically on the inboard sections near the root. A further increase in collective 
pitch would then not result in higher thrust, but may, in fact, result in loss of thrust 
if the stall propagates outward along the entire blade span. The inclusion of Beddoes 
model into the present free-vortex wake analysis allows a relatively simple prediction 
of this behavior. An example of this is shown in Fig. F.5 where the rotor thrust is 
plotted as a function of collective pitch. Corresponding results obtained using a linear 
aerodynamics model (thin airfoil theory) arc also shown for comparison. In this case, 
the thrust varies almost linearly with the blade collective pitch as expected. The use of 
Beddoes model, however, shows blade stall effects in the form of diminishing thrust at 
high collective pitch inputs. 
Figure F.6 shows the corresponding rotor shaft power plotted versus the rotor 
thrust. With the onset of stall, the rotor thrust was found to remain almost constant 
with increasing collective pitch, as shown in Fig. F.5. However, the onset of blade 
lift stall also results in rapid increase in sectional drag. This resulted in a significant 
increase in rotor power because of stall. The rotor power calculated based on linear 
aerodynamics is also shown to bring out the effects of blade stall modeling. 
An example of the sectional lift distribution along the blade span is shown in 
Fig. F.7. With a linear aerodynamics model, the inboard sections of the blade were 
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found to operate at significantly high values of CJ. This is because, at the inboard sec-
tions the effective sectional angle of attack is very high. Inclusion of Beddoes model 
' 
improves the predictions 
0
f)ift distribution by including effects of blade stall on the 
inboard sections, as shown for the case of 0o ~ 58'. The lift is somewhat more biased 
towards the blade tips than the Jitl distribution corresponding to linear aerodynamics. 
J\ t a h ighc r co Jlecti ve angle 
O
f 65", the blade stall spreads outboard from the root end 
O
f 
the blades towards the tips. The Jifl in this case is strongly biased towards the blade tip. 
A further increase in collective pitch would )cad to a complete blade stall, and a loss 
0 
fro tor th rust. This type of non-I in ear aerodynamic model for airfo ii charactcristi cs is 
especially important for rotor performance prediction in descents and autorotation. 
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