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We study a class of entangling gates for trapped atomic ions and demonstrate the use of numeric
optimization techniques to create a wide range of fast, error-robust gate constructions. Our ap-
proach introduces a framework for numeric optimization using individually addressed, amplitude
and phase modulated controls targeting maximally and partially entangling operations on ion pairs,
complete multi-ion registers, multi-ion subsets of large registers, and parallel operations within a
single register. Our calculations and simulations demonstrate that the inclusion of modulation of
the difference phase for the bichromatic drive used in the Mølmer-Sørensen gate permits approx-
imately time-optimal control across a range of gate configurations, and when suitably combined
with analytic constraints can also provide robustness against key experimental sources of error. We
further demonstrate the impact of experimental constraints such as bounds on coupling rates or
modulation band-limits on achievable performance. Using a custom optimization engine based on
TensorFlow we also demonstrate time-to-solution for optimizations on ion registers up to 20 ions of
order tens of minutes using a local-instance laptop, allowing computational access to system-scales
relevant to near-term trapped-ion devices.
Keywords: quantum control, quantum computing, trapped ions, optimized quantum gates
I. INTRODUCTION
Quantum computing requires a universal set of high-
fidelity gates that are fast, robust and scalable.[1] In
trapped ion systems,[2,3] entangling gates are mediated
by shared motional modes that are coupled to the qubit
states through atom-light interactions. High-fidelity en-
tangling gates many orders of magnitude faster than de-
coherence timescales have been demonstrated,[4,5] and re-
search continues on faster gate times while maintaining
high fidelities.[6–8] The dynamics for Mølmer-Sørensen-
type operations is derived for the regime where gate
timescales are slow compared to the trapping period,
however errors arising from approaching this timescale
can be mitigated by careful control[9]. Two-qubit
Mølmer-Sørensen gates[10–12] have been implemented
with infidelity on the order of 10−3.[4]
Recently, a range of control protocols has been in-
troduced to expand the functionality of these gates
via modulation of the laser fields mediating the spin-
motional interaction. For instance, MS gates have
demonstrated tremendous flexibility, permitting parallel
couplings within large registers[13,14] and using overlap-
ping pairs[9,14,15] via control modulation. Moreover, the
addition of control permits the introduction of noise and
drift-robustness even in complex multi-ion settings.[16–21]
The general theory for the controlled dynamics of
Mølmer-Sørensen-type operations is well established
(see e.g. [15]), however special cases are typically ex-
plored in theory and experiment to simplify implemen-
tation or to make dynamical control more tractable.
The most common dynamical control method employs
modulation of the amplitude (with fixed phase) of
the control drives.[13,14,20,22–24] This restriction to a
real drive permits deeper analytical treatment of the
gate conditions,[25] and reduces the degrees of free-
dom required for numerical optimization. Accordingly,
amplitude-modulated gates have been successfully im-
plemented in a range of experiments including the ex-
ecution of five parallel pairwise interactions within an
11-ion chain,[14] or in achieving a many-body 12-of-12
qubit gate;[9] executing parallel gates of this nature is es-
sential for algorithmic scalability when employing large
or even mesoscale ion registers. On the other hand, com-
plex drives have been demonstrated experimentally using
phase-modulation[15,21] or laser-detuning modulation.[18]
However these have generally been limited to demonstra-
tions with smaller registers, in part due to the challenge
of efficient gate construction within a large control space.
In this paper, we demonstrate computational ac-
cess to a general control framework leveraging modu-
lation of complex control drives, and apply this frame-
work to efficiently achieve a range of optimized error-
robust gates in large ion registers. Framing the gate
conditions in this way allows numeric optimization
of amplitude- and phase-modulated controls optimized
for each individually-addressed ion within a register.
This accommodates many-qubit and parallel operations
within a single register, where the target relative phases
ψjk between each pair of ions j and k can be freely spec-
ified while ensuring qubit-motional decoupling. We first
present the theoretical framework for Mølmer-Sørensen-
type operations, including introduction of an operational
fidelity measure and error-robustness conditions. Next,
we pose the numeric optimization problem subject to
a variety of hardware-motivated constraints, before pre-
senting results derived from a custom TensorFlow-based
optimization package.[26] We demonstrate a range of
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FIG. 1: Schematic depiction of gate configurability and mod-
ulation technique. (a) Different accessible gate configurations
including pairs within large chains (top), many-body (N > 2)
arbitrary entanglement within chains (middle), and paral-
lel gates within a chain (bottom). For simplicity we depict
only two parallel pairwise gates, but arbitrary configurations
within the chain are possible as shown e.g. in Figure 2. (b)
Representative schematic level structure for Raman transi-
tions, highlighting the laser beams which provide accessible
controls for each individual ion. In general, these individ-
ual modulated beams are combined with a single global laser
to provide the beat-note spanning the qubit transition in a
Mølmer-Sørensen-type gate.
high-fidelity, error-robust, and scalable control solutions
for parallel many-body operations within ion-chains up
to 20 ions. Comparative analysis reveals that the specific
inclusion of a complex drive provides access to otherwise
unachievable entangling-gate fidelities and reduced gate-
durations for a broad range of laser detunings. Finally,
we study the scaling of computational resources and con-
trol parameters required to obtain solutions for different-
length ion chains.
II. OPERATION DYNAMICS AND MEASURES
Mølmer-Sørensen-type multi-qubit operations employ
bichromatic lasers which produce beatnotes detuned
above and below the qubit transition frequency in or-
der to achieve a generalized pairwise coupling, as shown
in Figure 1b for the specific example case of 171Yb+ ions.
The laser detuning established by the Raman beatnote
is kept close to the excitation frequencies of the motional
modes used to couple the internal qubit states (Fig. 1b).
By Mølmer-Sørensen-type operations we denote general-
ized forms of this operation that couple arbitrary pairs
of qubits according to the unitary evolution operator:
Uc = e
i
∑N
j=1
∑j−1
k=1 ψjkσx,jσx,k . (1)
Here j and k are indices over ions, ψjk is the target pair-
wise entangling phase and σx,j is the Pauli X-operator
acting on ion j. A maximally-entangling pairwise gate
would have entangling phase ψjk = pi/4 in this formu-
lation. In the following we present a Hamiltonian-level
description of the interactions and then frame the imple-
mentation subject to user-configurable constraints on the
target operation.
A. Mølmer-Sørensen dynamics
We model the control problem for this gate, beginning
with a conventional Hamiltonian description of the cou-
pled dynamics of the internal and motional degrees of
freedom for trapped ions, H0:
[27]
H0 =
M∑
p=1
h¯νp
(
a†pap +
1
2
)
+
N∑
j=1
h¯ω0
2
σz,j , (2)
where motional mode p has frequency νp, and the N
trapped ions have an internal qubit transition at fre-
quency ω0. We denote Pauli k-operators for ion j as
σk,j .
In the rotating frame with respect to H0, the interac-
tion Hamiltonian for Mølmer-Sørensen-type operations is
given by:[17]
HI(t) = ih¯
N∑
j=1
σx,j
M∑
p=1
(−βp∗j (t)ap + βpj (t)a†p) . (3)
The term coupling ion j to motional mode p is given by:
βpj (t) = η
p
j
γ(t)
2
eiδp(t)t, (4)
where ηpj ≡ ηpb(p)j with ηp the Lamb-Dicke parameter and
ion-mode participation eigenvectors b
(p)
j .
[28] The relative
detuning from the pth mode is δp(t) = νp− δ(t) with the
laser frequency detuned by δ(t) from the qubit transition
ω0. We represent the complex drive γ(t) = Ω(t)e
iφ(t),
with Rabi frequency Ω(t) and phase φ(t).
The interaction Hamiltonian is valid when several ap-
proximations hold. First, it is necessary that phase-space
(or equivalently ion) displacements remain small, such
that:
〈(kxj)2〉
1
2
ρmot  1 ∀j, t, (5)
where xj is the displacement operator for ion j, k is the
addressing radiation wavevector, and ρmot is the motional
3state of the ions.[27] Note that kxj =
∑
p η
p
j (ap+a
†
p). Sec-
ond, the protocol involves a pair (or pairs) of laser fre-
quencies that we denote with subscripts a and b: the laser
pair has opposite detunings δa(t) = δ(t), δb(t) = −δ(t),
and phases φa(t) = φ(t), φb(t) = −φ(t) + pi. Finally, de-
tunings δ(t) should be close to νp, such that a rotating
wave approximation eliminates carrier transitions.
The dynamical equations may be generalized to accom-
modate individual drives for different ions,[13–15] mov-
ing beyond the shared expression γ(t) in equation (4).
For ion-dependent complex drives, we transform γ(t) →
γj(t) for the jth ion, with commensurate transformations
φ(t)→ φj(t) and Ω(t)→ Ωj(t).
As highlighted in Fig 1b, this ion-specific complex
drive, induced by the Raman lasers, represents the key
“control knob” in our possession. It is this parameter
over which we will perform optimization as outlined in
section III. In this manuscript we fix the laser detuning
in order to facilitate the numeric optimization described
in section III, though in principle this parameter may be
transformed in the same way.
The unitary operator resulting from equation (3)
can be written as time-ordered infinitesimal (state-
dependent) displacement operators, from which (up to
global-phase terms) we obtain:
U(τ) = exp
 N∑
j=1
σx,jBj(τ)
+ i
N∑
j=1
j−1∑
k=1
(φjk(τ) + φkj(τ))σx,jσx,k
 , (6)
Bj(τ) ≡
M∑
p=1
(
ηpjα
p
j (τ)a
†
p − ηp∗j αp∗j (τ)ap
)
, (7)
φjk(τ) ≡ Im
[
M∑
p=1
∫ τ
0
dt1
∫ t1
0
dt2β
p
j (t1)β
p∗
k (t2)
]
. (8)
Here, ion j’s contribution to the displacement of mode p
in phase space is given by
ηpjα
p
j (t) = η
p
j
∫ t
0
dt′
γj(t
′)
2
eiδpt
′
. (9)
B. Target operations and fidelity metrics
Our specific target is the achievement of high-fidelity
operations under arbitrary couplings between ions within
an N -ion register. These couplings can be achieved for an
individual pair, for multiple pairs in parallel, or as many-
body (M -of-N) operations, respectively, as depicted in
Figure 1a. This introduces two control targets in our
problem. First, we desire arbitrary and specifiable rela-
tive phases between ions j and k. Referring to the target
unitary in equation (1), we thus require that the acquired
phases satisfy
φjk(τ) + φkj(τ) = ψjk (10)
for a gate of duration τ . Next, we require elimination
of qubit-motional entanglement at the completion of the
operation. The residual qubit-motional entanglement is
eliminated by ensuring that
αpj (τ) = 0 ∀j, p. (11)
We quantify performance using the operational fidelity,
which incorporates both entangling-phase and residual-
motional-entanglement errors for a diverse range of op-
erations:
Fav =
∣∣∣∣ 1DTr[E]
∣∣∣∣2 , (12)
with E = U†cU(τ) and where E has dimension D. Up to
second order in the motional and phase error terms from
equations (11) and (10), αpj (τ) and
jk ≡ ψjk − (φjk(τ) + φkj(τ)), (13)
respectively, we obtain:
Fav =
∣∣∣∣∣∣
 N∏
j=1
j−1∏
k=1
cos(jk)

×
1− M∑
p=1
N∑
j=1
[∣∣ηpj ∣∣2 ∣∣αpj (τ)∣∣2(np + 12
)]∣∣∣∣∣∣
2
,
(14)
as outlined in the Supporting Information (SI). We have
taken the expectation value of the ion motion with re-
spect to a separable thermal product state with mean
phonon occupation np in mode p.
In the following section, we introduce our optimiza-
tion methodology and discuss our implementation of the
robustness conditions.
III. OBTAINING CONTROL SOLUTIONS:
OPTIMIZATION METHODOLOGY
A. Optimization framework
To obtain error-robust and high-fidelity control solu-
tions, we consider temporal modulation of the complex
drives γj(t) for each ion j. We choose a piecewise-
constant basis to characterize the dynamics, defining the
segmentation:
γj(t) =
S∑
k=1
χAk(t)γj,k =
S∑
k=1
χAk(t)Ωj,ke
iφj,k , (15)
4where segment k is defined over the interval Ak =
[tk, tk+1], and χAk is the indicator function that takes
a value of 1 for t ∈ Ak and 0 otherwise. The operation
begins at t1 = 0 and finishes at tS+1 = τ . Note that
one may follow the same procedure using different basis
functions such that the control degrees of freedom are
time-independent.
Using this basis, we rewrite the entangling-phase-
accumulation equation (8) and motional-displacement
equation (9):
φmn(τ) = Im
[
uTmP
m,nu∗n
] ∀m,n, (16)
αn(τ) = Mun ∀n, (17)
where n and m are ion indices, un is the vector of controls
such that element k is the kth piecewise segment value
γn,k, and entry p of the vector αn is α
p
n. The matrices
M and Pm,n have elements given by:
Mp,k =
1
2
∫
Ak
dteiδpt, (18)
Pm,nk,l =
M∑
p=1
ηpmη
p
n
4
∫
Ak
dt1e
iδpt1
∫
Al∩[0,t1]
dt2e
−iδpt2 ,
(19)
respectively. Here p is an index over motional modes,
and k and l are indices over segments.
To obtain control solutions, we apply a custom
gradient-based optimization engine[26] built on Tensor-
Flow to minimize the operation error. To this end we
minimize the cost function C defined as:
C =
N∑
j=1
k<j
(jk)
2 +
N∑
j=1
M∑
p=1
|αpj (τ)|2. (20)
The terms included, (jk)
2 and |αpj (τ)|2, are propor-
tional to the lowest-order infidelity contributions, for
each mode p and ions j, k. Minimizing this simpler func-
tional form provides better performance than using the
full functional form of the infidelity. Using equations (16)
and (17), we obtain quadratic and linear expressions for
jk and α
p
j (τ) in terms of our control degrees of freedom,
respectively.
Given our control and optimization framework, we may
impose additional physical constraints on the free vari-
ables as part of the optimization problem. This includes
bounding the rate-of-change of the drive phase and am-
plitude (Figure 3 and corresponding to band limits in
hardware), fixing the phase or amplitude (Figure 4),
sharing the same drive parameters between arbitrary ions
in the chain (Figure 4), or incorporating generic linear-
time-invariant filters on control transmission.[26,29]
B. Integration of error-robustness
We can analyze gate error-robustness, and reduce the
error-susceptibility of optimized controls, by modelling
the impact of common noise terms on the dynamic evo-
lution of the system. Here we focus on several different
error processes that are commonly encountered in labo-
ratory environments, ranging from trap instability and
laser frequency drift to systematic timing errors.
Beginning with dephasing, this form of error can arise
from imperfect calibration or drift in the motional mode
frequencies νp as trapping potentials frequently vary in
time.[9,16] Error in a given mode frequency νp → νp + p
becomes a shift in the relative detuning δp → δp + p,
which impacts the mode closure:
α¯pj (τ) =
∫ τ
0
dt
γj(t)
2
ei(δp+p)t. (21)
In order to compensate the effect of quasi-static noise on
mode trajectory closure to first order, we require:
0 =
dα¯pj (τ)
dp
∣∣∣∣∣
p=0
= i
∫ τ
0
dt
γj(t)
2
eiδptt, (22)
= iταpj (τ)− i
∫ τ
0
dtαpj (t). (23)
The term proportional to αpj (τ) is set to zero in the usual
motional conditions for an operation, and the integral
over αpj (t) can be set to zero as an additional robustness
condition, as in [9]. Since αpj (t) is proportional to the dis-
placement of ion j in mode p at time t, this condition is
equivalent to setting the center of mass of ion j’s contri-
bution to mode p’s phase space trajectory to zero. When
the center of mass is set to zero for each ion’s contribu-
tions to phase space trajectories, the residual motion con-
dition (trajectory closure) can be satisfied by enforcing
symmetry in the controls as described in [21]. This work
found that robustness to both quasi-static and zero-mean
fluctuating dephasing noise processes can be obtained by
setting the center of mass of each motional mode’s phase
space trajectory to zero.
Dephasing noise can also arise from errors in the laser-
pair detunings such that δa 6= −δb. The gate dynamics
can be rederived with this detuning asymmetry, as shown
in the SI, where we find that the robustness conditions
derived above also provide robustness to relative detun-
ing noise.
We next consider systematic timing errors such that
the control pulses are scaled by a uniform factor (1 + t).
This affects the mode closure conditions in the following
way:
α¯pj (tf = (1 + t)τ) =
∫ τ(1+t)
0
dt
γj(t/(1 + t))
2
eiδpt,
(24)
and transforming t→ t′ ≡ t/(1 + t) :
α¯pj (t
′
f = τ) =
∫ τ
0
dt′(1 + t)
γj(t
′)
2
eiδp(1+t)t
′
, (25)
the mode closure impact is proportional to equation (21)
with a dephasing shift p = tδp. This equivalence means
5that a control scheme satisfying the dephasing robustness
conditions to a given order is also robust to timing errors
to that same order.
To apply error-robust optimization with respect to
these noise sources, we require that the residual phase
space displacements are zero as in equation (11), and
that the integral (or center of mass) of each phase-space
trajectory is zero. The center of mass conditions can be
written in a linear form with respect to the controls:
0 = Run ∀n, (26)
Rp,k =
∫ T
0
dt
∫
Ak∩[0,t]
dt1e
iδpt1 . (27)
where n is an index over ions, and the matrix elements
Rp,k of R are defined in the second equation above. Here
p is an index over motional modes, and k is an index over
segments. If these conditions are satisfied, the closure of
the phase space trajectories (satisfying the residual dis-
placement conditions) can also be enforced by imposing
symmetry in the drives across the temporal midpoint of
the gate operation.[21] For piecewise-constant drives with
variable amplitude and phase, the symmetry can take the
form:
∆φj,n+1 = ∆φj,S−(n+1),
Ωj,n = Ωj,S−n (28)
where ∆φj,n = (φj,n−φj,n−1), Ωj,n and φj,n are the fixed
amplitude and phase for the jth ion over the nth drive
segment, and S is the number of segments in the drive.
We note that the number of segments can be set inde-
pendently for different ion-specific drives, as each drive
modulation pattern is reflected individually to satisfy the
symmetry conditions. We thus achieve error-robust so-
lutions using a combination of symmetry and numerical
optimization approaches.
We have derived and implemented robustness condi-
tions particularly for laser-detuning or equivalent noise
sources; one may alternatively consider laser amplitude
fluctuations. Previous work[21] has demonstrated that in
the ensemble average, zero-mean temporally fluctuating
processes may be suppressed by the same prescription,
but sensitivity to quasi-static errors in individual gates
remains. This is evident when considering the entan-
gling phase equation (8) which shows that quasi-static
errors of the form Ω(t) → sΩ(t) directly induce the
acquired entangling-phase rescaling φjk(τ) → s2φjk(τ).
Such entangling-phase errors dominate infidelity contri-
butions arising from residual motional entanglement and
remain the subject of future work.
IV. OPTIMIZATION RESULTS AND
PERFORMANCE ANALYSIS
An example optimization highlighting various capabil-
ities of this framework is presented in Figure 2. Here
[k
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FIG. 2: Simultaneous 2- and 4-qubit gates in a 20-ion chain,
with infidelity I = 1.8 × 10−7. (a) Schematic of the oper-
ation: the ions are individually addressed with 256-segment
drives. Gate 1 maximally entangles ions 0 and 3. Gate 2
produces pre-specified pairwise target phases between ions 2,
5, 6 and 10. (b) Optimized drive (modulated amplitude and
phase) for ion 0. The maximum permitted Rabi rate for each
drive is Ωmax/2pi = 100 kHz. (c) Phase space trajectories
for the maximally-displaced motional modes on the x and y
transverse trap axes. The final displacements at the end of
the gate are marked with a cross. (d-f) Phase dynamics dur-
ing the gate operations. Target phases for each ion pair are
marked with dashed lines and color-coded to match the as-
sociated ion pair. Non-interacting ion pairs (j, k) (those not
entangled by a target gate) have a target relative phase of
0. Note that additional simulation details are included in the
Supporting Information (SI).
we optimize two parallel asymmetric gates on a chain of
20 ions, as shown in the schematic in Figure 2a, which
achieve infidelity I = 1.8×10−7. The first gate (’Gate 1’)
is a maximally-entangling two-qubit gate between ions 0
and 3 in the chain (indexing from 0). The second gate
(’Gate 2’) is a four-qubit gate on ions 2, 5, 6 and 10
that prepares user-defined relative phases between differ-
ent sub-pairs in steps of pi/10. These choices of relative
phases are configurable and were chosen arbitrarily to
highlight the freedom inherent in the optimization. Fig-
ure 2b displays the optimized drive for ion 0; the control
for each ion varies rapidly between discretized time seg-
ments, exploiting the full parameter space afforded to the
optimizer in achieving the target performance. Controls
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FIG. 3: Controls, dynamics and robustness under different
constraints for a 2-of-2 qubit maximally-entangling gate. The
same drive addresses both ions, with Ωmax/2pi = 100 kHz.
(a) Robust drive with a bound rate of change for both the
modulus and phase: ∆Ω/2pi ≤ 10 kHz, ∆φ ≤ pi/8 between
segments with duration ∼ 0.6 µs. The operational infidelity is
3.7×10−9. (b) Phase space trajectories for the center-of-mass
mode of each axis under the robust, physically-constrained
drive in (a). A cross marks the endpoint of each trajectory at
the origin. (c) Unconstrained optimized drive for the opera-
tion, with operational infidelity 1.5× 10−12. (d) Phase space
trajectories for the center-of-mass mode of each axis under
the unconstrained drive in (c). (e) Filter functions displaying
susceptibility to dephasing noise, as described in the main
text. (f) Quasi-static scans of dephasing noise for ’Robust’
and ’Standard’ (non-robust) optimized control solutions, with
and without bound slew rates.
for other ions are similar in overall appearance but vary
in their detailed prescription.
The performance of the gate can be explored visually
through simulation of both the phase-space motional dy-
namics (Figure 2c) and entangling phase for different ion
pairs as a function of time during the gate (Figure 2d-
f). As expected, for two transverse motional modes il-
lustrated here, both make a complex excursion in phase
space before returning to the origin at the end of the
⌦max/2⇡
FIG. 4: Control solution analysis for a 2-of-5 qubit
maximally-entangling gate with a shared (128-) 64-segment
(robust) drive addressing ions 0 and 1. (a) Quasi-static
scans of dephasing noise for instances of different control
schemes: standard and robust amplitude-modulated (AM),
phase-modulated (PM), amplitude- and phase-modulated
(AM+PM) schemes. Robust gate infidelities overlap near
zero for the displayed detunings. (b) Infidelity with maxi-
mum Rabi rate Ωmax: this upper bound on Ω is applied to
each control optimization. Error bars display a standard devi-
ation from the mean (solid line) over ten runs of the optimizer
(where each run involves five optimization instances). In (a,b)
the detuning and gate duration are fixed at δ = 1.365 MHz
and τ = 50 µs, respectively. (c-f) Optimized control infi-
delities for scans over laser detuning δ and gate time τ , with
Ωmax/2pi = 1 MHz. Different control configurations are dis-
played in each subfigure.
gate, indicating efficient qubit-motional decoupling. Sim-
ilarly, we observe that the pairwise entangling dynamics
for both Gate 1 and Gate 2 achieve target phases for
each pair, and qubit pairs not involved in a gate have
entangling phase restored to zero at the end of the oper-
ation. These dynamics validate that the target relative
phases and closed phase space trajectories are achieved
by the end of the operation, despite the complexity of
the simultaneously executed operations.
We may incorporate robust-performance constraints as
well as physically motivated limitations on the form of
the resultant controls through the optimization proce-
dure. We illustrate these capabilities for a 2-of-2 ion
maximally-entangling gate with shared addressing in Fig-
ure 3. A key consideration in implementation is the
7response time of either RF signal generators or optical
modulators employed in gate implementation, the exper-
imental impact of which was treated in [21]. In order
to accommodate hardware constraints the optimization
may include effective band limits implemented through a
number of filtering techniques.
In Figure 3a we illustrate one example hardware-
compatible constraint based on limiting the time-
derivative of the modulation profile, which we term a
“bound-slew-rate” control.[26] The bound-slew-rate con-
trol waveform achieves an infidelity 3.7×10−9, despite the
substantial differences in allowable waveform relative to
the unconstrained solution presented in Figure 3c. Phase
space trajectories for the respective controls are displayed
in Figure 3b and 3d, and reflect the limit on allowable
modulation bandwidth through smoothing of the trajec-
tories in Figure 3b. A variety of other smoothing filters
could be considered, and are compatible with the opti-
mization engine as described in [29], including arbitrary
linear time-invariant filters which capture measured mod-
ulator responses, etc.
We demonstrate the error-robustness of these and two
additional 2-of-2 gate optimizations using conventional
analytic techniques in robust control.[26] First, for both
the bound-slew-rate and unbounded optimizations we
calculate the filter functions for gate variants designed to
either simply enact the target gate or include robustness
to detuning noise. The filter function serves as a proxy
measure for noise admittance as a function of noise fre-
quency, and is experimentally validated for single-qubit
gates[30] and multi-qubit Mølmer-Sørensen gates.[21] A
robust control will suppress noise at low frequencies, in-
dicated by a filter function which takes small values in
this range. In Figure 3e we observe that both bound-
slew-rate and unbounded controls designed to be robust
(purple lines) exhibit suppression of noise sensitivity at
low frequencies. By contrast the standard controls ex-
hibit broadband noise susceptibility up to a frequency
commensurate with the inverse gate time.
Similarly, we evaluate the robustness of the gates to
quasi-static detuning errors (Figure 3f) via calculation
of gate infidelity in the presence of fixed detuning off-
sets. Here we see that as a function of offsets from
“ideal” laser settings (zero on the x-axis), gate infidelity
will increase at varying rates depending on the specifics
of gate construction. The range of laser detuning over
which infidelity remains low serves as an effective mea-
sure of error-robustness. The standard control solutions
(orange) both exhibit a narrow range of detunings allow-
ing high-fidelity implementation. By contrast, the robust
solutions exhibit a broad range of “flat” infidelity around
zero detuning error, indicating that small drifts will not
substantially degrade operational fidelity. These results
hold with or without bounds on the slew-rates for the
controls. The effective reduction of detuning-induced in-
fidelity using our robust methodology is also displayed
for 2-of-5 qubit gates in Figure 4a, for different control
schemes.
The demonstrations above have shown optimized con-
trols utilizing complex drives, where both the amplitude
and phase are modulated in time with the aim of achiev-
ing low gate infidelities. We now highlight the applicabil-
ity of this methodology in achieving high-fidelity, short-
time gates.
High-fidelity control solutions can be achieved for dif-
ferent gate time and laser detuning ‘domains’ depend-
ing on the degrees of freedom in the control. As
an example these domains are displayed in Figure 4c-
f for a maximally-entangling 2-of-5 qubit gate, using
different modulation protocols: amplitude-modulated
(AM), phase-modulated (PM), amplitude- and phase-
modulated (AM+PM) and robust phase-modulated con-
trols (Robust PM). Here, dark regions represent high-
fidelity gate implementations that have been found by
the optimizer while light regions show gate implemen-
tations exhibiting larger errors. As expected, as gate
durations decrease it becomes more challenging for the
optimizer to find high-fidelity solutions, and below a cer-
tain threshold no high-fidelity gates may be achieved for
a fixed maximum Rabi rate. In our calculations we find
that both the high-fidelity domain and its boundary for
AM controls routinely exhibit substantial structure yield
an approximate minimum-gate-duration threshold nearly
50% larger than gate constructions incorporating phase
modulation. In the latter cases the optimal gate duration
(for a given target infidelity) is reduced but also appears
to depend only weakly on the choice of detuning. It is in-
teresting that AM+PM controls have a slightly reduced
low-infidelity domain compared with the PM case despite
being a super-set (any valid PM control is also a valid
AM+PM control); this may simply be a manifestation
of an underconstrained optimization problem exhibiting
local minima. Finally, we note that despite the reflection
of controls (using twice as many segments) required to
ensure robustness we observe only a marginal change in
the threshold gate-duration before achieving high-fidelity
gates when incorporating a robustness constraint.
Another practical consideration for gate implementa-
tion is the drive power requirement of a given scheme.
In Figure 4b we display the achievable infidelity for a
2-of-5 qubit gate and different modulation schemes as a
function of the permitted maximum drive power. Again,
we observe that the solution incorporating only AM is
most restrictive; the optimized controls require higher
drive power to reach infidelity below any given thresh-
old. The addition of phase modulation reduces required
drive power by approximately 2×, whether used on its
own or in combination with amplitude modulation. In
all cases we have considered, the addition of robustness
constraints increases the maximum drive-power require-
ments (∼10-20%) and limits the best achievable infidelity
due to the segment number in the controls. In the pres-
ence of noise, however, the lower susceptibility of the ro-
bust solution can quickly outweigh this advantage of the
ideal ’Standard’ operations (as displayed in Figure 4a).
Finally, we explore the performance-scaling of the op-
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FIG. 5: Scaling of calculation time and infidelity with ion
chain length for two simultaneous maximally-entangling gates
on ions (0,1) and (2,3) in the chain, using the AM+PM con-
trol scheme. Individual drives were applied to each ion for
an operation duration of 300 µs, with Ωmax/2pi = 100 kHz.
A single optimization involves selecting the best performing
solution from five realizations of the computation. We then
repeat this process ten times and average these results for
each data point, while error bars give the standard deviation.
The data points for 16 ions in the chain have been omitted
as the chosen trap frequencies give a geometric anomaly for
the calculation time and fidelity with this ion number (see the
SI). Calculations were performed on a MacBook Pro (2019)
using CPU (Processor: 1.4 GHz Intel Core i5; Memory: 8 GB
2133 MHz LPDDR3).
timization framework we employ with the number of
qubits, considering both time-to-solution and minimum
achievable infidelity. In this scaling analysis, we perform
optimizations using chains up to 20 ions in length given
state-of-the-art experimental capabilities,[31] and execute
code using like-for-like local-instance hardware (a stan-
dard consumer grade laptop). These two metrics are pre-
sented in Figure 5 for the optimization of two parallel
pairwise gates implemented within ion chains of different
lengths.
We observe that a single gate-optimization calculation
may be completed via local-instance code execution in
<∼ 50 min for the longest 20-ion chain considered here.
Parallelization using cloud-compute infrastructure has
been shown to reduce the absolute time-to-solution by
a variable factor depending on the structure of the opti-
mization, but reported up to ∼ 10× in previous tests[26]
when leveraging GPU support for complex tasks. Calcu-
lations require <∼ 10 min in total runtime up to ∼ 14 ions
for the gate configurations treated here. As expected,
the addition of symmetry constraints in robust optimiza-
tions adds only a small overhead for chains ≤ 12 ions
in length, with an approximate doubling of runtime for
longer chains. We find that within the range of parame-
ters considered runtimes also scale approximately linearly
with segment number. In all cases (except for the 19- and
20-ion chains) achieved infidelities are ∼ 10−7. For the
longest chains, the availability of 64 unconstrained drive
segments (128 for the robust case) over which the op-
timization is performed appears insufficient to obtain a
baseline infidelity equivalent to that achieved for shorter
ion chains.
V. CONCLUSIONS AND OUTLOOK
This work addressed the problem of achieving reconfig-
urable, high-fidelity multi-qubit gates in large trapped-
ion registers. By framing the problem of obtaining tar-
get quantum gates using complex drives, and exploiting
computationally efficient numeric optimization, we ob-
tain the most flexible control solutions reported in the
literature to the best of our knowledge. Specifically, the
control solutions we demonstrate employ both phase and
amplitude modulation on the mediating laser field im-
plementing a Mølmer-Sørensen interaction. Numerically
optimized solutions enact high-fidelity multi-body and
parallel operations by development of a cost function
which includes both motional decoupling and achieve-
ment of target pairwise entangling phases. We have re-
alized solutions on chains of up to 20 ions in this work,
demonstrated the ability to engineer robustness to com-
mon sources of laser noise, and incorporated common
constraints on modulation hardware into the optimiza-
tion procedure. These highly-configurable operations ex-
hibit faster gate times (or lower power requirements) than
controls with only amplitude modulation, and time-to-
solution remains manageable for standard computational
resources available in consumer laptops.
Implementation of quantum logic gates in large
trapped-ion registers requires that the gate constructions
be fast, flexible, high-fidelity, and scalable in order to
leverage the benefits of trapped-ion hardware. This work
has contributed to each of these desiderata, while main-
taining a focus on addressing practical implementation
challenges. We are excited to extend this framework to
incorporate new forms of error robustness including non-
linearities in modulator response, laser-amplitude fluc-
tuations, and laser crosstalk. The software-configurable
nature of interactions in trapped-ion quantum comput-
ers[32] makes them an ideal target for advanced numeric
optimization techniques and we look forward to contin-
uing to advance the utility of quantum optimal control
techniques in this hardware platform.
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Supporting Information
A. Fidelity derivation
Here we derive the operational fidelity, which is given by
Fav =
∣∣∣∣ 1DTr[E]
∣∣∣∣2 , (29)
with E = U†cU(τ) and where E has dimension D.
Observing that σx operators commute, we separate U(τ) from equation (6) into two parts U = U1U2:
U1(τ) = exp{i
N∑
j=1
j−1∑
k=1
(φjk(τ) + φkj(τ))σx,jσx,k} (30)
U2(τ) = exp{
N∑
j=1
σx,jBj(τ)} (31)
=
M∏
p=1
Dp
 N∑
j=1
σx,jη
p
jα
p
j (τ)
 , (32)
with displacement superoperator Dp(κ) = exp{κa†p − κ∗ap}.
Then
U†cU1 =
N∏
j=1
k<j
[cos(jk)− i sin(jk)σx,jσx,k] , (33)
where jk ≡ ψjk− (φjk(τ) +φkj(τ)). We now take the expectation value of the ion motion with respect to a separable
thermal product state:
ρm = ρ
1
m ⊗ ...⊗ ρMm , (34)
ρpm =
(
1− e−h¯νp/kT
) ∞∑
n=0
|n〉〈n|e−nh¯νp/kT , (35)
noting from [23] that:
〈Dp(zp)〉ρpm = e−|zp|
2(np+ 12 ), (36)
where np is the mean phonon occupation in mode p. Thus we have
〈U2(τ)〉ρm =
M∏
p=1
e−|
∑N
j=1 σx,jη
p
jα
p
j (τ)|2(np+ 12 ). (37)
Returning to E = U†cU1U2, and taking the expectation value with respect to the motional state, we can combine
the components in equations (33) and (37). Keeping diagonal terms in the internal state up to second order in the
error terms jk and α
p
j (τ), we obtain the fidelity equation (14) in the main text.
B. Asymmetric laser-detuning induced dephasing
To analyse errors in the laser detunings such that δa 6= −δb for lasers a and b, we need to modify the derivation
of equation (3). Following the Lamb-Dicke approximation and rotating wave approximations (for δa ∼ νp) we obtain
the interaction Hamiltonian:
HI =
h¯Ω
2
N∑
j=1
(
iσ+,j
M∑
p=1
[
ηpj
(
ape
−i((νp+δb)t−φb) + a†pe
i((νp−δa)t+φa)
)]
+ H.c.
)
, (38)
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for laser a (b) with detuning δa(b) and phase φa(b). Introducing errors δ and φ such that δb = −δa + δ and
φb = −φa − pi + φ, and with δp = νp − δa, we obtain
HI =
h¯Ω
2
N∑
j=1
σ¯x,j(t)
M∑
p=1
[−β¯p∗j ap + β¯pj a†p] , (39)
where
σ¯x,j(t) = σ+,je
−iδt/2+iφ/2 + σ−,jeiδt/2−iφ/2, (40)
β¯pj = η
p
j
Ω
2
eiφaeiδpteiδt/2−iφ/2 = βpj e
iδt/2−iφ/2. (41)
The revised unitary evolution becomes
U(τ) = T exp
 N∑
j=1
M∑
p=1
(
α¯pj (τ)a
†
p − α¯p∗j (τ)ap
)
+ i
N∑
j=1
j−1∑
k=1
φ¯jk(τ)
 , (42)
α¯pj (τ) ≡
∫ τ
0
dtσ¯x,j(t)β¯
p
j (t), (43)
φ¯jk(τ) ≡ Im
[
M∑
p=1
∫ τ
0
dt1
∫ t1
0
dt2β¯
p
j (t1)β¯
p∗
k (t2)σ¯x,j(t1)σ¯
∗
x,k(t2)
]
. (44)
The error contributions from imperfect phase and detuning relationships between the bichromatic lasers have been
separated into a change in βpj and in σx,j . The change in β
p
j can be seen as a systematic error in detuning δp and
the phase φa. This phase error term does not impact the motion or phase conditions, while robustness to quasi-static
errors in δp is implemented in the main text (section III B).
For small errors δτ  pi and φ  pi, we can consider the first-order expansion of the exponential terms in σ¯x,j(t):
σ¯x,j(t) ' σx,j + σy,j(δ
2
t− φ
2
). (45)
First consider the detuning error δ. Note that the first term in the exponent of equation (42) corresponds to the
motional displacement terms in the absence of error, which are set to 0 at the end of the operation. This is achieved
including the error terms by setting
0 = α¯pj (τ) ∀p, j (46)
' σx,j
∫ τ
0
β¯pj (t)dt+ σy,j
δ
2
∫ τ
0
tβ¯pj (t)dt, (47)
where up to systematic error in the detuning, the first term is the usual residual motion condition, and the second
term is equivalent to equation (22). This equation gives rise to the center-of-mass robustness condition derived for
mode frequency dephasing.
The error φ such that φb = −φa− pi+ φ produces first-order error terms in equation (44) that cannot be avoided:
these σx,jσy,k terms have a shared coefficient with the σx,jσx,k terms that determines the acquired relative phase.
However, the motional contribution of these error terms in equation (43) benefits from the usual residual motion
condition since the error contribution only produces coefficients for the usual mode closure condition.
We thus expect the same symmetry and center-of-mass condition approach to produce robustness to both mode
frequency and laser detuning dephasing. Note, however, that error terms remain in this laser detuning case in the
relative phase terms and cross-terms from the time ordering.
C. Trap and laser parameters used in calculations
Here we provide simulation details for the results in the main text. In this work we consider 171Yb+ ions, however
our methodology can be applied to different ion species. In Figures 3 and 4, the center-of-mass trap frequencies for
the [x, y, z] axes are set to [1.6, 1.5, 0.3] MHz, where z is the trapping axis. These are revised for larger numbers of
ions to maintain the linear ion arrangement: [1.6, 1.5, 0.1] MHz in Figure 2 and [2.0, 2.0, 0.2] MHz in Figure 5. The
laser wavevector is k = (2pi)/(355× 10−9)× [1, 1, 0] rad.m−1, and unless otherwise stated, the laser detuning is set to
4.7 kHz above the x-axis center-of-mass frequency.
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D. Scaling analysis and geometry anomaly
In the main text, we noted that the 16-ion point was removed from Figure 5 as it is anomalous for trap geometry
reasons. Figure 6 contains the data from Figure 5 along with additional detail. We include the anomalies in calculation
time and fidelity; for this length of chain it is particularly difficult (in calculation time and fidelity) to find effective
control solutions. We also include control performance where we vary the axial mode frequency by a small fraction
for the 128-segment scheme, which then provides more expected calculation times and infidelities. These results
demonstrate that the 16-ion anomaly is not fundamental to 16-ion chains but rather a quirk of the given trap values.
Note also that these results do not impact the discussion in the main text regarding the typical scaling of required
resources for finding high-fidelity control solutions.
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FIG. 6: Scaling of calculation time and infidelity with ion chain length for two simultaneous maximally-entangling gates on
ions (0,1) and (2,3) in the chain, using the AM+PM control scheme. Parameters match those in Figure 5 in the main text. The
added ’Adjusted frequency’ points have the axial center-of-mass frequency set to 0.19 and 0.21 MHz (adjusted from 0.2 MHz
shown on the main curve), and are the average values from ten optimizations.
