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Abstract
We propose an index calculus algorithm for the discrete logarithm problem on general abelian
varieties of small dimension. The main difference with the previous approaches is that we do not
make use of any embedding into the Jacobian of a well-suited curve. We apply this algorithm to
the Weil restriction of elliptic curves and hyperelliptic curves over small degree extension fields.
In particular, our attack can solve an elliptic curve discrete logarithm problem defined over Fq3
in heuristic asymptotic running time O˜(q4/3); and an elliptic problem over Fq4 or a genus 2
problem over Fq2 in heuristic asymptotic running time O˜(q
3/2).
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1. Introduction
The elliptic curve discrete logarithm problem is the key stone of the security of many
cryptosystems [24, 29]. Except for a few families of weak curves [26, 38, 34, 36], the best
known algorithms are generic algorithms, like Pollard’s Rho algorithm [33] and its parallel
variants [40]. Some attempts have been made to lift the problem to Q, like in the Xedni
algorithm [22, 37, 23]. But this proved not to be feasible. On the other hand, an approach
based on the Weil restriction process [17, 14, 2, 20] produced important results: taking
as input a discrete logarithm problem in an elliptic curve defined over an extension field,
it is possible to transport it into the Jacobian of a curve of larger genus, but defined over
a smaller base field than the initial field. Since there exist sub-exponential algorithms for
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discrete logarithms in Jacobians of high genus curves [1, 9, 3, 21, 6, 7, 10], in some cases
this yields a faster attack than Pollard’s Rho [27, 25].
In 2004, Semaev posted a new attempt [35] to solve the discrete logarithm problem on
elliptic curves. However this does not directly lead to a complete algorithm. In the present
article, we show that ideas taken from [35], mixed with a Weil restriction approach,
combine into an algorithm that can solve the discrete logarithm on elliptic curves defined
over small extension fields asymptotically faster than Pollard’s Rho. In particular, we
shall give evidence that a discrete log problem defined over a finite field of the form Fq3
can be solved in time O˜(q4/3), which has to be compared with O˜(q3/2) for Pollard’s Rho.
To obtain this complexity, we make use of The´riault’s large prime variant for low genus
index calculus [39], and the improvement of it using two large primes [18].
Our main algorithm is designed in a slightly more general setting, in order to cover
some other interesting cases, like Jacobians of hyperelliptic curves. In fact we describe
an index calculus algorithm that can in principle work in any abelian variety. However,
we rely on a bound on the number and the degree of the equations describing the input
abelian variety; therefore the analysis is valid only for varieties inside some particular
families of abelian varieties. Fortunately, this covers all the cases that are considered for
cryptography (Jacobian of curves, or Weil restrictions of them).
The paper is organized as follows. In Section 2, we give a general method to solve
a discrete logarithm problem on an abelian variety, and make precise what we mean
by giving an abelian variety as input to our algorithm. Then in Section 3, we use the
Weil restriction method to apply our algorithm to elliptic curves defined over extension
fields. In that section, we shall see that Semaev’s summation polynomials simplify the
formulae. In Section 4, we compare our method to the classical Weil descent attack, from
a theoretical and practical point of view. Finally in Section 5, we apply our attack to
hyperelliptic curves.
2. An index calculus algorithm for abelian varieties
A sketch of the algorithm is as follows:
(1) Take as input an abelian variety A and two points on it in a convenient represen-
tation;
(2) Randomize coordinates;
(3) Define a factor base;
(4) Compute relations;
(5) Combine relations with linear algebra.
We shall give details on each step and finally give a complexity estimate.
2.1. A convenient representation of abelian varieties
Let A be an abelian variety of dimension n, that is defined over a finite field Fq with
q elements.
In order to talk about algorithms related to A, we need to tell precisely how A is given.
A first choice is to stay as close as possible to the mathematical definition, and to ask
for a description of A as a smooth projective variety and for an atlas defining the group
law on a finite open covering of A × A. This is the approach taken for instance in [31].
However, quite often such a representation of A is not the best suited for computations.
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For instance, if A is the Jacobian of a curve of genus 2, the representation of A as a smooth
projective variety requires a 15-dimensional embedding [13]. Therefore we prefer to take
in input the abelian variety A in a form which is readily convenient for computations
and that we describe in this subsection. In many practical situations where we could be
interested in solving a discrete logarithm problem in A, the representation of A arises
naturally in such a convenient form: this is the case for Jacobian of curves where elements
are stored in Mumford representation and for Weil restrictions of these objects.
We now come to the precise definition of what we call a convenient representation of
A. We refer the reader to [4] for a reference on algebraic geometry with a computational
perspective and to [8] for more general results on commutative algebra.
In our work, we shall assume that A is given by an explicit embedding of a dense
Zariski-open subspace of A into an affine space of dimension n+m. In other words, an
element P ∈ A defined over Fq will be represented by n+m coordinates
P = (x1, . . . , xn, y1, . . . , ym),
where xi and yi are in Fq, and such a representation is possible for all the elements of
A but a negligible proportion. Furthermore, we assume that for each choice of x1, . . . ,
xn in Fq, there exist only finitely many m-uples y1, . . . , ym in Fq such that these m+ n
coordinates yield a point of A. We assume also that the elements for which we are asked
to solve the discrete logarithm problem are representable with the given coordinates.
In our algorithm, we deal with many elements of A. If one is encountered that can not
be represented with our coordinates, the corresponding attempt to build a relation is
discarded. This occurs very rarely and does not change the complexity.
The coordinates (xi, yi) of a point of A verify some equations that can be assumed
to form a triangular set, that is to say: the first equation is a polynomial in y1 and the
xi, the second equation is a polynomial in y1, y2 and the xi, and so on until the last
equation which is a polynomial in all the coordinates. With such a triangular system, the
fact that for each value of xi, there exist only finitely many m-tuples for the yi becomes
easily checked. This system has m equations and it locally defines the variety A.
In the following, we assume that we are given a discrete logarithm problem to solve in
an abelian variety for which this convenient representation is known, together with maps
for the group law in this coordinate system. We shall be interested in the complexity in
q only, therefore in our estimates, the parameters n, m and the degrees of the equations
describing A are supposed to be constant.
Here are some typical examples:
• In the case of dimension 1 where A is an elliptic curve, we can take for (x1, y1) the
classical Weierstrass coordinates. All the points except the point at infinity can be
represented with these two coordinates.
• In the case where A is the Jacobian of a hyperelliptic curve, we can take for xi the
coefficients of the first polynomial in Mumford representation (see [28]) and for yi the
coefficients of the second polynomial.
• For general abelian varieties, no choice seems to be canonical, but usually the way A
is constructed and its explicit group law already use such a coordinate system. Note
also that a coordinate system that gives a convenient representation is nothing but
a Noether normalization of the variety (see [8]). The triangular set of equations can
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be obtained as a reduced Gro¨bner basis for the lexicographical order of the equations
defining A.
• The case where A is the Weil restriction of an elliptic curve will be studied more
thoroughly in Section 3.
2.2. Definition of a factor base
At this point, we have A and the input points given in a convenient representation
with coordinates xi, yi. We start by applying a random linear change of variables on the
xi coordinates. This does not change the properties of the representation, and the new
triangular set of defining equations is deduced from the original one by just applying
the change of coordinates. This random linear transform will allow us to say that “in
general event E does not happen”, meaning that the probability that it occurs is low,
with respect to this change of variables.
We select some of the points of A to define the factor base F by
F = {P ∈ A ∩H2 ∩H3 ∩ · · · ∩Hn ; P defined over Fq},
where Hi is the hyperplane of equation xi = 0.
Then F = {(x1, 0, . . . , 0, y1, . . . , ym) ∈ A ; x1, yi ∈ Fq} is an algebraic variety (in-
tersection of algebraic varieties) of dimension 1, since y1, . . . , ym are algebraic over x1,
which is free.
The next step in our algorithm will be to test that F is an absolutely irreducible
curve. This can be done by testing the absolute irreducibility of the first equation in
the triangular defining set, that involves only x1 and y1. If the curve is not absolutely
irreducible, we start again with a new change of coordinates.
Since we are cutting A which is absolutely irreducible by hyperplanes, the theorem of
Bertini could help us in proving that the probability of getting an absolutely irreducible
curve is high. However, the base field we are considering is finite, so that the classical
statement does not apply. Since there are other parts, later in the algorithm that are
of heuristic nature, we will make no effort in adapting Bertini’s theorem to our purpose
and we content ourselves with the heuristic that for large enough q, the probability of F
being absolutely irreducible is high.
The number of points in F can then be estimated by Weil’s bound: if F is smooth, the
number of Fq-rational points is q + O(
√
q), where the constant depends on the genus of
F , which can be bounded by a formula that depends only on the degrees in x1, y1, . . . , ym
of the equations defining A. Asking that F is smooth could be too restrictive; however,
for large enough q, on an heuristic basis, it is very unlikely to get a curve with a number
of singularities that it not negligible compared to q. So, in the unlikely case where one
gets a curve F with not enough points, one starts again with a new coordinate change.
In the sequel, we shall also need the fact that the closure of F is not included in a
strict abelian subvariety of A; this could occur when A is not simple, which is a special
case that is usually excluded when discussing discrete logarithm computations. But even
when A is not simple, if F is included in a strict abelian subvariety of A, this will be
easily detected during the algorithm, since the event of a successful decomposition (see
below) will occur with a probability that is much smaller than what the theory predicts;
we then make a random affine transformation of the xi coordinates, and we try again
with the corresponding new F (with high probability, F will be suitable).
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2.3. Computation of relations
Let P and Q be the two points of A for which the discrete logarithm has to be
computed. A relation is a linear combination of P and Q that is written as a sum of
elements of the factor base F . We concentrate on the cases where the number of elements
of F that are summed is n, the dimension of A. Hence a relation is of the form:
R = aP + bQ = P1 + · · ·+ Pn,
where Pi is in F , for i = 1, . . . , n.
To construct a relation, we start by taking a and b two integers at random modulo the
group order and compute R = aP + bQ. Then we want to compute, if they exist, some
corresponding points P1, . . . , Pn in F .
Let Sn be the n-th symmetric group. We introduce the map ψ from Fn/Sn to A
defined by
ψ : (P1, . . . , Pn) 7→ P1 + · · ·+ Pn.
Since F is not included in a proper abelian subvariety of A, the dimension of the image
of ψ in A is n. Hence for a generic point R in A, the number of preimages by ψ over the
algebraic closure of Fq is finite.
We now make this explicit. The group law on A is defined by rational fractions in
terms of the coordinates we use. Then there exist n +m explicit rational fractions ϕ1,
. . . , ϕn+m such that
P1 + · · ·+ Pn = (ϕ1(P1, . . . , Pn), . . . , ϕn+m(P1, . . . , Pn)).
Writing the equations corresponding to this (n+m)-uple being equal to R and also the
equations describing the fact that all the points are indeed on A or in F , we get a system
with more equations than unknowns (i.e. the coordinates of P1,. . . , Pn). The system is
(generically) of dimension 0, since it has a finite number of solutions over Fq.
For a given R, finding all the solutions P1, . . . , Pn defined over Fq, can be done by
a Gro¨bner basis computation, followed by the factorization of a univariate polynomial.
The degree of that polynomial is bounded by the degree of the ideal defined by all the
equations that were in the system.
Remark 1. The rational fractions ϕ1, . . . , ϕn+m are valid only on a dense open subset
of An. For instance, evaluated at points with P1 = P2, one of them could yield a division
by 0; just like for elliptic curves where the classical doubling formula is distinct from the
adding formula. Averaged over all the points in A, this non-universality of the rational
fractions will make us lose a negligible quantity of decomposable points.
2.4. Combination of relations
Given P and Q, we assume that we have collected one more relation than the number
of elements in F . Let us add a j subscript to identify the data coming from the j-th
relation:
Rj = ajP + bjQ =
∑
p∈F
cp,jp,
where cp,j is a non-negative integer, and the sum of the cp,j for a fixed j is equal to n.
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The matrix C = (cp,j) has one more column than rows, and therefore there exists
a non-zero vector vj in its kernel. Then we can form the corresponding combination of
relations: ∑
j
vjRj = (
∑
j
vjaj)P + (
∑
j
vjbj)Q =
∑
j
∑
p∈F
vjcp,jp.
Exchanging the sums on the right-hand side, we see that we get 0. Therefore
(
∑
j
vjaj)P + (
∑
j
vjbj)Q = 0.
And the discrete logarithm can be deduced if
∑
j vjbj 6= 0 which happens with high
probability.
Therefore combining relations and deducing the discrete logarithm reduce to a sparse
linear algebra question. We mention that actually this linear algebra step must be per-
formed not over Z but modulo the order of P in A.
Remark 2. If P and Q do not generate the whole abelian variety A, then several
problems can occur in an index-calculus type discrete logarithm computation. Some
probability estimates can be wrong since R is no longer a random element of A, and
some loops can run forever. Using classical randomization techniques as in [9], these
problems can be overcome, as long as the group structure of A is explicitly known.
2.5. Complexity estimate
We are going to estimate the complexity of the algorithm only in terms of q tending
to infinity. It means that we consider a family of abelian varieties of fixed dimension
n, given in a convenient representation as defined above, with the parameters of this
representation being also fixed: the integer m and the degrees of the equations defining
the varieties are fixed (or are bounded by constants). Therefore, our analysis is directed
towards special families of abelian varieties (in the same spirit as in [32]), like, for instance,
Jacobians of hyperelliptic curves of fixed genus, or Weil restrictions of elliptic curves over
extensions fields of a fixed degree.
In this setting, we assume that the input of the algorithm is already in the convenient
representation, so that we count no cost for that. The initial randomization of coordinates
involves a number of operations in Fq that depends only on the family of abelian varieties
we are considering and is therefore bounded by a constant. The cost is then polynomial
in log q.
It is then required to test the absolute irreducibility of the curve that defines the factor
base. This can be done in time polynomial in log q using for instance the algorithm in
[15].
The construction of the factor base is as follows: for each value of x1 in Fq, we substitute
it in the equations defining A, together with x2 = x3 = · · · = xn = 0. Due the triangular
form of the set of equations, solving for y1, . . . , ym is a matter of univariate polynomial
factorization over Fq. The degrees and the number of equations to solve is fixed, so that
for each choice of x1, the computation of the points in the factor base with this first
coordinate can be done in polynomial time in log q. Therefore, building the factor base
costs O˜(q).
We now come to the question of the cost of computing one relation. Given a point
R = aP + bQ, finding a corresponding decomposition as a sum of n points in the factor
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base resorts to doing a Gro¨bner basis computation, followed by the factorization of a
univariate polynomial. The number of equations, the number of variables, and the de-
gree of the equations are bounded, for a fixed family of abelian varieties. Buchberger’s
algorithm involves a number of field operations that can be bounded in terms of these
data. Therefore the Gro¨bner basis computation takes a time which is polynomial in log q
and exponential in the other parameters that are constants, and can be put in the O().
The factorization step also takes a time polynomial in log q, so that finding the decom-
position of R as a sum of points in the factor base can be done in polynomial time in
log q.
Here, and below, we mention the use of Buchberger’s algorithm for computing Gro¨bner
basis. This is enough for our complexity estimates. In practice other algorithms, like
Fauge`re’s F4 or F5 [11, 12] could advantageously be chosen instead.
The next key issue is how likely it is to find a relation. When decomposing a point R
in A, we are precisely computing the preimages ψ−1(R) where ψ is the function defined
above. The expected number of elements in ψ−1(R) is then
∑
R∈A
#ψ−1(R)
#A
=
1
#A
#(Fn/Sn).
By Weil’s bound, the cardinality of A is about qn. Since #F is about q, we obtain that
the expected number of relations produced by each trial is in 1/n! up to an error term
which tends to 0 as q tends to infinity.
We can now put all these elements together to get the complexity of the full algorithm.
The cost of the initial computations is polynomial in log q. The cost of building a matrix
of relations is in O˜(q). And finally the cost of linear algebra is in O˜(q2), using Lanczos or
Wiedemann’s algorithm that takes advantage of the sparseness of the matrix. This has
to be compared with the complexity of the Pollard-Rho method which is in O˜(qn/2).
In order to improve the complexity, one can try to rebalance the cost of building the
matrix and the cost of linear algebra. For that, we use large primes, in the same spirit as
in The´riault’s algorithm [39] and its improvements [18]. The idea is as follows. Some of
the elements of the factor base F are selected (arbitrarily) to be genuine elements of the
factor base, and the others become “large primes”. In the phase of search of relations,
only the one that involve at most two large primes are kept for later use. The other ones
are discarded. On a heuristic base, if there are O(q1−
1
n ) genuine factor base elements
and the rest are large primes, the probability of finding a valid relation is decreased by
a factor of O(q1−
2
n ). After as many as O(q2−
2
n ) relations have been collected, one can
show that the large prime parts of the relations can be eliminated to produce O(q1−
1
n )
relations that involve only genuine elements of the factor base. Thereafter, the linear
algebra step takes only O˜(q2−
2
n ). Hence using large primes, we have been able to transfer
some of the cost of the linear algebra step to the cost of the relation search. We refer to
[18] for a precise description of this trick. We emphasize that the complexity estimate
is heuristic, since one has to assume that the combinatorics work as in an ideal case,
although we have no control on the probabilities when combining relations to eliminate
large primes. This heuristic nature is already present in [18].
Finally, we obtain the following heuristic complexity:
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Heuristic result 3. Let us consider a family (Ai)i≥1 of abelian varieties of dimension
n ≥ 2 given by explicit equations of the same form, where the cardinality of the field
of definition Fqi of Ai tends to infinity. Then there exists a probabilistic algorithm that
can solve discrete logarithm problems in an abelian variety A over Fq in that family in
heuristic time O˜(q2−
2
n ). The constant in the O˜() depends on n and on the family, but
not on q.
3. Application to elliptic curves
Let E be an elliptic curve defined over a finite field Fqn , where q is a prime or a prime
power. Then, using the Weil descent approach, a discrete logarithm problem on E can
be viewed as a discrete logarithm problem on an abelian variety of dimension n over Fq.
Since for fixed n, the form of the equations defining the Weil restriction of E are always
the same, we are in the context of abelian varieties in a family.
We thus obtain the following result:
Heuristic result 4. Let n ≥ 2 be a fixed integer and let q be a prime or a prime power
that we let grow to infinity. There exists a probabilistic algorithm that can solve a discrete
logarithm problem on any elliptic curve defined over a finite field with qn elements in
heuristic time O˜(q2−
2
n ), where the constant depends on n.
We shall show below that the constant hidden in the O() grows very fast with n and
only elliptic curves defined over small degree extensions of finite fields are vulnerable to
this attack. Note that since we allow the base field to be a non-prime field, if the degree
of the extension is composite, one can consider it as an extension of an intermediate
subfield in order to keep n small.
In the remainder of this section, we give more details on the application to elliptic
curves. In particular we show how Semaev’s summation polynomials are a first step in
the direction of a Gro¨bner basis, thus allowing to analyze the dependence in n of the
complexity. For simplicity, we restrict to the case where the characteristic is larger than 3.
Otherwise, the equations should be adapted accordingly.
3.1. Semaev’s summation polynomials
We recall here the definition and properties of the summation polynomials introduced
by Semaev [35].
Definition 5. Let E be an elliptic curve of equation y2 = x3 + ax+ b. The summation
polynomials fn of E are defined by the following recurrence. The initial values for n = 2
and n = 3 are given by
f2(X1, X2) = X1 −X2
and
f3(X1, X2, X3) = (X1 −X2)2X23 − 2((X1 +X2)(X1X2 + a) + 2b)X3
+ ((X1X2 − a)2 − 4b(X1 +X2)),
and for n ≥ 4 and 1 ≤ k ≤ n− 3,
fn(X1, . . . , Xn) = ResX(fn−k(X1, . . . , Xn−k−1, X), fk+2(Xn−k, . . . , Xn, X)).
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Semaev proves that the apparent redundancy in the definition of fn via different values
of k is consistent. The raison d’eˆtre of these polynomials is the following result that relates
fn to the group law on E.
Theorem 6 (Semaev). Let E be an elliptic curve defined over k, n ≥ 2 an integer and
fn its n-th summation polynomial. Let x1, . . . , xn be n elements of an algebraic closure k
of k. Then fn(x1, . . . , xn) = 0 if and only if there exists a n-tuple (y1, . . . , yn) in k, such
that for all i, Pi = (xi, yi) is a point of E and
P1 + · · ·+ Pn = 0.
Furthermore, if n ≥ 3, the polynomial fn is symmetric of degree 2n−2 in each variable.
3.2. Explicit Weil restriction
Let E be an elliptic curve over Fqn , given by an equation y
2 = x3 + ax+ b.
We choose an explicit polynomial basis representation of Fqn as an extension of Fq: we
take an irreducible monic polynomial f(t) of degree n over Fq, so that Fqn = Fq[t]/(f(t)).
We define (an open subset of) the Weil restriction A of E as the set of 2n-uples
of elements (x0, . . . , xn−1, y0, . . . , yn−1) in Fq such that x = x0 + x1t+ · · ·xn−1tn−1 and
y = y0+y1t+ · · · yn−1tn−1 are the coordinates of a point of E. The group law is inherited
from the group law of E, thus turning A into an abelian variety of dimension n.
Then, a natural choice for the factor base is the set of points of A for which x1 = x2 =
· · · = xn−1 = 0, which corresponds precisely to the points of E with abscissae defined
over Fq:
F = {P = (x, y) ∈ E; x ∈ Fq}.
It could be that this choice of F is not good, in the sense that F could be reducible.
Then it is required to take another choice, for instance x0 = x2 = · · · = xn−1 = 0. Hence
F is no longer related to any Galois structure, so that we hope to avoid pathological cases
like F being an abelian subvariety of A if E was constructed by extension of scalars. In
the following, we assume that the first choice is appropriate.
The decomposition over the factor base as described above implies to write down a
big system of equations that is solved using a Gro¨bner basis computation. This system of
equations involves n(n+1) indeterminates, namely the x0 and the (yi)1≤i≤n coordinates
of the n points in the decomposition. The use of Semaev’s summation polynomials reduces
this number of indeterminates to n, since the yi coordinates are no longer involved. Hence
the system of equations that will be obtained after the use of Semaev’s polynomials can
be seen as a set of generators for the elimination ideal of the original system that keeps
only the variables xi. Solving a system with less variables is certainly easier than solving
an equivalent system with more variables and therefore we expect the use of Semaev’s
polynomials to be faster than a direct attempt to solve the system. We now give more
details on this resolution.
Let R be a point of E that we want to write as a sum of n points P1, . . . , Pn whose
abscissae are in Fq. Writing xP = x0,P + x1,P t + · · · + xn−1,P tn−1 for the abscissa of a
point P in E, we need to solve
fn+1(xP1 , xP2 , . . . , xPn , xR) = 0,
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where xR is known. We rewrite it as an equation between polynomials in t that we reduce
modulo f(t). Hence we obtain an equation of the form
n−1∑
i=0
ϕi(x0,P1 , . . . , x0,Pn) t
i = 0,
where the ϕi are polynomials. All these coefficients must be zero, so we get n equations
in the n indeterminates x0,P1 , . . . , x0,Pn . Writing this system of equations is therefore
immediate. Solving it is more complicated and we use Buchberger’s algorithm for that
task.
By construction, the system is symmetric. It pays off to symmetrize the equations
before applying Buchberger’s algorithm, since this symmetrization reduces the degree
of the ideal by a n! factor. We rewrite the polynomials ϕi in terms of the elementary
symmetric polynomials e1, e2, . . . , en of the variables x0,P1 , . . . , x0,Pn .
If we find solutions of the symmetric system defined over Fq, then we look for rational
roots of the corresponding polynomial to find the abscissae of the Pi (if there exists an
Fq-decomposition for R, then there exists a rational solution for the ei, but the converse
is false).
3.3. Degrees of the equations
To handle an elliptic curve discrete logarithm over Fqn , we use Semaev’s summation
polynomial fn+1, which has degree 2
n−1 in each variable. Once symmetrized, we obtain
a system of n equations in the n indeterminates e1, . . . , en, each of them of total degree
bounded by 2n−1. Therefore the degree of the univariate polynomial in e1 that we obtain
in a lexicographic reduced Gro¨bner basis is generically 2n(n−1).
The cost of Buchberger’s algorithm is at least polynomial in this degree, and so is the
root finding algorithm that we have to apply to this polynomial.
The probability of finding one relation is 1/n!, therefore the cost of finding one relation
should also include a n! factor. However, this factor is negligible compared to a polynomial
in 2n(n−1). Therefore the dependence in n in the complexity is at least a polynomial in
2n(n−1).
3.4. A worked example for n = 2
We start with the smallest possible value n = 2. In that case, everything is simple
enough to be written on paper, so we will give an explicit example to illustrate our
algorithm.
Let p = 1019. Then the polynomial f(t) = t2 + 1 is irreducible over Fp, and therefore
Fp2 can be defined as Fp[t]/(t
2 + 1). Let E be the elliptic curve defined over Fp2 by
y2 = x3 + ax+ b, where
a = a0 + a1t = 214 + 364t,
b = b0 + b1t = 123 + 983t.
It is easily checked that the group order of E is the prime N = 1039037. Let P be a
random generator of E and Q a random point in E. For instance, take
P = (401 + 517t, 885+ 15t),
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and
Q = (935 + 210t, 740+ 617t).
We define a factor base F for E to be the set of points of E that have an abscissa
defined over Fp. It has 1011 elements.
Let us form random linear combinations of P and Q and test if they can be written
as the sum of two points in F . For instance, let R be the point
R = 459328P + 313814Q = (415 + 211t, 183 + 288t).
Let P1 = (x1, y1) and P2 = (x2, y2) be two points in F such that R = P1+P2. Rewriting
the third summation polynomial in terms of e1 = x1 + x2 and e2 = x1x2, we get
(e21 − 4e2)x2R − 2(e1e2 + ae1 + 2b)xR + a2 + e22 − 2ae2 − 4be1 = 0.
This equation relates quantities in Fp2 and the only unknowns are e1 and e2 that are
required to be in Fp. In order to convert this last requirement into an algebraic relation,
we use the Weil restriction process, that is we use the explicit definition of Fp2 as degree
2 extension of Fp. Hence, after writing xR, a and b as polynomials in t modulo f(t), we
obtain
(881e21+597e1e2+31e1+843e2+669) t+(329e
2
1+189e1e2+971e1+e
2
2+294e2+740) = 0.
For this equation to be verified, both coefficients in t must be zero. Therefore, we ob-
tain two equations in two indeterminates over Fp. Solving this system via resultants or
Gro¨bner basis, we find the following possible value for (e1, e2):
(e1, e2) = (845, 1003).
And for this pair, we solve (x− x1)(x− x2) = x2 − e1x+ e2. The solution we find is
x1 = 92 and x2 = 753.
Then y1 and y2 are easily deduced from the equation of E, and we find
P1 = (92, 779 + 754t) and P2 = (753, 628+ 692t).
After having produced 1012 such relations, we can solve a linear algebra problem to
get a non-trivial combination of P and Q that is zero, and the discrete logarithm of Q
in base P follows (we find logP (Q) = 76982).
3.5. Example: n = 3
We ran a computer experiment to estimate the cost of the decomposition step in the
case n = 3. In practice, we used a few resultant computations instead of a full Gro¨bner
basis computation. Then, the cost of the decomposition is about 100 ms on a Pentium
IV, using Magma. This gives an indication about what could be done for a real large
scale computation: the resultants can certainly be optimized in several ways, taking into
account the specific form of the polynomials.
Still we can not really hope to handle more than a hundred or a thousand decomposi-
tions per second on a single processor. For the sizes of q that are reachable with today’s
technology, this is clearly not enough to be faster than Pollard Rho, for which the basic
operation is the elliptic curve addition, which can be carried out at a rate of 1 million
per second. In that context, our complexity of O˜(q1.33...) will beat the complexity of Rho
O˜(q1.5) only for q > 265 (say), namely a size for which no experiment can be done, but
which is commonly used in cryptography.
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4. Comparison with the classical Weil descent attack
We call “classical” Weil descent attack the algorithms that we can find in [17] where a
curve C is drawn on the Weil restriction of the elliptic curve and then an index calculus
is done in the Jacobian of C. Therefore the genus g of C is the key value for evaluating
the complexity. For the method to work, it is necessary to have g ≥ n, but besides that
condition, the smaller the genus is, the better the attack works. In the following, we
assume that the reader is familiar with this algorithm.
4.1. Conceptual difference between the two attacks
The two attacks start in a similar way: one draws a curve C on A that is of small
degree (in the classical Weil descent, there is a hope that taking a small degree yields a
small genus). In our attack, the index calculus is then done directly between Cn/Sn and
A, whereas in the classical Weil descent, the index calculus is done in the Jacobian of
C, that is between Cg/Sg and Jac(C), the discrete log having been mapped into Jac(C)
using the conorm map.
The following diagram illustrates the maps involved in the computation: on the left
side is our attack, on the right side is the classical Weil descent attack.
A
Cn/Sn C Cg/Sg Jac(C)
(∗)
(∗)
Map DL
The arrows marked by (∗) are those where the index calculus takes place. In the
classical Weil Descent, the fact that the abelian variety is an explicit Jacobian of a curve
makes it easier than in our case where we have to use a Gro¨bner basis computation.
On the other hand, the probability of having a decomposable element is 1/n! versus
1/g!.
4.2. Summary of Pros and Cons
4.2.0.1. Advantages of our method.
• Our method does not require any knowledge of the geometry of the curve C. Nor is an
explicit algorithm for working in the Jacobian needed.
• The factorial component in the complexity is always n!, as compared to g!, where g ≥ n
can be exponential in n. Indeed, in [5], it is shown that this is the case if the curve in
the Weil restriction is constructed in the same way as in [17].
4.2.0.2. Drawbacks of our method.
• Gro¨bner basis are not easy to deal with (but the ingredients of the classical Weil
descent are not that easy either).
• If n is large, our attack does not allow to enlarge the factor basis: the limiting cost
is not the n! that comes from the choice for the smoothness bound, but the 2n(n−1)
that is inherent to the decomposition method. The only hope is that n is composite,
so that we can use a smaller n on a larger subfield.
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4.3. Comparison for n = 3.
In [17], there is an example of an elliptic curve over Fq3 , for which a Weil descent
attack was tried. The curve C that is found in the Weil restriction has genus 13, and
there is no hint that it could be hyperelliptic. According to the work of Diem [5], for a
generic elliptic curve over Fq3 , the GHS-attack will produce curves of genus at least 13.
Therefore we can conclude that working in the Jacobian of that curve is not a trivial task,
and furthermore it is required to perform about 13! ≈ 8 109 operations in the Jacobian
before finding a relation. Hence finding a relation will be much more costly than with our
method that computes a relation in about half a second, with a Magma implementation.
Furthermore, with a genus 13 curve, the complexity of the index-calculus will not beat
the O˜(q3/2) complexity of Pollard Rho, even using the improvements of [18] that yield
O˜(q1.85).
On the other hand, in [5], Diem proved that there exist some elliptic curves over Fq3 ,
such that the Weil restriction contains a curve of genus 3. For those particular curves, our
attack is less efficient than Diem’s attack, since solving a Gro¨bner basis is more expensive
than working in the Jacobian of a genus 3 curve.
5. Hyperelliptic curves
Let C be a hyperelliptic curve of genus g defined over Fqn , in the Jacobian of which
we have a discrete logarithm problem to solve. The Weil restriction of the Jacobian of
C is an abelian variety of dimension ng over Fq, with an explicit group law in a system
of coordinates inherited from Mumford’s representation of divisors. Hence, by Section 2,
we have an algorithm that runs in heuristic time O˜(q2−
2
ng ).
We now discuss how this general approach can be applied in practice and compared
with previously known methods.
5.1. The case n = 1
In the case n = 1, we have no Weil restriction at all, and the abelian variety is the
Jacobian itself. In that case, it is well known that there is an index-calculus algorithm
based on the decomposition of divisors as sums of points [1, 16]. We explain now how
this algorithm can be interpreted as a particular case of the algorithm we have presented
in Section 2. We start by a slight change of coordinates: instead of using the Mumford
representation for divisors, we multiply the first polynomial by a scalar, to make the
constant term equal to 1. This is possible only if the support of the divisor does not
include a point with a null abscissa. Hence, any divisor of the Jacobian except for a
negligible proportion can be described with two polynomials
〈ugxg + ug−1xg−1 + · · ·+ u1x+ 1, vg−1xg−1 + · · ·+ v1x+ v0〉.
It is easy to check that we are in the conditions of Section 2, where the ui coordinates
play the role of the xi and the vi are for the yi. We then define the factor base F to be
the set of divisor for which ug = ug−1 = · · · = u2 = 0. Hence F consists of the divisors
whose support is just one point of the curve (and the point at infinity), that is precisely
the factor basis in the classical index-calculus.
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Now, for any divisor R in the Jacobian, one can try to write it as a sum of points
P1 + · · · + Pg of the factor base. In this particular case, the group law is such that the
formal sum of the Pi divisors is extremely simple and does not involve any complicated
rational fractions: the Gro¨bner basis phase is reduced to nothing, and we readily proceed
to the factorization step.
Hence, the classical index calculus for Jacobian of hyperelliptic curves is a particular
case of our algorithm for general abelian varieties, but with a choice of coordinates that
is extremely favorable since the Gro¨bner basis computation disappears.
5.2. The case n > 1
For hyperelliptic curves defined over extension fields, it is also possible to make a
choice of coordinates that makes the Gro¨bner basis computation easier. In a sense, we
use the classical index-calculus mixed together with our algorithm.
We take the same variant of Mumford’s representation as described in the previous
section. The factor basis (after a Weil restriction), is the set of divisors for which ug =
ug−1 = · · · = u2 = 0 and u1 is in Fq. Then the decomposition can be done in two steps:
first we try to write the given divisor R as a sum of n divisors D1 + D2 + · · · + Dn,
where the Di are divisors for which all the ui are in Fq. Thereafter, each Di is tested for
smoothness by testing if its u-polynomial splits completely.
Hence, with that choice of coordinates, the Gro¨bner basis is made simpler: the formulae
involve n times the group law instead of ng times. For instance, for genus 2 curves over
Fq2 , the decomposition step is clearly feasible in a reasonable amount of time. As a
conclusion, those curves are much weaker than expected, since discrete logarithms can
be computed in time O˜(q3/2) with a reasonable constant.
6. Conclusion
We have presented an attack of the elliptic curve discrete logarithm problem that
combines ideas from Semaev’s index calculus definition and from the Weil descent attack.
We have shown that asymptotically, elliptic curves defined over small degree extension
fields are weaker than those defined over prime fields or large prime degree extension
fields. In particular we have proposed an algorithm to solve the discrete logarithm on
elliptic curves defined over Fq3 in heuristic time O˜(q
4/3).
The framework we gave for this attack is quite general and it applies to all Jacobian
of curves defined over small degree extension fields. For instance, we have an algorithm
for computing discrete logarithms in Jacobians of genus 2 curves over Fq2 in heuristic
time O˜(q3/2).
Since this article has been made public as a preprint, some works have appeared
that are based on it: Granger and Vercauteren [19] have designed a variant that applies
to algebraic tori; Nagao [30] has improved the hyperelliptic case, making explicit the
algebraic systems to solve, without any equivalent of Semaev’s polynomials.
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