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Abstract
We study a class of partial integro-differential equations defined on a spatially extended domain
that arise in the modeling of neuronal networks. In previous studies the Fourier transform was used
to derive associated fourth order ordinary differential equations when the solution of the time inde-
pendent integral equation is a homoclinic orbit. This gives rise to the question of whether solutions
of the ODE whose Fourier transform is not well defined are also solutions of the time independent
integral equation. We address this question and show that any solution of the ODE that satisfies a
fairly relaxed growth condition is also a solution of the integral equation. Applications to two spe-
cific examples are given.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we develop methods to analyze the behavior of solutions of integral equa-
tions of the form
ut = −u +
∞∫
−∞
v(x − y)g(u(y, t))dy. (1.1)
Equation (1.1) arises in modelling widely diverse physical phenomena, ranging from fluid
mechanics to neuroscience. Our focus here is on neuroscience applications. In this setting
E-mail address: edkst3@euler.math.pitt.edu.0022-247X/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2003.10.023
166 E.P. Krisner / J. Math. Anal. Appl. 291 (2004) 165–179Eq. (1.1) was derived in 1972 by Wilson and Cowan [12] to model a single layer of neurons.
Here, u(x, t) and g(u(x, t)) represent the level of excitation (e.g., voltage) and the firing
rate, respectively, of a neuron at position x and time t . The term v(x − y) determines the
coupling between neurons at positions x and y .
In 1977 Amari [1] studied (1.1) for lateral inhibition type couplings. That is, v is as-
sumed to be continuous, integrable and even, with v(0) > 0 and v has a unique positive
zero. Under the simplifying assumption that the firing rate g is a Heaviside step function,
he analyzed the existence, multiplicity and stability of stationary one-bump solutions of
the time independent equation
u =
∞∫
−∞
v(x − y)g(u(y))dy. (1.2)
Amari also studied the behavior of time dependent periodic solutions as well as traveling
waves for systems of equations. When g is not a step function the analysis of (1.1) and (1.2)
is more difficult and one turns to techniques such as fixed point arguments. For example,
Kishimoto and Amari [6] assume that g has a sigmoidal shape and use the Schauder fixed
point theorem [4] to prove the existence of a single bump stationary solution of (1.2).
Also, Ermentrout and McLeod [5] investigate the existence of traveling waves when v is
strictly positive and Gaussian shaped, and g is a sigmoidal function. They use a homotopy
argument based on the contraction mapping theorem to prove the existence of monotonic
wave fronts. Subsequently, Pinto and Ermentrout [10,11] make use of the result in [5] and
use singular perturbation methods to study wave front solutions in a system of equations.
In order to analyze more complicated solutions (e.g., multi-bump solutions), Laing et al.
[8] and Coombes et al. [3] derive associated ODEs by applying Fourier transform methods.
In both cases conditions are given which show that when the integral equation (1.2) has a
homoclinic orbit, then that solution satisfies an associated ODE of the form
u′′′′ + q1u′′ + h(u) = 0, (1.3)
where q1 is a real constant and h is a real-valued function.
Conversely, Laing et al. show that if a nonconstant solution u of (1.3) satisfies
(u,u′, u′′, u′′′) → (0,0,0,0) as x → ±∞ (1.4)
exponentially fast, then u is also a solution of (1.2). They also give a complete numerical
investigation of multi-bump homoclinic orbits, all of which are also solutions of the integral
equation.
Krisner [7] continues the investigation begun in [8] and provides numerical and analyt-
ical evidence which suggests that other types of important solutions satisfy (1.3). These
include
(i) periodic and aperiodic solutions,
(ii) chaotic solutions.
For technical reasons, the Fourier transform argument does not necessarily apply to
solutions such as (i) and (ii). A fundamentally important problem is to determine whether
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main goals of this paper is to prove that any solution of the ODE (1.3) which satisfies
reasonable growth conditions also solves the integral equation (1.2). This result will imply
that solutions of (1.3) of the variety described above in (i) and (ii) are also solutions of the
integral equation (1.2).
The techniques presented in this paper should apply to a broad range of problems. For
example, applying the Fourier transform to the integral equation studied by Bressloff [2]
with nonhomogeneous coupling gives rise, (at least formally), to a non-autonomous partial
differential equation. Another consideration is that of systems. These applications will be
further discussed in the conclusion (i.e., Section 5).
The outline of the paper is as follows. Section 2 begins with a statement of the assump-
tions and growth conditions mentioned above. Following this, we prove our main result,
Theorem 2.1, in which it is shown that a wide class of solutions of the ODE are also so-
lutions of the integral equation. The proof of Theorem 2.1 depends on the existence of a
special integrating factor. In Section 3 we show how to construct the integrating factor.
Section 4 is devoted to showing how our results apply to two examples, namely those con-
sidered by Laing et al. [8], and Coombes et al. [3]. For the model studied in [8] we state
the integral equation and will see that it has the same form as (1.2). Following this we
state the associated ODE which was developed in [8] by using a Fourier transform method
applied to a homoclinic orbit solution of the integral equation. Then, using the techniques
developed in Sections 2 and 3 we will show that every bounded solution of the ODE is
also a solution of the integral equation. The example studied by Coombes et al. [3] also
has the same form as (1.2). We will show how a straight forward application of the Fourier
transform method leads to the ODE when the solution is a homoclinic orbit. As with the
previous example, we will again use the techniques developed in Sections 2 and 3 to show
that every bounded solution of the ODE is also a solution of the integral equation. Our
conclusions and statements of future research are given in Section 5. Finally, Appendix A
contains a proof of a technical lemma appearing in Section 4.
2. The associated integral equation
We begin by rewriting (1.3) as
u′′′′ + q1u′′ + q2u = g(u), (2.1)
where q1 and q2 are real constants. Here, g(u) is the same as in (1.2).
Throughout we assume that v satisfies
(H1) v(x) = v(−x) for all x ∈R,
(H2) v ∈ C2(R) ∩C∞(R\{0}),
(H3) v′′′(0+) = 1/2 and v′′′(0−) = −1/2,
(H4) v′′′′ + q1v′′ + q2v = 0 for all x = 0,
(H5) v → 0 as x → ±∞.
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order equation (2.1) on the infinite interval (−∞,∞). Our construction of v, requires a
particular relationship between q1 and q2. This relationship will be described in Section 3.
We derive the integral equation corresponding to (2.1) in the next result.
Theorem 2.1. Suppose that v satisfies (H1)–(H5). Also assume that a solution u = u(y) of
(2.1) is defined on R. If
u(i)(y)v(j)(y) → 0 as y → ±∞, i, j = 0,1,2,3, (2.2)
and if
v(x)g
(
u(x)
) ∈ L1(R), (2.3)
then u satisfies
u(x) =
∞∫
−∞
v(x − y)g(u(y))dy. (2.4)
Proof. Suppose that v = v(x − y) for fixed x ∈ R, and let u = u(y) denote a solution
of (2.1). Multiplying Eq. (2.1) by v yields
vu′′′′ + q1vu′′ + q2vu = vg(u). (2.5)
Note that the identities
vu′′′′ = (vu′′′ + v′u′′ + v′′u′ + v′′′u)′ + v′′′′u (2.6)
and
vu′′ = (vu′ + v′u)′ + v′′u (2.7)
are valid when x = y. The combination of (2.5)–(2.7) and (H4) imply that
(vu′′′ + v′u′′ + v′′u′ + v′′′u + q1vu′ + q1v′u)′ = vg(u) (2.8)
for all x = y. An integration of (2.8) over (−∞,∞) leads to
x∫
−∞
(vu′′′ + v′u′′ + v′′u′ + v′′′u + q1vu′ + q1v′u)′ dy
+
∞∫
x
(vu′′′ + v′u′′ + v′′u′ + v′′′u + q1vu′ + q1v′u)′ dy
=
∞∫
−∞
vg(u) dy. (2.9)
Next, we evaluate the first integral in (2.9). Since (2.2), then (2.3) implies that
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−∞
(vu′′′ + v′u′′ + v′′u′ + v′′′u + q1vu′ + q1v′u)′ dy
= v(0)u′′′(x)+ v′(0)u′′(x)+ v′′(0)u′(x)
+ v′′′(0+)u(x) + q1v(0)u′(x) + q1v′(0)u(x). (2.10)
Similarly,
∞∫
x
(vu′′′ + v′u′′ + v′′u′ + v′′′u + q1vu′ + q1v′u)′ dy
= −v(0)u′′′(x) − v′(0)u′′(x) − v′′(0)u′(x)
− v′′′(0−)u(x) − q1v(0)u′(x) − q1v′(0)u(x). (2.11)
Combining (2.9)–(2.11), results in
(
v′′′(0+) − v′′′(0−))u(x) =
∞∫
−∞
v(x − y)g(u(y))dy. (2.12)
By (H3) we know that v′′′(0+) − v′′′(0−) = 1, and therefore (2.4) follows as desired. 
3. The construction of v
In this section we construct the function v for which the assumptions (H1)–(H5) hold.
In Section 4 we will derive v for each of the models studied in [3,8]. These constructions
require that the constants q1 and q2 in Eq. (2.1), obey the relationship described in the
following lemma.
Lemma 3.1. Assume that q1, q2 in (2.1) have the form
q1 = 2
(
k22 − k21
)
, q2 =
(
k21 + k22
)2
, (3.1)
where k1, k2 are any constants that satisfy k1 > 0 and k2  0. Then there exists a function
v that satisfies (H1)–(H5).
(i) If k2 = 0 then
v(x) = 1
4k21
(
1
k1
+ |x|
)
e−k1|x| for all x ∈R. (3.2)
(ii) If k2 = 0 then
v(x) = 1
4(k21 + k22)
(
1
k1
cos(k2x)+ 1
k2
sin
(
k2|x|
))
e−k1|x| for all x ∈R. (3.3)
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(ii) The relationship between q1 and q2 given in (3.1) guarantees that v(x) has one of
the forms in (3.2) and (3.3). As we show in the next section, these are the specific functions
which appear in the models considered in Coombes et al. [3] and Laing et al. [8]. It is our
hope that the methods we develop here for the case given in (3.1) will be of use in analyzing
other problems for which q1 and q2 satisfy other conditions.
Proof of Lemma 3.1. Recall that v should satisfy (H4) for x = 0. Hence, we begin by
solving the characteristic equation
λ4 + q1λ2 + q2 = 0. (3.4)
The solutions of (3.4) are
λ = ±(k1 + ik2), ±(k1 − ik2). (3.5)
We consider two separate cases. In the first case we consider real eigenvalues (k2 = 0).
Complex eigenvalues (k2 > 0) are considered in the second case.
Case 1: k2 = 0. In this case the roots of (3.4) are λ = −k1,−k1, k1, k1. Thus, four
independent solutions of
u′′′′ + q1u′′ + q2u = 0 (3.6)
are e−k1x, xe−k1x, ek1x, xek1x . It follows from elementary ODE theory that v as defined in
(3.2) satisfies property (H4).
It remains to show that v satisfies the remaining properties. First, observe that property
(H1) is a direct result of (3.2).
Property (H2) will follow immediately after proving the existence of v′(0) and v′′(0).
Because of our assumptions, it is necessary to determine limits as h → 0+ and also as
h → 0−. An application of L’Hopital’s rule results in
lim
h→0+
v(h) − v(0)
h
= lim
h→0+
(
e−k1h − 1
4hk31
+ he
−k1h
4hk21
)
= 0. (3.7)
Similarly,
lim
h→0−
v(h) − v(0)
h
= 0,
hence v′(0) = 0. To see that v′′(0) exists we first note that
v′(x) = − 1
4k1
xe−k1|x|.
Now,
lim
h→0+
v′(h) − v′(0)
h
= lim
h→0+
(
−he
−k1h
4hk1
)
= − 1
4k1
. (3.8)
Likewise, it is easily shown that
lim
h→0−
v′(h) − v′(0)
h
= − 1
4k1
,
which implies that v′′(0) = −1/4k1. Thus, v satisfies (H2).
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v′′′(x) =
{( 1
2 − k1x4
)
e−k1x for x > 0,
−( 12 + k1x4 )ek1x for x < 0.
Since k1 > 0, property (H5) is an immediate consequence of (3.2).
Hence, we have proved that v as defined by (3.2) satisfies properties (H1)–(H5) which
concludes the case k2 = 0.
Case 2: k2 > 0. In this case we have four independent solutions e−k1x cos(k2x), e−k1x ×
sin(k2x), ek1x cos(k2x), ek1x sin(k2x) of Eq. (3.6). Again, ODE theory implies that v as
defined in (3.3) satisfies (H4).
Next, note that property (H1) follows directly from (3.3).
To show that v satisfies (H2) it is sufficient to prove the existence of v′(0) and v′′(0).
An application of L’Hospital’s rule results in
lim
h→0+
v(h) − v(0)
h
= lim
h→0+
(
cos(k2h)e−k1h − 1
4k1h(k21 + k22)
+ sin(k2h)e
−k1h
4k2h(k21 + k22)
)
= 0. (3.9)
Similarly,
lim
x→0−
v(h) − v(0)
h
= 0,
and therefore v′(0) = 0. To show that v′′(0) exists, note that
v′(x) = − 1
4k1k2
sin(k2x)e−k1|x|
follows from (3.3). Thus,
lim
h→0+
v′(h) − v′(0)
h
= lim
h→0+
(
− sin(k2h)e
−k1h
4k1k2h
)
= − 1
4k1
. (3.10)
Similarly,
lim
h→0−
v′(h) − v′(0)
h
= − 1
4k1
,
hence v′′(0) = −1/4k1, and v satisfies (H2).
Property (H3) is a direct consequence of the fact that
v′′′(x) =
{− 14k1k2 ((k21 − k22) sin(k2x) − 2k1k2 cos(k2x))e−k1x for x > 0,
− 14k1k2 ((k21 − k22) sin(k2x) + 2k1k2 cos(k2x))ek1x for x < 0.
Since k1 > 0 then (H5) follows from (3.3), and the proof is complete. 
4. Examples
In this section we show how our techniques apply to two specific examples.
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Example 1. Laing et al. [8] study the integral equation
u(x) =
∞∫
−∞
(
cos(x − y) + b sin(|x − y|))e−b|x−y|f (u(y))dy, (4.1)
where b > 0 is a constant. Equation (4.1) models the behavior of a single layer of neurons.
Here, the firing rate is given by
f (u) = 2e−r/(u−th)2H(u− th), (4.2)
where th > 0 and r > 0 are constants. Note that (4.1) has the same form as (1.2).
The region of excitation of a solution is defined by
R[u] = {u | u > th}. (4.3)
A solution u of (4.1) is a 1-bump solution if R[u] is a bounded interval (see Fig. 1). A so-
lution u is a 2-bump solution if R[u] is the union of two disjoint bounded intervals.
Laing et al. use the Fourier transform to derive the associated ODE
u′′′′ − 2(b2 − 1)u′′ + (b2 + 1)2u = 4b(b2 + 1)f (u) (4.4)
when u is a homoclinic orbit solution satisfying
(u,u′, u′′, u′′′) → (0,0,0,0) as x → ±∞ (4.5)
exponentially fast. We now use Lemma 3.1 to show that bounded solutions of (3.1), not
limited to homoclinic orbits, are also solutions of the integral equation (4.1).
First, note that the values of q1 and q2 are
q1 = −2(b2 − 1) and q2 = (b2 + 1)2. (4.6)
Next, the eigenvalues of
u′′′′ − 2(b2 − 1)u′′ + (b2 + 1)2u = 0
are given by
λ = ±(b + i), ±(b − i). (4.7)
Thus, in accordance with (3.5), we set
k1 = b and k2 = 1. (4.8)
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Fig. 3. Bifurcation curve for 1-bump periodic solutions of (4.4). Solutions corresponding to P1,P2 are shown
in Fig. 2.
Substitution of (4.8) into (3.1) results in the values q1 and q2 given in (4.6). Finally, since
k1, k2 = 0, then substitution of (4.8) into (3.3) yields
v(x) = 1
4(b2 + 1)
(
1
b
cos(x)+ sin(|x|))e−b|x|.
Therefore, by Lemma 3.1, v satisfies (H1)–(H5). If u is a solution of (4.4) that satisfies
the growth conditions (2.2) and (2.3), then Theorem 2.1 implies that u(x) also satisfies the
integral equation
u(x) =
∞∫
−∞
(
cos(x − y) + b sin(|x − y|))e−b|x−y|f (u(y))dy. (4.9)
Remarks. We now know that any bounded solution (4.4) is also a solution of (4.9). Al-
ready, Krisner [7] has proved that the ODE has bounded solutions which are not homoclinic
orbits. For example, a shooting argument applied to (4.4) shows the existence of periodic
solutions. Two of these are shown in Fig. 2. These solutions form part of a global family
of solutions whose bifurcation diagram is given in Fig. 3.
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u(x) = w0
4
∞∫
−∞
(
1 − |x − y|)e−|x−y|f (u(y))dy, (4.10)
where
f (u) = 1
1 + e−β(u−h) , (4.11)
and w0, β, and h are constants. They use a Fourier transform method to derive the ODE
u′′′′ − 2u′′ + u = −w0
[
f (u)
]
xx
(4.12)
when u is a homoclinic orbit solution. Note that (4.10) has the same form as (1.2).
As in the previous example, we use Lemma 3.1 and Theorem 2.1 to show that any
bounded solution of (4.12) is also a solution of (4.10).
First, from (4.12) we see that
q1 = −2 and q2 = 1. (4.13)
Next, the eigenvalues of
u′′′′ − 2u′′ + u = 0
are λ = 1,1,−1,−1. Thus, we set k1 = 1 and k2 = 0. This choice of k1 and k2 show that
q1 and q2 are indeed selected by (3.1). Substituting k1 = 1 in (3.2) gives
v(x) = 1
4
(
1 + |x|)e−|x|. (4.14)
Hence, by Lemma 3.1 and Theorem 2.1, if u is a solution of (4.12) that satisfies (2.2)
and (2.3), then
u(x) = −w0
4
∞∫
−∞
(
1 + |x − y|)e−|x−y|[f (u(y))]
yy
dy. (4.15)
Since u has continuous derivatives, and f, fy, and fyy are bounded and continuous, then
integration by parts leads directly to
u(x) = w0
4
∞∫
−∞
(
1 − |x − y|)e−|x−y|f (u(y))dy. (4.16)
Remarks. Coombes et al. [3] investigate the possibility that homoclinic orbit solutions
satisfy
u(x) → u1 as |x| → ∞,
where u1 is a solution of the algebraic equation u = f (u). Theorem A.1 in Appendix A
implies that u ≡ u1 satisfies
u1 = w04 f (u1)
∞∫ (
1 − |x − y|)e−|x−y| dy. (4.17)
−∞
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∞∫
−∞
(
1 − |x − y|)e−|x−y| dy = 0 (4.18)
then (4.17) implies that u1 = 0. Since f (u) > 0, then u1 = f (u1) cannot hold. Thus,
homoclinic orbits can only satisfy
u(x) → 0 as |x| → ∞.
In [3] the Fourier transform is applied when u is a homoclinic solution to derive (4.12).
Their derivation of (4.12) by the Fourier transform method relies on the use of the δ func-
tion. Here, we provide a derivation of (4.12) which is simpler and does not involve the δ
function. By (4.18), (4.16) can be written as
u(x) = w0
4
∞∫
−∞
(
1 − |x − y|)e−|x−y|(f (u(y))− f (0))dy. (4.19)
Next, assume that u ∈ C4(R), and
(u,u′, u′′, u′′′)(x) → (0,0,0,0) as x → ±∞ (4.20)
exponentially fast. Applying the Fourier transform to (4.19) gives
F(u) = w0
4
F(w)F
(
f (u) − f (0)), (4.21)
where
w(x) = (1 − |x|)e−|x| and F(w) = 4α2
α4 + 2α2 + 1 . (4.22)
Note that F(f (u) − f (0)) is justified because of (4.20). Multiplying through (4.21) by
α4 + 2α2 + 1 leads to
(α4 + 2α2 + 1)F (u) = w0α2F
(
f (u) − f (0)). (4.23)
Substituting
F(u′′′′) = α4F(u) and F(u′′) = −α2F(u)
into (4.23) yields
F
(
u′′′′ − 2u′′ + u + w0f (u)xx
)= 0. (4.24)
Taking the inverse transform of both sides of (4.24) gives (4.12).
5. Conclusion
In this paper we have studied a class of partial integro-differential equations that have
applications to neuroscience. In previous studies [3,8] it was shown that homoclinic orbit
solutions of integral equations also satisfy associated fourth order ODEs.
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to other types of solutions such as periodic, or chaotic solutions. Thus, the fundamental
question addressed in this paper is whether solutions of the ODE whose Fourier transform
is not well defined are also solutions of the integral equation. Our main result (see The-
orem 2.1) shows that a broad class of solutions of the ODE which satisfy a reasonably
mild growth condition, also satisfy the integral equation. A key element of the proof is the
development of a Green’s function v which exists on the entire real line, and satisfies
(v, v′, v′′, v′′′) → (0,0,0,0) as x → ±∞. (5.1)
It is hoped that the techniques developed in our proof will be equally applicable to more
complicated problems in which the integral equation is equivalent to an ODE of order
higher than four.
Our techniques should also be applicable to integral equations defined on a finite domain
where, for example, the condition (5.1) is replaced with
(u,u′, u′′, u′′′)(a) = (c1, c2, c3, c4), (u,u′, u′′, u′′′)(b) = (k1, k2, k3, k4), (5.2)
where ci, ki are constants and at least one of a, b is finite. Another possibility is to construct
Green’s functions for systems of equations together with appropriate boundary conditions.
There are other integral equations which have an equivalent PDE (or ODE) that is
nonautonomous. For example, Bressloff studies wave front solutions of equations of the
form
∂u(x, t)
∂t
= −u(x, t) +
∞∫
−∞
w
(|x − y|)k(, y)f (u(y, t))dy, (5.3)
where k is, for example, a 2π -periodic function such as
k(, y) = 1 + cos
(
y

)
or k(, y) = 1 +  cos(y). (5.4)
As an example, we set
w(x) = (1 − |x|)e−|x|
in (5.3) and formally apply the Fourier transform to obtain the nonautonomous PDE
(u + ut )xxxx − 2(u+ ut )xx + (u + ut ) = −4
[
k(x)f
(
u(x, t)
)]
xx
. (5.5)
A challenging problem would be to show that an appropriate class of bounded solutions of
the (5.5) also satisfy (5.3). These would include stationary solutions and traveling waves
which would satisfy ODE versions of (5.5). Recently, Laing and Troy [9] investigated the
formation of multi-bump solutions in two space dimensions. They used a two-dimensional
Fourier transform argument to formally derive an equivalent PDE. They then showed that
a perturbation from an appropriately chosen axially symmetric solution evolves into an
asymmetric multi-bump solution as t increases from t = 0. It would be interesting to give
a proof that these solutions are also solutions of the full time-dependent integral equation.
This remains an open problem.
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Appendix A
Theorem A.1. Assume that u is a solution of
u(x) =
∞∫
−∞
w(x − y)f (u(y))dy (A.1)
and that
u → c as x → ∞ (or as x → −∞). (A.2)
Also, suppose that f ∈ C(R) is bounded in R,
M =
∞∫
−∞
∣∣w(t)∣∣dt
is finite, and
w(t) → 0 as t → ∞. (A.3)
Then
c =
∞∫
−∞
w(x − y)f (c) dy. (A.4)
That is, c is a constant solution of (A.1).
Proof. From Eq. (A.1) it follows that
u(x) −
∞∫
−∞
w(x − y)f (c) dy =
∞∫
−∞
w(x − y)(f (u(y))− f (c))dy. (A.5)
Combining (A.2) and (A.5) yields
c −
∞∫
−∞
w(x − y)f (c) dy = lim
x→∞
∞∫
−∞
w(x − y)(f (u(y))− f (c))dy. (A.6)
If
lim
x→∞
∞∫
−∞
w(x − y)(f (u(y))− f (c))dy = 0 (A.7)
then (A.4) would follows directly from (A.7).
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∞∫
−∞
w(x − y)(f (u(y))− f (c))dy
∣∣∣∣∣<  (A.8)
for all x  x0. We prove (A.8) by showing that
(i)
∣∣∣∣∣
−A∫
−∞
w(x − y)(f (u(y))− f (c))dy
∣∣∣∣∣< 3 ,
(ii)
∣∣∣∣∣
A∫
−A
w(x − y)(f (u(y))− f (c))dy
∣∣∣∣∣< 3 ,
(iii)
∣∣∣∣∣
∞∫
A
w(x − y)(f (u(y))− f (c))dy
∣∣∣∣∣< 3 ,
where A > 0 is chosen so that∣∣f (u(y))− f (c)∣∣< 
3M
for all y > A. (A.9)
(i) Since f is bounded on R, then∣∣∣∣∣
−A∫
−∞
w(x − y)(f (u(y))− f (c))dy
∣∣∣∣∣K
−A∫
−∞
∣∣w(x − y)∣∣dy = K
∞∫
x+A
∣∣w(t)∣∣dt,
(A.10)
where max |f (u(y)) − f (c)| = K. But
K
∞∫
x+A
∣∣w(t)∣∣ dt → 0 as x → ∞,
thus (i) follows from (A.10).
(ii) Since f is bounded on R, then∣∣∣∣∣
A∫
−A
w(x − y)(f (u(y))− f (c))dy
∣∣∣∣∣K
A∫
−A
∣∣w(x − y)∣∣dy  2KALx, (A.11)
where
Lx = max[x−A,x+A]
∣∣w(t)∣∣.
Note that
Lx → 0 as x → ∞ since w(t) → 0 as t → ∞.
Hence, (ii) follows from (A.11).
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∞∫
A
w(x − y)(f (u(y))− f (c))dy
∣∣∣∣∣ 3M
∞∫
A
∣∣w(x − y)∣∣dy  
3
. (A.12)
Consider once again the integral equation seen in Example 2,
u(x) = w0
4
∞∫
−∞
(
1 − |x − y|)e−|x−y|(f (u(y)))dy. (A.13)
We claim that if
u(x) → c as x → ∞
then c = 0. This fact is a consequence of the elementary calculation
∞∫
0
(1 − η)e−η dη = 0 (A.14)
together with Theorem A.1. 
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