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Abstract. We construct a canonical isomorphism between the Bethe algebra acting on a
multiplicity space of a tensor product of evaluation gl
N
[t]-modules and the scheme-theoretic
intersection of suitable Schubert varieties. Moreover, we prove that the multiplicity space
as a module over the Bethe algebra is isomorphic to the coregular representation of the
scheme-theoretic intersection.
In particular, this result implies the simplicity of the spectrum of the Bethe algebra
for real values of evaluation parameters and the transversality of the intersection of the
corresponding Schubert varieties.
1. Introduction
It is known for a long time that the intersection index of the Schubert varieties in the
Grassmannian of the N -dimensional planes coincides with the dimension of the space of
invariant vectors in a suitable tensor product of finite-dimensional irreducible representations
of the general linear group glN .
There is a natural commutative algebra acting on such a space of invariant vectors, which
we call the Bethe algebra. The Bethe algebra is the central object of study in the quan-
tum Gaudin model, see [G]. In this paper, we construct an algebra isomorphism between
the Bethe algebra and the scheme-theoretic intersection of the Schubert varieties. We also
show that the representation of the Bethe algebra on the space of the invariant vectors is
naturally isomorphic to the coregular representation of the scheme-theoretic intersection of
the Schubert varieties (in fact, the regular and coregular representations of that algebra
are isomorphic). Thus we explain and generalize the above mentioned coincidence of the
numbers.
The existence of such a strong connection between seemingly unrelated subjects: Schubert
calculus and integrable systems, turns out to be very advantageous for both.
On the side of Schubert calculus, using a weaker form of the relation we succeeded to prove
the B. and M. Shapiro conjecture in [MTV2]. An alternative proof is given in the present
∗
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paper. Moreover, we are now able to deduce that the Schubert varieties corresponding to
real data intersect transversally, see Corollary 6.3. The transversality of the intersection was
a long standing conjecture, see [EH], [S].
The transversality property can be reformulated as the following statement: the number
of monodromy free monic Fuchsian differential operators of order N with k + 1 singular
points, all of them lying on a line or a circle, and prescribed exponents at the singular points
equals the multiplicity of the trivial glN -module in the tensor product of k + 1 irreducible
glN -modules with highest weights determined by the exponents at the critical points.
On the side of the integrable systems, we obtain a lot of new information about the Bethe
algebra, see Theorem 6.1. In particular, we are able to show that all eigenspaces of the Bethe
algebra are one-dimensional for all values of parameters. Since it is known that the Bethe
algebra is diagonalizable for real data, our result implies that the spectrum of the Bethe
algebra is simple in this case and hence it is simple generically. We also show that the Bethe
algebra is a maximal commutative subalgebra in the algebra of linear operators.
In addition, an immediate corollary of our result is a bijective correspondence between
eigenvalues of the Bethe algebra and monic differential operators whose kernels consist of
polynomials only, see Theorem 6.1, parts (v), (vi). The obtained correspondence between the
spectrum of the Bethe algebra and the differential operators is in the spirit of the geometric
Langlands correspondence, see [F].
We obtained similar results for the Lie algebra gl2 and the Grassmannian of two-dimen-
sional planes in [MTV3]. The crucial difference between [MTV3] and the present paper is
that we are able to avoid using the so-called weight function. The weight function in the
case of gl2 can be handled with the help of the functional Bethe ansatz. In the case of glN ,
N > 2, the weight function is a much more complicated object and the functional Bethe
ansatz is not yet sufficiently developed. We hope that the results of this paper can be used
to regularize the weight function.
In the present paper we use the following approach. Let V = CN be the vector represen-
tation of glN . We consider the glN [t]-module V
S = (V ⊗n ⊗ C[z1, . . . , zn])
S which is a cyclic
submodule of the tensor product of evaluation modules with formal evaluation parameters.
We show that the Bethe algebra Bλ acting on the subspace (V
S)singλ of singular vectors of
weight λ is a free polynomial algebra, see Theorem 5.3 and its representation on (VS)singλ
is isomorphic to the regular representation, see Theorem 5.6. To get this result we exploit
three observations: a natural identification of the algebra Bλ with the algebra of functions
on a suitable Schubert cell, the completeness of the Bethe Ansatz for the tensor product
of the vector representations at generic evaluation points, and the equality of the graded
characters of the Bethe algebra Bλ and of the space (V
S)singλ .
At the second step we specialize the evaluation parameters, and consider a quotient of the
glN [t]-module V
S which is isomorphic to the Weyl module. We take the corresponding quo-
tient of the algebra of functions on the Schubert cell and obtain an isomorphism between the
scheme-theoretic fiber of the Wronski map and the Bethe algebra Bλ,a acting on the subspace
of singular vectors of weight λ in the Weyl module. We also show that this representation
of the algebra Bλ,a is isomorphic to the regular representation, see Theorem 5.8. In fact, the
algebra Bλ,a is Frobenius, so its regular and coregular representations are isomorphic.
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Finally, we impose more constraints to descend to the scheme-theoretic intersection of the
Schubert varieties on one side and to the Bethe algebra BΛ,λ,b acting on a tensor product of
evaluation modules with highest weights λ(1), . . . ,λ(k) and evaluation parameters b1, . . . , bk
on the other side, see Theorem 5.13.
The paper is organized as follows. In Section 2, we discuss representations of the current
algebra glN [t] and introduce the Bethe algebra B as a subalgebra of U(glN [t]). In Section 3,
we study the algebra of functions of a Schubert cell and the associated Wronski map. The
scheme-theoretic intersection of Schubert cells is considered in Section 4. The central result
there is Proposition 4.6, which describes this algebra by generators and relations. We prove
the main results of the paper, Theorems 5.3, 5.6, 5.8, and 5.13 in Section 5. Section 6
describes applications.
Acknowledgments. We are grateful to P.Belkale, L. Borisov, V.Chari, P. Etingof, B. Fei-
gin, A.Kirillov, M.Nazarov and F. Sottile for valuable discussions.
E.Mukhin is supported in part by NSF grant DMS-0601005. V.Tarasov is supported in
part by RFFI grant 05-01-00922. A.Varchenko is supported in part by NSF grant DMS-
0555327.
2. Representations of current algebra glN [t]
2.1. Lie algebra glN . Let eij , i, j = 1, . . . , N , be the standard generators of the complex Lie
algebra glN satisfying the relations [eij , esk] = δjseik− δikesj. We identify the Lie algebra slN
with the subalgebra in glN generated by the elements eii−ejj and eij for i 6= j, i, j = 1, . . . , N .
The subalgebra zN ⊂ glN generated by the element
∑N
i=1 eii is central. The Lie algebra
glN is canonically isomorphic to the direct sum slN ⊕ zN .
Given an N × N matrix A with possibly noncommuting entries aij, we define its row
determinant to be
(2.1) rdetA =
∑
σ∈SN
(−1)σ a1σ(1)a2σ(2) . . . aNσ(N) .
Let Z(x) be the following polynomial in variable x with coefficients in U(glN):
(2.2) Z(x) = rdet


x− e11 −e21 . . . −eN1
−e12 x+ 1− e22 . . . −eN2
. . . . . . . . . . . .
−e1N −e2N . . . x+N − 1− eNN

 .
The following statement is proved in [HU], see also Section 2.11 in [MNO].
Theorem 2.1. The coefficients of the polynomial Z(x)−xN are free generators of the center
of U(glN). 
Let M be a glN -module. A vector v ∈ M has weight λ = (λ1, . . . , λN) ∈ C
N if eiiv = λiv
for i = 1, . . . , N . A vector v is called singular if eijv = 0 for 1 6 i < j 6 N . If v is a singular
of weight λ, then clearly
(2.3) Z(x) v =
N∏
i=1
(x− λi + i− 1) · v .
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We denote by (M)λ the subspace of M of weight λ, by M
sing the subspace of M of all
singular vectors and by (M)singλ the subspace of M of all singular vectors of weight λ.
Denote by Lλ the irreducible finite-dimensional glN -module with highest weight λ. Any
finite-dimensional glN -module M is isomorphic to the direct sum
⊕
λLλ ⊗ (M)
sing
λ , where
the spaces (M)singλ are considered as trivial glN -modules.
The glN -module L(1,0,...,0) is the standard N -dimensional vector representation of glN . We
denote it by V . We choose a highest weight vector in V and denote it by v+.
A glN -module M is called polynomial if it is isomorphic to a submodule of V
⊗n for some
n.
A sequence of integers λ = (λ1, . . . , λN) such that λ1 > λ2 > · · · > λN > 0 is called a
partition with N parts . Set |λ| =
∑N
i=1 λi. Then it is said that λ is a partition of |λ|.
The glN -module V
⊗n contains the module Lλ if and only if λ is a partition of n with at
most N parts.
For a Lie algebra g , we denote by U(g) the universal enveloping algebra of g.
2.2. Current algebra glN [t]. Let glN [t] = glN ⊗ C[t] be the complex Lie algebra of glN -
valued polynomials with the pointwise commutator. We call it the current algebra. We
identify the Lie algebra glN with the subalgebra glN ⊗ 1 of constant polynomials in glN [t].
Hence, any glN [t]-module has the canonical structure of a glN -module.
The standard generators of glN [t] are eij ⊗ t
r, i, j = 1, . . . , N , r ∈ Z>0. They satisfy the
relations [eij ⊗ t
r, esk ⊗ t
p] = δjseik ⊗ t
r+p − δikesj ⊗ t
r+p.
The subalgebra zN [t] ⊂ glN [t] generated by the elements
∑N
i=1 eii⊗ t
r, r ∈ Z>0, is central.
The Lie algebra glN [t] is canonically isomorphic to the direct sum slN [t]⊕ zN [t].
It is convenient to collect elements of glN [t] in generating series of a formal variable u. For
g ∈ glN , set
g(u) =
∞∑
s=0
(g ⊗ ts)u−s−1.
We have (u− v)[eij(u), esk(v)] = δjs(eik(u)− eik(v))− δik(esj(u)− esj(v)).
For each a ∈ C, there exists an automorphism ρa of glN [t], ρa : g(u) 7→ g(u− a). Given a
glN [t]-module M , we denote by M(a) the pull-back of M through the automorphism ρa. As
glN -modules, M and M(a) are isomorphic by the identity map.
For any glN [t]-modules L,M and any a ∈ C, the identity map (L⊗M)(a) → L(a)⊗M(a)
is an isomorphism of glN [t]-modules.
We have the evaluation homomorphism, ev : glN [t]→ glN , ev : g(u) 7→ g u
−1. Its restric-
tion to the subalgebra glN ⊂ glN [t] is the identity map. For any glN -module M , we denote
by the same letter the glN [t]-module, obtained by pulling M back through the evaluation
homomorphism. For each a ∈ C, the glN [t]-module M(a) is called an evaluation module.
If b1, . . . , bn are distinct complex numbers and L1, . . . , Ln are irreducible finite-dimensional
glN -modules, then the glN [t]-module ⊗
n
s=1Ls(bs) is irreducible.
We have a natural Z>0-grading on glN [t] such that for any g ∈ glN , the degree of g ⊗ t
r
equals r. We set the degree of u to be 1. Then the series g(u) is homogeneous of degree −1.
A glN [t]-module is called graded if it has a Z>0-grading compatible with the grading of
glN [t]. Any irreducible graded glN [t]-module is isomorphic to an evaluation module L(0) for
some irreducible glN -module L, see [CG].
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Let M be a Z>0-graded space with finite-dimensional homogeneous components. Let
Mj ⊂ M be the homogeneous component of degree j. We call the formal power series in
variable q,
ch(M) =
∞∑
j=0
(dimMj) q
j ,
the graded character of M .
2.3. Weyl modules. Let Wm be the glN [t]-module generated by a vector vm with the
defining relations:
eii(u)vm = δ1i
m
u
vm , i = 1, . . . , N ,
eij(u)vm = 0 , 1 6 i < j 6 N ,
(eji ⊗ 1)
mδ1i+1vm = 0 , 1 6 i < j 6 N .
As an slN [t]-module, the module Wm is isomorphic to the Weyl module from [CL], [CP],
corresponding to the weight mω1, where ω1 is the first fundamental weight of slN . Note that
W1 = V (0).
Lemma 2.2. The module Wm has the following properties.
(i) The module Wm has a unique grading such that Wm is a graded glN [t]-module and
such that the degree of vm equals 0.
(ii) As a glN -module, Wm is isomorphic to V
⊗m.
(iii) A glN [t]-module M is an irreducible subquotient of Wm if and only if M has the
form Lλ(0), where λ is a partition of m with at most N parts.
(iv) For any partition λ of m with at most N parts, the graded character of the space
(Wm)
sing
λ is given by
ch((Wm)
sing
λ ) =
(q)m
∏
16i<j6N(1− q
λi−λj+j−i)∏N
i=1(q)λi+N−i
q
PN
i=1 (i−1)λi ,
where (q)a =
∏a
j=1(1− q
j) .
Proof. The first two properties are proved in [CP]. The third property follows from the first
two. The last property is well-known, see for example the relation between the character
ch
(
(Wn)
sing
λ
)
and the Kostka polynomials in [CL, Corollary 1.5.2], and use the formula for
the corresponding Kostka polynomial in [M, Example 2, p. 243]. 
For each b ∈ C, the glN [t]-module Wm(b) is cyclic with a cyclic vector vm.
Lemma 2.3. The module Wm(b) has the following properties.
(i) As a glN -module, Wm(b) is isomorphic to V
⊗m.
(ii) A glN [t]-module M is an irreducible subquotient of Wm(b) if and only if M has the
form Lλ(b), where λ is a partition of m with at most N parts.
(iii) For any natural numbers n1, . . . , nk and distinct complex numbers b1, . . . , bk, the
glN [t]-module ⊗
k
s=1Wns(bs) is cyclic with a cyclic vector ⊗
k
s=1vns.
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(iv) Let M be a cyclic finite-dimensional glN [t]-module with a cyclic vector v satisfying
eij(u)v = 0 for 1 6 i < j 6 N , and eii(u)v = δ1i(
∑k
s=1 ns(u−bs)
−1)v for i = 1, . . . , N .
Then there exists a surjective homomorphism of glN [t]-modules from ⊗
k
s=1Wns(bs) to
M sending ⊗ks=1vns to v.
Proof. The first two properties follow from Lemma 2.2, parts (ii) and (iii). The other two
properties are proved in [CP]. 
Given sequences n = (n1, . . . , nk) of natural numbers and b = (b1, . . . , bk) of distinct
complex numbers, we call the glN [t]-module ⊗
k
s=1Wns(bs) the Weyl module associated with
n and b.
Corollary 2.4. A glN [t]-module M is an irreducible subquotient of ⊗
k
s=1Wns(bs) if and only
if M has the form ⊗ks=1Lλ(s)(bs), where λ
(1), . . . ,λ(k) are partitions with at most N parts
such that |λ(s)| = ns, s = 1, . . . , k.
Proof. The statement follows from part (ii) of Lemma 2.3, irreducibility of ⊗ks=1Lλ(s)(bs) and
the Jordan-Ho¨lder theorem. 
Consider the Z>0-grading of the vector space Wm, introduced in Lemma 2.2. Let W
j
m be
the homogeneous component ofWm of degree j and W¯
j
m = ⊕r>jW
r
m. Since the glN [t]-module
Wm is graded and Wm =Wm(b) as vector spaces, Wm(b) = W¯
0
m ⊃ W¯
1
m ⊃ . . . is a descending
filtration of glN [t]-submodules. This filtration induces the structure of the associated graded
glN [t]-module on the vector space Wm which we denote by grWm(b).
Lemma 2.5. The glN [t]-module grWm(b) is isomorphic to the evaluation module (V
⊗m)(b).

The space ⊗ks=1Wns has a Z
k
>0-grading, induced by the gradings on the factors and the
associated descending Zk>0-filtration by the subspaces ⊗
k
s=1W¯
js
ns
. This filtration is compatible
with the glN [t]-action on the module ⊗
k
s=1Wns(bs). We denote by gr
(
⊗ks=1Wns(bs)
)
the
induced structure of the associated graded glN [t]-module on the space ⊗
k
s=1Wns .
Lemma 2.6. The glN [t]-modules gr
(
⊗ks=1Wns(bs)
)
and ⊗ks=1 grWns(bs) are canonically iso-
morphic. 
2.4. Representations of symmetric group. Let Sn be the group of permutations of n
elements. We denote by C[Sn] the regular representation of Sn. Given an Sn-module M we
denote by MS the subspace of all Sn-invariant vectors in M .
We need the following simple fact.
Lemma 2.7. Let U be a finite-dimensional Sn-module. Then dim(U ⊗ C[Sn])
S = dimU .

The group Sn acts on the algebra C[z1, . . . , zn] by permuting the variables. Let σs(z),
s = 1, . . . , n, be the s-th elementary symmetric polynomial in z1, . . . , zn. The algebra of
symmetric polynomials C[z1, . . . , zn]
S is a free polynomial algebra with generators σ1(z), . . . ,
σn(z). It is well-known that the algebra C[z1, . . . , zn] is a free C[z1, . . . , zn]
S-module of rank
n!, see [M].
Given a = (a1, . . . , an) ∈ C
n, denote by Ia ⊂ C[z1, . . . , zn] the ideal generated by the
polynomials σs(z)− as, s = 1, . . . , n. Clearly, Ia is Sn-invariant.
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Lemma 2.8. For any a ∈ Cn, the Sn-representation C[z1, . . . , zn]/Ia is isomorphic to the
regular representation C[Sn].
Proof. Since C[z1, . . . , zn] is a free C[z1, . . . , zn]
S-module of rank n!, the dimension of the
quotient C[z1, . . . , zn]/Ia is n! for all a ∈ C
n. If the polynomial un +
∑n
s=1(−1)
sasu
n−s has
no multiple roots, the lemma is obvious. For other a, the lemma follows by the continuity
of characters. 
2.5. glN [t]-module V
S. Let V be the space of polynomials in z1, . . . , zn with coefficients in
V ⊗n:
V = V ⊗n⊗C C[z1, . . . , zn] .
The space V ⊗n is embedded in V as the subspace of constant polynomials.
Abusing notation, for v ∈ V ⊗n and p(z1, . . . , zn) ∈ C[z1, . . . , zn], we write p(z1, . . . , zn) v
instead of v ⊗ p(z1, . . . , zn).
We make the symmetric group Sn act on V by permuting the factors of V
⊗n and the
variables z1, . . . , zn simultaneously,
σ
(
p(z1, . . . , zn) v1 ⊗ · · · ⊗ vn
)
= p(zσ(1), . . . , zσ(n)) vσ−1(1)⊗ · · · ⊗ vσ−1(n) , σ ∈ Sn .
We denote by VS the subspace of Sn-invariants in V.
Lemma 2.9. The space VS is a free C[z1, . . . , zn]
S-module of rank Nn.
Proof. The lemma follows from the fact that C[z1, . . . , zn] is a free C[z1, . . . , zn]
S-module. 
We consider the space V as a glN [t]-module with the series g(u), g ∈ glN , acting by
(2.4) g(u)
(
p(z1, . . . , zn) v1 ⊗ · · · ⊗ vn) = p(z1, . . . , zn)
n∑
s=1
v1 ⊗ · · · ⊗ gvs ⊗ · · · ⊗ vn
u− zs
.
Lemma 2.10. The image of the subalgebra U(zN [t]) ⊂ U(glN [t]) in End(V) coincides with
the algebra of operators of multiplication by elements of C[z1, . . . , zn]
S.
Proof. The element
∑N
i=1 eii⊗ t
r acts on V as the operator of multiplication by
∑n
s=1 z
r
s . The
lemma follows. 
The glN [t]-action on V commutes with the Sn-action. Hence, V
S is a glN [t]-submodule of
V.
The following lemma is contained in [K]. For convenience we supply a proof.
Lemma 2.11. The glN [t]-module V
S is cyclic with a cyclic vector v⊗n+ .
Proof. Let v1 = v+ and vi = ej1v+ for j = 2, . . . , N . Then v1, v2, . . . , vN is a basis of V .
Given integers i1 > · · · > in > 0 and j1, . . . , jn ∈ {1, . . . , N}, denote
v(i, j) =
∑
σ∈Sn
σ(zi11 . . . z
in
n vj1 ⊗ · · · ⊗ vjn) .
The space VS is spanned by the elements v(i, j) with all possible i, j. So to prove the lemma,
it is sufficient to show that every element v(i, j) belongs to U(glN [t]) v
⊗n
+ . We prove it by
induction on the number r(i, j) of indices s such that is > 0 and js = 1.
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If r(i, j) = 0, then v(i, j) =
(∏
s, js 6=1
ejs1 ⊗ t
is
)
v⊗n+ .
If r(i, j) > 0, then the difference
v(i, j)−
( ∏
s, is>0, js=1
e11 ⊗ t
is
)( ∏
s, js>1
ejs1 ⊗ t
is)(v⊗n+
)
is a linear combination of the elements v(i′, j ′) with r(i′, j ′) < r(i, j) and belongs to
U(glN [t]) v
⊗n
+ by the induction hypothesis. Therefore, v(i, j) ∈ U(glN [t]) v
⊗n
+ . 
Define the grading on C[z1, . . . , zn] by setting deg zi = 1 for all i = 1, . . . , n. We define a
grading on V by setting deg(v ⊗ p) = deg p for any v ∈ V ⊗n and any p ∈ C[z1, . . . , zn]. The
grading on V induces a natural grading on End(V).
Lemma 2.12. The glN [t]-modules V and V
S are graded.
Proof. The lemma follows from formula (2.4). 
2.6. Weyl modules as quotients of VS. Let a = (a1, . . . , an) ∈ C
n be a sequence of
complex numbers and Ia ⊂ C[z1, . . . , zn] the ideal, defined in Section 2.4. Define
(2.5) IVa = IaV
S = VS
⋂
(V ⊗n ⊗ Ia).
Clearly, IVa is a glN [t]-submodule of V
S.
Define distinct complex numbers b1, . . . , bk and natural numbers n1, . . . , nk by the relation
(2.6)
k∏
s=1
(u− bs)
ns = un +
n∑
j=1
(−1)j aj u
n−j.
Clearly,
∑k
s=1 ns = n.
Lemma 2.13. The glN [t]-module V
S/IVa is isomorphic to the Weyl module ⊗
k
s=1Wns(bs).
Proof. Let v⊗n+ be the image of the vector v
⊗n
+ in the quotient space V
S/IVa . Then by
Lemma 2.11, the quotient space VS/IVa is a cyclic glN [t]-module with a cyclic vector v
⊗n
+ ,
and
eii(u) v
⊗n
+ =
k∑
s=1
δ1i
ns
u− bs
v⊗n+ .
By part (iv) of Lemma 2.3, there exists a surjective homomorphism
(2.7) ⊗ks=1 Wns(bs)→ V
S/IVa .
In addition,
dim
(
VS/IVa
)
= dim(V/IVa )
S = dim(V ⊗n ⊗ C[z1, . . . , zn]/Ia)
S
= dimV ⊗n = dim
(
⊗ks=1Wns(bs)
)
,
where we used Lemmas 2.8 and 2.7 for the next to the last equality. Therefore, the surjective
homomorphism (2.7) is an isomorphism. 
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2.7. Bethe algebra. Let ∂ be the operator of formal differentiation in variable u. Define
the universal differential operator DB by
DB = rdet


∂ − e11(u) −e21(u) . . . −eN1(u)
−e12(u) ∂ − e22(u) . . . −eN2(u)
. . . . . . . . . . . .
−e1N (u) −e2N (u) . . . ∂ − eNN(u)

 .
It is a differential operator in variable u, whose coefficients are formal power series in u−1
with coefficients in U(glN [t]),
(2.8) DB = ∂N +
N∑
i=1
Bi(u) ∂
N−i ,
where
(2.9) Bi(u) =
∞∑
j=1
Bij u
−j ,
and Bij ∈ U(glN [t]), i = 1, . . . , N , j ∈ Z>0 . Clearly, Bij = 0 for j < i.
Lemma 2.14. We have
(2.10) B1(u) = −
N∑
i=1
eii(u) ,
and
(2.11)
N∑
i=0
Bii
N−i−1∏
j=0
(α− j) = Z(α−N + 1) ,
where α is a formal variable, B00 = 1, and Z(x) is given by formula (2.2).
Proof. The lemma is proved by a straightforward calculation. 
Lemma 2.15. For any i, j, the element Bij ∈ U(glN [t]) is a homogeneous element of degree
j − i. The series Bi(u) is a homogeneous series of degree −i.
Proof. We declare the degree of ∂ to be −1. Then DB is homogeneous of degree −N . The
lemma follows. 
We call the unital subalgebra of U(glN [t]) generated by Bij, i = 1, . . . , N , j ∈ Z>i, the
Bethe algebra and denote it by B.
The next statement is established in [T]. A polished proof can be found in [MTV1].
Theorem 2.16. The algebra B is commutative. The algebra B commutes with the subalgebra
U(glN) ⊂ U(glN [t]). 
As a subalgebra of U(glN [t]), the algebra B acts on any glN [t]-module M . If K ⊂ M is
a B-invariant subspace, then we call the image of B in End(K) the Bethe algebra associated
with K. Since B commutes with U(glN), it preserves the subspace of singular vectors M
sing
as well as weight subspaces of M . Therefore, the subspace (M)singλ is B-invariant for any
weight λ.
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Let λ be a partition with at most N parts. Let n = |λ| and (a1, . . . , an) ∈ C
n. Define inte-
gers k, n1, . . . , nk and distinct complex numbers b1, . . . , bk by (2.6). Let Λ = (λ
(1), . . . ,λ(k))
be a sequence of partitions with at most N parts such that |λs| = ns.
In what follows we study the action of the Bethe algebra B on the following B-modules:
Mλ = (V
S)singλ ,
Mλ,a = (⊗
k
s=1Wns(bs))
sing
λ ,(2.12)
MΛ,λ,b = (⊗
k
s=1Lλ(s)(bs))
sing
λ .
The B-modules Mλ,a and MΛ,λ,b are defined by formula (2.12) up to isomorphism.
We denote the Bethe algebras associated withMλ , Mλ,a , MΛ,λ,b by Bλ , Bλ,a , BΛ,λ,b ,
respectively.
3. Functions on Schubert cell and Wronski map
3.1. Functions on Schubert cell Ωλ¯(∞). Let N, d ∈ Z>0, N 6 d. Let Cd[u] be the
space of polynomials in u of degree less than d. We have dimCd[u] = d. Let Gr(N, d) be
the Grassmannian of all N -dimensional subspaces in C[d]. The Grassmannian Gr(N, d) is a
smooth projective variety of dimension N(d−N).
For a complete flag F = {0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ Fd = Cd[u]} and a partition λ =
(λ1, . . . , λN) such that λ1 6 d−N , the Schubert cell Ωλ(F) ⊂ Gr(N, d) is given by
Ωλ(F) = {X ∈ Gr(N, d) | dim(X ∩ Fd−j−λj) = N − j , dim(X ∩ Fd−j−λj−1) = N − j − 1} .
We have codim Ωλ(F) = |λ|.
The Schubert cell decomposition associated to a complete flag F , see for example [GH],
is given by
Gr(N, d) =
⊔
λ, λ16d−N
Ωλ(F) .
Given a partition λ = (λ1, . . . , λN) such that λ1 6 d−N , introduce a set
P = {d1, d2, . . . , dN} , di = λi +N − i ,
and a new partition
(3.1) λ¯ = (d−N − λN , d−N − λN−1, . . . , d−N − λ1) .
Then d1 > d2 > · · · > dN and
|λ| = N(d−N)− |λ¯| =
N∑
i=1
di −N(N − 1)/2 .
Let F(∞) be the complete flag given by
F(∞) = {0 ⊂ C1[u] ⊂ C2[u] ⊂ · · · ⊂ Cd[u]} .
We denote the Schubert cell Ωλ¯(F(∞)) by Ωλ¯(∞). We have dimΩλ¯(∞) = |λ|.
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The Schubert cell Ωλ¯(∞) ⊂ Gr(N, d) consists of N -dimensional subspaces X ⊂ Cd[u]
which have a basis {f1(u), . . . , fN(u)} of the form
(3.2) fi(u) = u
di +
di∑
j=1, di−j 6∈P
fiju
di−j .
For a given subspace X ∈ Ωλ¯(∞), such a basis is unique.
Let Oλ be the algebra of regular functions on Ωλ¯(∞). The cell Ωλ¯(∞) is an affine space of
dimension |λ| with coordinate functions fij . Therefore, the algebra Oλ is a free polynomial
algebra in variables fij,
(3.3) Oλ = C[fij , i = 1, . . . , N, j = 1, . . . , di, di − j 6∈ P ].
We often regard the polynomials fi(u), i = 1, . . . , N , as generating functions for the genera-
tors fij of Oλ.
Recall that the degree of u is one. Define a grading on the algebra Oλ by setting the
degree of the generator fij to be j. Then the generating function fi(u) is homogeneous of
degree di.
Lemma 3.1. The graded character of Oλ is given by the formula
ch(Oλ) =
∏
16i<j6N (1− q
di−dj )∏N
i=1(q)di
.

3.2. Another realization of Oλ. For g1, . . . , gN ∈ C[u], denote by Wr(g1(u), . . . , gN(u))
the Wronskian,
Wr(g1(u), . . . , gN(u)) = det


g1(u) g
′
1(u) . . . g
(N−1)
1 (u)
g2(u) g
′
2(u) . . . g
(N−1)
2 (u)
. . . . . . . . . . . .
gN(u) g
′
N(u) . . . g
(N−1)
N (u)

 .
Let fi(u), i = 1, . . . , N , be the generating functions given by (3.2). We have
(3.4) Wr(f1(u), . . . , fN(u)) =
∏
16i<j6N
(dj − di)
(
un +
n∑
s=1
(−1)sΣs u
n−s
)
,
where Σ1, . . . , Σn are elements of Oλ. Define the differential operator D
O
λ by
(3.5) DOλ =
1
Wr(f1(u), . . . , fN(u))
rdet


f1(u) f
′
1(u) . . . f
(N)
1 (u)
f2(u) f
′
2(u) . . . f
(N)
2 (u)
. . . . . . . . . . . .
1 ∂ . . . ∂N

 .
It is a differential operator in variable u, whose coefficients are rational functions with coef-
ficients in Oλ,
(3.6) DOλ = ∂
N +
N∑
i=1
Fi(u) ∂
N−i .
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The top coefficient of the Wronskian Wr(f1(u), . . . , fN(u)) is a constant. Therefore, we can
write
(3.7) Fi(u) =
∞∑
j=1
Fij u
−j ,
where Fij ∈ Oλ, i = 1, . . . , N , j ∈ Z>0 . Clearly, Fij = 0 for j < i.
Lemma 3.2. For any i, j, the element Fij ∈ Oλ is a homogeneous element of degree j − i.
The series Fi(u) is a homogeneous series of degree −i.
Proof. Recall that ∂ has degree −1. So, the operator DOλ is homogeneous of degree −N .
The lemma follows. 
Define the indicial polynomial of the operator DOλ at infinity by
(3.8) χ(α) =
N∑
i=0
Fii
N−i−1∏
j=0
(α− j) ,
where F00 = 1.
Lemma 3.3. We have
χ(α) =
N∏
i=1
(α− di) .
Proof. The coefficient of udi−N of the series DOλ fi(u) equals χ(di). On the other hand, we
have that DOλ fi(u) = 0, and therefore, χ(di) = 0 for all i = 1, . . . , N . Since degχ = N , the
lemma follows. 
Lemma 3.4. The functions Fij ∈ Oλ, i = 1, . . . , N , j = i+1, i+2, . . . , generate the algebra
Oλ.
Proof. The coefficient of udi−N−j of the series DOλ fi(u) has the form
χ(di − j) fij + . . . ,
where the dots denote the terms which contain the elements Fkl and fis with s < j only.
Since DOλ fi(u) = 0 and χ(di − j) 6= 0, see (3.3), we can express recursively the elements fij
via the elements Fkl starting with j = 1 and then increasing the second index j. 
3.3. Frobenius algebras. In this section, we recall some simple facts from commutative
algebra. We use the word algebra for an associative unital algebra over C.
Let A be a commutative algebra. The algebra A considered as an A-module is called the
regular representation of A. The dual space A∗ is naturally an A-module, which is called
the coregular representation.
Clearly, the image of A in End(A) for the regular representation is a maximal commutative
subalgebra. If A is finite-dimensional, then the image of A in End(A∗) for the coregular
representation is a maximal commutative subalgebra as well.
If M is an A-module and v ∈ M is an eigenvector of the A-action on M with eigenvalue
ξv ∈ A
∗, that is, av = ξv(a)v for any a ∈ A, then ξv is a character of A, that is, ξv(ab) =
ξv(a)ξv(b).
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If an element v ∈ A∗ is an eigenvector of the coregular action of A, then v is proportional
to the character ξv. Moreover, each character ξ ∈ A
∗ is an eigenvector of the coregular action
of A and the corresponding eigenvalue equals ξ.
A nonzero element ξ ∈ A∗ is proportional to a character if and only if ker ξ ⊂ A is an
ideal. Clearly, A/ ker ξ ≃ C. On the other hand, if m ⊂ A is an ideal such that A/m ≃ C,
then m is a maximal proper ideal and m = ker ζ for some character ζ .
A commutative algebra A is called local if it has a unique ideal m such that A/m ≃ C. In
other words, a commutative algebra A is local if it has a unique character. Any proper ideal
of the local finite-dimensional algebra A is contained in the ideal m.
It is known that any finite-dimensional commutative algebra A is isomorphic to a direct
sum of local algebras, and the local summands are in bijection with characters of A.
Let A be a commutative algebra. A bilinear form ( , ) : A ⊗ A → C is called invariant if
(ab, c) = (a, bc) for all a, b, c ∈ A.
A finite-dimensional commutative algebra A which admits an invariant nondegenerate
symmetric bilinear form ( , ) : A⊗ A→ C is called a Frobenius algebra. It is easy to see that
distinct local summands of a Frobenius algebra are orthogonal.
The following properties of Frobenius algebras will be useful.
Lemma 3.5. A finite direct sum of Frobenius algebras is a Frobenius algebra.
Proof. Fix invariant nondegenerate symmetric bilinear forms on the summands and define
a bilinear form on the direct sum to be the direct sum of the forms of the summands. The
obtained form is clearly nondegenerate, symmetric and invariant. 
Let A be a Frobenius algebra. Let I ⊂ A be a subspace. Denote by I⊥ ⊂ A the orthogonal
complement to I. Then dim I + dim I⊥ = dimA, and the subspace I is an ideal if and only
if I⊥ is an ideal.
Let A0 be a local Frobenius algebra with maximal ideal m ⊂ A0. Then m
⊥ is a one-dimen-
sional ideal. Let m⊥ ∈ m⊥ be an element such that (1, m⊥) = 1.
Lemma 3.6. Any nonzero ideal I ⊂ A0 contains m
⊥.
Proof. Let I ⊂ A0 be a nonzero ideal. Then I
⊥ is also an ideal and I⊥ 6= A0. Therefore,
I⊥ ⊂ m and m⊥ ⊂ I. 
For a subset I ⊂ A define its annihilator as Ann I = {a ∈ A, | aI = 0}. The annihilator
Ann I is an ideal.
Lemma 3.7. Let A be a Frobenius algebra and I ⊂ A an ideal. Then Ann I = I⊥. In
particular, dim I + dim Ann I = dimA.
Proof. Since every ideal in a finite-dimensional commutative algebra is a direct sum of ideals
in its local summands, it is sufficient to prove the lemma for the case of a local Frobenius
algebra.
Let A be local. If a ∈ I and b ∈ Ann I, then (a, b) = (ab, 1) = 0. Therefore, Ann I ⊂ I⊥.
If b ∈ I⊥, then bI ⊂ I⊥ is an ideal. If bI 6= 0, then it contains m⊥, see Lemma 3.6, and
there exists a ∈ I such that ab = m⊥. Hence, 0 = (a, b) = (1, ab) = (1, m⊥) = 1, which is a
contradiction. Therefore, bI = 0 and I⊥ ⊂ Ann I. 
For any ideal I ⊂ A, the regular action of A on itself induces an action of A/I on Ann I.
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Lemma 3.8. The A/I-module Ann I is isomorphic to the coregular representation of A/I.
In particular, the image of A/I in End(Ann I) is a maximal commutative subalgebra.
Proof. The form ( , ) gives a natural isomorphism of the ideal Ann I and the dual space
(A/I)∗, which identifies the action of A/I on Ann I with the coregular action of A/I on
(A/I)∗. 
Let P1, . . . , Pm be polynomials in variables x1, . . . , xm. Denote by I the ideal in C[x1, . . . , xm]
generated by P1, . . . , Pm.
Lemma 3.9. If the algebra C[x1, . . . , xm]/I is nonzero and finite-dimensional, then it is a
Frobenius algebra.
Proof. For F,G ∈ C[x1, . . . , xm], define the residue form
Res(F,G) =
1
(2πi)m
∫
Γ
FG dx1 ∧ · · · ∧ dxm∏m
s=1 Ps(x1, . . . , xm)
,
where Γ = {(x1, . . . , xm) | |Ps(x1, . . . , xm)| = ε} is the real m-cycle oriented by the condition
d argP1(x1, . . . , xm) ∧ · · · ∧ d argPm(x1, . . . , xm) > 0
and ε is a small positive real number. The residue form Res descends to a nondegenerate
bilinear form on C[x1, . . . , xm]/I, see [GH]. 
The last lemma has the following generalization. Let CT (x1, . . . , xm) be the algebra of
rational functions in x1, . . . , xm, regular at points of a nonempty set T ⊂ C
m. Denote by IT
the ideal in CT (x1, . . . , xm) generated by P1, . . . , Pm.
Lemma 3.10. If the algebra CT (x1, . . . , xm)/IT is nonzero and finite-dimensional, then it
is a Frobenius algebra. 
3.4. Wronski map. Let X be a point of Gr(N, d). The Wronskian of a basis of the subspace
X does not depend on the choice of the basis up to multiplication by a nonzero number. We
call the monic polynomial representing the Wronskian the Wronskian of X and denote it by
WrX(u).
Fix a partition λ and denote n = |λ|. The partition λ¯ is given by (3.1). If X ∈ Ωλ¯(∞),
then degWrX(u) = n.
Define the Wronski map
Wrλ : Ωλ¯(∞)→ C
n,
by sending X ∈ Ωλ¯(∞) to a = (a1, . . . , an), if WrX(u) = u
n +
∑n
s=1(−1)
sasu
n−s.
For a ∈ Cn, let IOλ,a be the ideal in Oλ generated by the elements Σs − as, s = 1, . . . , n,
where Σ1, . . . , Σn are defined by (3.4). Let
(3.9) Oλ,a = Oλ/I
O
λ,a
be the quotient algebra. The algebra Oλ,a is the scheme-theoretic fiber of the Wronski map.
We call it the algebra of functions on the preimage Wr−1λ (a).
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Lemma 3.11. The algebra Oλ,a is a finite-dimensional Frobenius algebra and dimC Oλ,a
does not depend on a.
Proof. It is easy to show that the set Wr−1λ (a) is finite. This implies that Oλ,a is finite-
dimensional and the fact that Oλ,a is a direct sum of local algebras, see for example [HP].
The dimension of Oλ,a is the degree of the Wronski map and the local summands correspond
to the points of the set Wr−1λ (a).
The algebra Oλ,a is Frobenius by Lemma 3.9. 
Remark. Let OSλ ⊂ Oλ be the subalgebra generated by Σ1, . . . , Σn. Since these elements
are homogeneous, the subalgebra OSλ is graded. Using the grading and Lemmas 3.11, 2.2, it
is easy to see that Oλ is a free O
S
λ-module of rank dim(V
⊗n)singλ .
4. Functions on intersection of Schubert cells
4.1. Functions on ΩΛ,λ¯,b. For b ∈ C, consider the complete flag
F(b) =
{
0 ⊂ (u− b)d−1C1[u] ⊂ (u− b)
d−2
C2[u] ⊂ · · · ⊂ Cd[u]
}
.
We denote the Schubert cell Ωµ
(
F(b)
)
corresponding to the flag F(b) and a partition µ with
at most N parts by Ωµ(b).
Let Λ = (λ(1), . . . ,λ(k)) be a sequence of partitions with at most N parts such that∑k
s=1 |λ
(s)| = n. Denote ns = |λ
(s)|. Let b = (b1, . . . , bk) be a sequence of distinct complex
numbers.
Denote by ΩΛ,λ¯,b the intersection of the Schubert cells:
(4.1) ΩΛ,λ¯,b = Ωλ¯(∞) ∩
k⋂
s=1
Ωλ(s)(bs) ,
where the cell Ωλ¯(∞) is defined in Section 3.1. Recall that a subspace X ⊂ Cd[u] is a point
of Ωλ¯(∞) if and only if for every i = 1, . . . , N , it contains a monic polynomial of degree
di. Similarly, the subspace X is a point of Ωλ(s)(bs) if and only if for every i = 1, . . . , N , it
contains a polynomial with a root at bs of order λ
(s)
i +N − i.
Given an N -dimensional space of polynomials X ⊂ C[u], denote by DX the monic scalar
differential operator of order N with kernel X . The operator DX is a Fuchsian differential
operator. If X ∈ Ωλ¯(∞), then DX equals the operator D
O
λ , see (3.5), computed at X .
Lemma 4.1. A subspace X ⊂ Cd[u] is a point of ΩΛ,λ¯,b if and only if the singular points of
the operator DX are at b1, . . . , bk and ∞ only, the exponents at bs, s = 1, . . . , k, being equal
to λ
(s)
N , λ
(s)
N−1 + 1, . . . , λ
(s)
1 +N − 1, and the exponents at ∞ being equal to 1−N − λ1, 2−
N − λ2, . . . ,−λN . 
Lemma 4.2. Let a = (a1, . . . , an), b = (b1, . . . , bk), and n1, . . . , nk be related as in (2.6).
Then ΩΛ,λ¯,b ⊂Wr
−1
λ (a). In particular, the set ΩΛ,λ¯,b is finite. 
Let Qλ be the field of fractions of Oλ , and QΛ,λ,b ⊂ Qλ the subring of elements regular
at all points of ΩΛ,λ¯,b.
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Consider the N ×N matrices M1, . . . ,Mk with entries in Oλ ,
(Ms)ij =
1
(λ
(s)
j +N − j)!
(( d
du
)λ(s)j +N−j
fi(u)
)∣∣∣∣
u=bs
.
The values of M1, . . . ,Mk at any point of ΩΛ,λ¯,b are matrices invertible over C. Therefore,
the inverse matrices M−11 , . . . ,M
−1
k exist as matrices with entries in QΛ,λ,b.
Introduce the elements gijs ∈ QΛ,λ,b , i = 1, . . . , N , j = 0, . . . , d1, s = 1, . . . , k, by the rule
(4.2)
d1∑
j=0
gijs (u− bs)
j =
N∑
m=1
(M−1s )im fm(u) .
Clearly, g
i,λ
(s)
j +N−j,s
= δij for all i, j = 1, . . . , N , and s = 1, . . . , k.
For each s = 1, . . . , k, let JQ,s
Λ,λ,b be the ideal in QΛ,λ,b generated by the elements gijs,
i = 1, . . . , N , j = 0, 1, . . . , λ
(s)
i +N − i− 1, and J
Q
Λ,λ,b =
∑k
s=1 J
Q,s
Λ,λ,b. Note that the number
of generators of the ideal JQ
Λ,λ,b equals n.
The quotient algebra
(4.3) OΛ,λ,b = QΛ,λ,b/J
Q
Λ,λ,b
is the scheme-theoretic intersection of the Schubert cells. We call it the algebra of functions
on ΩΛ,λ¯,b .
Lemma 4.3. The algebra OΛ,λ,b is a Frobenius algebra.
Proof. The lemma follows from Lemma 3.9. 
It is known from Schubert calculus that
(4.4) dimOΛ,λ,b = dim(⊗
k
s=1Lλ(s))
sing
λ ,
for example, see [Fu].
4.2. Algebra OΛ,λ,b as quotient of Oλ. Consider the differential operator
(4.5) D˜Oλ = Wr(f1, . . . , fN)D
O
λ = rdet


f1(u) f
′
1(u) . . . f
(N)
1 (u)
f2(u) f
′
2(u) . . . f
(N)
2 (u)
. . . . . . . . . . . .
1 ∂ . . . ∂N

 .
It is a differential operator in variable u whose coefficients are polynomials in u with coeffi-
cients in Oλ,
(4.6) D˜Oλ =
N∑
i=0
Gi(u) ∂
N−i .
Clearly, if n− i < 0, then Gi(u) = 0, otherwise degGi = n− i and
Gi(u) = Wr(f1(u), . . . , fN(u))Fi(u),
where i = 0, . . . , N , and F0(u) = 1.
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Introduce the elements Gijs ∈ Oλ , i = 0, . . . , N , j = 0, 1, . . . , n − i, s = 1, . . . , k, by the
rule
(4.7) Gi(u) =
n−i∑
j=0
Gijs (u− bs)
j .
We set Gijs = 0 if j < 0 or j > n− i.
Define the indicial polynomial χOs (α) at bs by the formula
χOs (α) =
N∑
i=0
Gi,ns−i,s
N−i−1∏
j=0
(α− j) .
It is a polynomial of degree N in variable α with coefficients in Oλ.
Lemma 4.4. For a complex number r, the element χOs (r) is invertible in QΛ,λ,b provided
r 6= λ
(s)
j +N − j for all j = 1, . . . , N .
Proof. An element of QΛ,λ,b is invertible if and only if its value at any point of ΩΛ,λ¯,b is
nonzero. Now the claim follows from Lemmas 4.1 and 4.2. 
For each s = 1, . . . , k, let IQ,s
Λ,λ,b be the ideal in QΛ,λ,b generated by the elements Gijs,
i = 0, . . . , N , j = 0, 1, . . . , ns − i− 1, and the coefficients of the polynomials
(4.8) χOs (α) −
k∏
r=1
r 6=s
(bs − br)
nr
N∏
l=1
(α− λ
(s)
l −N + l) , s = 1, . . . , k .
Denote IQ
Λ,λ,b =
∑k
s=1 I
Q,s
Λ,λ,b .
Lemma 4.5. For any s = 1, . . . , k, the ideals IQ,s
Λ,λ,b and J
Q,s
Λ,λ,b coincide.
Proof. Consider the differential operator D˜Oλ , given by (4.5). We have
(4.9) D˜Oλ =
N∑
i=0
n−i∑
j=0
Gijs (u− bs)
j ∂N−i ,
see (3.6), (4.7), and
(4.10) D˜Oλ = detMs · rdet


g1s(u) g
′
1s(u) . . . g
(N)
1s (u)
g2s(u) g
′
2s(u) . . . g
(N)
2s (u)
. . . . . . . . . . . .
1 ∂ . . . ∂N

 ,
where gis(u) =
∑d1
j=0 gijs (u − bs)
j , see (3.5), (4.2). Formulae (4.9) and (4.10) imply that
IQ,s
Λ,λ,b ⊂ J
Q,s
Λ,λ,b .
To get the opposite inclusion, JQ,s
Λ,λ,b ⊂ I
Q,s
Λ,λ,b , write D˜
O
λ gis(u) =
∑n−N
j=0 qijs (u − bs)
j .
Then
(4.11) qi,ns−N+r,s =
d1∑
j=0
N∑
l=0
gijsGl,ns+r−j−l,s
N−l−1∏
m=0
(j −m) ,
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where it is assumed that the elements gijs and Gl,ns+r−j−l,s equal zero if their subscripts are
out of range of definition. Observe that the terms with j = r in the right-hand side of (4.11)
sum up to χOs (r) girs, and the terms with j > r belong to the ideal I
Q,s
Λ,λ,b.
We have D˜Oλ gis(u) = 0, so that qi,ns−N+r,s = 0. Using Lemma 4.4 and taking into
account that g
i,λ
(s)
l
+N−l,s
= 0 for l > r, we can show recursively that the elements girs with
r < λ
(s)
i +N − i belong to I
Q,s
Λ,λ,b , starting with r = 0 and then increasing the second index
r. Therefore, JQ,s
Λ,λ,b ⊂ I
Q,s
Λ,λ,b . 
Let IO
Λ,λ,b be the ideal in Oλ generated by the elements Gijs, i = 0, . . . , N , s = 1, . . . , k,
j = 0, 1, . . . , ns − i− 1, and the coefficients of polynomials (4.8).
Proposition 4.6. The algebra OΛ,λ,b is isomorphic to the quotient algebra Oλ/I
O
Λ,λ,b .
Proof. By Lemma 4.5, the ideals IQ
Λ,λ,b and J
Q
Λ,λ,b coincide, so the algebra OΛ,λ,b is isomor-
phic to the quotient algebra QΛ,λ,b/I
Q
Λ,λ,b . By Lemma 4.1, the algebraic set defined by the
ideal IO
Λ,λ,b equals ΩΛ,λ¯,b . The set ΩΛ,λ¯,b is finite by Lemma 4.2. Therefore, the quotient
algebras QΛ,λ,b/I
Q
Λ,λ,b and Oλ/I
O
Λ,λ,b are isomorphic. 
4.3. Algebra OΛ,λ,b as quotient of Oλ,a. Recall that Oλ,a = Oλ/I
O
λ,a is the algebra of
functions on Wr−1λ (a), see (3.9). For an element F ∈ Oλ, we denote by F¯ the projection of
F to the quotient algebra Oλ,a.
Lemma 4.7. The elements G¯ijs, i = 1, . . . , N , s = 1, . . . , k, j = 0, 1, . . . , ns − i − 1, are
nilpotent.
Proof. The values of these elements on every element X ∈ Wr−1(a) are clearly zero. The
lemma follows. 
Define the indicial polynomial χ¯Os (α) at bs by the formula
χ¯Os (α) =
N∑
i=0
G¯i,ns−i,s
N−i−1∏
j=0
(α− j) .
Let I¯O
Λ,λ,b be the ideal in Oλ,a generated by the elements G¯ijs, i = 1, . . . , N , s = 1, . . . , k,
j = 0, 1, . . . , ns − i− 1, and the coefficients of the polynomials
χ¯Os (α) −
k∏
r=1
r 6=s
(bs − br)
nr
N∏
l=1
(α− λ
(s)
l −N + l) , s = 1, . . . , k .
Proposition 4.8. The algebra OΛ,λ,b is isomorphic to the quotient algebra Oλ,a/I¯
O
Λ,λ,b.
Proof. The elements G0js, j = 0, . . . , ns − 1, s = 1, . . . , k, generate the ideal I
O
λ,a in Oλ .
Moreover, the projection of the ideal IO
Λ,λ,b ⊂ Oλ to Oλ,a equals I¯
O
Λ,λ,b . Hence, the propo-
sition follows from Proposition 4.6. 
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Example. Let N = 2, n = 3, d > 4, λ = (2, 1), a = (0, 0, 0). Then k = 1, b = (b1) with
b1 = 0, and n1 = 3, and we have
f1(u) = u
3 + f11u
2 + f13 , f2(u) = u+ f21 ,
Wr(f1(u), f2(u)) = −2u
3 − (f11 + 3f21)u
2 − 2f11f21u+ f13 ,
Oλ,a = C[f11, f13, f21]
/
〈(f11 + 3f21), 2f11f21, f13〉 ,
so the algebra Oλ,a equals C1 + Cf¯11 with f¯
2
11 = 0.
If Λ = (λ(1)) with λ(1) = (2, 1), then the ideal I¯O
Λ,λ,b is generated by the element f¯11 and
dimOλ,a/I¯
O
Λ,λ,b = 1.
If Λ = (λ(1)) with λ(1) = (3, 0), then the ideal I¯O
Λ,λ,b is generated by the elements 3 and
f¯11, and dimOλ,a/I¯
O
Λ,λ,b = 0.
Recall that the ideal Ann(I¯O
Λ,λ,b) ⊂ Oλ,a is naturally an OΛ,λ,b-module.
Corollary 4.9. The OΛ,λ,b-module Ann(I¯
O
Λ,λ,b) is isomorphic to the coregular representation
of OΛ,λ,b on the dual space (OΛ,λ,b)
∗.
Proof. The statement follows from Lemmas 4.3 and 3.8. 
5. Three isomorphisms
5.1. Case of generic a. Fix natural numbers n and d > N , and a partition λ = (λ1, . . . , λN)
such that |λ| = n and λ1 6 d−N . Define the partition λ¯ by formula (3.1).
Recall that given an N -dimensional space of polynomials X ⊂ C[u], we denote by DX the
monic scalar differential operator of order N with kernel X .
Let M be a glN [t]-module M and v an eigenvector of the Bethe algebra B ⊂ U(glN [t])
acting on M . Then for any coefficient Bi(u) of the universal differential operator D
B we
have Bi(u)v = hi(u)v, where hi(u) is a scalar series. We call the scalar differential operator
(5.1) DBv = ∂
N +
N∑
i=1
hi(u) ∂
N−i
the differential operator associated with v.
Lemma 5.1. There exist a Zariski open Sn-invariant subset Θ of C
n and a Zariski open
subset Ξ of Ωλ¯(∞) with the following properties.
(i) For any (b1, . . . , bn) ∈ Θ, all numbers b1, . . . , bn are distinct, and there exists a basis of(
⊗ns=1V (bs)
)sing
λ
such that every basis vector v is an eigenvector of the Bethe algebra
and DBv = DX for some X ∈ Ξ. Moreover, different basis vectors correspond to
different points of Ξ.
(ii) For any X ∈ Ξ , if b1, . . . , bn are all roots of the Wronskian WrX , then (b1, . . . , bn) ∈
Θ, and there exists a unique up to proportionality vector v ∈
(
⊗ns=1V (bs)
)sing
λ
such
that v is an eigenvector of the Bethe algebra and DBv = DX .
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Proof. The basis in part (i) is constructed by the Bethe ansatz method, see [MV2]. The
equality DBv = DX is proved in [MTV1]. The existence of an eigenvector v in part (ii) for
generic X ⊂ Ωλ¯, is proved in [MV1]. 
For generic a = (a1, . . . , an), the roots (b1, . . . , bn) of the polynomial
∑n
i=0 aix
i form a
point in Θ. Therefore, Lemma 5.1, in particular, asserts that for generic values of a ∈ Cn,
the algebras Bλ,a and Oλ,a are both isomorphic to the direct sum of dim(V
⊗n)singλ copies of
C.
The following corollary recovers a well-known fact.
Corollary 5.2. The degree of the Wronski map equals dim(V ⊗n)singλ . 
5.2. Isomorphism of algebras Oλ and Bλ. In this section we show that the Bethe algebra
Bλ, associated with the space Mλ = (V
S)singλ , see (2.12), is isomorphic to the algebra Oλ
of regular functions of the Schubert cell Ωλ¯(∞), and that under this isomorphism the Bλ-
module Mλ is isomorphic to the regular representation of Oλ.
Consider the map
τλ : Oλ→ Bλ , Fij 7→ Bˆij ,
where the elements Fij ∈ Oλ are defined by (3.7) and Bˆij ∈ Bλ are the images of the elements
Bij ∈ B, defined by (2.9).
Theorem 5.3. The map τλ is a well-defined isomorphism of graded algebras.
Proof. Let a polynomial R(Fij) in generators Fij be equal to zero in Oλ. Let us prove that the
corresponding polynomial R(Bˆij) is equal to zero in the Bλ. Indeed, R(Bˆij) is a polynomial
in z1, . . . , zn with values in End
(
(V ⊗n)singλ
)
. Let Θ be the set, introduced in Lemma 5.1,
and (b1, . . . , bn) ∈ Θ. Then by part (i) of Lemma 5.1, the value of the polynomial R(Bˆij) at
z1 = b1, . . . , zn = bn equals zero. Hence, the polynomial R(Bˆij) equals zero identically and
the map τλ is well-defined.
By Lemmas 3.2 and 2.15 the elements Fij and Bˆij are of the same degree. Therefore, the
map τλ is graded.
Let a polynomial R(Fij) in generators Fij be a nonzero element of Oλ. Then the value of
R(Fij) at a generic point X ∈ Ωλ¯(∞) is not equal to zero. Then by part (ii) of Lemma 5.1,
the polynomial R(Bˆij) is not identically equal to zero. Therefore, the map τλ is injective.
Since the elements Bˆij generate the algebra Bλ , the map τλ is surjective. 
The algebra C[z1, . . . , zn]
S is embedded into the algebra Bλ as the subalgebra of opera-
tors of multiplication by symmetric polynomials, see Lemmas 2.10 and formula (2.11). The
algebra C[z1, . . . , zn]
S is embedded into the algebra Oλ , the elementary symmetric polyno-
mials σ1(z), . . . , σn(z) being mapped to the elements Σ1, . . . , Σn, defined by (3.4). These
embeddings give the algebras Bλ and Oλ the structure of C[z1, . . . , zn]
S-modules.
Lemma 5.4. We have τλ(Σi) = σi(z) for all i = 1, . . . , n. In particular, the map τλ :
Oλ→ Bλ is an isomorphism of C[z1, . . . , zn]
S-modules.
Proof. The lemma follows from the fact that
(5.2) F1(u) = −
Wr′(f1(u), . . . , fN(u))
Wr(f1(u), . . . , fN(u))
,
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where ′ denotes the derivative with respect to u, and formula (2.10). 
Given a vector v ∈ Mλ, consider a linear map
µv : Oλ→Mλ , F 7→ τλ(F ) v .
Lemma 5.5. If v ∈Mλ is nonzero, then the map µv is injective.
Proof. The algebra Oλ is a free polynomial algebra containing the subalgebra C[z1, . . . , zn]
S.
By Lemma 3.11, the quotient algebra Oλ/C[z1, . . . , zn]
S is finite-dimensional. The kernel of
µv is an ideal in Bλ which has zero intersection with C[z1, . . . , zn]
S and, therefore, is the zero
ideal. 
By Lemmas 2.9 and 2.12, the space Mλ is a free graded C[z1, . . . , zn]
S-module. By
Lemma 2.13, the generators of this module can be identified with a basis in (Wn)
sing
λ . There-
fore, the graded character of Mλ is given by the formula
(5.3) ch(Mλ) =
ch
(
(Wn)
sing
λ
)
(q)n
.
This equality and part (iv) of Lemma 2.2 imply that the degree of any vector in Mλ is
at least
∑N
i=1(i − 1)λi and the homogeneous component of Mλ of degree
∑N
i=1(i − 1)λi is
one-dimensional.
Fix a nonzero vector v ∈Mλ of degree
∑N
i=1(i− 1)λi. Denote the map µv by µλ.
Theorem 5.6. The map µλ : Bλ → Mλ is an isomorphism of degree
∑N
i=1(i − 1)λi of
graded vector spaces. For any F,G ∈ Oλ, we have
(5.4) µλ(FG) = τλ(F )µλ(G) .
In other words, the maps τλ and µλ give an isomorphism of the regular representation of
Oλ and the Bλ-module Mλ.
Proof. The map µλ is injective by Lemma 5.5. The map µλ shifts the degree by
∑N
i=1(i−1)λi.
Lemma 3.1, formula (5.3), and part (iv) of Lemma 2.2 imply that ch
(
µλ(Oλ)
)
= ch(Mλ).
Hence, the map µλ is surjective. Formula (5.4) follows from Theorem 5.3. 
5.3. Isomorphism of algebras Oλ,a and Bλ,a. Let a = (a1, . . . , aN) be a sequence of
complex numbers. Let distinct complex numbers b1, . . . , bk and integers n1, . . . , nk be given
by (2.6).
In this section we show that the Bethe algebra Bλ,a , associated with the space Mλ,a =
(⊗ks=1Wns(bs))
sing
λ , see (2.12), is isomorphic to the algebra Oλ,a of functions on the preimage
Wr−1λ (a). We also show that under this isomorphism the Bλ,a-module Mλ,a is isomorphic
to the regular representation of Oλ,a.
Let IBλ,a ⊂ Bλ be the ideal generated by the elements σi(z) − ai, i = 1, . . . , n. Consider
the subspace IMλ,a = I
B
λ,aMλ = I
V
a ∩Mλ, where I
V
a is given by (2.5). Recall the ideal I
O
λ,a
defined in Section 3.4.
Lemma 5.7. We have
τλ(I
O
λ,a) = I
B
λ,a , µλ(I
O
λ,a) = I
M
λ,a , Bλ,a = Bλ/I
B
λ,a , Mλ,a =Mλ/I
M
λ,a .
22 E.MUKHIN, V.TARASOV, AND A.VARCHENKO
Proof. The lemma follows from Theorems 5.3, 5.6 and Lemmas 5.4, 2.13. 
By Lemma 5.7, the maps τλ and µλ induce the maps
(5.5) τλ,a : Oλ,a→ Bλ,a , µλ,a : Oλ,a→Mλ,a .
Theorem 5.8. The map τλ,a is an isomorphism of algebras. The map µλ,a is an isomor-
phism of vector spaces. For any F,G ∈ Oλ,a, we have
µλ,a(FG) = τλ,a(F )µλ,a(G) .
In other words, the maps τλ,a and µλ,a give an isomorphism of the regular representation
of Oλ,a and the Bλ,a-module Mλ,a.
Proof. The theorem follows from Theorems 5.3, 5.6 and Lemma 5.7. 
Remark. By Lemma 3.11, the algebra Oλ,a is Frobenius. Therefore, its regular and coreg-
ular representations are isomorphic.
5.4. Isomorphism of algebras OΛ,λ,b and BΛ,λ,b. Let Λ = (λ
(1), . . . ,λ(k)) be a sequence
of partitions with at most N parts such that |λ(s)| = ns for all s = 1, . . . , k.
In this section we show that the Bethe algebra BΛ,λ,b , associated with the spaceMΛ,λ,b =
(⊗ks=1Lλ(s)(bs))
sing
λ , see (2.12), is isomorphic to the algebra OΛ,λ,b, and that under this iso-
morphism the BΛ,λ,b-module MΛ,λ,b is isomorphic to the coregular representation of the
algebra OΛ,λ,b .
We begin with a simple observation. Let A be an associative unital algebra, and let L,M
be A-modules such that L is isomorphic to a subquotient of M . Denote by AL and AM the
images of A in End(L) and End(M), respectively, and by πL : A → AL, πM : A → AM the
corresponding epimorphisms. Then, there exists a unique epimorphism πML : AM → AL
such that πL = πML ◦ πM .
Applying this observation to the Bethe algebra B and B-modules Mλ , Mλ,a , MΛ,λ,b ,
we get a chain of epimorphisms B → Bλ→ Bλ,a→ BΛ,λ,b . In particular, smaller spaces are
naturally modules over Bethe algebras associated to bigger spaces.
Let Ci(u), i = 1, . . . , N , be the Laurent series in u
−1 obtained by projecting each coeffi-
cient of the series Bi(u)
∏n
s=1(u− zs) to Bλ.
Lemma 5.9. The series Ci(u), i = 1, . . . , N , i 6 n, are polynomials in u of degree n − i.
For i = n + 1, n+ 2, . . . , N , the series Ci(u) is zero.
Proof. Lemma 5.9 follows from Theorem 2.1 in [MTV3]. Alternatively, Lemma 5.9 follows
from the formula Ci(u) = τλ
(
Gi(u)
)
. 
Let C¯i(u), i = 1, . . . , N , be the polynomial obtained by projecting each coefficient of the
polynomial Ci(u) to Bλ,a.
Introduce the elements C¯ijs ∈ Bλ,a for i = 1, . . . , N , j = 0, 1, . . . , n − i, s = 1, . . . , k, by
the rule
n−i∑
j=0
C¯ijs (u− bs)
j = C¯i(u) .
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In addition, let C¯0js , j = 0, . . . , n, s = 1, . . . , k, be the numbers such that
n∑
j=0
C¯0js (u− bs)
j =
k∏
r=1
(u− br)
nr .
Lemma 5.10. The elements C¯ijs, i = 1, . . . , N , s = 1, . . . , k, j = 0, 1, . . . , ns − i − 1, are
nilpotent.
Proof. We clearly have τλ,aG¯ijs = C¯ijs. Lemma 5.10 follows from Lemma 4.7. 
Define the indicial polynomial χ¯Bs (α) at bs by the formula
χ¯Bs (α) =
N∑
i=0
C¯i,ns−i,s
N−i−1∏
j=0
(α− j) .
It is a polynomial of degree N in variable α with coefficients in Bλ,a.
Let I¯B
Λ,λ,b be the ideal in Bλ,a generated by the elements C¯ijs, i = 1, . . . , N , s = 1, . . . , k,
j = 0, 1, . . . , ns − i− 1, and the coefficients of the polynomials
(5.6) χ¯Bs (α) −
k∏
r=1
r 6=s
(bs − br)
nr
N∏
l=1
(α− λ
(s)
l −N + l) , s = 1, . . . , k .
Lemma 5.11. The ideal I¯B
Λ,λ,b belongs to the kernel of the projection Bλ,a→ BΛ,λ,b .
Proof. Set C¯0(u) =
∏k
s=1 (u − bs)
ns. A straightforward calculation shows that the action
of the polynomial
∑N
i=0 C¯i(bs)
∏N−i−1
j=0 (α − j) on Mλ,a ⊂ ⊗
k
r=1Lλ(r)(br) coincides with the
action of the operator
k∏
r=1
r 6=s
(bs − br)
nr
(
1⊗(s−1) ⊗ Z(α−N + 1)⊗ 1⊗(k−s)
)
,
cf. [MTV2]. The lemma follows from Theorem 2.1 and formula (2.3). 
Hence, the projection Bλ,a→ BΛ,λ,b descends to an epimorphism
(5.7) πΛ,λ,b : Bλ,a/I¯
B
Λ,λ,b → BΛ,λ,b ,
which makes MΛ,λ,b into a Bλ,a/I¯
B
Λ,λ,b-module.
Denote ker (I¯B
Λ,λ,b) = {v ∈Mλ,a | I¯
B
Λ,λ,bv = 0} . Clearly, ker (I¯
B
Λ,λ,b) is a Bλ,a-submodule
of Mλ,a.
Proposition 5.12. The Bλ,a/I¯
B
Λ,λ,b-modules ker (I¯
B
Λ,λ,b) and MΛ,λ,b are isomorphic.
The proposition is proved in Section 5.5.
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Let I¯O
Λ,λ,b ⊂ Oλ,a be the ideal defined in Section 4.3. Clearly, the map τλ,a : Oλ,a→ Bλ,a
sends I¯O
Λ,λ,b to I¯
B
Λ,λ,b. By Lemma 4.8, the maps τλ,a and πΛ,λ,b induce the homomorphism
τΛ,λ,b : OΛ,λ,b → BΛ,λ,b .
By Theorem 5.8, the map µλ,a : Oλ,a →Mλ,a sends Ann(I¯
O
Λ,λ,b) ⊂ Oλ,a to ker (I¯
B
Λ,λ,b) .
The vector spaces Ann(I¯O
Λ,λ,b) and (OΛ,λ,b)
∗ are isomorphic by Corollary 4.9. Hence, Propo-
sition 5.12 yields that the map µλ,a induces a bijective linear map
µΛ,λ,b : (OΛ,λ,b)
∗ → MΛ,λ,b .
For any F ∈ OΛ,λ,b, denote by F
∗ ∈ End
(
(OΛ,λ,b)
∗
)
the operator, dual to the operator of
multiplication by F on OΛ,λ,b.
Theorem 5.13. The map τΛ,λ,b is an isomorphism of algebras. For any F ∈ Oλ,a and
G ∈ (OΛ,λ,b) , we have
µΛ,λ,b(F
∗G) = τΛ,λ,b(F )µΛ,λ,b(G) .
In other words, the maps τΛ,λ,b and µΛ,λ,b give an isomorphism of the coregular represen-
tation of OΛ,λ,b on the dual space (OΛ,λ,b)
∗ and the BΛ,λ,b-module MΛ,λ,b.
Proof. By Lemma 4.8, the isomorphism τλ,a : Oλ,a→ Bλ,a induces the isomorphism
τΛ,λ,b : OΛ,λ,b → Bλ,a/I¯
B
Λ,λ,b .
so the maps τΛ,λ,b and µλ,a give an isomorphism of the OΛ,λ,b-module Ann(I¯
O
Λ,λ,b) and the
Bλ,a/I¯
B
Λ,λ,b-module ker (I¯
B
Λ,λ,b), see Theorem 5.8.
By Lemma 3.8, the OΛ,λ,b-module Ann(I¯
O
Λ,λ,b) is isomorphic to the coregular represen-
tation of OΛ,λ,b on the dual space (OΛ,λ,b)
∗. In particular, it is faithful. Therefore, the
Bλ,a/I¯
B
Λ,λ,b-module ker (I¯
B
Λ,λ,b) is faithful. By Proposition 5.12, the Bλ,a/I¯
B
Λ,λ,b-module
Mλ,λ,b , isomorphic to ker (I¯
B
Λ,λ,b), is faithful too, which implies that the map πΛ,λ,b :
Bλ,a/I¯
B
Λ,λ,b→ BΛ,λ,b is an isomorphism of algebras. The theorem follows. 
Remark. By Lemma 4.3, the algebra OΛ,λ,b is Frobenius. Therefore, its coregular and
regular representations are isomorphic.
5.5. Proof of Proposition 5.12. We begin the proof with an elementary auxiliary lemma.
Let M be a finite-dimensional vector space, U ⊂M a subspace, and E ∈ End(M).
Lemma 5.14. Let EM ⊂ U , and the restriction of E to U is invertible in End(U). Then
EU = U and M = U ⊕ kerE. 
Let Wm be the glN [t]-module defined in Section 2.3, and µ a partition with at most N
parts such that |µ| = m. Recall that Wm is a graded vector space, and the grading of Wm
is defined in Lemma 2.2.
Given a homogeneous vector w ∈ (Wm)
sing
µ , let Lw(b) be the glN [t]-submodule of Wm(b)
generated by the vector v. The space Lw(b) is graded. Denote by L
=
w(b) and L
>
w(b) the
subspaces of Lw(b) spanned by homogeneous vectors of degree degw and of degree strictly
greater than degw, respectively. The subspace L=w(b) is a glN -submodule of Lw(b) isomorphic
to the irreducible glN -module Lµ. The subspace L
>
w(b) is a glN [t]-submodule of Lw(b), and
the glN [t]-module Lw(b)/L
>
w(b) is isomorphic to the evaluation module Lµ(b). If v has the
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largest degree among vectors in (Wm)
sing
µ , then L
>
w(b), considered as a glN -module, does not
contain Lµ.
For any s = 1, . . . , k, pick up a homogeneous vector ws ∈ (Wns)
sing
λ(s)
of the largest possible
degree. Let Lw(b) be the glN [t]-submodule of ⊗
k
s=1Wns(bs) generated by the vector ⊗
k
s=1ws.
Denote by L=w(b) and L
>
w(b) the following subspaces of Lw(b):
L=w(b) = ⊗
k
s=1L
=
ws
(bs) ,
L>w(b) =
k∑
s=1
Lw1(b1)⊗ · · · ⊗ L
>
ws
(bs)⊗ · · · ⊗ Lwk(bk) .
The subspace L>w(b) is a glN [t]-submodule of Lw(b), and the glN [t]-module Lw(b)/L
>
w(b) is
isomorphic to the tensor product of evaluation modules ⊗ks=1Lλ(s)(bs).
The space ⊗ks=1Wns has the second glN [t]-module structure, denoted gr
(
⊗ks=1Wns(bs)
)
,
which was introduced at the end of Section 2.3. The subspace Lw(b) is a glN [t]-submodule
of gr
(
⊗ks=1Wns(bs)
)
, isomorphic to a direct sum of irreducible glN [t]-modules of the form
⊗ks=1Lµ(s)(bs), where |µ
(s)| = ns, s = 1, . . . , k, see Lemmas 2.5 and 2.6, and (µ
(1), . . . ,µ(k)) 6=
(λ(1), . . . ,λ(k)) for any term of the sum.
The subspace Mλ,a = (⊗
k
s=1Wns(bs))
sing
λ is invariant under the action of the Bethe alge-
bra B ⊂ U(glN [t]). This makes it into a B-module, which we call the standard B-module
structure on Mλ,a. The B-module Mλ,a contains the submodules M
w
Λ,λ,b = (Lw(b))
sing
λ
and Mw,>
Λ,λ,b = (L
>
w(b))
sing
λ , and the subspace M
w,=
Λ,λ,b = (L
=
w(b))
sing
λ . As vector spaces,
Mw
Λ,λ,b =M
w,=
Λ,λ,b ⊕M
w,>
Λ,λ,b . The B-modules M
w
Λ,λ,b/M
w,>
Λ,λ,b and MΛ,λ,b are isomorphic.
The spaceMλ,a has another B-module structure, inherited from the glN [t]-module struc-
ture of gr
(
⊗ks=1Wns(bs)
)
. We denote the new structure grMλ,a . The subspaces M
w
Λ,λ,b ,
Mw,=
Λ,λ,b , M
w,>
Λ,λ,b are B-submodules of the B-module grMλ,a . The submodule M
w,=
Λ,λ,b ⊂
grMλ,a is isomorphic to the B-module MΛ,λ,b , and the submodule M
w,>
Λ,λ,b ⊂ grMλ,a is
isomorphic to a direct sum of B-modules of the form MM,λ,b , where M = (µ
(1), . . . ,µ(k)),
|µ(s)| = ns, s = 1, . . . , k, and M 6= Λ for any term of the sum.
In the picture described above, we can regard all B-modules involved as Bλ,a-modules.
For any F ∈ Bλ,a, we denote by grF ∈ End(Mλ,a) the linear operator corresponding to
the action of F on grMλ,a . The map F 7→ grF is an algebra homomorphism.
Let complex numbers c1, . . . , ck, α1, . . . , αk be such that
k∑
s=1
cs
( N∏
i=1
(αs − µ
(s)
i −N + i)−
N∏
i=1
(αs − λ
(s)
i −N + i)
)
6= 0 ,
for any sequence of partitions (µ(1), . . . ,µ(k)) 6= (λ(1), . . . ,λ(k)) . Let
E =
k∑
s=1
cs
(
χ¯Bs (αs)−
k∏
r=1
r 6=s
(bs − br)
nr
N∏
i=1
(αs − λ
(s)
i −N + i)
)
∈ I¯B
Λ,λ,b ,
where χ¯Bs is the indicial polynomial (5.6). With respect to the standard B-module structure
on Mλ,a, we have EM
w
Λ,λ,b ⊂M
w,>
Λ,λ,b.
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Lemma 5.15. The restriction of E to Mw,>
Λ,λ,b is invertible in End(M
w,>
Λ,λ,b).
Proof. Lemma 5.11 implies that the projection of E to BΛ,λ,b equals zero, and the projection
of E to BM,λ,b with M 6= Λ is invertible. This means that the restriction of the operator
grE to Mw,>
Λ,λ,b is invertible in End(M
w,>
Λ,λ,b). Therefore, the restriction of E to M
w,>
Λ,λ,b is
invertible in End(Mw,>
Λ,λ,b). 
Denote kerw
Λ,λ,bE = kerE ∩ M
w
Λ,λ,b . By Lemma 5.14, the canonical projection
Mw
Λ,λ,b→M
w
Λ,λ,b/M
w,>
Λ,λ,b ≃MΛ,λ,b
induces an isomorphism kerw
Λ,λ,bE → MΛ,λ,b of vector spaces. Since the algebra Bλ,a is
commutative, the subspace kerw
Λ,λ,bE is a B-submodule, and the map ker
w
Λ,λ,bE →MΛ,λ,b
is an isomorphism of Bλ,a-modules.
Lemma 5.11 implies that elements of the ideal I¯B
Λ,λ,b act on MΛ,λ,b by zero. Hence, they
act by zero on kerw
Λ,λ,bE, that is, ker
w
Λ,λ,bE ⊂ ker (I
B
Λ,λ,b) . On the other hand, we have
dim ker(I¯B
Λ,λ,b) = dim Ann(I¯
O
Λ,λ,b) = dim OΛ,λ,b = dimMΛ,λ,b = dim ker
w
Λ,λ,bE ,
see Theorem 5.8, Corollary 4.9 and formula (4.4), which yields kerw
Λ,λ,bE = ker(I¯
B
Λ,λ,b) .
Proposition 5.12 is proved. 
Remark. Note that formula (4.4) is an important ingredient of the proof.
6. Applications
In this section we state some of the obtained results in a way, relatively independent from
the main part of the paper. For convenience, we recall some definitions and facts.
The Bethe algebra B is a commutative subalgebra of U(glN [t]), defined in Section 2.7. It
is generated by the elements Bij, i = 1, . . . , N , j ∈ Z>i, which are coefficients of the series
Bi(u), i = 1, . . . , N , see formulae (2.8), (2.9).
If M is a B-module and ξ : B → C a homomorphism, then the eigenspace of B-action on
M corresponding to ξ is defined as
⋂
B∈B ker(B|M − ξ(B)) and the generalized eigenspace
of B-action on M corresponding to ξ is defined as
⋂
B∈B
(⋃∞
m=1 ker(B|M − ξ(B))
m
)
.
6.1. Tensor products of irreducible modules. For a partition λ with at most N parts,
Lλ is the irreducible finite-dimensional glN -module of highest weight λ.
Let λ(1), . . . ,λ(k) be partitions with at most N parts, b1, . . . , bk distinct complex numbers.
We are interested in the action of the Bethe algebra B on the tensor product ⊗ks=1Lλ(s)(bs)
of evaluation glN [t]-modules.
Since B commutes with the subalgebra U(glN ) ⊂ U(glN [t]), the action of B preserves the
subspace of singular vectors (⊗ks=1Lλ(s)(bs))
sing as well as the weight subspaces of⊗ks=1Lλ(s)(bs).
The action of B on ⊗ks=1Lλ(s)(bs) is determined by the action of B on (⊗
k
s=1Lλ(s)(bs))
sing.
Denote Λ = (λ(1), . . . ,λ(k)). Given a partition λ with at most N parts such that |λ| =∑k
s=1 |λ
(s)| , let ∆Λ,λ,b be the set of all monic Fuchsian differential operators of order N ,
(6.1) D = ∂N +
N∑
i=1
hDi (u) ∂
N−i ,
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where ∂ = d/du, with the following properties.
a) The singular points of D are at b1, . . . , bk and ∞ only.
b) The exponents of D at bs , s = 1, . . . , k, are equal to λ
(s)
N , λ
(s)
N−1+1, . . . , λ
(s)
1 +N−1 .
c) The exponents of D at ∞ are equal to 1−N − λ1, 2−N − λ2, . . . ,−λN .
d) The operator D is monodromy free.
Equivalently, the last property can be replaced by
e) The kernel of the operator D consists of polynomials only.
A differential operator D belongs to the set ∆Λ,λ,b if and only if the kernel of D is a point
of the intersection of Schubert cells ΩΛ,λ¯,b , see Lemma 4.1.
Denote ns = |λ
(s)| , s = 1, . . . , k, and n =
∑k
s=1 ns .
Theorem 6.1. The action of the Bethe algebra B on (⊗ks=1Lλ(s)(bs))
sing has the following
properties.
(i) For every i = 1, . . . , N , i 6 n, the action of the series Bi(u) is given by the power
series expansion in u−1 of a rational function of the form Ai(u)
∏k
s=1(u − bs)
−ns,
where Ai(u) is a polynomial of degree n− i with coefficients in End
(
(⊗ks=1Lλ(s))
sing
)
.
For i = n+ 1, n+ 2, . . . , N , the series Bi(u) acts by zero.
(ii) The image of B in End
(
(⊗ks=1Lλ(s))
sing
)
is a maximal commutative subalgebra of
dimension dim(⊗ks=1Lλ(s))
sing.
(iii) Each eigenspace of the action of B is one-dimensional.
(iv) Each generalized eigenspace of the action of B is generated over B by one vector.
(v) The eigenspaces of the action of B on (⊗ks=1Lλ(s)(bs))
sing
λ are in a one-to-one corre-
spondence with differential operators from ∆Λ,λ,b . Moreover, if D is the differential
operator, corresponding to an eigenspace, then the coefficients of the series hDi (u) are
the eigenvalues of the action of the respective coefficients of the series Bi(u).
(vi) The eigenspaces of the action of B on (⊗ks=1Lλ(s)(bs))
sing
λ are in a one-to-one corre-
spondence with points of the intersection of Schubert cells ΩΛ,λ¯,b , given by (4.1).
Proof. The first property follows from Lemma 5.9. The other properties follow from Theo-
rem 5.13, Lemma 4.1, and standard facts about the coregular representations of Frobenius
algebras given in Section 3.3. 
The intersection of Schubert cells ΩΛ,λ¯,b is transversal if the scheme-theoretic intersection
OΛ,λ,b is a direct sum of one-dimensional algebras.
Corollary 6.2. The following statements are equivalent.
(i) The action of the Bethe algebra B on (⊗ks=1Lλ(s)(bs))
sing
λ is diagonalizable.
(ii) The set ∆Λ,λ,b consists of dim(⊗
k
s=1Lλ(s))
sing
λ distinct points.
(iii) The set ΩΛ,λ¯,b consists of dim(⊗
k
s=1Lλ(s))
sing
λ distinct points.
(iv) The intersection of Schubert cells ΩΛ,λ¯,b is transversal. 
We call a differential operator D ∈ ∆Λ,λ,b real if all h
D
i (u) are rational functions with real
coefficients. We call X ∈ ΩΛ,λ¯,b real if X has a basis consisting of polynomials with real
coefficients.
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Corollary 6.3. Let b1, . . . , bk be distinct real numbers.
(i) The set ∆Λ,λ,b consists of dim(⊗
k
s=1Lλ(s))
sing
λ distinct real points.
(ii) The intersection of Schubert cells ΩΛ,λ¯,b consists of dim(⊗
k
s=1Lλ(s))
sing
λ distinct real
points and is transversal.
Proof. Denote by BR and LRλ the real forms of the Bethe algebra B and the module Lλ,
respectively. The real vector space (⊗ks=1L
R
λ(s)
)singλ has a natural positive definite bilinear
form, which comes from the tensor product of the Shapovalov forms on the tensor factors.
If b1, . . . , bk are distinct real numbers, and B ∈ B
R, then B acts on (⊗ks=1L
R
λ(s)
(bs))
sing
λ as a
linear operator, symmetric with respect to that form, see [MTV1], [MTV2]. In particular B
is diagonalizable and all its eigenvalues are real. The corollary follows. 
For N = 2, this corollary is obtained in [EG].
6.2. Weyl modules. Let n1, . . . , nk be natural numbers and b1, . . . , bk distinct complex
numbers. Let ⊗ks=1Wns(bs) be the Weyl module associated to n, b defined in Section 2.3.
We are interested in the action of the Bethe algebra B on the Weyl module ⊗ks=1Wns(bs).
The action of B preserves the subspace of singular vectors (⊗ks=1Wns(bs))
sing as well as
the weight subspaces of ⊗ks=1Wns(bs). The action of B on ⊗
k
s=1Wns(bs) is determined by the
action of B on (⊗ks=1Wns(bs))
sing.
Recall that V denotes the irreducible glN -module of highest weight (1, 0, . . . , 0), which is
the vector representation of glN . Set n = n1 + · · ·+ nk.
Denote by ∆n,b the set of all monic differential operators D of order N with the following
properties.
a) The kernel of the operator D consists of polynomials only.
b) The first coefficient hD1 (u) of D, see (6.1), is equal to −
∑k
s=1 ns (u− bs)
−1.
If D ∈ ∆n,b, then D is a Fuchsian differential operator with singular points at b1, . . . , bk and
∞ only.
Denote by Wr−1n,b the set of all N -dimensional subspaces of C[u], admitting a basis p1(u),
. . . , pN(u) with the Wronskian Wr(p1(u), . . . , pN(u)) =
∏k
s=1(u − bs)
ns . A differential oper-
ator D belongs to the set ∆n,b if and only if the kernel of D belongs to the set Wr
−1
n,b.
Theorem 6.4. The action of the Bethe algebra B on (⊗ks=1Wns(bs))
sing has the following
properties.
(i) For every i = 1, . . . , N , i 6 n, the action of the series Bi(u) is given by the power
series expansion in u−1 of a rational function of the form Ai(u)
∏k
s=1(u − bs)
−ns,
where Ai(u) is a polynomial of degree n− i with coefficients in End
(
(⊗ks=1Wns)
sing
)
.
For i = n+ 1, n+ 2, . . . , N , the series Bi(u) acts by zero.
(ii) The image of B in End
(
(⊗ks=1Wns)
sing
)
is a maximal commutative subalgebra of
dimension dim(V ⊗n)sing.
(iii) Each eigenspace of the action of B is one-dimensional.
(iv) Each generalized eigenspace of the action of B is generated over B by one vector.
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(v) The eigenspaces of the action of B on (⊗ks=1Wns(bs))
sing are in a one-to-one corre-
spondence with differential operators from ∆n,b . Moreover, if D is the differential
operator, corresponding to an eigenspace, then the coefficients of the series hDi (u) are
the eigenvalues of the action of the respective coefficients of the series Bi(u).
(vi) The eigenspaces of the action of B on (⊗ks=1Wns(bs))
sing are in a one-to-one corre-
spondence with spaces of polynomials from Wr−1n,b.
Proof. The first property follows from Lemmas 2.13 and 5.9. The other properties follow from
Theorem 5.8, formulae (3.5) and (5.2), and standard facts about the regular representations
of Frobenius algebras given in Section 3.3. 
Corollary 6.5. The following three statements are equivalent.
(i) The action of the Bethe algebra B on (⊗ks=1Wns(bs))
sing is diagonalizable.
(ii) The set ∆n,b consists of dim(V
⊗n)sing distinct points.
(iii) The set Wr−1n,b consists of dim(V
⊗n)sing distinct points. 
Remark. It is easy to see that the set ∆n,b is a disjoint union of the sets ∆Λ,λ,b with
|λ(s)| = ns, s = 1, . . . , k. Similarly, the set Wr
−1
n,b is a disjoint union of the sets ΩΛ,λ¯,b with
|λ(s)| = ns, s = 1, . . . , k. Comparing items (ii), (iii) of Corollaries 6.5 and 6.2, one can see
that the sets ∆n,b and Wr
−1
n,b can have cardinality dim(V
⊗n) only if for each s = 1, . . . , k
the decomposition of the glN -module V
⊗ns into the direct sum of irreducible modules is
multiplicity free, that is, each of the numbers n1, . . . , nk equals 1 or 2.
6.3. Monodromy free Fuchsian differential operators. In this section we give a refor-
mulation of a part of Corollary 6.3.
Let µ(s) = (µ
(s)
1 , . . . , µ
(s)
N ), s = 0, . . . , k, be sequences of nonincreasing integers, µ
(s)
1 >
· · · > µ
(s)
N , and b = (b0, . . . , bk) a sequence of distinct points on the Riemann sphere. Set
M = (µ(0), . . . ,µ(k)).
Denote by ∆M,b the set of all monic Fuchsian differential operators of order N ,
(6.2) D = ∂N +
N∑
i=1
hDi (u) ∂
N−i ,
where ∂ = d/du, with the following properties.
a) The singular points of D are at b0, . . . , bk only.
b) The exponents of D at bs , s = 0, . . . , k, are equal to µ
(s)
N , µ
(s)
N−1+1, . . . , µ
(s)
1 +N−1 .
c) The operator D is monodromy free.
If D ∈ ∆M,b then the kernel of D consists of rational functions with poles at b0, . . . , bk only.
For a sequence µ = (µ1, . . . , µN) of nonincreasing integers, let Lµ be the irreducible finite-
dimensional glN -module of highest weight µ. Given a glN -module M , denote by M
glN the
subspace of glN -invariants in M . The subspace M
glN is the multiplicity space of the trivial
glN -module L(0,...,0) in M .
Theorem 6.6. Let b0, . . . , bk be distinct points on the Riemann sphere which lie on a circle
or on a line. Then the set ∆M,b consists of dim(⊗
k
s=0Lµ(s))
glN distinct points.
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Proof. We reduce the statement to item (i) of Corollary 6.3.
Making if necessary a fractional-linear change of variable u in the differential operator D,
we can assume without loss of generality that b0 = ∞ and the points b1, . . . , bk are on the
real axis.
Let c0, . . . , ck be integers such that
∑k
s=0 cs = 0. For s = 0, . . . , k, set
(6.3) µ˜(s) = (cs + µ
(s)
1 , . . . , cs + µ
(s)
N ).
It is known from representation theory of glN that the vector spaces (⊗
k
s=0Lµ(s))
glN and
(⊗ks=0Lµ˜(s))
glN are canonically isomorphic. At the same time, we have a bijection ∆M,b →
∆
M˜,b given by the conjugation
(6.4) D 7→
k∏
s=1
(u− bs)
−cs · D ·
k∏
s=1
(u− bs)
cs.
Making transformations (6.3) and (6.4) with cs = µ
(s)
N , s = 1, . . . , k, we can assume that
µ
(s)
N = 0, s = 1, . . . , k. Then µ
(1), . . . ,µ(k) are partitions with at most N parts and the kernel
of every operator D ∈ ∆M,b consists of polynomials only.
If µ
(0)
1 6= 0 then the set ∆M,b is empty and dim(⊗
k
s=0Lµ(s))
glN = 0. Therefore, the theorem
is trivially true.
If µ
(0)
1 = 0, then
λ = (−µ
(0)
N , . . . ,−µ
(0)
1 )
is a partition with at most N parts and the space (⊗ks=0Lµ(s))
glN is canonically isomorphic to
the space (⊗ks=1Lµ(s))
sing
λ . The set ∆M,b coincides with the set ∆Λ,λ,b defined in the previous
section with Λ = (µ(1), . . . ,µ(k)), and the statement of the theorem follows from item (i) of
Corollary 6.3. 
6.4. Monodromy of eigenspaces of the Bethe algebra. Let Θ ⊂ Cn and Ξ ⊂ Ωλ¯(∞)
be the Zariski open subsets described in Lemma 5.1. Consider the map p : Cn → Cn,
b = (b1, . . . , bn) 7→ a = (a1, . . . , an), where ai is the i-th elementary symmetric function of
b1, . . . , bn. Then Π = p(Θ) is a Zariski open subset of C
n.
As vector spaces, Mλ,a are identified for all a and dimMλ,a = dim(V
⊗n)singλ . By Lemma
5.1, for any a ∈ Π, the vector spaceMλ,a has a basis consisting of eigenvectors of the Bethe
algebra Bλ,a and distinct eigenvectors have different eigenvalues. Therefore, all eigenspaces
of Bλ,a are one-dimensional, and the eigenspaces depend on a holomorphically.
Let γ be a loop in Π starting at a. Analytically continuing along the loop we obtain a
permutation of the set of the eigenspaces of Bλ,a. This construction defines a homomorphism
of the fundamental group π1(Π,a) to the symmetric group SdimMλ,a . The image of the
homomorphism will be called the monodromy group of eigenspaces of the Bethe algebra.
Proposition 6.7. The monodromy group acts transitively on the set of eigenspaces of the
Bethe algebra Bλ,a.
Proof. Consider the set Υ consisting of all pair (a, ℓ), where a ∈ Π and ℓ is an eigenspace of
the Bethe algebra acting on Mλ,a. Define the map w : Υ→ Π, (a, ℓ) 7→ a.
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By Lemma 5.1, we have a holomorphic bijection ι : Υ → Ξ which sends (a, ℓ) to X such
that Dℓ = DX . We have w = Wrλ ◦ι , where Wrλ is the Wronski map defined by (3.4).
Let (a, ℓ1), (a, ℓ2) be two eigenspaces of the Bethe algebra acting on Mλ,a. The subset
Ξ = Wr−1λ (Π) is a Zariski open subset of an affine cell Ωλ¯. In particular, it is path connected.
Connect the points i(a, ℓ1), i(a, ℓ2) by a curve δ in Ξ. Then γ = Wrλ(δ) is a loop in Π whose
monodromy sends (a, ℓ1) to (a, ℓ2). 
Consider two Bethe lines (a, ℓ), (a, ℓ2) inMλ,a, the differential operators Dℓ1, Dℓ2 associ-
ated with the lines, and the loop γ constructed in the proof of Lemma 6.7. The differential
operators holomorphically depend on a.
Corollary 6.8. Analytic continuation of Dℓ1 along γ equals Dℓ2. 
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