Abstract. To confine a spatial domain to a smaller computational domain, one needs artificial boundaries. This work considers the lattice Boltzmann method and deals with boundary conditions for these open boundaries. Ideally, such a condition does not interact with the fluid at all. We present novel two-dimensional discrete artificial boundary conditions to pursue that goal and we discuss four different versions. This type of condition is formulated on the discrete lattice Boltzmann level and does not require a PDE formulation of the fluid. We set a special focus on the D2Q9 model. Our numerical results compare the novel discrete artificial boundary conditions to simulations using the existing non-reflecting characteristic boundary condition and an exit boundary condition.
Introduction
In the field of computational fluid dynamics, the lattice Boltzmann (LB) method is a widely used and a flexible tool. Not only its ease of implementation, but also its applicability to complex flows make the LB method attractive for real-world simulations. Applications are found in acoustics (e.g., [1] ), blood flow (e.g., [2] ) and fluid-structure interaction (e.g. [3] ) (among many others).
To achieve an efficient numerical simulation, often the fluid domain is confined to a smaller computational domain. Thereby, some non-physical boundaries, so-called artificial boundaries, occur. Using standard boundary conditions (e.g., a pressure or velocity condition) at open boundaries, the boundaries behave in an unphysical manner: spurious waves are reflected. An ideal boundary condition at artificial boundaries does not create any spurious effects, which influence the simulation results. For the LB method often boundary conditions are derived from known macroscopic physical conditions. However, the problem of finding correct artificial boundary conditions (ABCs) holds also on the macroscopic scale, not only on the mesoscopic scale of the LB method.
Several studies have been made for artificial boundaries. A review on absorbing boundary conditions for hyperbolic systems can be found in [4] . Hedstrom [5] and Thompson [6] developed characteristic boundary conditions (CBCs) for hyperbolic equations. In the LB method, one has to transfer any macroscopic formulation of an ABC to the mesoscopic level. Non-reflecting CBCs were adapted for the LB method [7] [8] [9] and create much smaller spurious effects than standard boundary conditions. To avoid a macroscopic formulation, we presented the first one-dimensional ABCs on the discretized LB formulation in earlier works [10, 11] . In the current work these discrete artificial boundary conditions (DABCs) are transferred and applied to two-dimensional LB simulations.
This article is structured as follows. In Section 2 we briefly explain the LB method, focusing on the D2Q9 model. The two-dimensional DABCs are constructed in Section 3. This paper ends with the presentation of numerical test results (Section 4) and with conclusions (Section 5).
The Lattice Boltzmann Method
We briefly summarize the lattice Boltzmann (LB) method in the two-dimensional space. Based on the chosen discretization one has q discrete velocities c i , i = 0, . . . , q − 1 in the LB method. This yields the D2Qq LB model (notation proposed by Qian et al. [12] ). As one specific example, the popular D2Q9 model is given by the discrete velocities 
with i = 1, 2, 3, 4 and j = 5, 6, 7, 8. Here, the parameter c = 0 scales the velocities. Given a regular lattice, the space points are denoted by x n and time points by t s . The set of all considered space points is denoted by G x . In the LB method, the temporal evolution of so-called populations f i = f i ( x n , t s ) is computed for each lattice node x n and time t s . That is, f i ( x n , t s ) gives the number density (scaled by mass) of fictitious particles with velocity c i at each lattice node ( x n , t s ). The evolution of populations is described by the LB equation, which defines an update rule of the populations based on particles' collision and streaming (see also, e.g., [13] [14] [15] for more details):
Here the vector f ( x n , t s ) gathers all populations at the lattice node ( x n , t s ). In the interior of G x , it is required to hold
such that particles move in one time step t s → t s+1 exactly from one node to an adjacent node. The right hand side of (2) gives the populations after particle collisions, hence C i models the change due to collision. A very popular choice for C i is given by the BGK scheme [16] , which is a single relaxation time (SRT-BGK) model. There are also models with more relaxation parameters, e.g., the multiple relaxation time (MRT) model [17] or the two-relaxation time model [18] . Using the SRT-BGK model, the LB equation (2) reads
where f eq i ( x n , t s ) is a local equilibrium distribution and ω = 1/τ a free relaxation parameter. For example in the D2Q9 model, the equilibrium reads
with weights w 0 = 
are then approximations to the solution of the Navier-Stokes equations. This can be verified with help of a Chapman-Enskog expansion or other asymptotic analyses [19, 20] . Note that the arguments ( x n , t s ) were suppressed in (4) for better readability. The LB method requires the presence of all q populations in all grid points at any time. This requirement is ensured by the LB equation provided condition (3) is fulfilled. Indeed, condition (3) holds for all interior nodes, but is not given for those nodes near the boundary of the computational domain. In fact, we define a boundary node by the lack of some adjacent nodes. That is, a node x b ∈ G x of the spatial discretization is said to be a boundary node if x b + c i / ∈ G x for at least one discrete velocity c i . If c k is such a velocity (i.e.,
, then a boundary condition for fk( x b , ·) is needed, wherek denotes the index defined by ck = − c k . These unknown populations can be computed, e.g., by specifying a fluid pressure or velocity [21, 22] . The desired condition depends on the kind of the boundary. If the boundary is given physically as a wall, then often no-slip boundary conditions are applied. For open boundaries, which are not aligned with a physical boundary, sometimes periodic boundary conditions are reasonable. Applying a pressure or a velocity condition at these lattice sites will generate undesired, spurious reflections. In the following, we present a further approach, which aims at computing the unknown populations for open boundaries such that preferably no reflection in the fluid quantities (5) occurs. In this sense, such a boundary represents the physically correct behavior.
Discrete artificial boundary condition
Next, we determine the unknown populations of boundary nodes in a two-dimensional LB simulation for an open boundary by generalizing our one-dimensional approach [11] .
Basic approach of discrete artificial boundary conditions
Let Γ = { x k ∈ G x | x k is a boundary node} be the set of all boundary nodes. Then at all x b ∈ Γ there are some populations which have to be computed by a boundary condition. However, for the moment we restrict our explanation to those boundary nodes Γ E ⊂ Γ of a rectangular domain, for which a right adjacent node is missing, i.e., x
The situation is sketched in Fig. 1 , where periodic boundary conditions are assumed to hold at the top and bottom of the computational domain. This assumption avoids having corners, which will be considered later. For the D2Q9 model (1), the task of the boundary condition in these nodes is to assign the populations f 3, 6, 7 
(for any time level t = t s ). We return to a general formulation afterwards.
A novel discrete boundary condition for one-dimensional LB simulations was developed by the authors in [11] . There, the unknown populations at boundary nodes are derived by considering so-called LB subproblems. We follow the same idea to construct a boundary condition in two space dimensions. This means we solve twodimensional LB subproblems to obtain the unknown populations. At each time level an individual subproblem is considered. Therefore the subproblems are labeled: the s-th subproblem is used to compute all unknown populations at time t = t s .
We explain the procedure in detail for Γ E , the D2Q9 case and by considering one subproblem. The s-th subproblem employs a usual LB simulation on a new set of nodes G (visualized by the dashed rectangle in Fig. 1) . Obviously, the original problem and the subproblem share nodes: We remark, that the value of H is arbitrary and may vary with time t. We suggest to determine a maximal value H max ∈ N for the whole simulation (H(s) ≤ H max , for all s) and to use H(s) = min s, H max . If we consider the setting where the exterior domain is initially assumed in an equilibrium state, then the uncapped choice H(s) = s (for all s ∈ N) would result in an ideal boundary condition. However, the computational effort would be too high. Further we note that choosing H(s) layers of fictitious nodes and simulating H(s) time levels of the subproblem guarantees that no other boundary of the subproblem's domain affects the interface nodes (which is the boundary of the computational domain) at the time levels T s . Although the basic approach of the DABC is already explained by (6), an application is not possible unless initialization and boundary conditions of the s-th subproblem have been discussed. This is addressed in following paragraph.
Well-definedness
Each subproblem, or to be more precisely the final mapping (6) , is well-defined if there is an initialization rule for all its populations and if boundary conditions for certain appropriate populations are formulated. We 
For any choice of H(s), there has to exist an initialization of the subproblem's populations, which leads to e fi = 0. However, there is no general approach for finding appropriate populations for the initialization of the subproblem. An ideal initialization strongly depends on all processes in the computational domain.
To explain the initialization further, we consider the s-th subproblem of the problem from the previous paragraph. Now, if no better information is available, we propose two strategies for the initialization of the subproblems: a) homogeneous equilibrium for given ρ s and u
or b) constant extrapolation of initial boundary populations
where Greek indices denote spatial coordinates ( x = (x α , x β ) ). Also other initializations are conceivable, e.g., a convex combination of the above both possibilities. Independently of the initialization at nodes at F s x , we always assign the populations at the interface nodes x E b ∈ Γ E as follows (for all involved time levels)
The assignment (9) is an initialization for t k = t s−H(s) and a boundary condition for t k ∈ {t s−H(s)+1 , . . . , t s−1 }. For the top and bottom boundary of the subproblem, we use here periodic boundary conditions, for simplicity. In the subproblem, no boundary condition is required for the boundary nodes on the opposite site of Γ E (that is the right boundary of G s x ). This is, because from this boundary only information from time t = t s 0 = t s−H(s) is affecting (6) .
From (9) we see that the DABC takes past information of the original problem up to H(s) time levels ago. For this reason the quantity H(s) is called the history depth of the s-th subproblem and H max is denoted as the maximal history depth.
Generalization
So far, the basic approach was explained for the right boundary of a rectangular computational domain with periodic boundaries at the top and bottom. In the following we generalize the formulation of the DABC without any restrictions. Let Γ denote the set of boundary nodes, where the DABC should be used to compute the inward populations f k ( x b , t s ) at time t = t s . To this end, we employ the s-th subproblem, whose lattice G Let us consider the application of the DABC for two adjacent boundaries as depicted in Fig. 4 (for the top and right boundary). This small example demonstrates that the treatment of corners requires to consider one joint subproblem to achieve all unknown populations. It is not possible to consider two independent subproblems, one for the top and right boundary each. In the example, after 5 streaming steps the information from the filled square node enters a boundary node on the right side. Hence, it is important that the fictitious nodes which extend the computational domain vertically and horizontally build a connected set of LB nodes. Given the s-th subproblem, we perform H(s) iterations of it. For the interface nodes x b ∈ Γ, we set all populations according to
At time t s 0 = t s−H(s) we also need an initialization for the subproblem's interior nodes, which is done, e.g., by adapting (7) or (8) . After all H(s) iterations are done, the unknown populations of the original problem are obtained:
Discrete artificial boundary condition for a channel
Let us consider a channel flow (in x 1 −direction) with the aim to apply the DABC at the right boundary of the channel. This means, the inward populations at -nodes have to be computed, see Figs. 5 and 6. In Fig. 5 the situation is sketched for a theoretical choice of fictitious nodes, having more nodes in x 2 -direction than the actual computational domain. Contrary, in Fig. 6 the fictitious nodes have equal number in x 2 -direction, but also channel walls are incorporated in the subproblem's domain ( and -nodes). Both cases represent a well defined situation (cf. Section 3.2), however only Fig. 6 seems to be physically reasonable.
This example demonstrates that there is no general rule for the subproblems. It is recommend to choose the subproblems the same way as a logical enlargement of the computational domain would be. The situation of Fig. 5 represents an outlet of a channel, whereas in Fig. 6 the boundary of the computational domain is within the channel.
Computational costs
The specific computational effort of the DABC depends on the LB model in use (SRT or MRT, with/without external forces, . . . ). Therefore we do not count arithmetic operations here. At each time level a LB subproblem is solved. It is possible to align the collision and streaming steps with those of the original problem. A more detailed description of this type of enhancement is given in [11] . This means the DABC can be parallelized in the same way as the main LB simulation. In this implementation strategy, one has to treat at most H max subproblems simultaneously. If each subproblem consists of J := #G · x nodes, the total costs of the DABC are equivalent to a lattice enlargement by H max · J nodes.
Numerical results
Here we are able to describe the working principle of the DABC by a visual interpretation of the subproblems. Furthermore, we present results for two test scenarios using the D2Q9 model. To rate the performance and the errors of the (DABC), we compare our DABC results with results obtained from a constant pressure condition [21] , an exit boundary condition based on Grad's approximation [23] , and with results from a nonreflecting characteristic boundary condition (CBC) [7] [8] [9] . In fact, for the CBC at the right boundary of a rectangular computational domain, we numerically solve the system
at the boundary and transfer the outcome into a Dirichlet condition for the populations. Here U = ρ, v, w is the vector of the fluid quantities (5) and L x denotes the wave amplitude variations:
and eigenvalues
For more details and the treatment of other boundaries we refer to [9] . In the exit condition [23] the unknown populations are computed by evaluating Grad's approximation:
Here we use the Frobenius inner product A : B = tr(AB ), the identity I ∈ R d×d and the pressure tensor P P ( x n , t s ) =
For the boundary condition Grad's approximation is evaluated with values for ρ, u and P from the previous time level. See also [23] for more details on this boundary condition.
Concentric wave
For the first numerical test, we consider a fluid domain with a Gaussian pressure pulse:
The pressure values are related to the density by . We apply periodic boundary conditions for the top and bottom boundary. A LB reference solution on a sufficiently larger domain is computed, such that errors Figure 7 . Temporal evolution of a Gaussian pressure pulse, here the density is illustrated. Snapshots correspond to t ∈ {t 0 , t 100 , t 185 , t 255 , t 400 }. A reflecting wave can be observed traveling from the right boundary back into the interior.
can be computed for any available quantity z (e.g., z ∈ {ρ, u, f i }). With help of the reference populations an ideal boundary condition is applied at left boundary nodes x
On the right boundary we apply the DABC or any other condition to be tested.
Visual interpretation
In Fig. 7 the density profile is plotted for different time levels using the maximal history depth H max = 40 and the relaxation parameter ω = 1. To give a visual interpretation of how the DABC is working, we consider the situation at time t = t 185 . In fact, we zoom in the marked section of the third snapshot of Fig. 7 . Therefore, in Fig. 8 the mass density ρ of the computational domain is shown at t = t 185 . Moreover, the mass density in the 185-th subproblem is shown. On the different plots of Fig. 8 we see the mass density profile of the subproblem changing during the iterations of the subproblem. Note that the profile of the original problem is not proceeding forward in time, while the subproblem does. The first plot shows the subproblem at its initialization, which is done by (7) and (10) (ρ s = 1, u s = u 0 = 0). Only the last plot is relevant for the desired populations, which are given by (6) or (11), respectively. We see that after the final iteration of the subproblem both regions match together. Thus, the DABC constructs a suitable extension of the computational domain in fictitious nodes, which provides then all information for the unknown populations. This interpretation clarifies that the initialization of subproblems determines the accuracy of the DABC.
Simulation results
In addition to Fig. 7 the errors e ρ , e v and e w , cf. (12) , are depicted in Fig. 9 for time t = t 400 . The error plots shown in the left column correspond to the subproblem initialized by (7), which is here equivalent to (8) due to the choice of ρ s and u s . Errors in the right column correspond to a modified initialization of (8), where the time of evaluation is not fixed (t s 0 instead of t 0 ):
For each error e z we can see different shapes of the surfaces. It should be noted that the peaks are not located at the same points. Furthermore, we emphasize that an initialization according to (13) created instabilities in the one-dimensional case [11] . In the sequel we consider normalized errors Figure 9 . The left column shows the errors e ρ , e v and e w (cf. (12)) when using the DABC with (7)/(8) for the first test case (concentric wave). Similarly, the right column shows errors when initializing with (13) . where z can be replaced by any available quantity. In the one-dimensional case the error could be decreased by taking a larger history depth, see [11] . First we investigate if a similar behavior can be detected also in two space dimensions. Therefore, we consider the above test case repeatedly with different maximal history depths in the range from 4 to 80 and compute the corresponding errors N z . The parameters chosen for the simulation are ω = 1 and u 0 = 0. Results are presented in Tables 1-3 , which also contain reference values. That is, the errors obtained when using a Zou/He pressure boundary condition (ρ = 1 and u = 0) [21] , an exit BC based on Grad's approximation [23] , as well as a CBC (LODI) from [9] as described at the beginning of the current section. All in all, the smallest errors are obtained when using the novel DABC with an initialization due to (7) respectively (8) . We see that the CBC and the DABC behave equally in N ρ and N v , whereas for N w the DABC is superior. The Grads' based boundary condition performs best compared to the artificial boundary conditions for the parallel velocity component. However, unlike the one-dimensional case, a significant decreasing influence of a larger history depth is not visible. The test case is challenging, because the wave is interacting with the boundary all the time, which is different to the one-dimensional test cases in [11] . In our opinion, this difference causes that only a decreased influence of the history depth can be detected.
For the presentation of the next results we do not change the parameters. But, we fix the maximal history depth by H max = 20 and vary the relaxation time τ = 1 ω from 0.6 to 1.5. The errors are computed at time t = t 400 and presented in Table 4 . Note that the viscosity ν is related to the relaxation time as
Hence, the concentric wave is decaying faster for larger values of τ , resulting in smaller errors, since already the wave interacting with the boundary is smaller. The DABC gives satisfying results for all relaxation times. The final result presented for the current test case fixes all parameters as before except for the initial fluid velocity u 0 . The velocity component tangential to the boundary (u 0,β ) is zero, whereas the component Table 4 . Errors N ρ , N v and N w for different boundary conditions and relaxation times. First test case (Gaussian pressure pulse), with u 0 = 0. perpendicular to the boundary (u 0,α ) is varied. As before, errors are computed at t = t 400 . When considering the errors, shown in Table 5 , we see that the DABC, initialized with respect to (13) , has clearly smaller errors for positive velocities. However the errors are larger for negative velocities. With initialization according to (7)/(8) the DABC behaves similar to the CBC. For all test cases the fixed pressure boundary condition results in largest errors.
Flow past an obstacle in channel
In the second test example we simulate a flow past a square obstacle in a channel at Re = 100. The square obstacle has a dimension of L = 15 lattice nodes. The width and total length of the channel are 5L and 11L, respectively. It is displaced vertically by L 5 lattice nodes from the center of the channel, to break symmetry and allow a vortex street to develop. We place the obstacle 3L nodes from the inlet (left boundary), such that there are 7L lattice nodes behind the obstacle in direction of the flow. See also Fig. 10 for a visualization of the setting. Normally in a simulation, the right boundary would have a larger distance to the obstacle, but in the scope of testing a boundary condition the choice seems reasonable. At the inlet we impose a parabolic velocity profile with its maximal velocity u max = 1 9 in the center, whereas the velocity component in y-direction is set to zero [21] . For the right boundary of the computational domain we test several DABCs and compare the errors (14) with those when using a CBC or exit condition of [23] . We initialize the fluid in the interior of the computational domain with the same parabolic velocity profile and a decreasing density from inlet to outlet. The decay is chosen such that the resulting pressure gradient fits to the stationary solution of the Poiseuille flow when there would not be an obstacle [24] . Table 5 . Errors N ρ , N v and N w for different boundary conditions and initial fluid velocities u 0 . First test case (Gaussian pressure pulse).
We tested several versions of the DABC. They differ in the choice of the subproblem's initialization and the maximal history depth. In the following we refer to the different initialization strategies by DABC-n, n ∈ {1, 2, 3, 4}. Hereby, DABC-1 uses the strategy (7) with ρ s ≡ ρ( x b , t 0 ) and u s = 0. The second initialization type DABC-2 is given by (8) , and DABC-3 is using the modification (13). Finally, DABC-4 can be written shortest in terms of the reference solution
which, thereby, is very similar to DABC-2. The sole exception is that the density is decreasing in DABC-4, whereas it is has a constant level in DABC-2. Note, that the choice DABC-4 is not requiring a reference solution, it is only a logical extension of the interior initialization. Also note, that DABC-1 and DABC-2 coincided in the previous test case, but differ in the current test.
The plots in Fig. 11 show the errors (14) of DABC-2 using different maximal history depths. We clearly observe, that higher history depths result in smaller errors. They all are smaller than the reference error of a non-reflecting CBC. Although a difference between errors of DABC-2 and DABC-4 could not be detected visually, the errors of DABC-2 are a minimal smaller. The error plots of DABC-4 are not shown, since they look equally to DABC-2. As in the one-dimensional case, DABC-3 shows instabilities and thus corresponding error plots are omitted.
Already at the beginning of the simulation, using the DABC-1 there is a pressure wave generated at the right boundary traveling into the domain. By this, the whole density level is increased and remains on a higher niveau. This makes a consideration of N ρ worthless. The pressure wave also affects the velocity profile for v, as one can see in the left plot of Fig. 12 . As before, the same influence of the maximal history depth is also visible for DABC-1. The errors are significantly higher compared to DABC-2 and DABC-4.
All in all, in both test cases the initialization strategy (8) (DABC-2 in the second test case) produces good results.
Conclusions
In this work, the one-dimensional discrete artificial boundary condition (DABC) for the lattice Boltzmann (LB) method [11] was successfully transferred to two space dimensions. Our formulation of the DABC was done in a general way, but we set a special focus on the D2Q9 LB model. For the implementation of the DABC, the LB method was equipped with a so-called subproblem in each time step, which offers a free parameter, called the history depth. This tuning parameter determines the number of past time levels, which are taken into account in the subproblems. In addition, this parameter fixes the size of the subproblems, and thus it determines both, the accuracy and the computational effort of the DABC. Comparing the DABC with an ideal transparent boundary condition, any error is caused already in the initialization phase of these subproblems.
In the one-dimensional case, the history depth could be tuned to control the error. We presented two test cases, a two-dimensional Gaussian pressure pulse and a flow past an obstacle in a channel. The results of the second test case demonstrated that the history depth controls the error also for the two-dimensional DABC. By the first test, we could explain the working principle of the DABC: the solutions of the subproblems are shaped in such a way that they virtually extend the computed solution of the (actual) computational domain. Then, for the boundary of the computational domain, all missing information are taken from the subproblems.
The numerical tests showed that our proposed initialization strategy (8) leads to errors smaller than those obtained by characteristic boundary conditions.
