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Abstract
Recently Tsallis relative operator entropy Tp(A|B) and Tsallis relative entropy Dp(A‖B)
are discussed by Furuichi–Yanagi–Kuriyama. We shall show two reverse inequalities involving
Tsallis relative operator entropy Tp(A|B) via generalized Kantorovich constant K(p). As some
applications of two reverse inequalities, we shall show two trace reverse inequalities involving
−Tr[Tp(A|B)] and Dp(A‖B) and also a known reverse trace inequality involving the relative
operator entropy Ŝ(A|B) by Fujii–Kamei and the Umegaki relative entropy S(A,B) is shown
as a simple corollary.
We show the following result: Let A and B be strictly positive operators on a Hilbert
space H such that M1I  A  m1I > 0 and M2I  B  m2I > 0. Put m = m2M1 , M =
M2
m1
,
h = Mm = M1M2m1m2 > 1 and p ∈ (0, 1]. Let be normalized positive linear map on B(H). Then
the following inequalities hold:(
1 − K(p)
p
)
(A) p (B) +(Tp(A|B))  Tp((A)|(B))  (Tp(A|B))
(i)
and
F(p)(A) +(Tp(A|B))  Tp((A)|(B))  (Tp(A|B)), (ii)
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where K(p) is the generalized Kantorovich constant defined by
K(p) = (h
p − h)
(p − 1)(h − 1)
(
(p − 1)
p
(hp − 1)
(hp − h)
)p
and K(p) ∈ (0, 1] and F(p) = mpp
(
hp−h
h−1
) (
1 − K(p) 1p−1
)
 0. In addition, let A and B be
strictly positive definite matrices,(
1 − K(p)
p
)
(Tr[A])1−p(Tr[B])p + Dp(A‖B)  −Tr[Tp(A|B)]  Dp(A‖B)
(iii)
and
F(p)Tr[A] + Dp(A‖B)  −Tr[Tp(A|B)]  Dp(A‖B). (iv)
In particular, both (iii) and (iv) yield the following known result:
log S(1)Tr[A] + S(A,B)  −Tr[Ŝ(A|B)]  S(A,B),
where S(1) = h
1
h−1
e log h
1
h−1
is said to be the Specht ratio and S(1) > 1.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
A capital letter means an operator on a Hilbert space H . An operator X is said to
be strictly positive (denoted by X > 0) if X is positive definite and invertible. For two
strictly positive operators A,B and p ∈ [0, 1], p-power mean A p B is defined by
A p B = A 12
(
A
−1
2 BA
−1
2
)p
A
1
2
and we remark that A p B = A1−pBp if A commutes with B.
Very recently, Tsallis relative operator entropy Tp(A|B) in Yanagi–Kuriyama–
Furuichi [17] is defined by
Tp(A|B) = A
1
2
(
A
−1
2 BA
−1
2
)p
A
1
2 − A
p
for p ∈ (0, 1], (1.1)
and Tp(A|B) can be written by using the notion of A p B as follows:
Tp(A|B) = A p B − A
p
for p ∈ (0, 1]. (1.1′)
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The relative operator entropy Ŝ(A|B) in [3] is defined by
Ŝ(A|B) = A 12 ( log A−12 BA−12 )A 12 (1.2)
as an extension of [15].
On the other hand, the genaralized Kantrovich constant K(p) is defined by
K(p) = (h
p − h)
(p − 1)(h − 1)
(
(p − 1)
p
(hp − 1)
(hp − h)
)p
(1.3)
for any real number p and h > 1. Also S(p) is defined by
S(p) = h
p
hp−1
e log h
p
hp−1
(1.4)
for any real number p. In particular S(1) = h
1
h−1
e log h
1
h−1
is said to be the Specht ratio
and S(1) > 1 is well known.
Theorem A. LetAbe strictly positive operator satisfyingMI  A  mI > 0,where
M > m > 0. Put h = M
m
> 1. Then the following inequalities hold:
(Ax, x)p  (Apx, x)  K(p)(Ax, x)p for any 1  p > 0, (1.5)
S(1)x(A)  (Ax, x)  x(A), (1.6)
K(p) ∈ (0, 1] for p ∈ [0, 1], (1.7)
K(0) = K(1) = 1, (1.8)
S(1) = eK ′(1) = e−K ′(0), (1.9)
where the determinant x(A) for strictly positive operator A at a unit vector x is
defined by x(A) = exp〈((log A)x, x)〉 and (1.6) is shown in [4].
Eqs. (1.8) and (1.9) of Theorem A are shown in [8, Proposition 1] and (1.7) is
shown in [9].
2. Two reverse inequalities involving Tsallis relative operator entropy
Tp(A|B) via generalized Kantorovich constant K(p)
At first we shall state the following two reverse inequalities involving Tsallis
relative operator entropy Tp(A|B) via generalized Kantorovich constant K(p).
Theorem 2.1. Let A and B be strictly positive operators such that M1I  A 
m1I > 0 and M2I  B  m2I > 0. Put m = m2M1 ,M =
M2
m1
, h = M
m
= M1M2
m1m2
> 1
and p ∈ (0, 1]. Let be normalized positive linear map on B(H). Then the following
inequalities hold:
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1 − K(p)
p
)
(A) p (B) + (Tp(A|B)) Tp((A)|(B))
 (Tp(A|B)) (2.1)
and
F(p)(A) + (Tp(A|B))  Tp((A)|(B))  (Tp(A|B)) (2.2)
where K(p) is the generalized Kantorovich constant defined in (1.3) and
F(p) = m
p
p
(
hp − h
h − 1
)(
1 − K(p) 1p−1
)
 0.
Remark 2.1. We remark that the second inequality of (2.1) of Theorem 2.1 is shown
in [6] along [3] and the first one of (2.1) is a reverse one of the second one and also
the second inequality of (2.2) is as the same as the second one in (2.1) and the first
one of (2.2) is a reverse one of the second one. We shall give simple proofs of (2.1)
and (2.2) including its reverse inequality, respectively, via generalized Kantorovich
constant K(p) in (1.3).
We state the following result to prove Theorem 2.1.
Proposition 2.2. Let h > 1 and let g(p) be defined by:
g(p) = h
p − h
h − 1 + (1 − p)
(
hp − 1
p(h − 1)
) p
p−1
for p ∈ [0, 1].
Then the following results hold:
(i) g(0) = limp→0 g(p) = 0.
(ii) g(p) = hp−h
h−1
(
1 − K(p) 1p−1
)
 0 for all p ∈ [0, 1].
(iii) g′(0) = limp→0 g′(p) = log S(1).
(iv) limp→0 g(p)p = log S(1).
Proof. (i) is obvious by L’Hospital theorem.
(ii)
g(p) = h
p − h
h − 1 + (1 − p)
(
hp − 1
p(h − 1)
) p
p−1
= h
p − h
h − 1
(
1 + (1 − p)
(
hp − h
h − 1
)−1 (
hp − 1
p(h − 1)
) p
p−1
)
= h
p − h
h − 1
1 − ( 1
(h − 1)
(
hp − h
p − 1
)1−p (
hp − 1
p
)p) 1p−1
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= h
p − h
h − 1
1 − ( (hp − h)
(p − 1)(h − 1)
(
(p − 1)
p
(hp − 1)
(hp − h)
)p) 1p−1
= h
p − h
h − 1
(
1 − K(p) 1p−1
)
 0,
and the last inequality holds since hp−h
h−1  0 and 1 − K(p)
1
p−1  0 by (1.7) of
Theorem A.
(iii)
g′(0) = lim
p→0 g
′(p)
= lim
p→0
hp log h
h − 1
(
1 − K(p) 1p−1 )+ lim
p→0
hp − h
h − 1
(− K(p) 1p−1 )′ by (ii)
= lim
p→0
log h
h − 1
(
1 − K(0) 1−1 )+ lim
p→0
1 − h
h − 1 (−1)
(− K(p) 1p−1 )′
= 0 − K ′(0)
= log S(1)
since K(0) = 1 by (1.8) of Theorem A and limp→0
(− K(p) 1p−1 )′ = −K ′(0) =
log S(1) by (1.9) of Theorem A.
(iv)
lim
p→0
g(p)
p
= lim
p→0
g(p) − g(0)
p − 0 by g(0) = 0 by (i)
= g′(0)
= log S(1) by (iii). 
Also we need the following result to prove Theorem 2.1.
Theorem B. Let A and B be strictly positive operators on a Hilbert space H such
that M1I  A  m1I > 0 and M2I  B  m2I > 0. Put m = m2M1 ,M =
M2
m1
and
h = M
m
= M1M2
m1m2
> 1. Let p ∈ (0, 1) and also let  be normalized positive linear
map on B(H). Then the following inequalities hold:
(i) (A) p (B)  (A p B)  K(p)(A) p (B),
(ii) (A) p (B)  (A p B)  (A) p (B) − f (p)(A),
where f (p) = mp
[
hp−h
h−1 + (1 − p)
(
hp−1
p(h−1)
) p
p−1
]
and K(p) is defined in (1.3).
T. Furuta / Linear Algebra and its Applications 412 (2006) 526–537 531
The right hand side inequalities of (i) and (ii) of Theorem B follow by [14, Corollary
3.5] and the left hand side of (i) is well known [13].
Proof of Theorem 2.1. (2.1). (i) of Theorem B yields
(A) p (B) − (A)
p
 (A p B) − (A)
p
 K(p)(A) p (B) − (A)
p
,
since  is normalized positive linear map on B(H), (1.1′) yields
Tp((A)|(B)) (Tp(A|B))
 Tp((A)|(B)) −
(
1 − K(p)
p
)
(A) p (B),
so we have (2.1).
(2.2). Also (ii) of Theorem B yields
(A) p (B) − (A)
p
 (A p B) − (A)
p
 (A) p (B) − (A) − f (p)(A)
p
,
since  is normalized positive linear map on B(H), also (1.1′) yields
Tp((A)|(B))  (Tp(A|B))  Tp((A)|(B)) − f (p)
p
(A),
and f (p)
p
= mp g(p)
p
= F(p) by (ii) of Proposition 2.2, so we have (2.2). 
3. Two results by Furuichi–Yanagi–Kuriyama which are useful to prove
our results in Section 6
Throughout this section, we deal with n × n matrix. A matrix X is said to be
strictly positive definite matrix (denoted by X > 0) if X is positide definite and
invertible. LetA andB be positive definite matrices. Tsallis relative entropyDp(A‖B)
in Furuichi–Yanagi–Kuriyama [5] is defined by
Dp(A‖B) = Tr[A] − Tr[A
1−pBp]
p
for p ∈ (0, 1]. (3.1)
Umegaki relative entropy S(A,B) in [16] is defined by
S(A,B) = Tr[A(log A − log B)] for A,B > 0. (3.2)
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Theorem C (Genaralized Peierls–Bogoliubov inequality [5]). Let A,B > 0 and also
let p ∈ (0, 1]. Then the following inequality holds:
Dp(A‖B)  Tr[A] − (Tr[A])
1−p(Tr[B])p
p
. (3.3)
Theorem D [5]. Let A,B > 0. The following inequality holds:
− Tr[Tp(A|B)]  Dp(A‖B) for p ∈ (0, 1]. (3.4)
We remark that (3.4) implies −Tr[Ŝ(A|B)]  S(A,B) which is well known in
[11,12,2,5].
4. An elementary proof of a result which unifies Theorems C and D in
Section 3
Also throughout this section, we deal with n × n matrix. In this section, we shall
state an elementary proof of a result which unifies Theorems C and D in Section 3.
At first we state the following fundamental result.
Proposition E. Let A,B > 0 and also let p ∈ (0, 1]. Then the following inequalities
hold:
Tr[(1 − p)A + pB] (Tr[A])1−p(Tr[B])p
 Tr[A1−pBp]
 Tr[A p B]. (4.1)
Proof. The second inequality of (4.1) is shown in [5, Theorem 3.3] and the third
one is in [5, Theorem 2.2] and we state their proofs for the sake of convenience for
readers.
First inequality. We recall the following well known and fundamental inequality:
(1 − p)a + pb  a1−pbp
for p ∈ [0, 1] and any positive real numbers a and b. (4.2)
Then we have the following first inequality of (4.1):
Tr[(1 − p)A + pB] = (1 − p)Tr[A] + pTr[B]
 (Tr[A])1−p(Tr[B])p by (4.2).
Second inequality. The second one follows by the following Trace Hölder inequa-
lity (4.3):
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|Tr[AB]|  (Tr[As]) 1s (Tr[Bt ]) 1t
for s, t  1 such that 1
s
+ 1
t
= 1 and A,B > 0. (4.3)
Third inequality. The first inequality of the following one (4.4) follows by the cele-
brated Golden–Thompson inequality Tr[eAeB ]  Tr[eA+B ] for selfadjoint operators
A,B and the second one is obtained in [12, Theorem 3.4]
Tr[e(1−p)AepB ]  Tr[e(1−p)A+pB ]  Tr[eA p eB ], (4.4)
and we have only to replace A by log A and B by log B to have the third one of
(4.1). 
Proposition F. Let A,B > 0 and also let p ∈ (0, 1]. Then the following inequalities
hold:
− Tr[Tp(A|B)] Dp(A‖B)
 Tr[A] − (Tr[A])
1−p(Tr[B])p
p
 Tr[A − B]. (4.5)
Proof. On each side of (4.1) of Proposition E, multiplying −1, adding Tr[A] and
divinding by p, then we have
−Tr
[
A p B − A
p
]
 Tr[A] − Tr[A
1−pBp]
p
 Tr[A] − (Tr[A])
1−p(Tr[B])p
p
 Tr[A] − Tr[(1 − p)A + pB]
p
= Tr[A − B]
and we have (4.5) by the definitions of Tp(A|B) in (1.1′) and Dp(A‖B) in (3.1). 
Needless to say, the first inequality of (4.5) of Proposition F is just (3.4) of Theorem
D and the second one of (4.5) is just (3.3) of Theorem C.
Proposition F yields the following result by putting p → 0.
Proposition G. Let A,B > 0. Then the following inequalities hold:
− Tr[Ŝ(A|B)] S(A,B)
 Tr[A(log Tr[A] − log Tr[B])]
 Tr[A − B]. (4.6)
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5. Related counterexamples to several questions caused by the results
in Section 4
Also throughout this section, we deal with n × n matrix too. We shall give related
counterexamples to several questions caused by the results in Section 4.
Remark 5.1. The following matrix inequality (AG) is quite well known as the matrix
version of (4.2) and there are a lot of references (for example, [13,7]):
(1 − p)A + pB  A p B holds for A,B > 0 and p ∈ (0, 1]. (AG)
Suggested by the matrix inequality (AG), the second inequality and the third one on
trace inequality (4.1) of Proposition E, we might be apt to suppose that the following
matrix inequalities as more exact precise estimation than (AG): let A,B > 0 and
p ∈ (0, 1],
(1 − p)A + pB  B p2 A1−pB p2  A p B (AG-1?)
and
(1 − p)A + pB  A 1−p2 BpA 1−p2  A p B. (AG-2?)
But we have the following common counterexample to (AG-1?) and (AG-2?): take
p = 12 and
A =
(
120 0
0 48
)
> 0 and B =
(
120 4
4 48
)
> 0. (5.1)
Then we have the eigenvalues of ((1 − p)A + pB − B p2 A1−pB p2 ) = {0.0774208
. . . ,−0.0273457 . . .} and also the eigenvalues of (B p2 A1−pB p2 − A p B) =
{0.0559784 . . . ,−0.0476695 . . .}, so that it turns out that (AG-1?) does not hold.
By the same way, we have the eigenvalues of ((1 − p)A + pB − A 1−p2 BpA 1−p2 ) =
{0.0757454 . . . ,−0.0256703 . . .} and also the eigenvalues of (A 1−p2 BpA 1−p2 −
A p B
) = {0.0570587 . . . ,−0.0487497 . . .}, so that it turns out that (AG-2?) does
not hold too.
Remark 5.2. (i) If A and B are positive definite matrices and p ∈ (0, 1], then the
following inequality holds:
Dp(A‖B)  Tr[A − B]. (5.2)
We remark that (5.2) is shown in the proof of [5, (1) of Proposition 2.4] and the
second inequality and the third one of (4.5) of Proposition F yield the inequality (5.2),
that is, the second inequality and the third one of (4.5) of Proposition F are somewhat
more precise estimation than (5.2).
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(ii) Also we recall the following result [1, Problem IX.8.12]:
If A and B are strictly positive matrices, then the following inequality holds:
Tr[A(log A − log B)]  Tr[A − B]. (5.3)
We remark that the second inequality and the third one of (4.6) of Proposition G
imply (5.3) since S(A,B) = Tr[A(log A − log B)], that is, the second inequality and
the third one of (4.6) are somewhat more precise estimation than (5.3).
Suggested by (5.3), we might be apt to expect that the following matrix inequality:
A
1
2 (log A − log B)A 12  A − B. (5.3-1?)
But we take A and B as same as quoted in (5.1) of Remark 5.1. Then we
have the eigenvalues of (A 12 (log A − log B)A 12 − (A − B)) = {0.235923 . . . ,
−0.0320273 . . .}, so that it turns out that (5.3-1?) does not hold.
6. Two trace reverse inequalities associated with −Tr[Tp(A|B)] and Dp(A‖B)
via generalized Kantorovich constant K(p)
As an application of Theorem 2.1, we shall show the following two trace reverse
inequalities associated with −T r[Tp(A|B)] and Dp(A‖B) via generalized Kantoro-
vich constant K(p).
Theorem 6.1. LetA andB be strictly positive definite matrices such thatM1I  A 
m1I > 0 and M2I  B  m2I > 0. Put m = m2M1 ,M =
M2
m1
and h = M
m
= M1M2
m1m2
>
1 and p ∈ (0, 1]. Then the following inequalities hold:(
1 − K(p)
p
)
(Tr[A])1−p(Tr[B])p + Dp(A‖B) −Tr[Tp(A|B)]
 Dp(A‖B) (6.1)
F(p)(Tr[A]) + Dp(A‖B) −Tr[Tp(A|B)]
 Dp(A‖B) (6.2)
where K(p) is the generalized Kantorovich constant defined in (1.3) and
F(p) = m
p
p
(
hp − h
h − 1
) (
1 − K(p) 1p−1 )  0.
Proof (6.1). We replace (X) by 1
n
Tr[X] in the first inequality of (2.1) in Theorem
2.1. Then we have(
1 − K(p)
p
)
(Tr[A])1−p(Tr[B])p + Tr[A] − (Tr[A])
1−p(Tr[B])p
p
 −Tr[Tp(A|B)]. (6.3)
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Whence we have(
1 − K(p)
p
)
(Tr[A])1−p(Tr[B])p + Dp(A‖B)

(
1 − K(p)
p
)
(Tr[A])1−p(Tr[B])p
+Tr[A] − (Tr[A])
1−p(Tr[B])p
p
by (3.3) of Theorem C
 −Tr[Tp(A|B)] by (6.3)
 Dp(A‖B) by (3.4) of Theorem D
and we have (6.1). 
Proof (6.2). Also we replace (X) by 1
n
Tr[X] in the first inequality of (2.2) in
Theorem 2.1. Then we have
F(p)Tr[A] + Tr[A] − (Tr[A])
1−p(Tr[B])p
p
 −Tr[Tp(A|B)]. (6.4)
Whence we have
F(p)Tr[A] + Dp(A‖B)
 F(p)Tr[A] + Tr[A] − (Tr[A])
1−p(Tr[B])p
p
by (3.3) of Theorem C
 −Tr[Tp(A|B)] by (6.4)
 Dp(A‖B) by (3.4) of Theorem D,
so we have (6.2). 
We remark that although (6.1) itself of Theorem 6.1 is shown in [10], here we state
a unified proofs of (6.1) and (6.2) by using (2.1) and (2.2) of Theorem 2.1 for the sake
of completeness.
Corollary 6.2 [10]. Let A and B be strictly positive definite matrices such that M1I 
A  m1I > 0 and M2I  B  m2I > 0. Put h = M1M2m1m2 > 1. Then the following
inequality hold:
log S(1)Tr[A] + S(A,B) −Tr[Ŝ(A|B)]
 S(A,B) (6.5)
where S(1) is the Specht ratio defined in (1.4) and the first inequality is the reverse
one of the second inequalty.
Proof. limp→0 1−K(p)p = log S(1) by (1.9) of Theorem A and Tp(A|B) → Ŝ(A|B)
as p → 0, Dp(A‖B) → S(A,B) as p → 0, so (6.1) of Theorem 6.1 yields (6.5).
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Also F(p) = f (p)
p
= mp
p
g(p) → log S(1) as p → 0 by (iv) of Proposition 2.2, so
(6.2) of Theorem 6.1 yields (6.5) too. 
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