Abstract. In this paper we give explicit expressions of differential-difference operators appeared in the hypothesis of the general Fourier multiplier theorem associated to the Heisenberg groups proved by Mauceri and De Micheal for one dimension and C. Lin for higher dimension. We also give a much shorter prove of the above mentioned theorem. Then we obtain a sharp weighted estimate for Fourier multipliers on the Heisenberg groups.
Introduction and the main results
Given a bounded function m on R n , let us consider the operator T m defined as follows:
F(T m f )(ξ) = m(ξ)F(f )(ξ). Here F stands for the Fourier transform on R n . By Plancherel theorem, one can immediately see that T m is bounded on L 2 (R n ). We call m ( or equivalently T m ) an L p multiplier if T m can be extended to L p (R n ) as a bounded linear operator. One sufficient condition for L p multipliers is given by Hörmander and is stated below. ≤ C for all |β| ≤ k, then T m is an L p multiplier. Now let us consider the Heisenberg group H n . One can also define a Fourier multiplier corresponding to the group Fourier transform on the Heisenberg group. Let M = {M (λ) ∈ B(L 2 (R n ) : λ ∈ R * } be a family of uniformly bounded operators. Then the operator T M is defined as followŝ
Heref stands for the group Fourier transform on the Heisenberg groups. Again by the Plancherel formula for the group Fourier transform it is immediate that T M is bounded on L 2 (H n ). We are interested in knowing when T M can be extended as a bounded linear operator on L p (H n ). In [22] , Mauceri and de Michele first gave a sufficient condition for L p multipliers on the Heisenberg group for n = 1. Later Chin-Chen Lin ( see [20] ) generalized their result for other dimensions. Also see [3] for some other interesting properties of Fourier multiplier on the Heisenberg group.
In [20] , Lin decomposed M (λ) in terms of certain partial isometries which form a basis of the space of all Hilbert-Schmidt operators acting on the Fock spaces. Then he expressed the "difference-differential" operators in terms of those decompositions. As a result the difference-differential operators looked very complicated. Also, the proof of Lemma 2 given in [20] involved messy calculations, even though he gave a proof of that lemma only for some particular type of polynomials.
The goal of this paper is as follows: firstly we will find explicit expressions for the difference-differential operators. Secondly we will give a much simpler proof of the multiplier theorem on the Heisenberg groups and will also reduce the number of difference-differential operators. Thirdly, we will prove a weighted estimate which is analogues to well-known A 2 theorem. In order to state our results first we have to define some notation.
Let us consider the annihilation and creation operators Though the expression of Θ(λ) may look complicated, it corresponds to the difference-differential operator related to t-variable defined in [22] and [20] . In fact, if g, tg ∈ L 2 (H n ), one can check that (itg)(λ) = Θ(λ)ĝ(λ). Θ(λ) appears implicitly in some other works also. For example, the operator Λ appeared in Proposition 2.4 of [15] is same as Θ(λ).
An operator-valued function M : R \ {0} → B(L 2 (R n )) is said to be in E k (R \ {0}) if δ α (λ)δ β (λ)Θ s (λ) are in B(L 2 (R n )) for all |α| + |β| + 2s ≤ k and λ ∈ R \ {0}. We also need the following dyadic projections
where P k (λ) is the projection on the eigen space cooresponding to the eigen value (2k + n)|λ| of the scaled Hermite operator H(λ) = −∆ + λ 2 |x| 2 .
We will prove the following result.
Theorem 1.2. Let M be an operator-valued function which belongs to E k (R \ {0}), k ≥ 2[ ], then T M is weak type (1, 1) and bounded for 1 < p < 2.
A 2 conjecture ( now a theorem) was one of the well-known conjecture in harmonic analysis until T. Hytönen ([13] ) solved this in full generality. For historical developments in this direction please see [5] , [25] , [24] , [4] , [17] , [8] , [19] and [1] . Recently, A. Lerner [19] has found a simple proof of this result using the idea of Lacey [16] . In this article we have found similar results for multipliers on the Heisenberg groups.
Now we are in a position to state our main result.
Here A p stands for Muckenhoupt class of weights ( see [9] )and constants are dependent only on n and M .
One can notice that if n is even then the number of derivatives required in all the theorem stated above equals to n + 2, as expected. But when N is odd, we have to consider one more extra derivatives in the hypothesis because of some technical reasons. However, for spectral multipliers associated to the sub-Laplacian, we can actually do better. In fact, using the idea used by Duong, Sikora, and Yan in [11] we can show that we only need n + 2 derivatives for this particular case. We will study this case in more general set up, namely in the context of Homogeneous type group, as done in [11] .
Let (X, d, µ) be a homogeneous type space where d is a distance and µ be a Borel measure on X. That means if B(x, r) denotes the ball with center x and radius r, then there exists d such that
Here n is the doubling dimensions of X. From the above doubling condition, one can get that there exists C ≥ 0 and 0
Now let L is a nonnegative self-adjoint operator acting on L 2 (X). If E is the spectral resolution of L, then for any bounded Borel function F : [0, ∞) → C, we have
is bounded on L 2 (X). Let p t (x, y) is the kernel of the heat semigroup e −tL generated by L. We will assume that there exists positive constants C, c, m such that p t (x, y) satisfies the following Gaussian bound
for all t > 0 and x, y ∈ X.
Let η ∈ C ∞ c be a non-negative cut-off function. Suppose for any measurable function F on R and t > 0, δ t F (λ) = F (tλ) and
We will prove the following result. 
The paper is structured as follows. In the second section we will discuss some preliminaries about Heisenberg groups. In the third section we will show that the differential-difference operators defined here are actually similar to that of [20] . Third section is devoted for proving some crucial estimates and also proving Theorem 1.2. In fourth section Theorem 1.3 will be proved. In the last section we will prove 1.4.
preliminaries
Let us consider the Heisenberg group H n = C n × R equipped with the group operation (z, t)(w, s) = (z + w, t + s + i 2 ℑz.w).
H n is a two-step nilpotent Lie group whose center is {(0, t) : t ∈ R}. The Haar measure on H n is simply the Lebesgue measure dzdt on C n × R. The homogeneous norm |(z, t)| is given by (
. We will use the notation: ρ(z, t) = |(z, t)| 4 . The representation theory of H n is well studied due to Stone-von Neumann theorem. The representations which are trivial at the center are merely one dimensional. On the other hand, the representations which are non-trivial at the center are called Schödinger representations and for each λ ∈ R \ {0} they are explicitly given by
where φ ∈ L 2 (R n ), the corresponding Hilbert space. The group Fourier transform of a function f ∈ L 1 (H n ) is given bŷ
If f λ stands for the inverse Fourier transform of f in the last variable, then the group fourier transform can be written aŝ
where π λ (z) = π λ (z, 0). This leads us to define Weyl transform of a function f on L 1 (C n ) in the following way:
Thus we have the following relation between group Fourier transform on the Heisenberg group and Weyl Transformf
In fact the map g → W λ (g) can be extended as an isometric isomorphism from L 2 (C n ) to S 2 , the space of all Hilbert-Schmidt operators on L 2 (R n ).
From the relation between Fourier transform on the Heisenberg group and the Weyl transform it is clear that for any given f ∈ L 1 ∩L 2 (H n ) and for any λ ∈ R * ,f (λ) is also a Hilbert-Schmidt operator. The map f →f (λ) extends as an isometric isomorphism from L 2 (H n ) to L 2 (R * , S 2 , (2π) −n−1 |λ| n dλ) and the Plancherel theorem can be read as
Weyl multipliers are studied in [21] and [3] . Please see [27] for more details on the Heisenberg groups. We already define Fourier multiplier on the Heisenberg groups associated to a uniformly bounded family of operators in the introduction section. If M = {M (λ) ∈ B(L 2 (R n )) : λ ∈ R * } be a family of operators which are uniformly bounded, it is shown in [3] that
where T λ M (λ) is the Weyl multiplier associated to the operators M (λ). The left invariant vector fields on the Heisenberg group are given by
The above vectors fields give rise to families of unbounded operators Z j (λ) and
) and e iλtZ j (λ)f (z) = 1 2 (X j + iY j )(e iλt f (z)) respectively. Thus we have the following explicit form for Z j (λ) and
The following lemma is well-known.
The next lemma gives a expression of derivatives of T λ m(λ) which will be used later. Lemma 2.2.
Proof. We will prove this lemma only for k = 1, 2. For general k, it can be proved by mathematical induction. We will show that
Now in Lemma 2.4 of [3] the authors have found that
Using Lemma 2.1 one can easily see that
and
Putting together the above relations we get
Using ( 2.3 ) and the above equation we get our required result. Now we will prove the lemma for k = 2. From 2.2 we have
Now the first term of the right hand side of the above equation can be deal similarly as we have done previously for k = 1. So, it enough to consider
Hence,
Both the terms can be deal similarly as the case k = 1 which will lead us to our desired result.
Let Φ µ , µ ∈N n = N n ∪ {0}, stand for the normalised Hermite functions and
Now, we will consider the Hermite multipliers. For any bounded function a on N × R * , it can be defined as
where P λ k is the projection on the eigenspace of H(λ) corresponding to the eigenvalue (2k + n)|λ|. Let us also consider the finite difference operators acting on a
The next theorem is the λ-version of Lemma 2.1 of [21] and will be used to prove crucial estimate in this article. Lemma 2.3. Let p, q ∈ N n . Then there exists constants C p,q,r such that
where the sum is extended over the set of multiindices r ∈ N n such that 0 ≤ r ≤ p ≤ q + r.
3.
The relation between δ j (λ),δ(λ), Θ(λ) and the differential difference operators defined in [20] and [22] In this section we will show that the differential difference operators that we have defined earlier is similar to the differential difference operators defined in [20] . Only difference between them is that in our case we have realised those operators on L 2 (R n ) whereas C. Lin considered operators on Fock spaces which are actually isomorphic to
In order to define the partial isometries let us first set up some notations. Let (λ, m, α) ∈ R * × Z n ×N n . Define
. As defined in [20] and [22] , the partial isometries on L 2 (R n ) can be defined as follows
Here, δ α,β stands for kronecker delta. Now let us consider a operator M (λ) which is a finite linear combination of the partial isometries. That is
where the sum runs over a finite subset of Z n ×N n . We calculate δ j (λ)M (λ),δ j (λ)M (λ) and Θ(λ)M (λ).
Now, if m j ≥ 1 for all m apperaing in the sum, then the above equals to (3.4)
From the above calculation we can easily see that
is actually similar to ∆ z j defined in [20] . Similarly we can also show that
is actually similar to ∆z j defined in [20] .
We now look at Θ(λ)M (λ)Φ µ . First assume m j ≥ 0, for all j. In order to do so let us first calculate
Using ( 3.4 ) the above equals to
Similarly, we can show that 1
Thus, if m j ≥ 0 for all m ∈ Z n appearing in the sum of M (λ), we have
Similarly if m j ≤ 0 for all m ∈ Z n appearing in the sum of M (λ), we get the same result. Thus we have
independent of choice of m.
We now calculate
In order to do so we have to consider the kernel of
Hence, we have
Hence from ( 3.5 ) and ( 3.6 ) and using the definition of Θ(λ) we have
which is similar to ∆ t defined in [20] .
4. Some kernel estimates and Proof of the Theorem 1.2
As it was done in [22] and [20] , here also we will use Theorem 3.1 of [7] in order to prove Theorem 1.2. For that we need to find a well-behaved approximate identity which satisfies certain estimate. Let us consider the function
|z| 2 where L n−1 k are the usual Laguerre polynomials of type n − 1 and degree k. Also, define ϕ n−1 k,λ (z) = ϕ n−1 k ( |λ|z). Let φ r (z, t) be the Fourier transform on the λ-variable of the function φ λ r defined as follows
φ r will play the role of approximate identity. In fact, they satisfy the following properties Lemma 4.1. For each r > 0, let φ r be defined above. Then
The proof of the lemma is same as Lemma 1 of [20] . Once we have the above approximate identity, let us define ψ r = φ r 2 − φ r . Theorem 3.1 of [7] tells that in order to prove Theorem 1.2 we only have to prove that there exists ǫ > 0 such that
As shown in [20] , we can also show that in order to prove ( 4.7 ) it is enough to prove (4.8)
We first need some results which will be useful for proving ( 4.8 ).
Proof. For α, β ∈N , let us consider the special Hermite functions on C n defined as follows Φ
where φ λ α are Hermite functions and π λ (z) = π λ (z, 0). Then using Proposition 1.3.2 of [26] we can easily see that
For λ ∈ R * , let us consider the functions on C n which are finite linear combinations of
where the sum runs over a finite set. We now calculate
From (1.3.19), (1.3.23) of [26] we have
Combining the above two relations we get
From the above we can conclude that
Now if we consider functions of the form
where f λ are finite linear combitinations of |λ| n Φ λ α+m + ,α+m − , we get our required class of functions.
For any function b defined on R, Let us consider the function
Here
Proof. As ϕ n−1 k,λ = |α|=k Φ α,α from the above theorem we have
Hence the corollary is proved.
The next lemma is actually similar to Lemma 2 of [20] .
Lemma 4.4.
for all |α| + |β| + 2l ≤ with a ≥ b and P (z, t) = z a 1z 2 b and that also involved very long and messy calculations. Now, we have already discussed in the second section that
For convenience we use the notation Γ k λ in place of
Let Q ⊂ R 2 be the set enclosed by the three lines namely x = 0, y = x and y = 1 and σ 1 , σ 2 be the two functions on Q defined by σ 1 (u , v) = u and σ 2 (u, v) = −u. Also let ς 1 (w) = w and ς 2 (w) = −w, where w ∈ [0, 1]. Then the Hermite coefficient of ∂ ∂λ b(H(λ)) can be written as We will prove our claim using induction on l. We already show that the result is true for l = 1. Suppose the result is true for some l ∈ N. Since, Γ k λ satisfies the Leibnitz rule and Γ k λ ((2k + n)λ) vanishes, the Hermite coefficient of ∂ l+1 ∂λ l+1 b r (H(λ)) can be written as the sum of several terms which are of the form
where m = 0, 1, · · · , l and C is any constants depends only on n and l. Also g, σ and ς are bounded functions on Q m × [0, 1] m , Q m and [0, 1] l−m respectively. The above expression can be written as the sum of two terms I 1 and I 2 where
I 1 can be deal with similarly as case l = 1. I 2 can be written as
Hence our claim is proved. Now we are in a position to estimate δ α (λ)δ β (λ)W λ ( ∂ l ∂λ l ψ λ r ). From the above discussion and using Lemma 2.3 one can notice that δ α (λ)δ β (λ)W λ ( ∂ l ∂λ l ψ λ j ) can be written as sum of several operators which are of the form
Ofcourse, the total number of term depends only on n, p, q and l.
Therefore, in order to prove our lemma we only need to estimate the operator norm of the operators which are of the form (4.10)
Since, the finite difference operators can be estimated by derivatives, we have
r,u,v (k, λ)|, where s = |γ| + |β| and ∂ s 1 stands for the partial derivative with respect to the first variable. The above can be further dominated by 
where f ϑ,s,i (x) = x ϑ+s−i e −cx + x ϑ+s−i−1 e −cx , a rapidly decreasing function for each i. Hence, ( 4.11 ) is bounded by
where f l,r is a rapidly decreasing function.
Hence, using the boundedness of the function g the operator norm of ( 4.10 ) can be dominated by
which is equal to
wheref α,β,l is a rapidly decreasing function. Hence the lemma is proved.
Now we are in a position to prove ( 4.8 ).
As we have discussed earlier we only have to prove
Proof. We will prove this lemma only for l ∈ N. For other l the estimate can be obtained easily by using the estimate of [l] and [l + 1]. As ρ(z, t) l ( n i=1 |z i | 2 ) 2l + t 2l , we will prove that (4.12)
and (4.13)
We first prove the estimate ( 4.13 ). Using the Plancherel theorem on the t-variable we can observe that the left hand side of ( 4.13 ) equals to
Thus by Leibnitz rule, it is enough to prove the following inequality.
for 0 ≤ l 1 ≤ l. Applying Lemma 2.2, the above can be dominated by (4.14)
Therefore, it is enough to estimate (4.15)
where |a| + |b| + |c| + |d| + 2s = l − l 1 . Now we can write
So, ( 4.15 ) can be dominated by (4.16)
By Lemma 4.4, we have
Using the above estimate and the hypothesis of Theorem 1.2 we get
We can estimate ( 4.13 ) similarly by observing the fact that it will lead to the estimate of the integral s = l 1 = 0 in the integral ( 4.15 ).
Lemma 4.7. Let 0 < r < 1. For l ≤ [ n+1 2 ] and i = 1, 2, · · · , n, the following estimates are true.
Proof. We will first prove (1). Similar to (4.6), here also we have to estimate (4.17)
and (4.18)
We only prove ( 4.18 ). ( 4.17 ) can be proved similarly. By Plancherel theorem, ( 4.17 ) is same as
2 dλ. To estimate the above integral it is enough to estimate the following two integrals
Using Lemma 4.6, we can see that the second term satisfies our required estimate. So, we only have to prove the same for the first term. Let us observe that if 2 N ≤ (2k + n)|λ| < 2 N +1 , then |λ| < 2 N +1 . So,
Hence, we can get our required estimate by proceeding similarly as Lemma 4.6 and observing the fact thatr < 1. Now we will prove (2). Again we will only estimate (4.19)
By the Plancherel theorem and the relation between X i , Z i (λ) andZ i (λ), it is enough to estimate (4.20)
Since both can be estimated similarly, we will only estimate ( 4.20 ) . Now ( 4.20 ) can be dominated by
We can estimate the second term similarly as ( 4.12 ). In order to estimate the first term of ( 4.22 ) notice that it is enough to estimate (see Lemma 4.6) the term
2 dλ,
Since,
As we get an extra 2 − N 2 on the right hand side, ( 4.23 ) can be bounded by r l−(n+2) , as in Lemma 4.6. Thus ( 4.19 ) is proved.
Third part of the lemma is similar to (2).
Proof of Theorem 1.3
We will start this section with some definitions. We will first describe the dyadic Heisenberg cubes as given by Christ.
Theorem 5.1 ([6]). There exists a collection of open sets
(2) For l ≥ j and any α, β, either Q l α is contained in Q j β or they do not intersect.
(3) For each k, α and l there exists a β such that
, aη j ). We will call those Q j α as cubes of side leghth η j and center (z j α , t j α ). For any γ > 0 the dialation of any cube is defined as follows
A family {Q k j } j,k∈Z ⊂ D is called a sparse family of dyadic cubes if the following is true
Corresponding to a dyadic grid D and a sparse family S, for 1 ≤ r < ∞, we can consider sparse operator which is defined as follows.
From now on, we will denote ψ t j as ψ j . Let us define the following operators
It is easy to see that T N f tends to T f in L 2 as N tends to ∞. Let k j and K N are the kernels of T j and T N respectively. For any cube Q ⊂ H n , let us consider the operators
Also, consider the operator
We will prove the following theorem Theorem 5.2. Suppose M satisfy the hypothesis of the Theorem 1.
where the constant depends only on n. Here Λ stands for the the maximal function associated to the Heisenberg group. Also, we will have
Proof. As T N are uniformly bounded in L 2 (R n ) and Λ and Λ 2 both satisfy weak type (2,2) estimate, ( 5.25 ) is an easy consequence of ( 5.24 ). So, we will prove ( 5.24 ). Fix a cube Q which contains (z 0 , t 0 ). Define f 1 = f χ 3Q and f 2 = f − f 1 . Let us also consider φ ∈ C ∞ 0 (H n ) supported in the homogeneous ball {(z, t) : ρ(z, t) < 1} and satisfying φ((z, t)) = 1 whenever ρ(z, t) <
Since f 2 is supported outside 3Q, we have
We will make use of the estimates obtained in the previous section in order to get the above estimate.
Using Cauchy-Schwarz inequality the above term can be dominated by
We claim that (5.27)
If the claim is true, then we have
In order to prove ( 5.27 ), it is enough to prove (5.28)
As (z, t) ∈ Q and (w, s) ∈ H n \ 3Q, ρ (z 0 , t 0 )(w, s) −1 and ρ (z, t)(w, s) −1 are comparable. So using Lemma 4.6 we have
j+1 . Therefore, we only have to show that
By change of variable, it is enough to prove
, where 2Q 0 is the ball whose center is the origin and radius is same as that of the cube 2Q. Let (z, t)(z 0 , t 0 ) −1 = (u,t). First we considert = 0 case. Let L be the left invariant vector field corresponding to the curve γ(α) = α (u,0) |u| , α ∈ R. Then from the fundamental theorem of calculus, we have
As ρ(w, s) and ρ ((u, s)(w, s)) are comparable, ρ(w, s) and ρ (γ(α)(w, s)) are also comparable. Hence the above can be dominated by
From the definition of k 1 j , we have Lk 1 j (w, s) = Lk j (w, s)φ(w, s) + k j (w, s)Lφ(w, s). Now as |Lφ(w, s)| is bounded, the corresponding integral associated to that term can be dominated by
Using Lemma 4.6 this can be further bounded by
.
Using the bounedness of φ(w, s), we can dominate the integral associated to the term Lk j (w, s)φ(w, s) by
As k 1 j is supported in the homogenous ball of radius 1, the above is less than or equal to
By Lemma 4.7 the above integral is again bounded by
Hence ( 5.28 ) is proved which completes the proof of ( 5.26 ).
We will now prove that
it is well-known that
where the constant is independent of N . Therefore, we have proved ( 5.29 ). Now, let (z, t) ∈ 3Q. Then,
Taking intergral over the region (z, t) ∈ Q on both sides and dividing by 1 |Q| we have
Now we can estimate
So, finally we have
Taking supremum over ǫ > 0 we get
Hence ( 5.24 ) is proved. ( 5.25 ) will follow from ( 5.24 ) using the weak(2,2) bounedness of Λ 2 and T N .
Let us consider the following maximal function
Here supremum is taken over all the cubes which contains (z, t). Also for any cube Q 0 define
The next lemma will be used to prove 4.8 .
Lemma 5.3. Let M satisfies the hypothesis of the Theorem 1.3. Then (1) For a.e (z, t) ∈ Q,
for any (z, t) ∈ H n . Here C depends only on n and T and not on N .
Proof. The proof of the first part is same as the proof of part (i) of Lemma 3.2 of [19] . So, we will prove part (2). Let us consider a dyadic cube Q containing (z, t) ∈ H n . Let (ξ, s) ∈ Q. Then
Now we have seen in the proof of Theorem 5.2 that
On the other hand |T N f χ H n \3Q (z, t)| is bounded by T N * f (z, t). Hence, we have
Proof of Theorem 1.3: Since we prove that T N * is of weak type (2, 2), by our previous lemma M T N is of weak type (2, 2). Let Q be a cube in H n . We shall find a sparse family F ⊂ D(Q 0 ) such that
for a.e (z, t) ∈ Q 0 . The above can be proved using exactly the same idea used in proving Theorem 3.1 of [19] . But for sake of completeness we give the proof. To prove
Also, using Lemma 5.3, we have
Using above result we get
Hence, ( 5.31 ) is proved. Now, let us assume that f is compactly supported. Let us consider any ball B which contains the support of f . By Theorem 4.1 of [14] , there exists finite number of dyadic decompositions {S l : l = 1, 2, · · · , L} and a cube Q ∈ S l for some l = 1, 2, · · · , L such that B ⊂ Q. As Q contains the support of f from ( 5.30 ) we have
Since, the above is true for any cube B which contains the support of f , we have
for all f ∈ C ∞ c (H n ) and hence for all f ∈ L p (w) Of course, the constant appearing here is independent of N . Now, as T N converges to T M in L 2 , there exists a subsequence which converges to T M almost everywhere. Thus, we can conclude that
for w ∈ A p 2 , 2 < p < ∞. Hence Theorem 1.3 is proved.
6. Proof of Theorem 1.4
In this section we prove 1.4. We actually prove the following theorem 
Then if F is a bounded Borel function satisfying ηδ t F W q s < ∞ we have
for all w ∈ A p 2 and f ∈ L p (X, w), 2 < p < ∞.
Using Lemma 2.2 of [10]
, we can easily see that (see [11] ) Theorem 1.4 follows from Theorem 6.1. So, we only have to prove Theorem 6.1. The proof of Theorem 6.1 is slight modification of the proof of Theorem 3.1 of [10] .
Proof. Let us fix s such that s > In order to prove ( 6.32 ) it is enough to show that M F (L) is weak (2, 2) . In fact, as F (L) is L 2 -bounded we only have to show that
where M is the Hardy-Littlewood maximal function. Let N ∈ N be such that N > s m . Let Q ⊂ X is a dyadic cube and r Q be its center. As sup t>0 ηδ t F W Using (4.10) and (4.16) of [11] , we can see that if ξ ∈ Q then
Hence, for ξ ∈ Q, we have We will now show that Hence, ( 6.33 ) is proved.
