This letter presents a novel frame splitting scheme for an error-robust audio streaming over packet-switching networks. In our approach to perceptual audio coding, an audio frame is split into several subframes based on the network configuration such that each packet can be decoded independently at the receiver. Through a subjective comparison category rating (CCR) test, it is discovered that our approach enhances the quality of the decoded audio signal under the lossy packet-switching networks environment.
Introduction
Recently, audio streaming has become one of the most popular multimedia services. Most of the audio streaming services are provided by packet-switching networks where messages are divided into packets and each packet is transmitted individually. The packet loss usually results in annoying interruption in the playback of the received audio stream which immensely deteriorates the user-perceived quality of service (QOS).
A number of methods have been proposed for packetizing the audio bitstream to prevent the degradation caused by transmission errors. RTP payload format is defined to transport the MPEG-4 Advanced Audio Coding (AAC) elementary streams over the internet [2] . It increases the packet loss resilience of the coded audio data by incorporating the AAC properties into the payload format. A more specific packetization strategy has been recommended to fragment the audio frame into smaller data segments with different perceptual significance [3] .
In this letter, we propose a novel frame splitting scheme for robust audio streaming over packet-switching networks. This scheme can be applied to the cases where a single audio frame has to be split into a finite number of smaller units. For instance, when the packet size allowed in the network is smaller than the audio frame, the coded data extracted from the same frame should be distributed into several different packets. For that reason, even a single packet loss can make the whole audio frame data useless. In the proposed approach, the audio frame is split into several subframes which can be independently decoded at the receiver. To achieve maximal coding efficiency while maintaining the robustness against packet losses, this audio frame splitting is performed adaptively depending on the information content of the given audio signal.
Audio Bitstream over Packet-Switching Networks
Generally, in conventional audio coding algorithms, each block of audio samples is processed together on a frame by frame basis. A block of input samples are first transformed into spectral lines in the frequency domain. And then quantization and encoding of these spectral lines are carried out by removing the perceptual irrelevance and statistical redundancy [4] . The coded audio frame consists of the spectral information and the related side information which guides the decoder to how to decode and dequantize each spectral component. A typical structure of the coded bitstream generated from an audio coder is shown in Fig. 1 . For transmission over a packet-switching networks, the bitstream should be segmented into several packets of proper size. If the audio coder is developed without knowing the network specification, there usually exists some mismatch between the frame and packet sizes. In cases when a frame has to be segmented into several packets as shown in Fig. 1 , an audio frame ranges over several packets.
Frame is the smallest unit that can be decoded independently at the audio decoder. Hence, even one missing packet makes the whole audio frame unable to be decoded even though the other packets have been received successfully. In this respect, packet loss usually results in an expanded deterioration of the audio quality compared with the actual amount of information loss. To mitigate this deterioration, methods to send additional side information have been devised [3] , [5] . Even in these methods, however, in 
Frame Splitting
In the proposed scheme, each audio frame is split into a number of subframes such that the size of a subframe matches the size of a packet and each subframe can be decoded independently.
Frame Splitting and Subframe Encoding
In conventional perceptual audio coders, a number of neighboring spectral lines are grouped into a frequency band which we refer to as the scalefactor band [1] . Scalefactor bands are established based on the critical band analysis theory that has been empirically derived in psychoacoustics [4] . The grouped spectral lines are encoded jointly so that the overall quantization noise within the scalefactor band may become inaudible. Thus, in the proposed splitting scheme, each scalefactor band is regarded as the smallest unit of audio frame splitting.
Before splitting an audio frame, scalefactor bands can be reordered as far as the reordering rule is known to the decoder. When a packet is missing, the lost spectral lines appear as a large spectral gap which is easily perceptible. To alleviate this deterioration, we propose to reorder the scalefactor bands such that adjacent spectral components can be assigned to different packets. An example of this technique is given in Fig. 2 where interleaving is performed to distribute each scalefactor band to an appropriate subframe. If the scalefactor bands are reordered through this type of interleaving, a large spectral gap can be replaced by multiple small gaps which are perceptually preferred. Moreover, this helps error concealment since lost spectral lines can be predicted based on the correlation among adjacent spectral lines [6] .
After the interleaving, the reordered scalefactor bands are assigned to the corresponding subframes in a sequential manner as shown in Fig. 2 . Then, each subframe is individually encoded by means of a general audio coding algorithm. Encoding of each subframe is performed according to the packet size given as the number of available bits for rate control. Coded data obtained from each subframe is separately transmitted to the receiver after packetization.
Adaptive Frame Splitting
The number of scalefactor bands allocated to each subframe is an important factor which influences the resulting audio quality. It is due to the fact that the spectral lines are distributed unequally over the whole frequency range. If every packet assumes an equal number of scalefactor bands, spectral information is likely to be concentrated on a small number of subframes which will be encoded with less bits than required.
In order to prevent the concentration of spectral information on a small number of subframes, the audio frame is adaptively split such that all the subframes can be encoded yielding almost an equal amount of coding efficiency. To quantify the coding efficiency, we apply the noise-tomasking ratio (NMR) which represents a ratio of the quantization noise to the masking threshold in a scalefactor band [1] . Let R l denote the NMR for the l − th scalefactor band. Then,
where N l is the power of the quantization noise and M l is the masking threshold calculated from the psycho-acoustics model for the l − th scalefactor band. We aim to create a constant NMR over all the scalefactor bands by adaptively controlling the number of scalefactor bands assigned to each subframe. As a suboptimal splitting rule, we apply the algorithm used in [7] , which operates in an iterative manner. The algorithm adjusts the splitting rule at each iteration by comparing the NMRs calculated from all the subframes as shown in Fig. 3 . After encoding and computing the NMRs, the number of scalefactor bands for the subframe with the highest average NMR is increased by one while that for the lowest average NMR is decreased by one.
We propose to adopt the entropy of the normalized NMR to measure how evenly the NMRs are distributed over the scalefactor bands at each iteration of the algorithm. Let H denote the entropy of the normalized NMR. Then,
with L being the number of total scalefactor bands. An example of the variation in H along the iteration index is plotted in Fig. 4 where it is seen that H has a tendency to increase at each iteration and slightly fluctuates after convergence. For decoding at the receiver, the information on the adaptive splitting should also be transmitted in conjunction with the encoded spectral components. This slightly lowers the available bitrate for the quantization of each scalefactor band information. However, we have found that the improved coding gain obtained from the adaptive frame splitting technique is sufficient to overcome the reduced bitrate.
Test Results
To evaluate the performance of the proposed algorithm, the adaptive frame splitting scheme was applied to the MPEG- AAC [1] without several tools including the block switching, bit reservoir, and temporal noise shaping (TNS). Test specifications are described in Table 1 . The target application was audio streaming over a mobile packet-switching networks. For the experiment, the header information such as the sampling rate and the number of channels in each frame that are invariant over the entire audio streaming was excluded to meet the low-bitrate condition. Otherwise, the information should be duplicated in each subframe and it leads to increased bitrate. The random packet error sequence was generated from the well-known Gilbert model [8] . Five music materials from various genres were selected for performance evaluation. For the lost packets, an error concealment algorithm was applied to reconstruct the missing spectral lines. We applied a simple repetition method which replaced the lost spectral lines by those from the previous frame. In addition to it, the output audio signal was made faded out exponentially for consecutively missing spectral lines.
A comparison of waveforms decoded from the audio bitstream damaged by some packet losses is given in Fig. 5 . Fig. 5(d) illustrates the applied packet error sequence where '0' represents no packet error and '1' indicates the packet loss. As shown in Fig. 5(b) , the original decoder could not reconstruct the received frames successfully at the locations of packet loss. On the contrary, the proposed algorithm was able to recover partly damaged audio frames and produced a waveform which was closer to the original input signal as shown in Fig. 5 . For a subjective evaluation of the perceived audio quality, a number of comparison category rating (CCR) tests were conducted. The CCR test [9] provides a score measuring the relative quality of an audio data compared to the reference in seven scales: 3 (much better), 2 (better), 1 (slightly better), 0 (about the same), −1 (slightly worse), −2 (worse), and −3 (much worse).
Three sets of test samples were constructed. The data in set A were obtained by encoding and decoding the original audio samples without any frame splitting. In set B, we applied the proposed frame splitting algorithm without the use of interleaving. For the data in set C, both the adaptive splitting and interleaving approaches were applied simultaneously. The tests were performed at various packet error rates (PERs) of 0%, 2%, 5%, and 10%. The test was executed by 9 listeners and the averaged CCR scores are listed in Tables 2 and 3 .
In the case of no packet loss, it was seen that the scores of the proposed scheme were slightly lower than those of the original audio coder. This comes from the decrease in effective bits used to quantize the spectral contents. In contrast, we can see that the quality ratings of the proposed frame splitting scheme outperformed those of the original audio coder under packet loss conditions and furthermore, the preference grew rapidly as the PER increased.
The averaged scores given in Table 3 show the effectiveness of the interleaving technique. Without any packet loss, the interleaving performed slightly worse. However, as the PER increased, the interleaving scheme showed better audio quality and less perceptible quality impairment caused by packet loss.
Conclusions
In this letter, we have proposed a frame splitting scheme in perceptual audio coding for packet-switching networks. The expanded degradation of audio quality caused by the mismatch between the audio frame and network packet sizes has been reduced by splitting the audio frame into several subframes such that each subframe fits the network packet which is independently decoded.
