INTRODUCTION
Let A be a C*-algebra, B be a C*-subalgebra of A and 4 be a factorial state of B. An important problem [20] , which resisted many attempts at solution, was whether 4 can be extended to a factorial state of A. This problem has now been solved in the case when B is separable. There are two basic ingredients of the solution. Firstly, Sakai described a simple C*-teasor product method, which in its basic form solved the problem in some special cases, for example, when B is nuclear (see [ 13] ), and which in its general form showed that it was sufficient to establish the existence in a factor of an injective subfactor with trivial relative cornmutant (see [S] ). Second, Longo [ 141 and Popa [ 17, 181 used the deep theory of factors to show that such a subfactor does exist (in separable cases), thereby proving also the factorial Stone-Weierstrass conjecture for separable C*-algebras c20, 51.
Another technique of Sakai's [19] , originally used to establish the existence of type III factorial states of inseparable antiliminal C*-algebras, was adapted by Tsui [23] to produce factorial extensions, assuming the existence of a "weak expectation" of A into the factor X+(B). This method apparently was applicable in similar circumstances to the basic tensor product method, in particular when B is nuclear.
A third approach is to consider extremal extensions of 4. Observation suggests that some of these have a tendency to be factorial-indeed, there is no known example where 4 does not have an extremal extension which is factorial. Nevertheless this method did not play a major role in the discovery of a solution-the cases where it could be established that an extremal extension is factorial [22, 26] were quite special and susceptible to various other methods.
In this paper, we shall compare these special techniques for constructing factorial extensions. In Section 2, we show that the basic tensor product method and the weak expectation method are applicable in exactly the same cases, and produce exactly the same factorial extensions. Furthermore, these methods are applicable to each factorial state of B if and only if every maximal C*-tensor product of B embeds in a C*-tensor product of A. In Section 3, we show how the type of these extensions depends on the type of 4. Finally we give some examples which show the limits of these methods.
Throughout, A is a C*-algebra with a C*-subalgebra B. The sets of all states, all pure states, and all factorial states of A are denoted by S(A), P(A), and F(;(A), respectively, while F,(A), F,,(A), and F,,,(A) will be the sets of factorial states of types I, II, and III, respectively.
If 7c is a representation of A on a Hilbert space 2, n(A) will denote the ultraweak closure of n(A). In the special case when rt is the universal representation rc, of A, n,(A) will be identified with A**, A with n,(A) G A**, and B** with the weak* (=ultraweak) closure of B in A**. There is a unique extension of rt to a normal representation E of A** on X, and there is a smallest (central) projection z, E A** with $z,) = 1 (z, is known as the support of 7~). Furthermore 5 1 z, A** is a *-isomorphism of z,A** onto x(A).
For $ E S(A), ($$,, n+, ti) will denote the GNS Hilbert space, representation and cyclic vector associated with I/.
We denote the algebraic tensor product of C*-algebras A and D by A 0 D. For the theory of C*-tensor products, the reader is referred to [21] . For simplicity, he may prefer to assume that all C*-algebras have identity elements, without essential loss. However, with the aid of [12] , it is easy to check that the specific results from [9 and 213 which we quote in the sequel are valid without this assumption. Any state o E S(A a,,, D) has a "restriction" w 1 A to A, given by 
EXTENSION TECHNIQUES
Attempts to solve the factor state extension problem usually used the following idea, originally due to Sakai (see [ 5, 133 ) . There is always a unique representation 8 on Z6 of the maximal C*-tensor product BQ,,, D satisfying (*) [21, IV.4 .71. Thus the assumption above merely presumes that this latter representation factors through the C*-tensor product B,, which in general is a quotient of B@ ProoJ There is a normal extension of P to a linear contraction P of A** into n(B). Then PI B** =71, so P is surjective. Since x(B) is isomorphic to z,B **, there is a linear contraction Q of A** onto z, B** such that P=noQ. In particular, ii(Q(b))=it(b) (bE B**), so Q is a projection of norm 1 of A** onto z,B **. Thus Q is positive and satisfies the module property
(aEA**, b,E B**) [21, 111.3 .41. In particular, Q(z,az,) = Q(a). It follows that Q, and hence P, are completely positive [21, IV.3.41, and that P satisfies (2) .
We note in passing that, by duality, Proposition 2.1 ensures that certain "dilations" of the predual n(B), into A* are completely positive (see [9] ).
For 4 E S(B), let 2 be the convex set of all weak expectations for rrg. In the point-ultraweak topology, Z? is compact. However, Z! may be empty (see Example 4.2). COROLLARY 2.2. There is an affine homeomorphism of 2 into the weak* compact set YO, defined by P H qSp, where 4Aa) = (P(a) td, &>.
Proof. It is clear that P + dP is a continuous afhne mapping of A! into YO. Furthermore, if P, Q E 9 and dP = ia, then for a E A, bi E B, Thus P = Q. We conclude that P-dp is injective, and therefore homeomorphic.
Let Y; be the range of the mapping PI-+~~ of Corollary 2.2. Then Y; is a (possibly empty) weak* compact convex subset of 9,. It was shown in [23] that if 4 E F(B) the extreme boundary a,yl, of Y1 consists of factorial extensions of 4. We shall see now that this "weak expectation" method of extending certain factorial states corresponds exactly to a particular case of the "tensor product" method. (1) There is a representation 8 of B, on X4 such that From the definition, P is a linear contraction, and
so P is a weak expectation for n(. Furthermore
It follows that o H P is an injection of d into 9.
Conversely, suppose that there is a weak expectation P for nd. Since P is completely positive, there is a completely positive (hence bounded) linear mapping OO of A, into the bounded linear operators on Z6, such that Proof: (2) * (1). There is a canonical *-homomorphism @: A, + A,, and we may take O=~C@IB,~.
(1) * (2). Let I/ jlV be the right normal norm on A 0 D**, x0 be the identity representation of D on A$, and z be the support of rc,,. Since EC, is a *-isomorphism of zD** onto x,(B)', it is easy to see from the definitions that 11(1o%m)II"or= ll(loz)xll" Suppose that there is a C*-algebra A, containing both A and another C*-subalgebra C which commutes with A (so that the C*-algebra generated by A and C is a *-homomorphic image of A a,,, C [21, IV.4.71). Let B, be the C*-subalgebra of A, generated by B and C, and If the maximal C*-tensor norm on A 0 C restricts to the maximal C*-tensor norm on B 0 C for each C*-algebra C, then each (factorial) state of B is compressible in A. There is also a converse to this. THEOREM 2.6. For a C*-algebra A with C*-subalgebra B, the following are equivalent:
(1) Each factorial state of B is compressible in A.
(2) For any V-algebra C, the maximal C*-tensor norm on A 0 C restricts to the maximal C*-tensor norm on B 0 C. Let E be the orthogonal projection of 2 onto 2, and define P(a) = .!$(a @ 1) E. Then P is a weak expectation for rc.
(3) =z- (4), (3) = (1). These are trivial. (4) =E-(3). Let P: A --) B** be a weak expectation. Then 50 P is a weak expectation for 7~.
TYPES OF EXTENSIONS
Suppose that 4 is a compressible state of B, so that $ = Y; is a nonempty set of extensions of 4. One should ask what properties these extensions have, particularly when 4 is factorial and the extensions belong to the special set Pi. The following simple result will enable us to describe PI in certain examples in Section 4. Hence Err,(u) E E n,(B). Thus the mapping P: A -+ n,(B) given by P(u) = &~~(a) E is a weak expectation for rca, and so 4 is compressible. Furthermore and so $EY;. Another approach to the factor state extension problem was to try to show that F(A) n a,y?, is nonempty, but the recent solutions [ 14, 17, 183 do not seem to establish this. In certain special situations, one has the stronger property: aeYO G F(A) (see [22, 26] (3) The proof is similar to that of [20,4.6.9] . Suppose that m is semilinite. Let F= [n,(B)' X4] E n,(B). Since F> E, there is a finite projection E, <F in n,(A) with EE, E #O. Since EE, EE En,(A) EE (a*(D) E)' = n+,(B), there is a nonzero projection F, E n,(B) such that F, E, F, + E -F, has an inverse S as an operator on X4. 4. EXAMPLES EXAMPLE 4.1. For 1 < n < co, let A be the Cuntz algebra 0, generated by isometries Si (1 < i< n) with STSi = 1 = C SjSy, and let B be the C*-subalgebra %a generated by words of the form S, S, .. . S. StS!: * .a S$.
Now %" is a UHF algebra, and there is a projection P of norm 1 of 0, onto %n annihilating all words of the form Si, . It can be shown that Y, contains states other than r 0 P. Let + be one such, and c1 be the canonical action of T on Co,, so that a,(Si) = tSi and Fn isthelixedpointalgebra [16] .Then P=S,cr,dt,sozoP=Scr:ll/dt.Since a:+~,4p~, it follows that r~Pkd,Yo. EXAMPLE 4.2. Let A be the Cuntz algebra Q, and B be the Choi subalgebra [7] . This contradiction shows that 4 is not compressible. However, as pointed out to us by Lance, it may be verified that the state z 0 P of Example 4.1 is a (factorial) extension of 4. EXAMPLE 4.3. Let A be the simple C*-algebra v(%(n,)) associated by Bunce and Deddens [6] with a strictly increasing sequence (nk)k,, of positive integers, where each nk divides nk + i, and let B be the UHF subalgebra v(A(nk)). There is a unique tracial state r of A, and it was shown in [2, 3. 
