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Sur les Entiers qui s'Ecrivent Simplement en Differentes Bases
M. MIGNOTTE
1. INTRODUCTION
Ce travail porte sur l'ecriture simultanee des entiers en differentes bases. Les resultats que
nous demontrons sont de la forme suivante: il n'y a qu'un nombre fini d'entiers dont
l'ecriture est "simple" ala fois en base deux et en base trois; cette notion de "simple" sera
precisee plus loin, et ceci de diverses manieres,
Le premier resultat qui va dans ce sens a ete demontre au debut du siecle par Polya; il
s'agit du theoreme suivant:
Inf {12n - 3m l} -+ 00
mEN
SI n -+ 00.
Puis, en 1970, Senge et Straus [4] ont montre qu'il n'existe qu'un nombre fini d'entiers
dont la somme des chiffres en base deux et en base trois ne depasse pas une borne fixee. Leur
demonstration utilise une version p-adique du theoreme de Roth et-de ce fait-n'est pas
effective.
Une preuve effective de ce resultat et d'autres similaires a ete donnee par Stewart [5] en
1980.
Le but du present travail est de fournir une interpretation de ces faits en termes de
langages et d'en donner queques generalisations.
Nous utiliserons les notations suivantes, classiques en theorie des langages:
X etant un ensemble fini (un alphabet), on designe par X* l'ensemble des mots sur X (on
dit que X* est Ie monoide libre sur X): si x E X et n E N, la notation x" designe Ie mot
constitue par n lettres x consecutives; si W et w' sont des mots sur X, leur juxtaposition (on
dit encore leur concatenation) est notee w. w', ou plus simplement ww' quand il n'y a pas
de confusion possible. Un langage sur X est une partie quelconque de X*: si L1 et L2 sont
des langages sur X, on note L I L2 l'ensemble des mots de la forme WI w2 , ou WI parcourt L I
et W2 parcourt L2 ; si L est un langage, L* designe l'ensemble des mots w tels qu'il existe
n ~ 0 et des mots WI' w2 , ••. , Wn de L pour lesquels W = WI W2, .•. , Wn ; si L = {u} est
reduit a un seul mot, pour alleger les notations, on ecrira u* au lieu de {u}*.
Dans tout cet article, nous considererons la situation suivante: A est une ensemble fini
d'entiers naturels (l'ensemble des chiffres); B = (bn)n;>o est une suite d'entiers positifs (la
base); et on considere la fonction naturelle (l'evaluation)
A* -+ N,
ainsi que la fonction dans l'autre sens qui a tout entier naturel n s'ecrivant de maniere
unique n = aobo + a.b, + ... + a.b; associe le mot de A*:
(n)B = anan_ I ' " ao·
La premiere fonction s'etend de &'(A*) a &'(N): a un langage L sur A* on associe l'ensemble
d'entiers
t. = £(B) = {x E N; 3w E L, x = w}.
Nous nous interesserons a l'intersection de deux ensembles d'entiers de ce type.
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Prenons un exemple. Soit a un entier au moins egal adeux; posons
A = {a, 1, ... , a - I},
et, pour tout v fixe dans A*,
L , = L,(a; v) = {w E A*; 3m E N, W = lO" .v};
autrement dit L,(a; v) est l'ensemble des mots sur l'alphabet {a, 1, ... , a-I} qui
commencent par le chiffre 1, suivi de m zeros, m ~°quelconque, et qui se terminent par
un mot v fixe.
Alors
L, i,(a; v) = {x EN; 3m E N, x = if' + va},
ou, pour simplifier les notations, on a pose u, = VB' (de meme on pose (s), au lieu de (n)B).
Et le theoreme de Polya entraine que, pour v et W fixes, l'intersection
L, (2; v) n t, (3; w)
est finie; bien entendu ce resultat est vrai-et aussi demontre par Polya-s-dans Ie cas
d'une intersection L, (a; v) n t; (b; v), lorsque a et b sont deux entiers multiplicativement
independants (i.e. tels que Ie quotient (Log a)j(Log b) soit irrationnel).
Si, pour un entier positif M donne, on pose
Lz(a; M) = {w E {a, 1, ... , a - 1}*; w = al ... as et a l + ... + as ::::; M},
alors le resultat de Senge et Straus est equivalent au fait que, pour a et b multiplicativement
independants, et pour M et N fixes, l'intersection
iz(a; M) n iz(b; N)
est finie. Tandis que Stewart demontre que l'on peut calculer effectivement un entier K tel
que, sous les memes hypotheses, on ait
Remarquons que les langages L) et L; rencontres jusqu'a present sont, de toute evidence
des langages rationnels. Plus precisement, ce sont des cas particuliers de langages dits
maigres et qui sont par definition des unions finies de parties regulieres de la forme
uovtu,vT· .. VtUb ou les u, et les Vi sont des mots fixes de A*.
Considerons, maintenant, pour un entier a ~ 2 et un entier k ~ 1, un langage de la
forme
L3(a; U, u; k) = {z E {a, 1, ... ,a - 1}*; 3m E N, Z = uu":', k . lu'zI"I ~ Iz'I},
ou u et u' sont deux mots fixes sur l'a1phabet {a, I, ... ,a - I} et ou I Idesigne la longueur
d'un mot.
II est facile de verifier qu'un tellangage est algebrique. Voici une preuve "mecaniste" de
ce fait. On considere un automate apile non deterministe qui commence par verifier que
le debut d'un mot est de la forme u'zI" tout en empilant les lettres qu'illit puis qui, a un
moment choisi au hasard, cesse cette verification et retire une lettre de la pile chaque fois
qu'illit k lettres consecutives quelconques. II est clair que si cet automate a lu entierement
un mot et ne contient plus rien dans sa pile alors Ie mot en question appartient a L 3 ;
reciproquement, pour tout mot de L 3 il existe une maniere de faire fonctionner cet automate
de telle sorte qu'illise ce mot et que sa pile soit vide a la fin de la lecture. Un tellangage
algebrique est appele algebrique acompteur.
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Le premier theoreme de ce travail consiste amontrer que, si a et b sont deux entiers
multiplicativement independants, alors l'intersection
i 3(a; u, u; k) (\ i 3(b; v, v'; I)
est finie, quels que soient les choix de u, u', V, v', k et I.
Le second theoreme fait intervenir un langage L maigre, L c {O, 1, ... , a-I}*, et un
langage L' sur l'alphabet {a, 1, ... , b - I} qui contient un langage algebrique acomp-
teur, et on montre encore que t: (\ t: est fini lorsque a et b sont multiplicativement
independants.
Enfin, Ie Theoreme 3 concerne la decomposition d'un entier en somme de valeurs de deux
suites recurrentes lineaires verifiant certaines hypotheses.
De meme que Stewart [5], nous utilisons des minorations sur les formes lineaires de
logarithmes de nombres algebriques et les enonces obtenus sont effectifs.
2. ENONcE DES RESULTATS
Enoncons d'abord le theoreme annonce dans l'introduction.
THEOREME 1. Soient a et b deux entiers positifs multiplicativement independants. Soient
k et I deux entiers positifs, u et u/ (respectivement v et v') deux mots sur l'alphabet
{a, 1, ... ,a - I} (respectivement {a, 1, ... ,b - I}). Alors il existe un entier N =
N(a, b, u, u', v, v', k, I), effectivement calculable, tel que, si un entier n possede en base a une
ecriture de la forme
et en base b une ecriture de la forme
(n)b = V'Vm2W2,
alors nest majore par N.
(1)
(2)
REMARQUE. Dans cet enonce la partie gauche des mots (n)a et (nhjoue un role privilegie
mais ceci tient a la nature de cette question. En effet, une application directe du theoreme
des restes chinois montre qu'il existe une infinite d'entiers n tels que l'on ait simultanement
et
pourvu que a et b soient premiers entre eux.
II serait interessant d'etudier les entiers n tels que l'on ait it la fois (n)a E L et (n)b E D,
ou L et L' sont deux langages rationnels. Le meilleur resultat que j'ai pfi obtenir dans cette
direction est le suivant.
THEOREME 2. Soient a et b deux entiers positifs multiplicativement independants. So it L
un langage maigre sur l'alphabet {a, 1, ... , a - I} et L' un langage sur l'alphabet
{a, 1, ... ,b - I} de laforme
L' L'(u; k', c)
{w; w = w/~w//, Iw/I ~ clwjl/k', mlul ~ c-1IwI1- 1/k'}
ou k' et c sont des constantes positives.
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Alors if existe une constante koque ne depend que de L et telle que,pour k' ~ ko, if n'existe
qu'un nombre fini d'entiers n qui verifient it la fois
et (n)b E L'.
Ce theoreme conduit aussitot au resultat suivant.
COROLLAIRE. Soient a et b deux entiers positifs multiplicativement independants. Soit L
un langage maigre sur l'alphabet {a, 1, ... ,a - I}. Alors if n'existe qu'un nombre fini
d'entiers n dont l'ecriture en base a appartienne it L et dont l'ecriture en base b soit de laforme
(2) comme dans Ie Theoreme 1.
On peut aussi etendre les resultats de Stewart it d'autres representations des nombres que
leur ecriture usuelle en base a ou b. Voici un exemple d'un tel resultat.
THEOREME 3. Soient (bm)m;>o et (b~)m;>o deux suites d'entiers positifs telles qu'il existe des
nombres reels algebriques positifs A, A', ()( et ()(' tels que
pour un certain Y/, °< Y/ < I.
Soient d et d' deux ensembles finis d'entiers ~°contenant tous deux zero.
Lorsqu'un entier n s'ecrit
ou a; Ed, °~ i ~ k,
on pose
Sen) = ao + a l + ... + ab
on definit S' de maniere analogue relativement it la suite (b~) et it l'alphabet sd',
Alors, si Log A/Log A' est irrationnel, il existe une constante positive C, effectivement
calculable, telle que pour tout n ~ 8 on ait
Sen) + S' (n) > Log Log n
Log Log Log n + C'
lorsque S(n) et S' (n) sont tous deux definis.
C = C(A, A', ()(, a', Y/),
EXEMPLE. On peut prendre b; = 2m et b'; = Fm , ou F; designe Ie m-ieme nombre de
Fibonacci, ainsi que d = d' = {a, I}.
3. LEs OUTILS DE TRAVAIL
Soient h., h2 , ••• , h, des entiers rationnels de valeur absolue au plus H et soient
lXI, ••• , IX, des nombres algebriques de degre au plus d et de hauteurs majorees respective-
ment par x., ... , A" avec Min {H,A], ... , A,} ~ 4,lahauteurd'unnombrealgebrique
designant le maximum des valeurs absolues des coefficients de son polynome minimal (sur
Z). Soit alors une "forme lineaire"
A = hi Log ()(I + ... + h, Log IX"
ou les logarithmes ont leur valeur principale, et soit
n = Log A2 ••• Log A,.
Sur les entiers qui s'ecrivent simplement
En 1976, Baker ([1], Th. 2) a demontre Ie resultat suivant:
THEOREME 4. Si la forme lineaire A ci-dessus est non nulle alors elle verifie
IAI > exp (- C, Log A,. Q. Log H),
au C, est une constante effectivement calculable, qui ne depend que de t et de d.
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La meme annee, Loxton et Van der Poorten ont etudie Ia situation degeneree, c'est-a-dire
Ies cas A = 0 (voir [3]); ils montrent qu'il existe alors une relation de dependance entre Ies
Log a, avec des coefficients assez petits.
THEOREME 5. En plus des conditions precedences supposons A, ~ ... ~ At, les hi non
taus nuls et les a, reels positifs. Alors si A est nul, it existe une relation
hi Log IY., + ... + h; Log IY. t = 0
au les h; sont entiers et verifient
o < max {Ihil, ... , Ih;l} ~ c2n,
au C2 est effectivement calculable et ne depend que de t et de d.
4. PREUVE DU THEOREME 1
Soit n un entier tel que l'on ait simultanement (1) et (2), alors n est donne par deux




La premiere expression implique
n = (c, + all d j 1) as\+m\l\ (l + (Jla-m\l\)
ou (Jt est un terme borne, done
ou






A = Log (A/B) + (SI + mill) Log a - (S2 + m2 /2) Log b
verifie
IAI = O(a - mi l , + b - m212 ) .
De plus les hypotheses impliquent que I'on a
et
des que n est assez grand.
Du Theoreme 4 on deduit alors que A est nulle des que nest assez grand. Mais, d'apres
le Theoreme 5, ceci implique l'existence d'une relation de la forme
A' = X I Log (A /B) + X 2 Log a + x3 Log b = 0,
avec des coefficients X i entiers , non tous nuls, et bornes.
Si XI est nul on voit que a et b sont multiplicativement dependants. Si XI n'est pas nul ,
comme les formes lineaires A et A' ne sont pas proportionnelles, par elimination on obtient
encore une relation multiplicative entre a et b. D'ou la conclusion.
5. PREUVE DU THEOREME 2
Sans restreindre la generalite, on peut supposer que L est de la forme suivante:
ou les u et v sont des mots fixes. On supposera k' ~ 2k.
Soit n un entier assez grand tel que (n)aE L et (n)b E L '. Considerons d'abord l'ecriture






TI (nj /nj_l) nk
j =1
pour 1 ~ j ~ k.
donc il existe un indice i tel que
on choisit i minimal et on considere l'ecriture
ou
wi
Sur /es entiers qui s 'ecrivent simp/ement
Cette decomposition conduit aune formule du type
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A = c, + dd(al l - I).




IAI = O(a - ml l2 + b - m2 /2 ) .
II reste maintenant aestimer les differentes quantites qui apparaissent dans la forme lineaire
It. Ona
Log A ~ n;_1 + II ~ 1-l /km l ~ II- Ilk,
m l ~ 111k,
Log B ~ 11 /(2k),
m, ~ 11- 1/(21<),
5, + m.l, + 52 + m212 ~ I.
Le theoreme 4 montre que si A n'est pas nul alors
- Log IAI ~ (Log I) .1-1/(2k). Min {ml, m 2};
en effet, si m l ~ m2 on applique la majoration
Log A ~ 1-1/(2k)m2,
tandis que pour m l < m2 on utilise I'estimation
Log B ~ 1-1 /(2k)m,.
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Mais ceci contredit la majoration de IAI obtenue precedemment, done A est nul. On conclut
alors comme dans la demonstrations du Theoreme I.
6. PREUVE DU TIffioREME 3
La demonstration suit d'assez pres celle du Theoreme I de l'article de Stewart [5], ce qui
nous permettra d'etre assez brefs.
On considere un entier n qui possede les deux decompositions
n = albl, + a2bl2 + ... + a.b., = a;b;", + a2b;"2 + ... + a;b;",
avec
et
les entiers a et a' etant non nuls.
Soit Cl ~ 4 un nombre assez grand en fonction de oc, A, a', A.' et qui ne depend que de ces
quatre nombres; posons
f) = CI Log Log n.
Soit alors k l'entier defini par l'encadrement
f)k ~ Log n f)k+'
"" 4 Log A < ,
(done k > (Log Log n)/(Log Log Log n - 2 Log Cl) pour n assez grand) on considere les
k intervalles
h = I, ... , k.
Si chacun de ces intervalles contient au moins un terme de la forme II - l, ou m l - mi,
on a
S(n) + S' (n) ~ k,
d'ou Ie theoreme.
Dans le cas contraire, il existe des entiers t, pet q tels que l'on ait
II - Ip+1 ~ f)t,
m, - mq+ l ~ f)t
(par convention 1,+ 1 = ms+I = 0).
On peut ecrire le logarithme de n sous la forme
Log n = Log A + Ip Log A + O(rll(l-~) + r(/I-lp+I))
ou
A
et aussi sous la forme
Log n = Log A' -j- m
q




A l, Log A - mq Log A' + Log (A/A').
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Des inegalites
I, - l, ~ ot-t,
on deduit l'estimation
Log IAI ~ Cz - c30t,
ou Cz et C3 ne dependent pas de c,.
Si A n'est pas nul, le Theoreme 4 fournit la minoration
Log l/l] ~ -c4 . max {l , /! -Ip,m, - mq}.LogLogn ~ -C40t-1 Log Logn,
ou C4 ne depend pas de C!. Ainsi, pour n assez grand, A est nul et, comme en [5] on en deduit
que Log A/Log A.' est rationnel. D'ou Ie theoreme.
REMARQUE. Comme l'a indique l'un des rapporteurs, il est possible de generaliser le
Theoreme 3 de la maniere suivante. On suppose que les suites (bm)m;.o et (b~)m;.o sont telles
qu'il existe deux nombres reels algebriques positifs A, X, et deux suites de nombres algebriques
an et a~ tels que l'on ait
et
pour un certain 1'/, 0 < 1'/ < 1, et que les nombres algebriques am et a~ aient des hauteurs
majorees par (m + 2)", pour une certaine constante c positive.
Alors la conclusion du theoreme reste valide-a ceci pres que la constante C depend aussi
de c. De plus, la preuve est la meme a quelques details pres.
Cette version amelioree permet de prendre pour exemples des suites telles que
et
ou plus generalement des couples de suites recurrentes lineaires associees a des polynomes
qui possedent une seule racine (eventuellement multiple) de module maximal, pourvu que
l'on ait encore (Log A)/(Log X) irrationnel.
7. CONCLUSION
II est clair que 1'0n peut facilement demontrer de nombreux resultats qui etendent les
Theoremes 1 et 2 de ce travail. Par exemple, il est possible d'affaiblir considerablement les
contraintes (1) et (2) du Theoreme 1 en s'inspirant de la preuve du Theoreme 2.
Par ailleurs, il serait sans doute tres interessant de trouver une preuve du theoreme de
Cobham (cf. S. Eilenberg [2]) qui utilise des outils arithmetiques tels que le Theoreme 4.
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