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of a Small RNAA new study demonstrates that tissue-specific changes in the expression of
a microRNA contribute to morphological variation in nature. This and other
examples suggest that the evolution of microRNA-regulated gene networks
may follow the same general principles as the more familiar regulatory
networks controlled by transcription factors.Artyom Kopp
What is the genetic basis of phenotypic
evolution? This question, so obvious
yet surprisingly difficult to address, has
motivated an ever deeper integration of
evolutionary theory with molecular and
developmental genetics. A key lesson
that emerged from this synthesis is that
morphological traits evolve largely
through changes in the spatial and
temporal regulation of functionally
conserved genes [1]. Most of the work
to date has focused on the role of
evolutionary changes in cis-regulatory
elements (enhancers) that control
tissue-specific transcription. However,
gene regulation does not begin and
end with transcription; a variety of
mechanisms continue to fine-tune
protein abundance and activity
post-transcriptionally. In this issue
of Current Biology, Arif et al. [2] show
that changes in the expression of
microRNAs, an important class of
post-transcriptional regulators, can
also contribute to morphological
evolution and can act with the samespatial and temporal specificity as
changes in transcriptional networks.
In Drosophila, as in other insects,
much of the adult cuticle is covered
with microscopic trichomes— hair-like
cuticular projections secreted by
epithelial cells. The spatial distribution
of trichomes varies both within and
between species [3–5]. In particular,
different Drosophila species, as well
as different wild-type strains of
D. melanogaster, show extensive
variation in the size of the so-called
‘naked valley’ — a patch of
trichome-free cuticle on the second
pair of legs [2,4]. Although the adaptive
significance of this trait is unknown,
rapid evolution of the naked valley
makes it a fruitful model for
investigating the genetic basis of
phenotypic differences between
closely related species.
microRNAs (miRNAs) are short,
non-coding RNAs that modulate the
expression of protein-coding genes
by inhibiting translation or inducing
mRNA degradation [6–8]. miRNAs are
produced by a specialized processingpathway from stem-loop structures
contained within longer primary
transcripts, and function by interacting
with short recognition sites that are
typically located in the 3’ untranslated
regions (UTRs) of protein-coding
genes. The specificity of interactions
between miRNAs and their targets
depends on base pairing between the
target site and the ‘seed’ sequence in
the mature miRNA. In animals, most
miRNA–mRNA interactions result in
only a slight downregulation of the
target gene, but some miRNAs can
induce an almost complete silencing
of a target [6–8].
Arif et al. [2] set out to map and
identify the genes responsible for
intraspecific variation in the size of the
naked valley in D. melanogaster.
In crosses between strains with small
and large naked valleys, a single 25-kb
genomic region explained over 90%
of the phenotypic difference. This
region contained only three
protein-coding genes whose molecular
functions made them unlikely to be
involved in trichome development,
and one microRNA gene, miR-92a.
Earlier experiments have shown that
overexpression of miR-92a in the
Drosophila wing causes loss of
trichomes [9,10], making this miRNA
an obvious candidate for the
phenotypic variation. No differences
were found in the sequence of the
mature miRNA, but the strains with
a smaller naked valley had higher
miR-92a expression in the underlying
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the correlative evidence, artificial
overexpression of miR-92a in the leg
led to the loss of trichomes [2].
Trichome development requires
a number of cytoskeletal genes,
including shavenoid (sha) [11]. The
3’ UTR of sha contains five canonical
recognition sites for miR-92a, and
engineered transcripts containing the
sha 3’ UTR are strongly repressed by
miR-92a both in vitro and in vivo [2,10].
sha expression is lower in flies with
larger naked valleys, and trichome
development in the corresponding
region can be restored by expressing
a sha transgene lacking the 3’ UTR [2].
Together, these observations suggest
that miR-92a represses leg trichome
development at least in part by
downregulating sha, providing
a causal link between natural variation
in miR-92a expression and the size
of the naked valley.
It is not uncommon for a single
gene to explain a large proportion of
phenotypic variation within or between
species [12]. What sets the work of Arif
et al. [2] apart from previous studies
of morphological evolution is the fact
that the causative gene is a miRNA
rather than a more conventional
protein-coding gene. Ever since the
discovery of miRNAs, there has been
much interest in their possible roles in
evolution. However, most discussions
have focused on the origin and loss
of miRNA genes and on the potential
impact of miRNAs on gene regulatory
networks over macroevolutionary
distances [6,7,13]. In contrast, the
naked valley example emphasizes the
importance of evolutionary changes
in miRNA regulation and the
microevolutionary flexibility of
miRNA-regulated pathways.
In this respect, the study by
Arif et al. [2] reinforces the prevailing
cis-regulatory model of morphological
evolution [1]. As in many other
examples [1,12], the causative locus
is a pleiotropic regulatory gene
expressed in many different tissues
[14,15] and regulating numerous
targets [9,10]. This pleiotropy imposes
an important constraint on the
mechanisms of evolutionary change.
Similar to mutations in the coding
sequence of a transcription factor,
a nucleotide substitution in the mature
sequence of miR-92a would affect the
expression of sha and all other targets
of this miRNA in all tissues where
miR-92a is expressed. Such a mutationwould most likely reduce fitness and
would be eliminated by natural
selection. In contrast, cis-regulatory
mutations can alter gene expression
with exquisite spatial and temporal
specificity, restricting their phenotypic
effects to a single body region and
increasing the chances that these
mutations will be beneficial or at least
neutral. The ability of cis-regulatory
mutations to circumvent pleiotropy by
uncoupling tissue-specific gene
networks is a key reason why
regulatory changes play such an
important role in morphological
evolution [1].
Consistent with this model, it is
important to note that the naked valley
is not the only example where changes
in sha expression contribute to natural
variation in trichome patterns.
Drosophila larvae are also covered with
trichomes, but D. sechellia, a close
relative of D. melanogaster, shows an
almost complete loss of trichomes
from the dorsal larval cuticle. In this
case, morphological divergence is
caused by evolutionary changes in the
cis-regulatory sequences of the
shavenbaby (svb) gene [3,16]. svb
encodes a transcription factor that
regulates the expression of many
structural genes required for trichome
development, including sha [17].
In D. sechellia, the stripes of svb
expression in the dorsal larval
epidermis became narrower than in
other species, leading to the loss of
trichomes in the regions from which
svb receded [3,16]. Although svb also
controls the development of cuticular
structures in the adult epidermis,
including the leg [18], it does not
contribute to naked valley variation [2].
Conversely, miR-92a is expressed at
high levels in Drosophila embryos
[14,15], but the phenotypic difference
between D. sechellia and
D. melanogaster maps entirely to svb
[3], indicating that miR-92a makes
no contribution to the interspecific
differences in larval trichome patterns.
Finally, svb, miR-92a, and sha are all
required for trichome development in
Drosophila wings [9–11,18], but the
pattern and density of wing trichomes
are not visibly different between
D. melanogaster and its relatives.
The evolutionary uncoupling of
different phenotypes controlled by the
same set of genes perfectly illustrates
the role of cis-regulatory evolution in
circumventing pleiotropic
constraints [1].If a localized change in miRNA
expression is analogous to
a tissue-specific change in the
expression of a pleiotropic
transcription factor, nucleotide
substitutions in miRNA target sites
in the 3’ UTRs of protein-coding genes
should act similarly to gains and losses
of transcription factor binding sites in
enhancers. Although the seed
sequences of miRNAs can remain
conserved over hundreds of millions of
years, miRNA targets show extensive
evolutionary turnover [6–8]. Recent
studies are beginning to show how
miRNA-regulated gene networks are
re-wired on microevolutionary
timescales. In human populations,
single nucleotide polymorphisms
(SNPs) in miRNA-binding sites are
widespread and often correlate with
target gene expression or show
signatures of recent positive selection
consistent with local adaptation
[19,20]. For example, SNPs in the 3’
UTR of the TYRP1 gene, which controls
skin pigmentation in humans and other
mammals, affect the interaction
between TYRP1 and miR-155 [20].
These SNPs are strongly differentiated
between human populations. The
ancestral allele, which results in
stronger repression of TYRP1 by
miR-155, is nearly fixed in African and
Asian populations, while the derived
allele that weakens miRNA-mediated
repression is more common in
European-Americans. The strong
correlation between latitude and the
frequency of TYRP1 alleles, and the
signature of positive selection on
the derived allele, suggest that
changes in the regulation of TYRP1
by miR-155 were involved in local
adaptation to UV radiation [20].
Similar to SNPs in miRNA-binding
sites, SNPs that affect the expression
of miRNA genes themselves are
also common, and some are positively
selected [19]. Together, these
observations suggest that
miRNA-regulated gene networks may
follow the same modes of evolution as
the more familiar regulatory networks
based on transcription factors. Since
each miRNA regulates many target
genes, and many target genes are
controlled by multiple miRNAs [6,7],
differential pleiotropy is likely to play
the same role in shaping the evolution
of miRNA-based networks as it does in
other genetic pathways. In particular,
changes in miRNA expression and in
the sequences of miRNA-binding
Dispatch
R249targets are more likely to be involved
in phenotypic evolution, at least on
microevolutionary timescales, than
either changes in the seed sequences
of miRNAs, or the gain and loss of
miRNA genes. Of course, more
research is needed to test this
hypothesis, but Arif et al. [2] have made
an excellent start by establishing
a mechanistic link between the
evolution of miRNA regulation and
phenotypic diversity.References
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for Echoes from Silent and Stationary
PreyNew research shows how bats use echolocation unexpectedly to detect silent
and stationary prey in darkness. Bats may use acoustic search images to
identify potential prey when prey-generated noises, visual and olfactory cues
are absent.Gareth Jones
Imagine what it is like to be a bat
hunting insects at night. Vision is of
no use in total darkness, and so
insectivorous bats have evolved a wide
range of echolocation signals that are
often used for detecting, localizing and
even classifying insect prey [1]. If an
insect is flying in open space, detection
and subsequent capture is
straightforward, providing that the
echo returns to the bat after the call is
emitted, and hence overlap between
the outgoing call and returning echo intime (forward masking) is avoided [2].
Detection becomesmore difficult when
echoes from nearby objects (clutter)
mask the target echo. Such ‘backward
masking’ [2] may make it exceptionally
difficult, even potentially impossible,
for bats to detect prey when the echo
from the prey item is embedded in
a multitude of background echoes.
Hence bats such as the mouse-eared
bats Myotis myotis and M. blythii
reduce their reliance on echolocation
when hunting insects buried under
leaf litter, instead listening for
prey-generated noises caused byprey movements [3]. Although the
mechanisms by which bats can detect
moving prey in clutter are well
understood, whether bats can detect
stationary and silent prey in clutter by
echolocation alone has been doubted.
New research by Geipel et al. [4]
suggests that echolocating bats can
indeed detect motionless prey in
clutter.
Olfaction and even vision (in dim
light) are also recruited by some bat
species for finding prey in clutter [5].
Other bats, including horseshoe bats,
have evolved complex echolocation
behaviour in which they separate call
and echo in frequency and hence avoid
forward masking. Horseshoe bats
reduce call frequency during flight to
compensate for Doppler shifts induced
by their flight speed [6,7]. Their hearing
is tuned sharply to the frequency of
the returning echoes, rather than to
the lower-frequency calls emitted and
hence the bats can call and receive
echoes simultaneously. Bats using
Doppler shift compensation emit long,
