Introduction
This section deals with the techniques used for the measurement of experimental quantities closely related to energy imparted (Definition 2).
An ideal detector to be applied in the measurement of energy imparted and its distribution should meet all of the following criteria: (1) The distribution of energy imparted should be measured for the material of interest, i.e., usually in tissue, which is regarded as a solid material.
(2) It should be usable for determining the distribution over a sufficiently large range of volume sizes.
(3) The entire range of energy imparted should be measurable. (4) The signal from the detector should be proportional to energy imparted. (5) The detector signal formed by the smallest energy imparted should be free from any fluctuations due to the detector itself.
A detection and simulation principle which can fulfill all of these conditions does not exist. In practice, compromises have to be accepted which, in turn, impose limitations on the accuracy of experimentally determined distributions of energy imparted.
Among the various detection and simulation methods suggested in the literature, gas-filled detectors have been mostly used. In Section 5.2 the limitations and errors which are introduced by the fact that actual detectors do not meet all of the requirements will be discussed. Proportional counters have been applied to measure single-event distributions of many types of ionizing radiations including photons, neutrons, heavy charged particles and 1r-mesons. Both proportional counters and ionization chambers have been employed for determining YD from measurements of the variance in the ionization. Therefore, these two methods will be dealt with in more detail in this section.
There are several other methods and techniques which provide information on deposition of energy in small volumes. One is the initial recombination method (Sullivan and Zielczynski, 1976) . This method has the attraction of providing information on energy imparted to volumes with dimensions on the order of 1 nm., However, the measured spectra are related to the distribution of energy imparted in a complex way. Other relevant methods include the measurement of thermally-stimulated electron emission (TSEE) (Ennow, 1974) and secondary electron emission (SEE) (Burlin, 1974; Forsberg and Burlin, 1978) .
Devices which measure track -structure characteristics such as nuclear emulsions, low-pressure cloud chambers and specialized proportional counters and ionization chambers provide some details on energy transfer by charged particles, and on particle ranges, but have not been employed in direct determination of en-27 ergy imparted or the related microdosimetric quantities and their distributions.
Principles of Experimental Simulation of Microscopic Volumes
In the experimental determination of distributions f(y) of lineal energy, y, with proportional counters, the simulation of a microscopic volume of tissue of 1 g/cm 3 is achieved by replacing it by a much larger cavity filled with tissue-equivalent gas of much lower density. The details of this simulation as well as certain errors introduced by the density discontinuity between wall and gas and the problem of tissue equivalence will be discussed in this section.
Simulation of Small Volumes With Gas Cavities
For the following discussion, a spherical volume is assumed. Similar considerations, however, apply to volumes of different shapes.
In order to apply the simulation principle, it is required that the energy loss of passing charged particles is identical in the tissue sphere and the gas sphere for equivalent trajectories. For a tissue sphere of diameter d t and a gas sphere of diameter d g , with d g = kgtdt. the condition, therefore, is where !:lEt and !:lEg are the mean energy losses from the charged particle in tissue and gas and (8/ ph and (8/ p}g are the mass stopping powers and Pt and Pg are the densities. The equation has been written for particles crossing a diameter, but it holds for any equivalent trajectories. If the atomic composition of tissue and gas are identical, and if the mass stopping powers are independent of the density, it follows that Therefore, the mean energy loss of charged particles is equal in both spheres if the ratio of the density of the gas to the density of the tissue is chosen to be equal to the ratio kgt of the diameters of the tissue sphere and the gas sphere. 5 By enlarging the diameter of the sphere by a factor kgt and reducing the density by the same factor, the volume of the gas sphere is larger by a factor k 3 gt and the mass by a factor k 2 gt • As the area cross section is magnified by a factor k 2 gt, the number of traversing particles is also increased by k 2 gt • The absorbed dose, therefore, is the same in both spheres. The number of charged particles per unit absorbed dose, however, is multiplied by k 2 gt • The proportional counter conventionally applied in microdosimetry has walls made of tissue-equivalent plastic and is filled with tissue-equivalent gas (see Section 5.2.3). Fano's theorem states that in a medium of constant atomic composition, the fluence of secondary particles is constant if the fluence of primary particles is constant and that under this condition, the fluence is independent of the density variations, provided the interaction cross section and stopping powers of the particles are independent of density (Fano, 1954) . Fano's theorem is only applicable if the wall and gas have identical atomic composition, but this condition cannot always be met in practice.
The effect of incomplete homogeneity on the measured energy-deposition distribution can be investigated by comparing experimental and calculated distributions (Caswell and Coyne, 1978) and by comparing calculations simulating homogeneous counters (Booz et al., 1972; Coyne and Caswell, 1978) .
The physical quantity actually measured by a proportiona:l counter employed in microdosimetry is a charge that is proportional to the number of ion pairs created by traversing particles. The W -value provides a quantitative correlation between the number of ion pairs created and energy imparted and can be used to convert the measured ionization spectrum into a spectrum of energy imparted. A constant W -value is usually applied for the entire spectrum (see Section 5.3.5). The corresponding errors in the spectra of energy imparted are of importance, particularly if a variety of charged particles are encountered, as in the case of secondary particles from fast neutron interactions. Another basic limitation of the ionization measurement is the fact that the lowest charge detectable is that corresponding to a single ion pair.
The lower limit of the diameter that can be simulated with a proportional counter is related to the internal, or gas, amplification. At high pressures, this amplification can be achieved with multiplication occurring only in the immediate vicinity of the anode. At low pressures, it is not possible to obtain an adequate signal without extending the starting region of the electron avalanche so far that the gas-mUltiplication volume becomes non-negligible compared with the total counter volume.
This problem has been dealt with by various authors (Campion, 1972; Srdoc and Kellerer, 1972; Hogeweg, 1978; Bridier and Fache, 1975; Eickel and Booz, 1976) . A well-defined lower limit does not exist because it depends on the applied electrical field for a given counter and gas pressure, and on the criterion used for the maximum tolerable spectrum deterioration. It seems, however, reasonable not to carry out measurements below a simulated diameter of 0.3 I'm. The simulation of considerably lower diameters in variance measurements is possible because no, or only very moderate, gas multiplication is applied.
Wall Effects
The use of proportional counters with tissue-equivalent walls and tissue-equivalent gas to simulate microscopic tissue can lead to distortions of experimental microdosimetric distributions due to the density difference between the cavity and the surrounding wall. These "wall effects" occur even if counting gas and counter walls are of the same composition. The wall effects are due to the fact that energy deposition is not along straight lines because particles may scatter and their tracks have branches of secondaries and tertiaries. This problem was recognized by Rossi (1967) and has been treated theoretically by Kellerer (1971c Kellerer ( , 1971d . For radiations where distortions of the measured distribution cannot be ignored, wall-less counters have been built (Section 5.3.2).
Wall effects can be classified into four types (Oldenburg and Booz, 1970; Kellerer, 1971c ). The first one is the "delta-ray effect" and is illustrated in Figure  5 .1a. A charged particle enters the cavity simultaneously with one of its delta rays (left). The distance between the two entry points may be large enough that either the primary particle or the delta ray, but not both would enter the actual microscopic region in the real case. The two passages are then two separate events (right). The situation where the delta ray is formed after the primary charged particle has left the cavity is analogous and is also included in the term delta-ray effect. The delta-ray effect is most important for high-energy, heavy, charged particles and high-energy electrons.
The second type of wall effect is called the "re-entry effect". An electron may re-enter a cavity after it has traversed it, due to its curled track (Figure 5.1b, left) . The points of exit and re-entrance can be far enough apart that the electron would not re-enter the actual microscopic region (right). This re-entry effect applies only to electrons because they are the only particles with significant curvature of their tracks. The third type of wall effect is the "V -effect". In a nonelastic nuclear interaction several charged particles can be set in motion simultaneously. Figure 5 .1c (left) illustrates the case where two nuclear fragments originate outside the cavity and both traverse it. The two entrance points may be far enough apart that in the real case the corresponding passages would be separate events (right). The term V-effect also includes cases where more than two nuclear fragments are involved.
The fourth type of wall effect is called the "scattering effect". Uncharged primary particles may undergo interactions producing charged particles which are close enough so that both charged particles may enter the cavity ( Figure 5 .1d, left). In the real case, the two charged particle tracks may be far enough apart that only one of them would enter the actual microscopic region (right). This scattering effect is important for neutrons and photons under the condition of multiple scattering.
The four types of wall effect all lead to an increase in energy imparted by superposition of energy-deposition events which would not occur simultaneously in a medium of uniform density.
The error introduced by the wall effects has been estimated on a theoretical basis by Kellerer (1971a; 1971b) who found that the delta-ray effect is important for heavy charged particles and possibly for high-energy electrons. For protons of energies above 5 MeV, the calculated frequency of such double events is about 15%. The delta-ray effect also causes distortions for the so-called indirect events, i.e., events in which the heavy charged particle passes outside the region of interest but injects one or more delta rays into it. Kellerer (1971b) estimated that at a simulated diameter of 1 /.Lm, indirect events contribute from 3% to 8% to absorbed dose for neutron energies between 10 and 30 MeV. The distortions due to the delta-ray effect may introduce significant errors in the frequency-mean lineal energy,YF, but are of much less consequence for YD. A systematic experimental investigation of the delta-ray effect for fast neutrons has not been carried out to date. For electrons of 0.01 to 1 MeV, Kellerer calculated a frequency of double events due to the delta-ray effect ofless than 6% and he concluded that for these electrons, the re-entry effect is more important than the delta-ray effect. His results show, however, that for electrons above 1 MeV, the frequency of double events due to the delta-ray effect increases.
The re-entry effect is significant only for electrons up to 1 MeV. It has been estimated (Kellerer, 1971a) that about 20% of all energy-deposition events should be double events due to the re-entry of the primary electron. Experimental investigations of the re-entry effect of electrons have not yet been carried out.
It has been shown by Monte-Carlo calculations (Oldenburg and Booz, 1970) that the V effect is insignificant for neutrons up to 6 MeV. Above 10 MeV, it may, however, become important. For other particles such as negative pi-mesons, the V effect has not yet been investigated. It should be noted that the V effect may lead to very large events and, therefore may, have sig-nificant influence on the dose-mean lineal energy, YD.
The scattering effect has not been investigated. Experimental investigation of the wall effect for x rays and gamma rays have been carried out by Braby and Ellett (1972) and Eickel and Booz (1976) . Their results are in rough agreement with the estimated magnitude of the reentry effect. It is unknown, however, how much the delta-ray effect and the scattering effect might have. contributed to the experimental results.
Simulation of Biological ,Tissue
The applicability of gas-filled counters for measuring lineal-energy spectra ihsmall tissue volumes depends on the availability of gases-and wall materials which are tissue equivalent. In principle, tissue equivalence requires that both the interaction cross sections and the mass collision stopping powers of charged particles are identical to those of tissue.
The general problem of tissue equivalence exists in the whole field of dosimetry. Difficulties due to the widely varying composition of tissue (e.g., muscle, bone, fat, lung) have been formally overcome by the definition of standard tissues (ICRU, 1964) like standard muscle (see Table C .1). In general, it is not possible to provide materials which ideally meet the conditions for tissue equivalence for all types and energies of radiation and' fulfill the requirements of practical dosimetric and microdosimetric measurements. The requirements include electrical conductivity, ruggedness and ease of machining of the wall, and adequate properties of the gas as a counting gas. Homogeneity of the wall and gas is required for the applicability of Fano's theorem.
The quality of the tissue approximation is less crucial for absorbed-dose measurements than for measurements of specific energy, where one is interested not only in the expectation value of specific energy, but also in the entire distribution. Deviations from ideal tissue equivalence in absorbed-dose determinations can often be corrected provided the energy spectrum of the primary radiation, the kerma ratios and/or mass collision stopping power ratios are sufficiently well known. Equivalent corrections for microdosimetric measurements are not available. The deviation from ideal tissue equivalence with regard to kerma ratios and mass stopping power ratios is given in Appendix C for several tissue-equivalent materials and for several types of particles. Comparisons between measured and calculated distributions can be used to investigate the influence of insufficient tissue approximations which may be quite significant in some cases (Booz et at., 1972;  Caswell and Coyne, 1978) .
Only a few materials are in use today because of practical considerations. The standard wall material used in the majority of tissue-equivalent proportional counters and ionization chambers is a plastic designated A 150 (Smathers et ai .• 1977) which is considerd to be muscle equivalent. This material was developed by Shonka and collaborators. It should be noted, however, that the composition of A 150 is not identical to that described by Shonka et al. (1958 ( ) (Smathers et at., 1977 . A 150 is a mixture of polyethylene, nylon, carbon and calcium fluoride. The elemental composition of A 150 (see Table C .l) is very close to standard muscle tissue (lCRU, 1964) with regard to hydrogen and nitrogen. There is, however, a substitution of carbon for oxygen. This is necessitated by the fact that no practically usable true solid has an oxygen content equal to that of tissue and also due to the admixture of carbon required to achieve electrical conductivity. This material can be molded, welded and machined. The properties and fabrication procedure of tissue-equivalent plastic can be found in ICRU Report 26 (lCRU, 1977) . Other tissue-equivalent materials, such as those described by Rossi and Failla (1956) (muscle equivalent) and Spokas (in ICRU, 1977) (bone equivalent), have not been frequently employed in microdosimetry.
Among the suggested gases for tissue substitution, that proposed by Rossi and Failla (1956) and that first used by Srdoc (1970) , are used most frequently. Both are considered muscle equivalent (Appendix C). For the choice of the tissue-equivalent gas mixture, the quality of the tissue approximation, homogeneity with the wall, and quality as a counting gas are important criteria. The Rossi-Failla gas is closer in composition to standard muscle with regard to oxygen and carbon content than the propane based mixture. On the other hand. it is less homogeneous with respect to A-I50 plastic. For equal simulated diameters, a higher gas gain is obtainable with the propane mixture (Srdoc, 1970) . For a given tissue substitute, the quality of the tissue approximation depends on the type and energy of the radiation to be used in the experiment. For photons, A-I50 plastic generally is adequately tissue equivalent for energies between 50 keV and 5 MeV (Table C. 3). Appendix C shows that the substitution of oxygen by carbon in A-I50 plastic leads to deviations from tissue equivalence for non-elastic neutron interactions (Table C .4). Microdosimetric spectra, however, are not only affected by differences in the total energy transferred, but also by differences in the secondary charged particle spectra, the slowing down spectra, and the corresponding stopping-power ratios (Tables C.5, C.6, and C.7). The combined effect of different kerma factors and stopping-power ratios for different particles on a lineal-energy spectrum may be very complex. Calculations by Caswell and Coyne (1976) show considerable differences in the lineal-energy spectra for 14 MeV neutrons between a simulated Rossi counter and ICRU standard tissue (see Fig. 6 .7),
The combination of A-l50 plastic and a methanebased tissue-equivalent gas mixture does not provide a homogeneous detector for photons below 50 ke V and 5.3 Expetlmental Determination of Lineal Energy DIstribution • • • 31 above 5 MeV because of the difference in the total attenuation coefficient and because of the onset of photo-nuclear reactions above 5 MeV. Similarly, the homogeneity must be expected to become poorer with increasing energy for neutrons above 10 Me V because of differences in the carbon and oxygen content in A-I50 plastic and the tissue-equivalent gas mixtures.
Differences in the stopping power of charged particles of low energy between condensed media and vapours cannot be excluded. Such phase effects can decrease the stopping power in the solid material (see Section 4.2).
Experimental Determination of Lineal
Energy Distribution
Walled Counters
There have been several different proportional counters used in microdosimetry. The shapes of these counters are mostly spherical or cylindrical and some of the important technical aspects will be discussed here. Further details are supplied in Appendix D.
Rossi counters have been used most frequently in experimental microdosimetry. The cavity diameters used range from 6 mm to 20 cm. For measurements in liquid phantoms, counters have been provided with a very thin aluminum container. Spherical counters using shaping electrodes instead of a helix to ensure uniformity of the electrical field have been used less frequently (Benjamin et at., 1968).
Cylindrical counters have been used mainly because of their comparatively easier construction. Distortions of the uniformity of the electrical field are expected only at the ends of the central electrode and they can readily be corrected by field shaping electrodes. Cylindrical and spherical counters of equal mean chord length are essentially equivalent for low-LET radiations. For other radiations, cylindrical cavities in which the height is equal to the diameter can frequently be considered as essentially equivalent to spherical cavities of equal mean chord length. Geometrical factors of spheres and cylinders of equal mean chord length, as well as those of spheroids, can be taken from Figure A.l and Table A.I.
Proportional counters are operated at gas pressures ranging from a few hundred Pa to about 100 kPa. Serious problems may arise if the gas mixture deviates from the desired gas composition. Contamination with electro-negative gases such as water vapour and oxygen may result in changes in the gas gain. Therefore, only high purity gases should be used and the device must be sufficiently vacuum tight to preclude gas contamination. The tissue-equivalent plastic can alter the gas composition through out-gassing of absorbed gases. This can sometimes be reduced sufficiently by evacuating the counter to a pressure of about 10-1 Pa for several days.
Alternatively, constancy of the gas composition is achieved by continuously flowing gas through the counter. If this technique is applied. the gas pressure in the counter has to be controlled so that the related change in gas multiplication is negligible. The constancy of the gas mixture over a sufficiently long time can be tested by measuring the gas gain as a function of time if all other sources of pulse-height drifts have been excluded.
Most microdosimetric measurements are designed to determine lineal-energy distributions of radiations under receptor-free conditions. The thickness of the counter wall must then be chosen appropriately for the radiation to be used. The minimum thickness is determined by the maximum range of secondary charged particles so that at least transient charged-particle equilibrium is achieved. In practice, thicknesses are often used which correspond to charged-particle equilibrium for a high-energy radiation such as 14 MeV neutrons. If a counter with thatthickness is to be used for radiations of lower energies, it is necessary to ensure that the primary particle fluence is not substantially modified by the counter. For higher energies, build-up caps may be employed.
Simulation With Wall-Less Counters
The ideal wall-less counter is one which samples the energy imparted to a small volume within an infinite homogeneous medium in which complete radiation equilibrium has been established 6 • The sampling volume should be accurately known as should its shape, and there should be no material border of differing density between the sampling volume and the rest of the medium.
There have been two different approaches to the inevitable compromises which must be made to realize, as closely as possible, the ideal wall-less counter. The first approach makes use of electric field lines to define the collecting boundary. This has the advantage that the boundary is truly wall-less except for the presence of the field-shaping electrodes, which can be made quite small in mass and surface area. The field-defined counter has, in general, two disadvantages: (1) the collecting volume and shape are often poorly defined because of slight variations in the field and diffuseness of the boundary, and (2) use of such a counter requires extreme precision and care in set up adjustment. The second approach makes use of a material grid to delin-eate the boundary. By making the grid suitably fine, the amount of solid at the boundary surface can be made small. It is possible to make the solid area of a griddefined sphere less than 10% of the total sphere area by using molded tissue-equivalent plastic struts. If fine wire is used, the surface area can be made even less than this. The material of which the grid is constructed depends on the radiation field to be investigated. Wiredefmed boundaries are suitable for heavy ions, for example, but are less acceptable for low-energy photons. A counter having a grid-defined boundary has the advantages of a well-defined collecting volume of structural strength and ease of use. These features make this type of counter more suitable for a semiportable, general-use instrument. Its major disadvantage is the inevitable introduction of some solid material into the collecting volume boundary. By careful matching of counter construction with its intended use, this disadvantage can be minimized. Constructional details of a few examples of each of these major types are given in Appendix D. A more thorough discussion is given by Glass and Gross (1972) .
A particular precaution to take when using wall-less devices for obtaining microdosimetric spectra is that the container into which the counter is placed should not substantially disturb radiation equilibrium. This would produce a different type of wall effect, significant for high-energy charged particles whose delta-ray ranges exceed the distance from detector to wall. This problem has been discussed by Kellerer (1971a) . He shows that the magnitude of the effect depends on the degree of angular correlation in the radiation. These, in order of increasing magnitUde relative to wall effects, are electron backscatter (small), energetic delta rays (moderate), and spallation showers (large).
Gas Gain and Resolution
A proportional counter provides an electrical signal which is proportional to the number of ion pairs resulting from an energy-deposition event, linearly amplified in magnitude by gas multiplication if a sufficiently high electrical field is applied between the electrodes.
The theory of gas multiplication has often been dealt with and only specific aspects will be discussed here. (See Appendix D for references.)
The gas gain G can be defmed as the mean number ofelectrons collected at the center wire per primary ion pair produced by the ionizing particle. For cylindrical proportional counters with anode and cathode radii r a and rb, respectively, the numerical value G of the gas gain G can be evaluated using the expression:
where aT is Townsend's fust ionization coefficient. aT depends on what has been termed the "reduced field strength," E/p, (p = gas pressure) and, provided that relationship is known, G can be calculated from Eq. 5.4. In practice, however, information on aT is limited (Fink, 1975) and approximations have to be used. For high E/p-values (7.5 V /Pa em or larger), the assumption of proportionality between aT and Jj)1I2 appears to be reasonable. At lower values, better agreement with experiment is obtained if a proportionality to E is used (Fink, 1975) . Campion (1971 and 1972) applied an empirical expression for moderate E/p quotients (Bp) aT/p = A exp E' (5.5) where A and B are constants for a given gas.
This relation has been applied to the investigation of the gas gain of proportional counters in experimental microdosimetry by several authors (Campion, 1971; Bridier and Fache, 1975; Eickel and Booz, 1976; Hogeweg, 1978) . From their partly contradictory results it appears that at the low gas pressures usually employed in tissue-equivalent proportional counters, the general validity of relation Eq. 5.5 is questionable. Moreover, it should be noted that for the evaluation of Eq. 5.5, cylindrical geometry is assumed, whereas the majority of microdosimetric counters are spherical.
Care should be taken to use low enough gas gain to avoid nonlinearities. Srdoc (1969) found that for photons with energies between 300 e V and 6 ke Va gas gain of 1()4 causes increasing departure from linearity with increasing photon energy.
The number of electrons collected by the anode per initial ion pair is not constant, but is a statistical variable. The stochastic process of gas multiplication thus broadens the measured number spectra of initial ion pairs. In addition, the ionization process introduces a fluctuation. The relative variance of the mean number of initial ion pairs per event, J, due to these two processes is (Curran et al., 1949) :
where F is the Fano factor and C the factor describing multiplication statistics.· The Fano factor depends on electron energy (see Fig. 4.13) . For polyatomic gases, values between 0.3 and 0.4 have been reported (see Table 4 .2). For tissue equivalent gases and polyatomic gases in general C = 0.65 (Campbell and Ledingham. 1966; Srdoc, 1979) . A theoretical investigation of the relative importance of these stochastic processes has been carried out by Kellerer (1968a) . One result of this study is that in many practical cases the Fano fluctuation and the multiplication statistics are of minor importance relative to energy-loss straggling and tracklength distribution. Only in the case of photons or electrons may these processes become significant. In particular, the experimentally determined value of the dose-averaged lineal energy, YD,exP' may have to be corrected W YD = YD,exp -(C + F ) · (5.7)
For C + F a value of 1.05 was used (Booz, 1976) . It must be noted, however, that Eqs. 5.6 and 5.7 have to be considered as a theoretical limit of resolution of a proportional counter. In practice, the resolution may be worse due to roughness of the counting wire surface, variation of its diameter, and imperfect field tubes.
Electronics
The output pulses from the anode wire of the proportional counter have to be amplified and analyzed electronically. The signal from the proportional counter is an electric charge. The charge-sensitive preamplifier integrates the charge on a feedback capacitor and delivers an output voltage with amplitude proportional to the charge released by the counter and inversely proportional to the feedback capacitance. The preamplifier is invariably a source of electronic noise which should be kept to a minimum so that the minimum measurable energy deposition is as low as possible and/or the gas gain required for this measurement can be chosen as low as possible. The experimenter has the strongest influence on preamplifier noise by ensuring minimum input capacitance and avoiding the use of lossy dielectrics. The cabling between the detector and preamplifier should be as short as possible. Some authors report a significant reduction in noise by building the input stage of the preamplifier into the detector housing. Additional information on sources of noise in preamplifiers is given by Radeka (1968) .
The spectrum will also be affected by the electronic ,noise above the noise level due to the pile-up of true and noise events. In practice, therefore, a lower cut-off for the spectrum has to be chosen above which the influence of the electronic noise on the spectrum becomes negligible. Srdoc (1968) has estimated that the lower cut-off should be approximately 50 times the preamplifier noise, expressed as the root mean square value (RMS) of the number of electrons at the preamplifier input, divided by the gas gain. For example, if the RMS noise is equivalent to 100 electrons and the gas gain is 1000, the cut-off should be 50 X 100/1000 ion pairs or about 160eV.
The pulses from the preamplifier are amplified and shaped in a linear amplifier. Shaping and filtering of the preamplifier pulses are required to improve the signal-to-noise ratio of the amplifier and reduce pile-up of detector pulses. Shaping time constants must be long enough (typically one to several jLs) to accommodate the relatively long rise time of proportional counter pulses.
In practice, it is advisable to use low count rates to permit an optimal shaping time constant in the linear amplifier and, therefore, optimal resolution. A particular problem arises from the fact that the dynamic range of pulses to be analyzed is often very large (for fast neutrons and negative pions up to lOS: 1). If the largest overall gain is used, the pulses, from the highest events' may oversaturate the amplifier output by a factor of as much as 1000. If the amplifier does not restore the base line within a short time after such an oversaturating pulse, spectrum deterioration will occur, particularly at higher count rates.
For the overall resolution of the electronic system, the performance of the detector bias supply is also of importance. As the gas gain is strongly dependent on the voltage applied to the anode (Eq. 5.5), small short-or long-term drifts of the output voltage of the high voltage power supply can reduce the resolution considerably. A relative constancy of the voltage of the order of 10-4 will be sufficient to keep the contribution from this component to reduction of resolution below those of the other components.
Because experimental microdosimetry must deal with a very large range of pulse heights, a total spectrum of energy imparted is usually measured in several sections differing in total gain, and thus in resolution, from each other. The gain settings are chosen in such a way that any two neighbouring spectra have an overlapping region so that they can be matched to give the total spectrum. The overlapping region and the number of pulses in it should be large enough so that the statistical error is kept small. Any nonlinearities of the linear amplifier and multi-channel analyzer (MCA), which typically occur at the lower and upper ends of the range of amplifier output pulses, have to be minimized. Also, a non-zero offset of the analog to digital converter (ADC) has to be avoided. If more than one gas gain is employed, the accuracy of each calibration (see Section 5.3.5) has a strong influence on the accuracy with which overlapping can be accomplished.
The measurement of the total spectrum in several subsections thus introduces potential uncertainties into the evaluated spectra and is also time consuming. Therefore, various alternative procedures have been discussed and occasionally used. A reduction in measurement time can be achieved by using several linear amplifiers simultaneously with different gain settings. An elegant method is the use of logarithmic amplifiers, but certain requirements have to be fulfilled. The dynamic range of such an amplifier should be 4-5 decades if spectra for fast neutrons and negative pions are to be measured. The frequency response of the logarithmic amplifier should be appropriate for conventional count rates and usual conversion times of the ADC. To date, application of a logarithmic amplifier has been reported only once (Ito, 1978) .
Calibration
The objective of experimental microdosimetry is to measure energy imparted in a specified mass whereas the proportional counter method measures a charge proportional to the number of ion pairs formed within a simulated volume. The two quantities are related by W, the mean energy expended per ion pair formed, which depends on the type and energy of ionizing par-' ticles and on the type of gas in the cavity. In practice, in the conversion of the measured number spectrum of ion pairs into an energy imparted spectrum, a constant W is usually assumed because it is, in general, impossible to identify the type and energy of the ionizing particles giving rise to the ionization events. However, recently Booz et al. (1981) have converted measured distributions of ionization events for neutrons and mixed neutron/gamma radiation into lineal-energy distributions by applying information obtained from calculated microdosimetric distributions of ionization events and lineal energy. Unfortunately, there is still considerable uncertainty in the knowledge of the energy dependence of W for various particles and gases although recently various authors have provided improved data (lCRU, 1979b) .
Energy calibration of the proportional counter has to be carried out by irradiating the counter with a radiation which produces a known energy deposition in the cavity. In practice, counters are calibrated with x rays or alpha particles. Monoenergetic x rays must have an energy so low that the range of the secondary electrons is appreciably less than the effective diameter of the cavity. When the simulated diameter is of the order of 1 pm, only low-energy photons can be used such as the K -line of aluminum. For diameters larger than 2 pm, an MFe source can also be used. An alternative is the use of a collimated alpha source which emits alpha particles with a known energy loss per unit path length. Several unavoidable uncertainties are associated with this method. For the collimation of the source a compromise has to be accepted between sufficient count rate and quality of collimation. Therefore, the path lengths, and hence the energy deposition, will also fluctuate,leading to an asymmetric broadening of the calibration peak. In most practical applications, this effect is minor. A more important factor is that the energy loss per particle in the cavity is also fluctuating because of straggling. Finally, the knowledge of the energy loss of the alpha particle before entering the cavity is associated with a (mite uncertainty. The result of calibration with alpha particles is, thus, a relatively wide peak with a FWHM of typically 15-20% and it is, therefore, necessary to evaluate the mean pulse height which corresponds to the mean energy imparted. A reasonable procedure is to fit a Gaussian curve to the measured peak, since the energy-loss fluctuation is well described by a Gaussian curve for particles of about 5 MeV and path lengths between 1 and 10 pm. The alpha sources used most frequently in microdosimetry are 241Am and 244Cm. Curium has the advantage of not emitting any gamma rays.
The choice of calibration source should take into account the type of radiation to be investigated. Because of the above mentioned dependence of Won type and energy of the ionizing particles, it is more appropriate, when measuring neutron spectra, to calibrate with alpha particles rather than with soft x rays. Since the differential W value of 5 Me V alpha particles does not differ significantly from the differential W value of protons (lCRU, 1979b) , the alpha calibration ofthe ionization by recoil protons and alpha particles produced by fast neutrons is reasonably precise, provided that these particles are crossers 7 or starters. 7 For neutron-induced heavy ions, the spectrum is generally distorted, in particular if these particles are stoppers 7 or insiders 7, because of their higher W values. For low-LET radiations, calibration by soft x rays is recommended.
The construction of counters usually includes a facility which allows for an appropriate calibration of the radiation to be measured. Calibration should be carried out before and after measurements of energy-deposition spectra, thus permitting gas-gain drifts to be detected.
Care should be taken that the external factors determining gas multiplication are the same at the time of calibration and during measurement. The overallstability of the system, in the case of fast neutrons, can be ,checked by observing the position of the proton edge (see Fig. 7.4) .
Data Reduction
The pulse height spectra measured with the proportional counter have to be converted into the densities f(y) and d (y) of lineal energy y. Depending on the application, further distributions such as y·d(y) ~d spectrum parameters such as )iF, )in and the relatlve variance may have to be evaluated. The corresponding processing of the raw data is usually carried out employing computer techniques.
The pulse height spectra need to be converted into spectra of lineal energy by applying the appropriate calibration factors, taking into account the mean chord length of the sensitive volume simulated. The simplification introduced by implicitly assuming a constant W is briefly discussed in Section 5.3.5. The mean chord length in terms of pm simulated diameter depends on the counter geometry (see Appendix A) and the gas pressure, temperature and composition (see Appendix C).
The dynamic range of y and thus pulse height is, strictly speaking, virtually infinite. However, most practical applications require a range that is typically 1oa:1 for photons and 10 5 :1 for neutrons. The event frequencies per unit interval of y change over roughly five decades for photons and eight decades for neutrons from the lowest to the highest value of y. In order to obtain comparable resolution over the entire spectrum, it is usually measured in several segments with stepwise increases in overall gain (electronic gain X gas gain). The lowest gain is determined by the largest possible value of y, i.e., the largest possible pulse heights must be within the interval analyzed by the multi-channel analyzer.
The joining of the segments is both a potential source of error and a source of information about errors in the measurement itself. It is useful to relate the absolute count rate to an independent measurement of the dose rate. The quality of agreement between two overlapping segments can be tested simply by comparing the integral counts. More detailed tests are based on suitable statistical methods.
The total spectrum is used to evaluate the density f(Y> by proper normalization which requires an extrapolation to zero and infinite lineal energy. Furthermore, the distribution d (y) and YF and YD can be evaluated (Definition 4, Section 2).
The calculation of YF depends critically on the correct normalization and the related extrapolation to zero lineal energy. This extrapolation can be made in several ways (Booz, 1976) . No particular method can yet be recommended. However, it is important that the applied extrapolation technique is described when reporting experimental data so that results may be compared. The extrapolation to infinite lineal energy usually does not create a serious problem although, in the case of poor counting statistics, the determination OfYD may be affected. In most cases, the graphical presentation of f(y) and dey) requires a transformation of these distributions to a logarithmic scale of y, which is dealt with in Appendix B.
Frequently, a smoothing of the spectra is considered useful for the graphical presentation of the distributions. The smoothing procedure should, however, not introduce artifacts and the original and smoothed data should be compared critically, e.g., by using statistical tests. The methods of converting the distribution in lineal energy into a D(L) distribution for radiation protection purposes (see Section 8.4) usually requires smoothed data.
Uncertainties
An essential part of the data evaluation is the error analysis. A summary of factors influencing systematic and statistical uncertainties of f(Y), YF, and YD is presented here.
The measured spectra have to be extrapolated to zero lineal energy due to the cut-off level in y (see Section 5.3.4). The error introduced by the extrapolation depends on the value of the cut-offlevel, on the statistics above that cut-off level, and on potential noise influence in that region. This extrapolation error is most important for YF and may amount to 20% for low-LET radiation. For YD it is usually of minor importance. The error due to the need to extrapolate to infinite lineal energy depends on counting statistics at high lineal energies and affects mainly YD.
Energy calibration and gain instabilities are important factors for the evaluation of uncertainties. Energy calibration often suffers from a poor resolution of the calibration peak (Section 5.3.5). If alpha sources are used, the stopping power values required and the mean chord length have associated uncertainties. Potential short-term and long-term gain drifts should be investigated before and during measurements.
Uncertainties due to electronics include preamplifier noise, and nonlinearities of the amplifier and analyzer. Information on the amount of uncertainty from these sources can usually be obtained by applying tests standard in nuclear electronics. Related to the electronics, in particular to the amplifier time constants, is the error introduced by pile-up in case of high pulse rates. The probability of pile-up can be calculated if the energy deposition events occur independently in time, but may have to be evaluated experimentally otherwise. Similar to wall-effects (Section 5.2.3), pile-up will increase the mean values YF and YD.
There are also uncertainties associated with the gas pressure reading and the determination of the mean chord length. Usually these are not of major importance. In measurements with a gas-flow system, potential pressure changes may introduce additional gas gain drifts due to the dependence of the gas gain on the
tip-values.
Usually the number of observed events at high lineal energies is low and may have a strong influence on the accuracy of the value of YD.
Uncertainties due to multiplication statistics and Fano-effect fluctuations depend on the radiation to be investigated and the simulated diameter (see Section 5.3.3).
The error analysis should also take into account uncertainties related to the radiation under investigation. This should include information on the energy spectrum and its variations during measurements which can occur in accelerator produced beams. Also, the possibility of machine-dependent dose-rate variations, such as a pulsating beam current, should be investigated because of the dose-rate dependent pile-up effects. Finally, the uncertainty analysis should include the sys-tematic errors introduced by the measuring method.
These are mainly the application of a constant W-value.
wall effects. violations of the requirements of the Fano theorem and deviations from tissue equivalence. In practice. the corresponding error estimates may often be difficult because of lack of appropriate information.
. For YF and low-LET radiation, the maximal systematic uncertainty may amount to ±3o<?o, mainly due to the large uncertainty in the extrapolation to zero energy. The statistical uncertainty in a single measurement of YF at 95% confidence level can be about ±5%, but is dependent on the experimental set up. For YD and the same irradiation conditions, the maximal systematic uncertainty can be expected to be ±lo<?o while the statistical uncertainty in a single measurement will be the same as for YF (about ±5%).
For many at>plications, the main interest is in relative measurements of YF and YD when one radiation quality is compared with another. In such measurements, the systematic uncertainty will usually be of much less importance.
A systematic analysis of uncertainties for microdosimetric spectra has been given only rarely in the literature (see, e.g., Lindborg, 1976) . Comparisons of microdosimetric data for low-LET radiation by Booz (1976) and in Appendix F, for several radiation modalities indicate, however, the urgent need for thorough error analysis for all microdosimetric measurements.
Direct Experimental Evaluation of I(z, D)
Before the development of sophisticated computer codes which could efficiently generate f(z,D) from 11 (z) (Section 6.4), Rossi et al. (1961) made direct measurements of l(z,D) using a multichannel analyzer converted to sum the amplitude of the pulses received during the time needed to accumulate the specified dose. The distribution l (z,D) was determined by storing one count at the address corresponding to this sum and repeating the process until adequate statistics were obtained. In some modern situations involving pulsed accelerator sources of radiation, it may be possible to measure t (z,D) directly. This can be done if the source pulses are short compared to the resolving time of the detector being used, typically a few microseconds or less, and if they are consistent in charge and energy. Any of the proportional counter detectors described earlier could be used, provided only that the system gain be reduced to compensate for the larger pulse size. The mean dose per pulse can be determined as the mean value of the distribution, or it may be measured directly with a standard dosimetry system.
Direct Experimental Evaluation of Mean
Lineal Energy (YF) When using pulsed radiation beams as described in Section 5.4, YF can be evaluated from a measurement of the mean number of events, n, and of absorbed dose, D, because ZF == Drn and YF = zF/k (Eq. A.2). The mean number of events, n, can be evaluated by determining the fraction (1a) of the source pulses which result in at least one event in the site, as a function of the source pulse charge Qe. This charge, or a quantity proportional to it, can be measured as the charge on a suitable beam monitor which intercepts a constant fraction of the beam. Assuming that the number of events in the site, n. is proportional to the source pulse charge, the fraction of sites receiving no event will be a = e-wQ ., where wQe is the mean number of events per source pulse and k is a constant determined by the geometry of the experiment. Since (1a) and Qe are measured. k can be determined from the slope of In a vs Qe. This method has been used by Braby and Roesch (1978b) to determine the value of ZF for electrons by measurement of mean numbers of events, n, large enough so that the effect of the noise was insignificant.
In order to determine wQe from the relation a = e-wQ ., measurements of the fraction ofradiation pulses which lead to a detector pulse must be made for values of kQe significantly less than 1. When this is done some decision has to be made about the fraction or'small events which is real as opposed to noise, but since the total number of small events is less, this decision is less critical than when measuring 1(Y). Since Z can be obtained from relatively large radiation pulses where noise should not be a problem, the overall contribution of noise to the measurement is reduced.
Direct Experimental Evaluation of Dose
Mean Lineal Energy (YD) by the Variance Method
The relative variance, V reI. of a specific energy distribution l(z,D), at a specified absorbed dose D, is related to the relative variance, V rel,l of a single event distribution, It (z), through Vrel = (Vrel,l + 1)rn, (5.8) where n = Z/ZF is the average number of events (Section 6.4). When the mean specific energy Z can be replaced by the absorbed dose, D, as specified in Section 6.4, equation 5.8 is equivalent to ZD Vrel == D '. (5.9) Therefore, the dose-mean specific energy, ZD, can be determined from a measurement of the relative varia:r!ce of"i and absorbed dose, and the dose-mean lineal energy is related to "in by Yn == "inm/l, where m and I are the mass and the mean chord length of the matter in the volume of interest, respectively. This so-called variance method allows the evaluation of Yn for very small volumes of interest, because it is, in general, possible to work with little or no gas multiplication, even for low-LET radiation. Measurements have been reported using volumes corresponding to mean chord lengths down to a few tenths of nanometers (Forsberg and Lindborg, 1981) in a 6OCo ')'-ray beam and down to 80 nm for an x-ray beam (Forsberg et al., 1978) .
However, with walled chambers, the relative amount of low energy «50 e V) secondary electrons emitted from the wall will gradually increase compared with the ion current in the gas as the gas density is reduced. These secondary electrons, which are liberated from the surface of the inner wall of the detector, are relatively inefficient in ionizing gas molecules (outside the gas multiplication region) due to their low energy «50 eV). They are, therefore, not related to the energy deposited in the gas volume and thus they do not contribute significantly to the energy deposited in the gas. However, they may contribute significantly to the measured charge, if the effective cavity size is small. Since this charge is very much dependent on the chamber construction as well as on wall polarity, it has to be investigated for the particular chamber in use.
Variance Measurement with Ionization Chambers and Proportional Counters
Besides the necessary condition that D » "iF, the relative variance from the interaction processes between ionizing radiation and matter must exceed, by far, the sum of the relative variances from sources. These may be those from leakage currents, pressure, currentmeasurement equipment, etc., and, in case of variable radiation sources, such as an x-ray machine, the fluence rate. In a typical experiment using a spherical ionization chamber (Boag, 1966) standard deviations of 10-4 to 10-3 were measured for simulated diameters between 20 to 0.1 pm at absorbed dose rates of 2 mGy S-1 from a 6OCO source (Bengtsson and Lindborg, 1974) . Exper-1972) . The method has been reviewed by Forsberg and Lindborg (1981) .
When a proportional counter is used, instead of an ionization chamber, gas gain and resolution characteristics will enter in much the same way as in pulse height measurements. Changes in detector stability and gas gain can be readily detected because of the short mea-5.6 Direct Experimental Evaluation • • • 37 surement times. However, if the dose rate is high enough, only a small gas multiplication may be necessary to bring the signal well above the noise level and the spread of the gas multiplication region through the measurement cavity will be less pronounced in comparison with a single event distribution measurement. Therefore, smaller object sizes can be simulated. For a spherical ionization chamber or proportional counter for which the Fano theorem is valid, the dose mean values "in and Yn are calculated from the relations Jw = VrelD = Vrel-' m (5.10)
where J is the mean number of ion pairs collected in the chamber with no gas gain, W is the mean energy expended per ion pair, and m is the mass of the gas in the chamber. The relation between tn and Yn is given in AppendixA.
The systematic uncertainty in "in, determined from Eq. 5.10, is, in principle, established by that for the absorbed dose determination, which can be 'within about two per cent. The statistical uncertainty is determined mainly by the uncertainty in Vrel. If Vrel is calculated from J individual measurements, the relative uncertainty at the 95 per cent confidence level will be about 1.37 l-/J (NatreITa, 1966) .
Variance Measurement with Solid State Detectors
So far, only two solid state detectors have been explored in connection with the variance technique.
Ennow (1974) tried to relate thermo-stimulated exo-electron emission (TSEE) to microdosimetry. This detector, with a sensitive region consisting of a 1-10 nm thin slab, was found to be of limited value, mainly due to its relatively low sensitivity.
Burlin (1974) suggested that secondary electron emission (SEE) could be used in microdosimetry and an exploration of SEE as a possible technique for microdosimetry has been reported (Forsberg and Burlin, 1978, 1980; Burlin and Forsberg, 1980) . The maximum depth from which these low energy electrons are able to escape is about 10 nm for metals and 50 nm for insulators (Burlin, 1974) . As the absorbed dose in such surface layers is proportional to the number of secondary electrons emitted, an observation of them provides a measure of the absorbed dose in this layer. Energy deposition events above 30 e V can be observed with SEE. An attempt to apply the variance technique to SEE has been reported Forsberg (1980) . It gave a Ynvalue within a factor of two of a calculated Yn-value.
