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ABSTRACT
Xie, Yuesong PhD, Purdue University, August 2016. Phase Field Modeling of the
Defect Evolution and Failure. Major Professor: Marisol Koslowski, School of Me-
chanical Engineering.
The plastic recovery processes in ultrafine and nano grained metals and the yield
criteria and failure mechanisms in polymer matrix composite are the two major topics
in this work.
In the first part of the work, a phase field dislocation dynamics (PFDD) approach
is introduced, which tracks the evolution of the dislocations in ultrafine and nano
grained metals and takes into account the elastic interaction between dislocations,
obstacles and the applied resolved shear stress on a single slip plane. Two phenom-
ena, the reverse plastic strain during cyclic loading and plastic strain recovery upon
unloading, are studied. One major finding of our simulations is that these two plas-
tic recovery processes are related to the formation of dislocation structures during
loading, and additional grain size inhomogeneity will increase the amount of plastic
strain recovered.
In the second part of the work, a phase field damage model (PFDM) is presented
to study the onset of yielding and crack propagation in polymer matrix composite.
The e↵ect of two damage parameters, the fracture toughness Gc and crack length
scale parameter l0, are first investigated. The former is shown to determine the
energy needed during crack propagation and the latter is observed to control the
crack nucleation process. Moreover, two asymmetric damage models are compared
regarding their yield surfaces and it is found that the model of Miehe et al. [1] leads
to a linear pressure modified von Mises relation.
Next, the PFDM reveals that the yield criterion in amorphous polymers should
be described in terms of local stress and strains fields and cannot be extended di-
xiv
rectly from applied stress field values. Furthermore, it is demonstrated that the same
damage model can be used to study the failure under shear yielding and crazing con-
ditions. And if local defects in the samples such as voids are included explicitly in the
simulations, the PFDM is able to explain the breakdown of the pressure modified von
Mises relation during crazing, which is due to the local stress concentration resulted
from defects.
Lastly, the PFDM captures several fracture mechanisms during the Mode I in-
terlaminar fracture in a particle toughened interlayer, which qualitatively agree with
experimental observations. It sheds light upon the underlying reasons for di↵er-
ent crack patterns, including the influence of the particle sti↵ness, particle-matrix
interfacial toughness, lamina-interlayer interfacial toughness and spatial particle dis-
tribution. The e↵ective toughness of the interlaminar region under the condition of
perfect bonding between the lamina and interlayer is also studied, which predicts the
e↵ect of particle properties and interfacial toughness on the toughness behavior of
the interlayer in agreement with experimental results.
1CHAPTER 1. INTRODUCTION
Defects are critical to the behavior of solid materials. An insightful study of the
solids needs a comprehensive study of the defects within, because defects dominate
the material behaviors, such as strength, plasticity, toughness, fatigue.
Defects are also unavoidable in the solid materials. Take the crystalline metal
as an example. While a perfect arrangement of atoms is preferred energetically,
defects, such as dislocations and grain boundaries, are inevitably introduced into
metals during growing or processing. The unavoidable existence of defects in the
crystalline metal can considerably alter its material behavior. In particular, two
dislocations-driven deformation mechanisms in nano grained metals are the reverse
plastic strain during cyclic loading, and plastic strain recovery upon unloading. The
former one describes the phenomenon that during cyclic loading, instead of the linear
elastic unloading, a reduction of plastic strain is observed. The latter one is related
to the recovery of plastic strain over time when the nano grains samples are first
loaded beyond their yield stress and subsequently unloaded to macroscopic stress free
status. Despite the di↵erence in the loading conditions and time scales involved, both
phenomena are driven by the non uniform stress field originated from the interaction
between dislocations and grain boundaries.
The defects in amorphous polymer, such as microcracks and cavitations, are also
of significant importance. These defects can lead to premature matrix failure in poly-
mer matrix composite, or early onset of delamination in the resin-rich interlamina.
Consequently, both failure mechanisms can a↵ect the mechanical properties and lifes-
pan of the polymer matrix composite. For this reason, on one hand, it is critical
to understand the failure criterion in neat polymer itself, excluding the e↵ect of the
sample geometry and local defects. On the other hand, the damage tolerance of the
interlaminar region can be enhanced by the addition of second-phase particles, which
2in the meantime, introduces more complex microstructural fracture mechanisms that
are worth investigating.
In this work, a phase field (PF) approach is utilized to track the evolution of
defects during loading and to determine failure criterion. In crystalline materials the
phase field dislocation dynamics (PFDD) model is used to study the evolution of
dislocations under slow loading and in particular the e↵ect of residual stresses due
to material inhomogeneity. The PF approach is also extended to study the onset of
cracks and their propagation in amorphous polymers with phase field damage model
(PFDM).
In the following sections, we will first present the PF model followed by its several
important applications, and introduce the thesis layout in the end.
1.1 Phase Field Methods
Phenomena such as phase transformation, crystal growth, dislocation dynamics
and crack propagation take place at multiple length scales, from nanometers to mil-
limeters, and over a long time scale range, from picoseconds to kiloseconds. Therefore,
problems arise when we are trying to connect information from di↵erent scales. For
example, the data obtained from atomistic simulations cannot be applied directly to
macroscopic experiments due to the limited time and length scale accessible. Under
this circumstance, mesoscale methods such as the PF model are powerful tools that
overcome these disadvantages.
The evolution of the microstructure in the PF method is determined by equations
that minimize the free energy. The free energy consists of multiple terms, e.g., bulk
chemical energy, interfacial energy, elastic energy, and the energy from the external
field. When studying a system of multiple compositions with complicated topology
and geometry, it is di cult to track the transitional regions of di↵erent phases and
the formations of interfaces. By introducing a field parameter, the phase field, the
total free energy is expressed in terms of this order variable. Owing to the di↵use
3and tracking-free interface that the phase field method o↵ers, great advantages are
provided when compared to traditional methods. In the following sections, brief
summaries are presented for various applications of phase field methodology.
1.2 Crystal Growth
Almost 30 years ago, motivated by the need to understand the dendritic pattern,
Langer [2], Collins et al. [3] used a phase field approach to model solidification from
liquid to crystalline solid. Its success is shown by Kobayashi [4] in the solidification
of one component melt with anisotropy and thermal noise.
Since then, the phase field method has been extended to generate side branching
of dendrites automatically by including thermal noise in an undercooled melt [5]. Bra-
gard et al. [6] improved the phase field model of crystallization of undercooled nickel
metal with anisotropic properties completely informed from atomistic simulations.
Hoyt et al. [7] combined the microscopic results of kinetic coe cient and the solid
liquid interfacial free energy from molecular dynamics and Monte Carlo techniques,
together with the phase field modeling at mesoscopic scale to successfully predict the
dendrite grow rate. By taking into account the complex local free energy functional
of binary alloys, they were also able to expand the model into the case of binary
alloys. Other complex solidification morphologies, including eutectic and peritectic
structures, are discussed in Boettinger et al. [8].
In addition, Granasy et al. [9] proposed a phase field model for nucleation in bi-
nary crystal and reach quantitative agreement with experiments regarding critical
undercooling of homogeneous nucleation. In their model, the bulk chemical free en-
ergy, orientation energy and interfacial energy are taken into account in the total free
energy functional. By incorporating walls, Granasy et al. [10] further discovered that
the heterogeneous noise-induced nucleation could be introduced into the model for
various geometries, such as nucleation on foreign particles, as well as rough surfaces.
Furthermore, Granasy et al. [11, 12] studied the polycrystalline growth and found
4that the growth front nucleation (GFN) due to the low orientational mobility when
highly undercooled or foreign particulates lead to strikingly similar morphologies and
grain structures, revealing the inner connection between static heterogeneity (foreign
particles) and dynamic heterogeneities (undercooling).
1.3 Phase Transformation
The phase field method application in phase transformations goes back to the
late 80s and early 90s when Onuki et al. [13] introduced a Ginzburg-Landau model
to examine the morphology of phase separation in alloys in the presence of external
stress. The nucleation and growth of precipitate was studied by Li et al. [14], Wang et
al. [15] to understand the micro evolution under the control of external stress, misfit
strain and antiphase domain.
Based on the 2D simulation of a tetragonal precipitate in a cubic matrix of Wang
et al. [16], Wang et al. [17] presented a 3D phase field simulation of martensitic
transformation, which was able to predict the nucleation, growth and formation of
martensite that are in equilibrium with the parent phase without the need of any priori
knowledge. Moreover, Wen et al. [18] developed a phase field method to study the
hexagonal to orthorhombic transformation, taking into account the elastic interaction
between platelets as well as the applied strain. With this, they were able to predict
formation patterns that were observed in experiments. The e↵ect of external stress on
the martensitic phase transformation, on the other hand, was studied by Artemev et
al. [19], who revealed that the morphology of martensite particles is largely a↵ected by
external stress and the ones whose strain are aligned with the applied stress are formed
more. Subsequently, Jin et al. [20], expanded the area of interest to the low-symmetry
martensitic transformation in polycrystalline structure. The e↵ect of external load
is further coupled with grain arrangement and it is shown that its microstructural
formation is drastically impacted. A thorough review of phase field methods at both
mesoscopic and microscopic length scales is put forward by Wang et al. [21], which
5tried to deal with both martensite transformation and dislocation level activities at
the same time.
An alternate way to treat the Landau free energy functional is proposed by Levitas
et al. [22, 23]. The transformation strain in their model is coupled to the order
parameter by a 2-3-4 polynomial while Wang et al. [24] used a linear or quadratic
relation. They further improved this coupling polynomial to show that the choice is
not unique in Levitas et al. [25]. Later on, large strain and rotation are taken into
account in Levitas et al. [26]. The e↵ect of surface energy is also included in Levitas
et al. [27] to complete the framework.
1.4 Dislocation Dynamics
Inspired by the success of phase field method in the simulation of phase transfor-
mation, Finel et al. [28,29] extended the phase field formulation to take into account
dislocations. Similarly, Wang et al. [30] established a three dimensional phase field
model, which incorporated the elastic interaction energy, core energy and gradient en-
ergy into the formulation and was able to track dislocation segments implicitly. The
phase field here is defined as the relative displacement slipped between the neighbor-
ing slip planes in the direction of the Burgers vector, and is evolved based on the
Time-Dependent Ginzburg-Landau kinetic equations. Furthermore, Jin et al. [31] fo-
cused on the implementation of the phase field method in polycrystal by introducing
a rotation matrix of each grain. Later on, Wang et al. [32,33] improved the phase field
model to cope with elastic inhomogeneity as well as voids and cracks by introducing
the equivalent ”virtual” stress-free strain into the homogeneous system. It is proved
that, when minimizing the elastic strain energy, the virtual strain indeed determines
the equilibrium status of the inhomogeneous solids.
On the other hand, motivated by the preliminary phase field model of crystal-
lographic slip of Ortiz [34], Koslowski et al. [35] were able to develop a closed form
solution that solves phase field dislocation dynamics model (PFDD) in two dimen-
6sional cases analytically, which requires no numerical grids. The 2D model is further
utilized to study the scale-free avalanches in plastic deformation [36] with obstacles
of various strength representing a distribution of forest dislocations or precipitates,
which provides helpful insight into the microstructure evolution of fcc crystal such
as tracking the growth of dislocation density and the development of dislocation sys-
tem [37].
In order to have a better characterization of the core structure of the dislocation
and improve the model with the addition of the dissociation of dislocations, Shen
et al. [38] rewrote the formulation of core energy of dislocations by introducing the
 -surface from ab initio calculations. This progress helps the phase field method to
capture more phenomena, such as the correct prediction of the activation energy when
partial dislocations are involved. Furthermore, Lee et al. [39] presented simulations
with input parameters informed completely from molecular dynamics simulations, in-
cluding elastic constants, core energy and dislocation mobility. This is a big step for-
ward because it connects the parameters in the mesoscale phase field method to those
in the microscale molecular dynamics (MD) simulation, which provides an atomistic
level explanation and valuable information for each parameter in PF method without
the need of fitting phenomenologically. Subsequently, 3D PFDD [40–42] informed
from MD simulations and density functional theory (DFT) are carried out to study
the influence of stacking fault energy surface on the dislocation dissociation and the
dislocation core structure in a wide range of fcc metals of both high and low stacking
fault energy.
In addition to the success of the PF modeling in the precipitate microstructural
evolution, Zhou et al. [43] integrated the phase field dislocation dynamics with the
precipitate growth so as to build a more real and unified framework. Besides the
chemical free energy and the free energy of dislocation, the misfit energy due to
the lattice parameter inconsistency is taken into consideration as well. Moreover,
Zhou et al. [44] introduced elastic inhomogeneity into the model and discussed the
contribution from channel plasticity and elastic inhomogeneity to the rafting of  
7precipitate quantitatively. The simulation is done at larger length scale together with
the use of KKS model [45].
Besides metals, PF method is utilized in the study of pharmaceutical material too.
For example, Lei et al. [46] employed PFDD to study molecular crystals including
paracetamol and sucrose. The dislocation mediated inelastic deformation in these
anisotropic materials is studied and the yield stresses predicted agrees well with the
experimental results. This success is an important addition to the existing results of
microscale MD simulation and continuum level simulation.
1.5 Crack Propagation
Gri th's criterion [47], the foundation of fracture analysis states that the nucle-
ation and propagation of a crack is a competition between elastic energy and surface
energy. To be more specific, the decrease of the elastic energy as crack grows, which
is also known as the energy release rate, is to be balanced with the work necessary to
create the new crack surfaces, which is the so-called fracture toughness. That is to
say, only when the energy release rate is equal to/larger than the fracture toughness
will the crack begin to grow. A stable crack takes place when the energy release rate
is not more than the fracture toughness; otherwise it is unstable. However, Gri th's
theory is not enough to fully determine the crack path, and the crack nucleation [48].
To improve the model and fix these drawbacks, a variational model based on Grif-
fith's-type theory for quasi-static brittle fracture [49] is proposed originating from
the work of Francfort and Marigo [48]. In their work a phase field is defined, where
d = 0 means the material is intact and d = 1 indicates a fully damaged material. The
minimization of the total free energy, including elastic energy and surface energy, is
carried out under the irreversibility conditions in order to avoid self-healing. A rig-
orous approximation procedure for the regularization of the crack during quasi-static
fracture based on gamma-convergence, is done by Ambrosio and Tortorelli [50], mo-
tivated by the potential presented by Mumford and Shah [51] in image segmentation.
8The original energy functional is approximated with a regularized elliptic functional,
in terms of a phase field describing the status of the fracture and a parameter l0,
which characterizes the smoothness of the crack. Under this assumption the surface
energy of the crack is estimated as a bulk energy term of a di↵usive crack zone deter-
mined by l0. When l0 reduces to zero, the phase field approximation converges to the
discrete fracture surface [52]. In this well built framework, crack nucleation, kinking,
branching and other complex phenomena are automatically taken into account in the
formulation. Furthermore, Bourdin, Larsen and Richardson [53] proposed a discrete
time model for the dynamic fracture based on crack regularization, which is proved
to converge to the correct continuous time model as time step approaches zero by
Larsen, Ortner and Suli [54].
However, this regularized model chosen in Bourdin’s work [49,52] demonstrates a
symmetric damage response in both tension and compression, which is not the case
for many materials. Another limitation here is that the model is allowing unphysical
negative displacement jumps, namely, material interpenetration in the crack. To deal
with this issue, Lancioni and Royer-Carfagni [55] proposed a regularization model
that only allows shear mode fracture. Despite the fact that this model excludes the
unrealistic surface penetration, it rules out the crack surface separation and tension
and compression loading also lead to the same crack pattern. So it is inappropriate in
situations where normal displacement to the crack surface is needed. To improve this
situation, Amor et al. [56] put forward a regularized model of Ambrosio-Tortorelli
type including the e↵ect of unilateral contact by splitting the strain energy into a
spherical and a deviatoric parts. In this model, the strain energy density degraded by
damage relies on the sign of the local volume change, therefore the material demon-
strates asymmetric behavior in tension and compression loading. In spite of the lack
of a rigorous analytical proof, Amor et al. are able to corroborate the validity of their
model by comparing the results of two classic numerical tests with previous experi-
mental works and show their reasonable agreement. In addition, Miehe et al. [1, 57]
introduced another quasi-static formulation of the phase field approximation from
9continuum mechanics and thermodynamic explanations, with the spectral decompo-
sition of the strain tensor and the assumption that the damage is driven solely by
dilatational and positive principal strain. Based on Miehe et al.’s model, Borden et
al. [58] extended the quasi-static case to the dynamic case. They showed that by
combining the phase field method with the local adaptive refinement, the fracture
could be simulated e↵ectively in three dimensions.
Aranson et al. [59] , on the other hand, visited the problem of crack propagation
from a continuum field view of point. Their model consists of equations for elastic
displacements coupled with order parameter equations that take into account the
dynamics of defects and is able to capture phenomenology of crack including nucle-
ation and propagation. Karma et al. [60] pointed out some deficiencies in the work
of Aranson et al. such as not relieving the bulk strain inside the crack and suggested
their own phenomenological continuum model for dynamic phase field fractures model
based on Ginzburg-Landau type phase field evolution equation.
1.6 Thesis Layout
In Chapter 2, the formulation of the PFDD model is described in details, followed
by an introduction of the irreversible dislocation-obstacle interactions in the model.
In Chapter 3, the PFDD is coupled with a kinetic Monte Carlo algorithm to
study two phenomena observed during plastic deformation in nanocrystalline and
ultrafine grained materials: reverse plastic strain during cyclic loading and plastic
strain recovery upon unloading.
In Chapter 4, a PFDM is proposed with multiple material constitutive models.
Di↵erent material models are compared to reveal their internal di↵erence, especially
regarding the yield surface.
In Chapter 5, the damage model parameters in PFDM are calibrated from ei-
ther atomistic simulations or benchmark experiments. Then PFDM simulations are
implemented to predict yield and failure in brittle polymer matrix composites.
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In Chapter 6, the PFDM is further utilized to analyze the crack propagation
in the particle toughened interlaminar region under the influence of particle sti↵ness,
particle-matrix interfacial toughness and particle distribution. Moreover, the e↵ective
toughness of the interlay is evaluated to quantitatively measure the e↵ect of particles
on the macroscopic toughness response.
In Chapter 7, a summary of the dissertation is given, together with a description
of the future work.
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CHAPTER 2. PHASE FIELD DISLOCATION DYNAMICS MODEL
As reviewed in Section 1.4, PFDD remains an important tool in studying the evolution
of microstructures in crystalline solids for the past several decades. In this chapter,
we will first derive the representation of the dislocations in the context of phase field
model in elastic homogeneous material in Section 2.1. Then the interaction between
the dislocations and the obstacles will be taken into account in the formulation of
the total energy to study the e↵ect of the obstacles such as grain boundaries and
intragranular precipitation on the evolution of dislocations in Section 2.2.
2.1 Dislocations Representation
In the PFDD model dislocations are represented by phase fields ⇠↵(x, t) that
describe the amount of slip in unit of the Burgers vector, b, on each slip system ↵.
For example, a single Volterra edge dislocation at the origin in an infinitely large
medium is shwon in Figure 2.1.
Figure 2.1. A single Voterra edge dislocation in PFDD.
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. And the distribution of
the phase field for this edge dislocation in real space is
⇠ (x) = ✓ (x1) ·   (x3) (2.1)
where ✓ is a step function and the  (x) is the Dirac delta function. In a material








where m↵ is the normal to the slip plane ↵, b↵ is the magnitude of the Burgers
vector, s↵ is the Burgers vector direction and d↵ is the inter slip plane distance. The
evolution of the PFDD system is determined by the equilibrium conditions, namely,
 ij,j = 0 (2.3)
if we consider the displacement gradient to be sum of the corresponding elastic and
plastic distortion components, viz., uk,l =  ekl +  
p
kl, the stress-strain relation can be
rewritten as
 ij = cijkl (uk,l    pkl) (2.4)
where cijkl is the tensor of elastic constants. From Equation (2.4) together with
Equation (2.3), we obtain the equilibrium equations in terms of the displacement




The analytical solutions of the displacement fields can be derived by applying the
isotropic Green’s function, Gki [61], and can be expressed as
uk,l =  Gki,l ? (cijmn pmn),j (2.6)
where the symbol (?) is the convolution operator. Subsequently, the elastic distortion
in the real space can be expressed as
 ekl =  Gki,l ? (cijmn pmn),j    pkl (2.7)
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In the Fourier space, the expression of elastic distortion can be made simpler by
taking advantage of the convolution theorem,
 ˆekl = Gˆkikjklcijmn ˆ
p
mn    ˆpkl (2.8)
where a superposed symbol (ˆ) denotes the Fourier transform and k is the frequency
vector in Fourier space. After deriving the formulation of elastic distortions as a























where Aˆmnuv(k) = cmnuv  ckluvcijmnGˆki(k)kjkl and the symbol (⇤) indicates complex
conjugate. Readers can refer to Appendix A for details of the derivation. Further
substituting Equation (2.2) into Equation (2.10) yields the form for the elastic energy



























In the current work, a simplified 2 dimensional PFDD model with one slip system
is studied. In this case closed form analytical solutions of the phase field can be
obtained [35]. Here we will derive the analytical expression of the elastic energy of
the dislocation and the details of the derivation will be presented in the Appendix B.




























where µ is the shear modulus, ⌫ is the Poisson’s ratio and k = |k| is the magnitude
of the frequency vector. Similarly, the tensor of elastic constants cmnuv is simplified
under the assumption of isotropy as well.
cmnuv =   mn uv + µ( mu nv +  mv nu) (2.15)















































The second term on the right hand side of Equation (2.17) represents the energy from





where  ext is the applied stress tensor.
2.2 Incremental Work Function
Since the interaction of dislocations with obstacles, such as forest dislocations and
grain boundaries is dissipative, the irreversible process is incorporated into a vari-
ational formulation by time discretization. Given the solution, ⇠n, at time tn the
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where ⇠ represents a vector that contains the phase fields in its components. The
last two terms are the energy cost per unit area associated with the passage of a
dislocation over an obstacle and the interaction with a grain boundary respectively.
Therefore, the fields f(x) and g(x) represent the distribution of obstacles and grain
boundaries. We assume that the obstacle-field distributions are of the form:








where ⌧ p is the Peierls stress, fi and xi are the strength and position of the intragran-
ular obstacles and  i represents the spatial structure of the obstacles. Similarly, the
grain boundaries are represented using the same functional form and gi is the local
strength of the grain boundary. The evolution of the phase field at zero temperature
follows from the minimization of Equation (2.19) that has an analytical solutions
under the assumptions in Equations (2.17), (2.20) and (2.21). The details of the
analytical solution are included in the Appendix C.
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CHAPTER 3. INELASTIC RECOVERY IN NANO AND ULTRAFINE GRAINED
MATERIALS
3.1 Introduction
The reduction of grain size to nanometer scales leads to enhanced properties, such
as high yield and fracture strengths, superior wear and radiation damage resistance
[63, 64], but it is also responsible for deformation mechanisms that are not relevant
in coarse grained crystalline materials. Two of these mechanisms are plastic strain
recovery upon unloading [65, 66] and reverse plastic strain during cyclic loading [67–
70]. These two phenomena are observed at di↵erent time scales and under di↵erent
loading conditions but share some key characteristics.
When nano crystalline (nc) samples are loaded beyond their yield stress and then
unloaded to zero stress part of the plastic strain recovers over time. This process was
observed by Spolenak et al. [71] in ultrafine grained copper thin films and was termed
”reverse stress relaxation” and was later named plastic strain recovery in the work
of Rajagopalan et al. [65]. Experiments in nc aluminum and gold thin films [65] and
more recently in copper thin films [66] show recovery of plastic strain ranging from
50% to 100%. This phenomenon was also observed in bulk nc and ultra fine crystalline
(ufc) aluminum [72] that 30 % of plastic strain recovery is reported. The fact that
the amount of plastic strain recovered varies in di↵erent experiments shows that this
process depends on the microstructure, the grain size and the loading history. In this
chapter we quantify the e↵ect of these di↵erent conditions.
Several models agree that the inhomogeneous stress field is responsible for this
process, but the sources of the stress and the carriers of plastic strain di↵er among
approaches. The theories developed by Spolenak et al. [71], Rajagopalan et al. [73] and
Koslowski [74] suggest that plastic strain recovery occurs as a consequence of creep
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deformation due to residual stresses resulting from grain size heterogeneity and/or
texture. Grains with di↵erent size have di↵erent yield stress due to the Hall-Petch
e↵ect [75, 76] with larger grains yielding at lower stress. Similarly, grains with favor-
able orientation have larger plastic deformation due to a larger Schmid’s factor. Upon
unloading, grains with larger plastic activity are in compression while some grains re-
main in tension [73,74]. This stress di↵erence drives recovery of plastic strain until the
stress is relaxed. Other approaches suggest that plastic strain recovery is driven by
grain boundary sliding [77] while the crystal plasticity simulations developed by Li et
al. [78] to track the evolution of crystal strains assume an alternate mechanism to re-
verse plastic strain based on intragranular strain. Finally, atomistic simulations show
that at room temperature plastic strain recovery is highly dominated by dislocation
processes in samples with grains ranging from 10 nm to 30nm [79].
Reverse plastic strain on the other hand, is a process in which there is a reduc-
tion of the plastic strain during unloading compared to the expected linear elastic
unloading. This phenomenon is observed in nc [70] and ufc metals [69] and it is also
referred as early Bauschinger e↵ect [68,80]. Experiments suggest that reverse plastic
strain during cyclic loading in ufc materials results from the interaction of dislocations
with grain boundaries [67, 69]. In situ TEM observations performed by Mompiou et
al. [69] in polycrystalline aluminum with average grain size 500nm show that there is
no reverse inelastic deformation when dislocations are absorbed into grain boundaries.
On the other hand, when dislocations pile up against grain boundaries a substantial
back flow is observed as a result of reverse dislocation motion. This is also supported
by X-ray experiments in nc materials that show that the dislocation network built
during loading is not permanent upon unloading in bulk nc nickel [81]. The experi-
ments of Rajagopalan et al. [68] show a marked di↵erence between textured and non
textured thin films suggesting that micro structural heterogeneity plays a prominent
role. These results emphasize the importance of the interplay between microstructure
and heterogeneity in the mechanical behavior of nc materials. Discrete dislocation
dynamics simulations [80] confirm that microstructural heterogeneities in the form of
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grain orientation, grain size disparity, and dislocation structures are the driving force
for reverse plastic strain in thin films.
Even though plastic strain recovery and reverse plastic strain di↵er in the loading
conditions and the time scales at which they operate, there is agreement in that the
non uniform stress field is the driving force. However there is still disagreement on the
sources of this residual stress field. Most of the current models concentrate on texture
and grain size distribution e↵ects [73, 74], here we include non uniform stress fields
originated from dislocation structures. To this end, we perform dislocation dynamics
simulations to study reverse plastic strain and plastic strain recovery after unloading.
The dislocation dynamics simulations during cyclic loading show that the reverse
motion of dislocations arranged in pile ups are responsible for reverse plastic strain
during unloading. Our results indicate that reverse plastic strain increases with the
applied strain and reaches a plateau in agreement with experiments [68]. The value
of the plateau depends on the average and distribution of grain sizes with increasing
reverse plastic strain in structures with more grain size variability.
To simulate plastic strain recovery upon unloading we couple dislocation dynamics
simulations with a kinetic Monte Carlo (KMC) algorithm. We are able to calculate the
stress inhomogeneity due to grain size e↵ects and dislocation structures not included
in previous investigations [73,74,82] and to determine the plastic strain recovered for
di↵erent microstructures and loads.
In Section 3.2 we describe the model and variables used in the simulations. In
Section 3.3 we present the simulations of reverse plastic strain during cyclic loading.
Plastic strain recovery upon unloading simulations with a description of the KMC
algorithm are discussed in Section 3.4.
3.2 Simulation Domain and Parameters Definition
The obstacle strengths, fi, are assigned randomly between 0.2µb and 0.8µb [36]
while the strength of the grain boundaries, gi is set to 1µb and the Peierls stress is set
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to ⌧ p = 0.5GPa [70, 78]. We use periodic boundary conditions and set the material
to nickel with shear modulus µ = 75GPa, ⌫ = 0.3 and b = 0.249nm. The density of
the intragranular sources is set to 1% of the sites in the simulation domain. The grid
size is one Burgers vector. From Equation (2.2) the average plastic distortion, can be
calculated as






where d = 200b is assumed to be the slip plane spacing and ⌦ is the area of the
simulation domain. We consider structures with di↵erent average grain size as shown
in Figure 3.1. These simplified geometries let us control the average grain size, d¯, and
its distribution. The structures are identified by the volume fraction of large grains
and the average grain size, a volume fraction vl = 0 or vl = 1 represent a structure
with grains of equal size. In Figure 3.1, vl = 0.25 has d¯ =7 nm, vl = 0.50 has d¯ =10
nm, vl = 0.75 has d¯ =13nm. We also performed simulations with vl=0.00, d¯ =4 nm
and vl=1.00, d¯ =16 nm.
(a) vl = 0.25, d¯ = 7nm. (b) vl = 0.50, d¯ = 10nm. (c) vl = 0.75, d¯ = 13nm.
Figure 3.1. Di↵erent grain structures used in the simulations.
The black solid lines are grain boundaries and the dots are obsta-
cles/sources.
3.3 Reverse Plastic Strain
Figure 3.2 shows the stress versus strain and plastic strain during loading and
unloading for the di↵erent microstructures shown in Figure 3.1 for a maximum applied
strain ✏max = 8%. The Hall-Petch e↵ect [75, 76] is evident in the curves due to the
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Figure 3.2. Simulated stress-strain curves for di↵erent microstruc-
tures (a) stress versus strain (b) stress versus plastic strain. The
maximum plastic strain,  max, and the plastic strain upon unloading,
 u, are also indicated for d¯=16nm.
The reverse plastic strain can be noted in Figure 3.2(b) during unloading in agree-
ment with the experimental observation of Mompiou et al. [69] and Rajagopalan et
al. [68, 85]. To quantify the amount of reverse plastic strain during unloading we
calculate the di↵erence between the maximum plastic strain,  max, and the plastic
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strain upon unloading,  u. These quantities are indicated in Figure 3.2 (b) for the
curve with d¯ = 16nm. It is important to note that the maximum applied strain is
the same for all stress-strain curves in Figure 3.2, while the amount of plastic strain
is larger for the simulations with larger average grain size.
(a) (b)
Figure 3.3. Plastic strain recovered upon unloading (a) as a function
of the maximum strain and (b) as a function of the average grain size.
Figure 3.3 (a) shows the reverse plastic strain,  max    u, as a function of the
maximum applied strain before unloading. In the structures simulated the reverse
plastic strain upon unloading reaches a plateau. This result is in agreement with the
experimental observation of Rajagopalan et al. [68] in nc alluminum. The saturation
value and the maximum strain at which it is reached depends on the average grain
size and the grain size distribution. Figure 3.3(b) shows the reverse plastic strain as
a function of the average grain size for the structures shown in Figure 3.1. It can be
noted that when the saturation value is reached, the maximum reverse plastic strain
occurs when the grain structure is less homogeneous, i.e. vl=0.5.
That there is a saturation value of the recovered strain confirms that reverse
plastic strain is related to the inhomogeneity of the sample. When the applied strain
is large enough all the grains deform plastically and the di↵erence in residual stresses
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between large and small grains remains constant even if the applied strain increases.
However, that the PFDD predicts reverse plastic strain in samples with uniform grain
size distribution, shows that the dislocation structures are also responsible for the
inhomogeneous stress field that causes reverse plastic strain. Figure 3.3(a) shows that
in simulations with uniform grain size, such as d¯=4nm and d¯=16nm the saturation
recovered plastic strain is smaller. The saturation recovered plastic strain was studied
for other uniform samples to see the dependency with the average grain size. These
results are shown in Figure 3.4 for a maximum applied strain ✏max = 8%. The
saturation recovered plastic strain decays with increasing grain size, showing the
relative contribution to residual stress of the dislocation structures that form pile
ups next to grain boundaries is more important for smaller grains. We also observe
a reduction in the saturation for simulations with average grain size below d¯=10nm
due to the limited plasticity in small grains due to dislocation confinement. This last
e↵ect is shown in Figure 3.5, the size of the grain on the left side is 4nm and the
grain on the right has size 16nm. The figure shows dislocation lines at the maximum
strain on top and upon unloading on the bottom part; in the larger grain the density
of dislocations is higher and upon unloading the pile ups on the small grain vanish
while there are remanent dislocations in the larger grain.
To quantify the dependency of the residual stress on the microstructure we calcu-
late the stress distributions. Figures 3.6(a), 3.6(b) and 3.6(c), show the residual stress
upon unloading after applying a maximum strain ✏max=8%. in samples with vl=0.50,
and d¯= 10nm and uniform grain size d¯= 4nm and d¯ =16nm . During loading large
grains deform plastically while smaller grains are still in the elastic regime. Therefore,
upon unloading the small grains are in tension and the large grains are in compres-
sion [74]. This can be seen in Figure 3.6(a) where the two peaks show the stress in
the small and large grains. Figures 3.6(b) and 3.6(c) correspond to uniform grain
size structures and therefore present only one peak. The microstructures with larger
dispersion in the residual stress are the ones that show more reverse plastic strain.
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Figure 3.4. Saturation plastic strain recovered upon unloading for
structures with uniform grain size.
Figure 3.5. Dislocation pile ups shown at the grain boundary. The
grain on the left is 4nm and the one on the right is 16 nm. The top
part is at maximum loading, the bottom figure is upon unloading.
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The heterogeneity of the stress field is a consequence of the grain size distribution
and the dislocation structures that develop close to grain boundaries.
(a) vl = 0.50 (b) vl = 1.00
(c) vl = 0.00
Figure 3.6. Distribution of residual stress upon unloading in samples
with various vl and at maximum applied strain ✏max=8%.
The evolution of the dislocation density shown in Figure 3.7 for vl = 0.50, d¯=10nm
and vl = 0.75, d¯=13nm gives insight into the behavior of the dislocation structures
during cyclic loading. As expected during unloading the dislocation density is reduced
but it is further reduced during reloading. This decline in dislocation density is
observed in all the simulated microstructures including the ones with uniform grain
size and it is in agreement with the observation in Bragg’s peak di↵raction experiments
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by Budrovic et al. [81] that show a reduction of the dislocation density upon unloading
in cyclic loading experiments. We observe that reverse plastic strain is not only
driven by grain size variability and texture. In contrast, plastic strain reversal is
attained in simulations with samples with uniform grain size distribution and it can
be explained by the addition of these two processes: the residual stresses due to grain
heterogeneities and the formation of dislocation structures in form of pile ups.
(a) vl = 0.50,d¯ = 10nm. (b) vl = 0.75,d¯ = 13nm.
Figure 3.7. Simulated dislocation density versus strain for two mi-
crostructures. The solid line is the first loading cycle, including load-
ing and unloading and the dashed line shows the evolution of the
dislocation density during reloading. The maximum applied strain
before unloading is ✏max = 8%.
3.4 Plastic Strain Recovery
When nc and ufc metals [65, 66, 70, 72] are loaded beyond the elastic limit and
then unloaded to zero macroscopic stress, part of the plastic strain is recovered over
time. The time evolution of the plastic strain is driven by residual stresses built during
loading, in particular Rajagopalan et al. [65,73] and Koslowski [74] suggest that these
residual stresses are a consequence of the di↵erent yield stress, due to the Hall-Petch
e↵ect, in grains with disparate size. In the phenomenological models presented by
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Rajagopalan et al. [73] and Koslowski [74] the response of the polycrystalline sample
is represented by an arrangement of grains in parallel. Figure 3.8 shows a diagram of
the stress-strain response for this model in a sample with two grain sizes [74]. The
small grains, with size ds have a yield stress ⌧ ys and the large grains with size dl have
a yield stress, ⌧ yl . The macroscopic stress response is shown as a red line, the slope
of the plastic response depends on the grain structure through the relative volume
of small and large grains. Upon unloading, when the macroscopic sample has zero
stress, the small grains are in tension while the large grains remain in compression
satisfying the equilibrium condition:
(1  vl)⌧s(0) + vl⌧l(0) = 0 (3.2)
where vl is the volume fraction of the large grains, and ⌧s(0) and ⌧l(0) are the residual
stresses upon unloading in the small and large grain respectively. The recovery model
proposed by Koslowski [74] assumes a phenomenological creep deformation law [86–88]
after unloading. The plastic strain as a function of time during recovery,  r(t), is
driven by the relaxation of the residual compressive stress in the large grains and
therefore, the plastic strain evolves as:
 ˙r(t) =  ˙0 sign(⌧l(t))
    ⌧l(t)µ
    n (3.3)
where  ˙0 is the strain rate constant , n is the stress exponent , µ is the slope of the




( s    r(t)) (3.4)









This simplified phenomenological model proposes that deformation occurs as a
consequence of creep deformation in the large grains with a strain rate of the form:
 ˙r(t) =  ˙0 sign [ s    r(t)]
    1  vlvl ( r(t)   s)
    n (3.6)
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Figure 3.8. Diagram of stress strain curves for individual grains and
for the polycrystalline sample.
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The stress exponent and the strain rate constant in Equation (3.6) need to be deter-
mined by experiments. To overcome this issue, in the present work the evolution of
plastic strain after unloading is modeled explicitly with a KMC algorithm coupled to
the PFDD model described in Section 3.4.1.
3.4.1 Thermally activated dislocation dynamics simulations
We perform PFDD simulations in which the polycrystalline samples are quasi-
statically loaded and unloaded to reach a macroscopic zero stress as described in Sec-
tion 3.3. After unloading the dislocation ensemble evolves with a KMC algorithm in
which the dislocation-dislocation interactions and the interactions with grain bound-
aries and obstacles are built into the PFDD by the introduction of the incremental
work function in Equation (2.19). The KMC method provides a general approach to
simulate the temporal evolution of complex systems exploring sequences of transitions
between di↵erent states in the system and accounting for thermally activated mech-
anisms linking long time scale stress relaxation to dislocation mechanisms [89,90].
The sampling is performed using a Monte Carlo procedure with an event i created
by changing the value of the phase field to ⇠˜n+1i at the i
th site. Following Voter [91]
the rate of transition for the event i is given by:
ki =
8<: k0 exp( W [⇠˜n+1i |⇠n]/kT ) W [⇠˜n+1i |⇠n]   0k0 W [⇠˜n+1i |⇠n] < 0
i = 1, 2, ..., N
(3.7)
where k0 is a pre-exponential factor, W [⇠˜
n+1
i |⇠n] is the incremental work function
defined in Equation (2.19), k is Boltzmann’s constant , T is the temperature and N
is the total number of all possible events, here we take N = 128 ⇥ 128 ⇥ 2 in order
to take into account the possible dislocation gliding events at all sites. The event j
that takes place is chosen among the N proposed events according to the equation:
j 1X
i=1





ki, ⇢1 2 (0, 1) is a random number and j 2 [1, N ] is the largest
integer that satisfies this inequality. Once the event j is selected the time is calculated
as:
 t =   1
ktotal
ln(⇢2) (3.9)
where ⇢2 2 (0, 1) is a random number.
As shown in Section 3.3, upon unloading the sample has zero average stress but
locally the stress is not zero. The glide of dislocations due to these local stress
variations is calculated with the KMC algorithm. Figure 3.9, shows the plastic strain
recovery,  u    r(t) for the di↵erent grain structures shown in Figure 3.1 after the
system is loaded up to ✏max = 8% and then unloaded. The maximum extent of
plastic strain recovery occurs for larger grain sizes due to added dislocation activity.
However, the maximum of the ratio between the plastic strain recovery and the plastic
strain upon unloading,  u, occurs for the more inhomogeneous structure vl = 0.50
but even for uniform grain size our simulations render strain recovery in contrast to
previous models [73,74]. Figure 3.10 shows the strain recovery for di↵erent maximum
applied strain and temperature for the microstructure with vl = 0.5. We observe
that strain recovery increases with temperature due to enhanced dislocation motion
by thermal activation. On the other hand, with a larger maximum applied strain the
higher dislocation densities generate larger residual stresses that drive plastic strain
recovery.
3.5 Summary
We have studied two phenomena observed during deformation of nc and ultra-
fine grained materials: reverse plastic strain during cyclic loading and plastic strain
recovery upon unloading. We perform PFDD simulations varying the average grain
size, the grain size distribution, temperature, and the loading conditions to quantify
the e↵ect of the microstructure and the loading history.
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(a) Evolution of the plastic strain over time. (b) Ratio of the plastic strain recovered over the
initial plastic strain upon unloading.
Figure 3.9. KMC simulations of plastic strain recovery upon unload-
ing for di↵erent microstructures with ✏max = 8%.
(a) (b)
Figure 3.10. KMC simulations of plastic strain recovery after unload-
ing for di↵erent (a) maximum applied strain and (b) temperature.
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The PFDD simulations give further evidence that reverse plastic strain during
cyclic loading occurs as a consequence of the formation of dislocations structures (pile
ups) due to the interaction of dislocation with grain boundaries in agreement with the
experiments by Mompiou et al. [69]. During re-loading a reverse motion of dislocations
in the pile ups is observed in the simulations during this process dislocations are
annihilated reducing the dislocation density and the plastic strain.
The experiments of Rajagopalan et al. [68] show that di↵erent sources of hetero-
geneity, such as variations of grain size and texture, influence the recovery process.
Even though our simulations do not take into account texture the results show that
increasing the heterogeneity of the microstructure enhances reverse plastic strain in
agreement with experiments. Furthermore, in our simulations the amount of reverse
plastic strain reaches a plateau when the maximum applied strain is larger than 12%.
The value of this plateau is influenced by the average grain size and the heterogeneity
of the grain size distribution. On the other hand, simulations in uniform grain struc-
tures still display reverse plastic strain. Our results demonstrate that reverse plastic
strain is driven by stress inhomogeneities due to distributions of grain size but also
by stresses due to the formation of dislocation structures that are annihilated during
unloading.
To simulate thermally activated plastic strain recovery upon unloading we cou-
pled dislocation dynamics simulations with the PFDD to a KMC algorithm. Our
simulations indicate that the inhomogeneous stress fields due to the Hall-Petch e↵ect
in microstructures with di↵erent grain sizes have a strong e↵ect on plastic strain re-
covery. Microstructures with the largest distribution of grain sizes, vl = 0.5 have 40%
of plastic strain recovery while in the other samples the recovery is below 15%. But
contrary to the predictions in previous models [74], we observe plastic strain recovery
in samples with uniform grain size. This is explained by the formation of dislocation
structures that create a residual stress field that drives the motion of dislocations.
However, the percentage of plastic strain recovered upon unloading predicted with
our simulations is smaller that the experimental values. Sources of heterogeneity that
32
are not included in our model, such as texture and variability of the grain boundaries
and obstacle strengths, reduce the calculated in the simulations.
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CHAPTER 4. PHASE FIELD DAMAGE MODEL
As discussed in Section 1.5, modeling the fracture by a continuous scalar-valued phase
field with a length scale parameter allows us to analyze crack in any length scale inter-
ested. In this chapter, various formulations of the PFDM will be presented, including
models with symmetric damage response in Section 4.1, and asymmetric damage re-
sponses such as dilatational and shear strain driven damage, and dilatational and
positive principal strain driven damage in Section 4.5. After the introduction of the
numerical scheme in solving the coupled structure-fracture problems in Section 4.2,
the J integral analysis used in the evaluation of e↵ective toughness is presented in
Section 4.3. This method is verified with analytical solutions and two parameters, the
residual sti↵ness k and the ratio of the crack length scale parameter and mesh size
l0/h, are studied. In the end follows the comparison of the two asymmetric damage
models regarding their corresponding yield surfaces.
4.1 Symmetric Damage Response Model
In the phase field model local damage is tracked via a scalar variable, the phase
field. The original approach is a variational formulation introduced by Francfort and
Marigo [48] that was extended to a phase field numerical algorithm by Bourdin [49].
Several applications of this model include quasi-static and dynamic brittle fracture
[1, 56, 58, 92–95]. The phase field variable is obtained from the solution of coupled
partial di↵erential equations arising from the structural problem and Gri th's type
fracture criteria [47]. Following Gri th's criterion the energy required to create a







where Gc is the fracture toughness. This surface fracture energy is approximated, as













where d (x) 2 [0, 1] is the phase field and l0 is a crack length scale parameter, as
shown in Figure 4.1. d = 1 and d = 0 indicate the loss of full strength and an intact
Figure 4.1. (Left) A sample with a discontinuous crack. (Right)
Approximation of the crack with the phase field d(x).
status respectively. The length scale parameter l0 controls the approximated volume
of the damaged region. The total energy functional is of the form
Wtotal [", d] = We [", d] +Wf [d]R
V
 










where k is the residual sti↵ness, i.e., a small parameter to prevent singular sti↵ness
matrix and a["] is the elastic energy density. As presented in [50], when l0 ! 0, the
total energy functional in Equation (4.3) converges to the sum of the original elastic








Therefore the correctness of the numerical regulation is rigorously proved. For isotropic
material, the elastic energy density a["] is calculated as
a ["] =
E 










where E and ⌫ are the Young’s modulus and Poisson’s ratio respectively. The corre-
sponding elastic strain energy rate can be derived as:










(1  d)2 + k  @a["]
@"ij
(4.7)















where   is the Laplacian. The energy dissipation in Equation (4.8) should be non-
negative under the assumption of irreversible crack. This constrain is fulfilled by
applying the following two local conditions:
d
2l0
+ 2l0 d   0
d˙   0
(4.9)
In order to satisfy the local constraints expressed in Equation (4.9) along with the
minimization of the energy rate, following Miehe et al. [1] we define the extended
Lagrangian:
L[", "˙, d, d˙] = A˙[", "˙, d, d˙] +D[d, d˙, ] (4.10)







dx   0 (4.11)
In Equation (4.11)   is a Kuhn-Tucker coe cient for the ordinary convex problem
given by Equation (4.6) to (4.11) and








is a threshold function. The variation of the extended Lagrangian defined in Equa-
tion (4.10) with respect to the four variables results in the following Kuhn-Tucker
conditions
 ij,j = 0
d˙ =     0
Ycr  0
d˙ · Ycr = 0
(4.13)
Note that the first Equation in (4.13) is the equilibrium equation and the conditions in
Equation (4.9) are satisfied. During loading, when the rate of damage, d˙ , is positive
we have from the last three Equations in (4.13) together with Equation (4.12) the









One special and useful case is when the sample is homogeneous. The homogeneous
solution of Equation (4.14) can be calculated by ignoring spatial derivatives of the
damage field. This solution is of interest when comparing with simulations and ex-






As expected, the damage field approaches to 1 as the elastic strain energy density, a["],
increases. We will use this homogeneous solution later to understand how di↵erent
loading conditions a↵ect the evolution of damage in the homogeneous sample and
obtain the ratio of the fracture toughness Gc and the length scale l0.
4.2 Alternate Minimization Algorithm
The PFDM simulations are performed using a 3D parallel multiphysics software,
MEMOSA [96]. In this code, all governing equations are discretized and solved based
on the cell-centered finite volume method. A schematic view of the structure of
MEMOSA is demonstrated in Figure 4.2. The structural and phase field equations
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were solved concurrently with a minimization algorithm [56]. At each loading step,
the displacement u is first solved at a fixed phase field d. Then d is solved at fixed
u with the irreversibility condition. This process repeats until the convergence is
reached, i.e., the change in the variable between two iterative steps is less than certain
tolerance. For instance, given the solution on displacements and damage (ui 1, di 1)
at a loading step ti 1, the solution (ui, di) at ti is obtained as follows:
1. Set (u(0), d(0))= (ui 1, di 1)
2. Set p=1
(a) Solve for u(p) with d = d(p 1)
(b) Solve for d(p) with u = u(p) under the constraint d   di 1
(c) Repeat until
  d(p)   d(p 1)      or p = p+ 1
3. Set (ui, di)= (u(p), d(p))
Figure 4.2. Overview of MEMOSA.
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4.3 J Integral Analysis
Evaluating J-integral is a helpful way to assess the fracture toughness of the
material. According to Gri th’s theory, the crack starts to propagate when the
crack driving force, the energy release rate, reaches the local fracture toughness of
the material. In this section, we propose a simple model of the single edge notch
tension (SENT) test under Mode I fracture in a homogeneous sample as shown in
Figure 4.3 to verify this behavior by calculating the applied energy release rate from










where C is an arbitrary contour surrounding the crack tip in the anti-clockwise direc-
tion and nj are the components of the unit outward vector normal to the contour. The
J-integral is computed at the boundaries as shown in Figure 4.3. In order to avoid
the abrupt crack extension and control the crack growth rate to be steady at the
macroscopic level, the loading is applied in the form of surfing boundary conditions,












2⇡ (  cos✓) sin ✓2
(4.17)
whereKI is the stress intensity factor for mode I,  = 3 4⌫ for plane strain condition,
and (r, ✓) are a pair of coordinates for a polar coordinate system originated at the
crack tip. The distant from the crack tip r is a function of the macroscopic crack
speed, v, and the fictitious loading time t.
r =
q
(x  vt  xo)2 + (y   yo)2 (4.18)
where xo and yo are the initial position of the crack tip. The crack tip is driven by
the surfing boundary condition and the macroscopic speed is controlled to be v.
In addition, with the J-integral analysis we will try to understand the e↵ect of
two parameters in the PFDM in the homogeneous sample: the residual sti↵ness k as
in Equation (4.3) and the ratio of crack length scale parameter and mesh size l0/h.
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Figure 4.3. The model of SENT (single edge notch tension) test.
4.3.1 Residual sti↵ness
Residual sti↵ness helps with the stability of the simulations, but needs to be
treated with cautions since it will introduce artificial sti↵ness to the damaged re-
gion. Here we study simulations with various values of residual sti↵ness and the
corresponding J-integral as a function of time step are shown in Figure 4.4. It is
observed that when k = 10 3, the applied energy release rate needed for the crack to
propagate is increased by more than 20%, indicating that k = 10 3 adds too much
artificial strength to the crack and consequently yields an incorrect evaluation of the
toughness. On the other hand, when k = 10 4, the energy release rate is about 4.0%
higher than Gc, and when k  10 5, the computed J-integral di↵ers only 1.0% from
Gc, which suggests that choosing k ⇠ 10 5 would help with the numerical stability
of the simulation, and in the meantime, not produce noticeable overestimation of the
fracture toughness of the materials.
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Figure 4.4. The J-integral normalized by Gc versus time for various
residual sti↵ness k.
4.3.2 The ratio of crack length scale parameter and mesh size l0/h and
the e↵ect of fracture toughness Gc
The  -convergence [98] of the regularized fracture energy functional demonstrates
that, as l0 approaches zero, the approximated energy functional will converge to
the original functional. However, this convergence requires h = o(l0), where h is the


















it is proposed that numerical discretization of the domain with meshes will induce
amplification of the fracture energy of the order of h/l0. Here in Figure 4.5, the mesh
size h = 6µm is fixed and the e↵ect of the ratio l0/h is studied. When l0/h = 2,
the fracture toughness is overestimated by 4.6%, while the analysis of Bourdin et
al. [52] predicts the overestimation to be around 12.5%. Furthermore, It is observed
that when l0/h   4, the computed J-integral di↵ers no more than 2.0% from the
critical energy release rate of the materials, therefore the results could be considered
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as accurate. In addition, the geometry of the mesh could also cause errors in the
evaluation of the fracture energy [99]. In the current simulation, uniform structured
meshes are used in order to avoid the anisotropy that could be introduced into the
problem with non-uniformed meshes.
Figure 4.5. The J-integral normalized by Gc versus time for various
crack length scale parameter l0.
In addition, another conclusion can be made from the figure is that the start of
the crack propagation only relies on the fracture toughness GC and is independent
of l0. It is always when J/Gc reaches 1 when the crack starts propagating. So Gc
determines the energy needed during the growing of the crack.
4.3.3 Verification with analytical linear perturbation analysis
After obtaining reliable values of k and l0/h with the virtual testing in the homo-
geneous sample, we now move our attention to a case in the heterogeneous material
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system introduced by Gao et al. [100], which studied a domain with Youngs modulus
following a trigonometric relation such as






where E0 is the average modulus, EA is the amplitude of the modulus variation, x0 is
the x coordinate of the original crack tip. Previous way to evaluate the energy release
rate only applies to the homogeneous material, because the J-integral is only path
independent when the domain is homogeneous. Therefore similar calculation cannot
be applied directly to the heterogeneous model to measure the fracture toughness.
In order to cope with this situation, an assumption as proposed in the previous
work of Hossain et al. [92] is made that the damaged region due to crack is restricted
in a limited volume and the studied domain in comparison is much larger in size.
Under this assumption, the periphery of the domain at some distance away from the
crack could be substituted with the homogeneous equivalent of the heterogeneous
region. By doing this simplification, it enables us to use the J-integral once again to
calculate the macroscopic energy release rate as the crack propagates, and analyze the
e↵ective toughness accordingly. However, this simplification also requires the crack to
grow steadily at the macroscopic level. This demand is fulfilled by apply the surfing
boundary condition in Equation (4.17).
Gao et al. [100] derived the analytical solution for case when EA is small compared



























can be used to calculate the local and macroscopic energy release rate from the
stress intensity factors. And the macroscopic energy release rate can be derived
assuming Jlocal = Gc during the crack propagation. In Figure 4.6, the studied domain
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is demonstrated and the core region with sinusoidally varying Youngs modulus of
EA = 0.15E0 is surrounded by its homogeneous equivalent. An initial crack has been
defined on the left end of the sample. In Figure 4.7, the curve of J-integral normalized
by Gc as a function of time step from the simulation is compared with the analytic
solution and good agreement is observed.
Figure 4.6. Studied domain with sinusoidally varying Young’s mod-
ulus in the core region surrounded by homogeneous equivalent.
4.4 E↵ect of l0
The e↵ect of the fracture toughness Gc in the PFDM is discussed in Section 4.3.2.
The e↵ect of the other important parameter, the crack length scale parameter l0, is
demonstrated in the case of crack nucleation.







Figure 4.7. The normalized J-integral versus time from simulation
and Gao et al.’s analytical solution.
Figure 4.8. Model implemented to study the e↵ect of l0.
The model implemented in the study of the e↵ect of l0 is shown in Figure 4.8.
The displacement is applied on the top and bottom boundary and rollers are defined
on the sides. The material properties are shown in the Table 4.1. Two simulations
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Figure 4.9. Comparison between simulations with di↵erent l0.
are performed with the same Gc but di↵erent l0. As demonstrated in the Figure 4.9,
the sample with larger l0 yields earlier. This result is expected from the homogeneous
solution, where the ratio Gc/l0 determines the strain energy density at failure. Larger
l0 leads to smaller Gc/l0, which means lower strain energy density at failure, and
consequently lower yield stress.
4.5 Asymmetric Damage Response Model
In the previously defined total energy in Equation (4.3), both tensile and com-
pressive elastic energy would equally contribute to the damage. However, in reality,
the damage response of many materials, such as polymer, is not symmetric. It is
usually observed that the onset of damage takes place at lower deviatoric stress when
polymers are under dilatational stress than when they are under compression. To
reproduce this material behavior, the elastic energy We[", d] needs to be decomposed
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into two terms: one related to tension,W (+)e , and the other resulted from compression,
W e .
We[", d] = W
(+)
e [", d] +W
( )
e ["] (4.23)
Assuming that damage occurs in tension W+e [", d] is the part of elastic energy that is
degraded by damage and it is of the form
W (+)e [", d] =
Z
V
(1  d)2a+ ["] dx (4.24)
The monotonically decreasing function (1   d)2 describes the loss of sti↵ness of the
damaged materials while W (e )[", d] is not a↵ected by damage
W ( )e ["] =
Z
V
a  ["] dx (4.25)
where a+ ["] and a  ["] are strain energy densities. We first define the strain and stress







("1   "2)2 + ("1   "3)2 + ("2   "3)2
⇤
(4.26)
"v = "1 + "2 + "3 (4.27)










 11 +  22 +  33
3
(4.29)
Two di↵erent asymmetric damage response models will be introduced in the following
Sections 4.5.1 and 4.5.2.
4.5.1 Dilatational and shear strain driven damage
In the model proposed by Amor et al. [56], the strain energy density is decoupled












where   and µ are the Lame´ constants, and
hxi =
8<: x if x   00 if x < 0 (4.31)
4.5.2 Dilatational and positive principal strain driven damage
Miehe et al. [1] formulated a di↵erent approach to decouple the volumetric and
deviatoric parts of the deformation based on the spectral decomposition of the strain
tensor. The tensor ⇤ that contains the principal values of the strain tensor, can be
expressed as
" = P⇤P T (4.32)
where P are the orthogonal eigenvectors of the strain tensor. ⇤ is further decomposed
as








Then the strain energy densities a+M["] and a M["] are defined as









where "+ij = P⇤
+P T and " ij = P⇤
 P T . The similarity between the energy density
expressions proposed by Miehe et al. [1] and Amor et al. [56] is that the compressive
part of the strain does not contribute to damage therefore producing an asymmetric




The distinct responses of the two material constitutive models presented in Sec-
tions 4.5.1 and 4.5.2 are analyzed in this section in a homogeneous sample. We first
compare the case of uniaxial loading in Section 4.6.1, followed by the description of
triaxial loading condition in Section 4.6.2 and a closed form solution in Section 4.6.3
for the yield surface of asymmetric damage model driven by dilatational and shear
strain. At last, we will compare the yield surfaces from the two asymmetric damage
models to illustrate their key underlying di↵erence in Section 4.6.4.
4.6.1 Homogeneous uniaxial loading
An applied strain "11 is considered in the case of uniaxial loading. The stress
components in the other two directions are set to zero. Under the homogeneous
deformation assumption, the solution is previously calculated in Equation (4.15). In
the model of Amor et al. [56], the stress components can be obtained from Equation


















Under the current loading conditions the other strain components are related to "11
by the Poisson’s ratio as
"22 = "33 =  ⌫"11 (4.37)
Therefore, the volumetric strain "v = (1   2⌫)"11 is positive and the traction free
conditions lead to















The solution of the phase field can be obtained from Equation (4.15) and (4.37) as
d =
µ (1 + ⌫) "211














· 2µ (1 + ⌫) "11 (4.40)
The critical phase field dc corresponds to the yield stress can be obtained considering
d 11/d"11 = 0 when yielding as
dc = 0.25 (4.41)
On the other hand, in the model of Miehe et al. [1] using the the strain energy densities
in Equation (4.35) the stress components are
 ij[", d] =   ("





Similarly, "v   0 and the traction free boundary condition results in the following
conditions
 22 = (1  d)2 "v + 2µ"22 = 0
 33 = (1  d)2 "v + 2µ"33 = 0
(4.43)
and the strain components are




(1  d)2 + µ "11 (4.44)

















This non-linear Equation (4.45) can be solved numerically and the axial stress is
obtained as
 11 = (1  d)2 ·  "v + (1  d)2 · 2µ"11 (4.46)
The corresponding dc in this case is not analytically tractable and is approximated
to be
dc ⇡ 0.27 (4.47)
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The stress-strain curves and the evolution of the damage field as a function of "11
for both models are compared in Figure 4.10. The material properties used are
  = 2407MPa, µ = 1240MPa and Gc/4l0 = 45MPa following the previous work of
Xie et al. [95].
Figure 4.10. (a) Stress-strain curves and (b) damage field evolu-
tion for uniaxial loading using Miehe et al. [1] and Amor et al. [56]
constitutive models.
4.6.2 Homogeneous triaxial loading
The general onset of yielding in the current work is determined following Xie et
al. [95] and Jaramillo et al. [101] and it is defined as the maximum of the rate of
mechanical work per unit volume, W˙mech,
W˙mech =  ij "˙ij (4.48)
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The advantage of this yield criterion is that it can be consistent for various loading
conditions, such as biaxial and triaxial loading. In order to get a full yield surface, a
3D strain of the form






is applied on the homogeneous sample. The parameter ↵ 2 [ 1, 1] takes into account
the e↵ect of the triaxiality of the deformation.
4.6.3 Closed form solution
Similar to the derivation of the solution under uniaxial loading in Section 4.6.1, a
closed form solution of Amor et al. [56] model (The asymmetric damage model driven
by the dilatational and shear strain in 4.5.1) can be obtained. The triaxial loading
condition and yield criterion are defined in Section 4.6.2. Under this condition, when








where ✓(↵) = 12(1 + 2↵)
2 + 23µ(1  ↵)2 depends only on the material constants and
the triaxiality parameter, ↵. The values of the critical volumetric and deviatoric
strains and stresses for ↵ >  0.5 can be obtained replacing Equation (4.50) in Equa-
tion (4.28), (4.29), (4.26) and (4.27) and yield:
"vc = (1 + 2↵)"
c
11(↵)










The critical value of the damage field can be obtained replacing Equation (4.50) in
Equation (4.15). We obtain dc = 0.25 for ↵ >  0.5 in agreement with the result
in the simple case of uniaxial loading in Section 4.6.1. The critical applied strain
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when can be calculated accordingly, Figure 4.11 shows the volumetric and deviatoric
critical strains and the value of the critical damage field for  1 < ↵ < 1. On the
other hand, when ↵ <  0.5 the volumetric part does not induce failure and therefore,
the value of the critical damage field increases from 0.25 to 0.41 when ↵ =  0.8 .
We find that the critical damage is independent of the value of Gcr/4l0 and that
during homogeneous deformation there is no failure if the deformation is dominated









pµ/⌘ ⇡  0.82 (4.52)
Figure 4.11. Critical volumetric and deviatoric strain and damage
field calculated with the homogeneous solution of the PFDM.
Figure 4.12 show the critical volumetric and deviatoric stresses calculated with
the current model and compared to molecular dynamics simulations. These plots
show that in the current model and in atomistic simulations the yield surface in the











Figure 4.12. Critical deviatoric and volumetric stresses from atom-
istic simulations of PMMA from Jaramillo et al. [101] (solid squares),
atomistic simulations of polyethylene from Mahajan et al. [102]
(squares) and the PFDM (circles). The solid line is Gurson’s model,
dashed lines are the closest fit to an ellipse for the numerical models.











It is important to emphasize the importance of the coupling between the volumetric
and deviatoric components that the PFDM exhibits through the strain energy density;
this is reflected in Equation (4.54). The Gurson’s model [103] developed as a yield
criteria for metallic porous materials predicts the yield surface coupling shear and











where f is the volume fraction of voids and  d0 is the critical deviatoric yield stress
at zero pressure. Figure 4.12 also shows a plot of this yield surface for f=0.08 and
 do=180MPa. Gurson’s model cannot be applied directly to PMMA because it con-
siders perfect plasticity in shear, however it has a similar behavior to the PFDM and
atomistic simulations, in particular, when the deviatoric stress is small  dc <  
d
o a
large volumetric stress is needed for void expansion.
Figure 4.13. Yield surface predicted with the PFDM in terms of the
strain invariants and compared to SIFT criterion.
The SIFT failure criterion is based on local values of the strain invariants [104]
and therefore, can be compared to the values of the critical strain at failure calculated
with our current model. Figure 4.13 shows that comparison. SIFT states that yield
occurs when the volumetric or the deviatoric strain reach a critical value [104, 105],
it is clear from Figure 4.13 that SIFT can be considered a zero order approximation
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of the current model with a critical strain in the range "c=0.07-0.15 or equivalently
in the PFDM with a condition of the form dc >0.25.
The current PFDM does not include any hardening mechanism when the volumet-
ric strain is negative. Therefore, while atomistic simulations and experiments show
an increase in the yield stress in compression, the present model does not capture this
relation. This e↵ect can be included by modifying the strain energy density degraded
by damage in Equation (4.3) to account for hardening in compression, as we will see
in the next Section 4.6.4.
4.6.4 Comparison of two asymmetric damage models
Under the triaxial loading condition as presented in Section 4.6.2, the stress and
strain components for both asymmetric damage models can be calculated follow-
ing the same procedure as the uniaxial loading case outlined in Section 4.6.1. The
volumetric stress versus the volumetric strain and the deviatoric stress versus the
deviatoric strain for the two asymmetric damage models when ↵ = 0.50, 0.00, 0.16,
and  0.33 are shown in Figure 4.14. It can be noted that for ↵   0 both models
agree.
Figure 4.14. (a) Volumetric stress versus volumetric strain and (b)
deviatoric stress versus deviatoric strain for various loading parameter
with Amor et al. [56] model (dashed lines) and Miehe et al. [1] model
(solid lines).
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Figure 4.14 shows the rate of mechanical work per unit volume calculated with
Equation (4.48) normalized by the strain rate for both models for ↵ = 0.50, 0.00, 0.16,
and  0.33. The onset of yielding is defined as the maximum of the curves shown in
Figure 4.15.
Figure 4.15. Rate of mechanical work per unit volume normalized by
the strain rate for di↵erent loading conditions with Amor et al. [56]
model (dashed lines) and Miehe et al. [1] model (solid lines).
The stress invariants at yield calculated from the data in Figure 4.15 are shown in
Figure 4.16. Gc/4l0 = 45MPa is used here following previous work [95] for Amor et
al. [56] model, the same Gc/4l0 is used for Miehe et al. [1] model as well. in addition
the yield surface from molecular dynamics (MD) simulations by Jaramillo et al. [101]
is demonstrated. The yield surface obtained with the PFDM based on the model of
Miehe et al. [1] shows an increase in the deviatoric stress at yield in better agreement
with the atomistic simulations when the volumetric stress is compressive.
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Figure 4.16. Yield surfaces of a homogeneous sample obtained with
Miehe et al. [1] and Amor et al. [56] constitutive models and Jaramillo
et al. [101] MD simulation.
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CHAPTER 5. DAMAGE AND YIELD IN AMORPHOUS POLYMERS
5.1 Introduction
Amorphous polymers fail by two mechanisms, crazing and shear yielding. Crazes
are localized defects that contain microvoids and fibrils while shear deformation in
the form of shear bands maybe localized or di↵use [106]. There is extensive experi-
mental evidence that shows that both mechanisms are influenced by deviatoric and
volumetric components of deformation [107–109]; it is also observed that crazing and
shear yielding may occur simultaneously or one may precede the other. The most
widely used yield criterion is a pressure-modified von Mises condition of the form:
 d =  crit   µvM v (5.1)
were  crit is a constant representing the stress required for yielding under pure shear
stress and µvM is a coe cient that describes the dependence of the deviatoric stress
on the volumetric stress at failure. This coe cient is temperature dependent and it is
in the range 0.3 to 1 [109].  d is the deviatoric stress and  v is the volumetric stress,
that written in term of the of principal stresses as in Equation (4.28) and (4.29).
Figure 5.1 shows yield surfaces for polymethyl methacrylate (PMMA) from the
experimental work of Quinson et al. [109] and Bowden et al. [110]. Quinson et al. [109]
tested three di↵erent loading conditions at room temperature: uniaxial compression,
plane strain compression and simple shear. The onset of yielding is determined by
these authors when the maximum loading stress with zero residual strain is reached.
Bowden et al. [110] investigated plane strain compression of thin sheets of PMMA at
room temperature. The yield condition in this case is determined at the maximum
compressive stress. These yield surfaces correspond to shear and compressive stresses
conditions and follow the pressure-modified von Mises condition in Equation (5.1).
59
Figure 5.1. Yield surfaces for PMMA extracted from the experiments
of Quinson et al. [109] (light blue line), Bowden et al. [110] (green
triangles), Sternstein et al. [111] (solid red diamonds), Sternstein et al.
[112] (open red diamonds), SIFT criteria for PMMA calculated with
linear elasticity (orange line) and for polystyrene from the experiments
of Argon et al. [108] (solid blue circles) and Argon [113] (open blue
circles).
On the other hand, The experiments of Sternstein et al. [111, 112] examined the
behavior of PMMA under tension dominating biaxial loading status. Under this
condition zones of fibrillation or crazes develop, which result in brittle failure of the
polymer. The onset of crazing observed in these experiments is also shown in Figure
5.1. It is clear that the data of Sternstein et al. do not follow Equation (5.1).
It should be pointed out that in the work of Quinson et al. [109], Bowden et
al. [110] and Sternstein et al. [107] the yield surfaces were calculated with the stress
invariants computed with the applied stresses. However, their experiments have made
it clear that, rather than ideal homogeneous deformation, the damage initiates in the
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surface due to surface imperfections or close to inhomogeneities that cause stress
concentrations. For this reason, damage initiation is best understood by introducing
controlled locations of stress concentrations that allow the calculation of local values of
the stress or strain invariants. The strain invariant failure theory, SIFT [104,105,114]
and the recently developed model by Argon [113] are examples of such approach.
The strain invariant failure theory, SIFT, proposed by Gosse and Christensen [104,
105] defines failure in terms of the maximum value of the volumetric and deviatoric
strain invariants in contrast to other failure theories that define failure in terms of
strength values. In this theory, the material fails when either the volumetric strain
or the deviatoric strain reach a critical value. These strain invariants are defined in
terms of the principal strain directions as in Equation (4.26) and (4.27).
Figure 5.1 also includes the SIFT criteria calculated with a critical strain ✏c =
0.024 [114], and a linear elastic solid response with shear modulus is µ=1240 MPa
and bulk modulus =3235 MPa corresponding to PMMA. The SIFT criteria renders a
region in the positive volumetric stress quadrant that can be used to identify shear or
crazing failure. The value of the applied strain at failure is obtained from experiments.
These experimental results are coupled to simulations to calculte approximate values
of the local strain invariants at failure [115, 116]. In general the volumetric and
deviatoric critical strains have di↵erent values and are temperature dependent.
Argon [113], recently revisited the model developed in 1977 by Argon and Hanosh
[108] by calculating the local values of stress from analytical solutions of stress concen-
trations in ellipsoidal grooves. In this new model the onset of crazing occurs when the







where Cv and Cd are parameters that depend on strain rate and temperature. The
curve for this criterion is shown as a solid line in Figure 5.1, with Cv=1.672 and
Cd =
p
3 · 0.496 and Y=103MPa for polystrene at room temperature and reduces to
a pressure modified von Mises criterion with µvM = 0.51.
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It is important to note that while Argon’s model and SIFT are based on local val-
ues of stress and strain invariants, most of the experiments report average or applied
stresses. However, the samples in these experiments show localization of deforma-
tion. Therefore, local yield criteria may not be directly comparable to experimental
results. In recent experiments by Kim et al. [117] a novel experimental set up to cre-
ate dilatational dominated longitudinal deformation is developed with homogeneous
deformation state. Therefore, there is no need to derive local values of the stresses
in this case, and the yield surface can be described by a pressure modified von Mises
yield criterion.
Due to its engineering impact, polymer damage has been the focus of extensive
modeling e↵orts. A number of computational models, ranging from atomistic [101,
102] to continuum [118–122], have been utilized to study polymer failure as well as
polymer composite materials [114,115,123]. While atomistic simulations give insight
information into the material behavior, a connection to experimental results remains
elusive due to the di↵erences in time and length scales. At the continuum level
new mathematical approaches to failure are being developed in which the damage is
characterized by a single material parameter that can be calibrated with experiments
or atomistic simulations. In these theories a phase field variable indicates how damage
is extended over the domain and its evolution [1, 48, 56, 124, 125]. A di↵erence with
previous approaches such as cohesive zone models is that the damage is not limited
to a two dimensional manifold but it is defined over a finite volume which makes the
phase field method advantageous for crazing and shear yielding where di↵use damage
zones are observed [109].
In this chapter, simulations of PFDM using Amor et al. [56] model are first per-
formed at similar length scales as atomistics to compute the values of the coe cients
needed in the PFDM. This PFDM is then used to simulate the behavior of composite
samples and the yield surface obtained is compared to experiments. Futhermore, in
order to capture the pressure-modified von Mises relation, the material model from
Miehe et al. [1] is then adopted. The damage model parameters are subsequently
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calibrated with experiments performed in a simple tension dog bone and a single
edge notch tension (SENT) PMMA specimen. The calibrated model is then used to
reproduce the loading conditions in the experiments in Figure 5.1. The simulations
show that the same PFDM model can be used to predict various experimental results
in Figure 5.1. Moreover, it is shown that including voids in the sample explains the
di↵erence in the behavior under positive volumetric stress during the onset of crazing.
This chapter is organized as follows; A homogeneous solution with Amor et al. [56]
model is used to fit the continuum model from atomistic simulations in Section 5.2.
After that, simulations of polymer samples are performed and the yield surfaces
obtained from local and average fields values are compared to experimental results in
Section 5.3. Then another PFDM with Miehe et al. [1] model is calibrated against
two experiments in Section 5.4. This calibrated model is used to predict the behavior
of PMMA in di↵erent loading conditions and geometries in Section 5.5.
5.2 Fitting with MD Simulations
Because of the limited sample size of nanometers, atomistic results are not suitable
to be compared to yield conditions determined by experiments. But MD simulations
provide us an insight at the local deformation scale of amorphous polymers. Here we
obtain the parameters in PFDM by comparing the homogeneous solution, Equation
(4.15), to atomistic simulations. We use PMMA elastic constants, µ=1240 MPa and
=3235 MPa obtained from the slope at small strain in the atomistic simulations
from Jaramillo et al. [101]. The other two parameters, the fracture toughness Gc and
the length scale parameter l0 in the PFDM are coupled in Equation (4.15); therefore,
we can only obtain the ratio Gc/4l0.
A strain of the form in Equation (4.49) with ↵ 2 [ 0.5, 1] is applied on the
homogeneous sample and the rate of mechanical work is calculated from Equation
(4.48). The best fitting parameter Gc/4l0 = 45MPa is obtained using least squares
when comparing the results from MD and PFDM simulations. Figure 5.2 shows the
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rate of mechanical work normalized by strain rate from MD and PFDM simulations
with Gc/4l0=45MPa.
Figure 5.2. Simulated rate of external work versus strain (solid lines)
compared to molecular dynamics simulations [101].
The PFDM and the atomistic stress-strain curves in Figures 5.3 and 5.4 also
show good agreement. As observed in Equation (4.36) the damage model does not
include hardening when the volumetric strain is negative. Therefore, the phase field
simulations show a drop in the deviatoric stress for ↵=-0.33 and ↵=-0.5 while this is
not observed in the atomistic simulations of Jaramillo et al. [101]. However, a stress
drop appears in the PMMA simulations by Mahajan et al. [102] at larger applied
strains.
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Figure 5.3. Simulated volumetric stress versus volumetric strain
(solid lines) compared to molecular dynamics simulations [101]
(dashed lines).
Figure 5.4. Simulated deviatoric stress versus deviatoric strain (solid
lines) compared to molecular dynamics simulations [101] (dashed
lines).
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5.3 Local versus Average Field Failure Criterion
In this section, we perform simulations on representative volume elements of fiber
reinforced composite materials to achieve non-homogeneous damage fields that can
be compared to yield criteria extracted from experiments.
5.3.1 Evolution of damage in fiber reinforced polymer
Figure 5.5 (a) and (b) show the geometry of the representative volume element
used in the simulations of fiber reinforced composite materials and the boundary con-
ditions. We used an unstructured mesh with 39640 cells and plane strain conditions.
The fiber was set to have infinite sti↵ness, the matrix is PMMA with the elastic con-
stants µ=1240 MPa, =3235 MPa and Gc/4l0=45MPa and l0=30nm. Even though
Gc/4l0 was obtained from calibration with high strain rate atomistic simulations we
will use the same value keeping in mind that the stress at failure is going to be
overestimated when compared to experimental results. In this work we focus on the
relation between stress (or strain) invariants at failure, the work of Borden et al. [58]
has demonstrated the e↵ect of strain rate on the determination of Gc/4l0.
Two types of boundary conditions for the damage parameter are considered for
the geometry in Figure 5.5 (a). First, the fiber and matrix are perfectly bonded;
therefore, to prevent damage at the matrix-fiber interface we set d=0 at the interface.
Figure 5.6 (a) shows the predicted damage parameter at an applied strain "=0.041.
We also consider imperfect bonding between the fiber and the matrix with a condition
rd · n = 0 at the interface with n being the normal to the outer surface of the fiber.
Figure 5.6 (b) shows the damage for an applied strain "=0.038. It can be seen that
in the first case, Figure 5.6(a) the damage nucleates away from the interface while in
Figure 5.6(b) failure occurs at the interface.
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Figure 5.5. Geometry and boundary conditions of the representative
volume element used in the simulations (a) strain controlled (b) stress
controlled deformation.
For the boundary conditions in Figure 5.5(b) we consider plane strain conditions
and an applied stress of the form:




0 0 ⌫ + ⌫ 
37775 (5.3)
where the loading parameter   is in the range [-1,1] to study ranges of volumetric
and deviatoric stress conditions. Figure 10 shows the contours of the damage field for
1=178MPa and  =0.5 and 1=-516MPa and  =0.75. In both simulations we assume
perfect bonding between the fiber and the matrix.
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Figure 5.6. Predicted damage field for (a) perfectly bonded ma-
trix/fiber interface and (b) damaged matrix/fiber interface.
5.3.2 Comparison of simulations with experiments
In this section we compare our numerical simulations to the yield surface models
derived from experiments. In particular, we choose experimental works in which
applied and local values of stress and strain invariants are reported. These include
references [115, 117] that show that a pressure modified von Mises criterion matches
their data. We also compare to the SIFT criterion developed in references [104, 105,
114].
Clearly these experiments have di↵erent geometries and materials and therefore, a
one to one comparison with values of applied stress at failure is not possible. Besides,
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Figure 5.7. Contour of damage field for (a)  1=178MPa and  =0.5
and (b)  1=-516MPa and  =0.75.
damage is nucleated in locations of stress concentration and these location is deter-
mined uniquely by the geometry [115]. The goal is to show that the relation between
the local value of the stress invariants at failure agrees in all these experiments and
with our simulations.
To this end we perform simulations of the geometry shown in Figure 5.5(b) and
the loading parameter   is in the range [-1,1]. The yield condition is determined as
the maximum of the rate of external work per unit volume defined in Equation (4.48).
Figure 5.8 shows the rate of external work as a function of the normalized applied
stress  1 for di↵erent loading conditions. For  =1 and  v <0, the curve does not
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present a maximum, due to the compressive state of stress and the small amount of
shear deformation there is no stress drop and the matrix material does not fail. In
all the other loading conditions a drop in the stress marks the maximum of the rate
of external work before failure.
Figure 5.8. Rate of external work versus normalized applied stress
for di↵erent loading conditions.
Figure 5.9(a) exhibits the values of the applied volumetric and deviatoric stresses
at failure for the loading conditions shown in Figure 5.8. In our model when the
volumetric stress is negative the value of the critical applied deviatoric stress remains
almost constant. We also include the stress invariants at failure form the work of
Argon [113] in polystyrene, Kim et al. [117] in the DGENG-44MDA epoxy system
and Quinson et al. in PMMA [109].
No clear trend can be obtained to derive a yield criterion from Figure 5.9(a),
not only because the materials are di↵erent but also because the stress fields where




Figure 5.9. (a) Applied volumetric and deviatoric stress and (b) local
deviatoric stress versus volumetric stress at failure. Solid diamonds
are PFDM simulations, triangles are polystyrene data from Argon
[113], crosses correspond to PMMA from Quinson et al. [109] and
circles are DGENG-44MDA epoxy from Kim et al. [117].
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Figure 5.10. Maximum local deviatoric strain versus volumetric
strain at failure compared to SIFT.
nucleates in preexisting elliptical grooves in the surface of the sample while in our
simulations the damage nucleate in the vicinity of the fiber.
Figure 5.9(b) shows the local maximum value of the volumetric and deviatoric
stresses at failure for our model and the same experiments. In contrast, the local
values of stress invariants at failure show a relation following a pressure modified von
Mises with slopes from µvM=0.33 to 0.54. The linear relation holds for volumetric
stresses from -30MPa to 60 MPa. This relation breaks in our model for larger vol-
umetric deformation in agreement with what was observed for atomistic simulations
in Figure 4.12. We did not include PMMA in Figure 5.9(b) because the local values
are not reported in Reference [109].
To compare our simulations to other local criteria but based on strain invariants
we show the maximum local value of the deviatoric strain versus the volumetric strain
at failure in Figure 5.10. It can be seen that the results from the simulations can be
approximated with SIFT criterion with critical volumetric strain in the range 0.07 to
0.1 and critical deviatoric strain in the range 0.12 to 0.17.
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5.4 Experimental Calibration
The calibration of the PFDM against atomistic simulations renders values of yield
stress larger than those observed experimentally in PMMA [109,110] due to the high
strain rates used in atomistic simulations and the lack of localization compared to
experimental results. Therefore, in this section two sets of experiments are performed
to determine the parameters Gc and l0 for PMMA with Miehe et al. [1] model, which
will also help capturing the pressure-modified von Mises relation in the yield surface.
The parameter l0 in the PFDM model controls the damage width that approximates
the crack geometry, whereas the fracture toughness of the material Gc is regarded as
a true material property.
5.4.1 Experimental procedures and sample preparation
Two groups of PMMA samples were manufactured, a simple tension dog bone
specimen and a single edge notch tension (SENT) specimen. PMMA is an amorphous
thermoplastic that exhibits brittle fracture behavior under temperatures below 85oC
[126]. Both types of specimen are cut from a PMMA sheet using a water jet machine.
For the SENT sample an edge notch cut is performed with the water jet and
a sharp razor blade is then inserted in the notch and indented to create a sharp
pre-crack [127] as shown in Figure 5.11. Aluminum tabs are attached to both ends
of the SENT sample using adhesive paste. Figure 5.12 shows the samples size and
geometry. Both samples were tested quasi-statically on a standard servo hydraulic
MTS machine in displacement control with a cross-head speed of 2mm/min for the
dog-bone sample and 0.25mm/min for the SENT sample. Force and displacement
data were recorded during the experiment. For the dog-bone specimen a strain gauge
rosette was attached to record the longitudinal and transverse strain in.
The details of the calibration in the dog bone test and SENT test are described
in the following two sections.
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Figure 5.11. Pre-cracking SENT sample.
Figure 5.12. Sample geometry: (a) Dog-bone sample and (b) SENT sample.
5.4.2 Dog-bone test
The experimental results for the dog-bone revealed non-linear behavior in the
material before failure occurred at around 44MPa. The Young’s modulus and the
Poisson’s ratio of PMMA are found to be E = 2483MPa and ⌫ = 0.33. In this case
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the state of stress can be considered homogeneous away from the grips and this allows
the assumption of a homogeneous damage field in the PFDM simulations. Under this
condition, the damage equation from the model of Miehe et al. [1] reduces to Equation
(4.45) which only depends on the ratio of the two independent model parameters Gc
and l0.
Figure 5.13 shows that the PFDM simulations with uniaxial loading match the
experimental results (using least squares fit) when a ratio Gc/4l0 = 2.9MPa is used
in the simulations. It can be noticed that in the experiment the sample breaks before
reaching the maximum stress predicted by the PFDM and at lower strain values which
can be explained by to the presence of defects in the material that change locally the
state of stress leading to premature failure.
Figure 5.13. Tensile stress versus tension strain from the dog bone
experiment and the fitting curve using PFDM withGc/4l0 = 2.9MPa.
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5.4.3 SENT test
In the SENT test the damage field is not homogeneous due to the presence of the
edge notch. Under this condition, the simulations are performed solving Equation
(4.13) and (4.14) using the alternate minimization algorithm described in Section 4.2
in a domain with the same dimensions shown in Figure 5.12(b). The thickness of the
sample is of the order of several millimeters, therefore, a plane-strain assumption is
introduced.
Figure 5.14. Force displacement curve for the SENT experiment and
PFDM simulations with Gc = 418Jm 2 and l0 = 36µm.
The experimental and simulated force-displacement responses of the SENT sample
are shown in Figure 5.14. After reaching the maximum force an abrupt failure occurs
as the crack propagates across the sample. It can be seen that the SENT sample prior
to failure, at about 1400N , follows a linear behavior. This brittle failure is common
for PMMA and is attributed to the small fracture process zone. The reported sizes of
fracture process zones are about 30µm [126]. The best agreement of the simulation
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with with the experiment is obtained with Gc = 418Jm 2 and l0 = 36µm that
satisfies the ratio Gc/4l0 = 2.9MPa obtained from the dog bone experiment. The
damage length parameter compares favorably with the fracture process zone size for
PMMA [126]. The Mode I stress intensity factor, KIC , can be related to the critical





where E 0 = E for the plane-stress condition and E 0 = E/(1   ⌫2) for the plane-
strain condition. The value of KIc for PMMA is found to depend on the sample
geometry and loading conditions [128]. Using Equation (5.4) a stress intensity factor
of 1.07MPa
p
m is obtained, which is expected for the current geometry and quasi
static crack propagation [128].
5.5 Yield Surfaces under Biaxial Loading
In this section PFDM simulations are performed to predict the yield surfaces of
several configurations used in the experiments shown in Figure 5.1. The elastic con-
stants and PFDM parameters used in the simulations are obtained by the calibration
in Section 5.4 and shown in Table 5.1.
Table 5.1. Elastic constants, fracture toughness and length scale
parameter calibrated by the experiments in Section 5.4.
E 2483[MPa]
⌫ 0.33
  = E⌫(1+⌫)(1 2⌫) 1812[MPa]





In the experiments of Bowden et al. [110] a biaxial load is applied to a PMMA
sample with thickness 1.5mm and width 37.5mm. The authors divide the failure
modes of the specimen into two types, ductile yielding and brittle fracture. The first
one is identified by a stress drop in the stress-strain curve. While shear zones in the
sample start forming from the edge of the sample due to the scratches on the surface,
at yield the shear zones reach the central region and are widely spread over the whole
sample. Therefore, the experiment can be approximated as going through a state of
homogeneous deformation.
To reproduce this experimental loading condition a sample under biaxial defor-
mation is simulated with the PFDM. Plane strain condition is used following the
assumptions in Bowden et al. [110]. The applied strain is
" (t) =
26664
"11 (t) 0 0
0 "22 (t) 0
0 0 0
37775 (5.5)
Figure 5.15 shows the stress components at yield from the experiment of Bowden et
al. [110], and the PFDM simulations. It is important to emphasize that the PFDM
simulations are performed using the elastic constants in Table 1 without calibration
against the experiments of Bowden et al. [110].
Figure 5.16 shows the stress invariants at failure for the data in Figure 5.15. In
addition, the stress invariants at failure for a triaxial loading condition represented by
Equation (4.49) and the model of Argon [113] are shown. The experiments and the
plane-strain PFDM simulations follow a pressure modified von Mises law with slopes
reported in Figure 5.16. The 3D PFDM simulations show a non linear relation with
the deviatoric stress decreasing as the volumetric stress increases in agreement with
MD simulations [101]. The results of Argon [113] correspond to the local values of
stress invariants at failure, therefore they also follow a pressure modified von Mises
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Figure 5.15. Stress components at yield from the experiment of
Bowden et al. [110], and the PFDM simulations.
relation. It should be noted that the PFDM does not predict yielding when the
volumetric stress is below approximately 10MPa.
5.5.2 Crazing induced by local failure at voids
It is well established that crazing is a mode of deformation that develops macro-
scopic porosity [108,113,129–132] when a sample is deformed under volumetric load-
ing. It is also recognized that that crazing occurs at stress concentrations produced
by voids or surface grooves. Voids grow and coalesce to create crazes that lead to
failure. Even though voids may not be present in the polymer before deformation
the ultimate failure is driven by the deformation of these voids [108, 113, 131]. Here
the focus is not on the nucleation of the voids but on how their presence a↵ects the
e↵ective stresses at yield measured in experiments.
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Figure 5.16. Deviatoric stress versus volumetric stress at failure from
the experiment of Bowden et al. [110], and Argon [113] compared to
PFDM simulations with plane strain condition (solid circles) and 3D
deformation (open circles).
To this end we perform simulations with biaxial loading conditions reproducing
the experiments by Sternstein et al. [111]. In these experiments a biaxial tension is
applied to a thin walled cylinder. Since the stress in the axial direction of the cylinder
is larger crazes form in the direction perpendicular to this axis.
To study the local stress in the vicinity of the voids two di↵erent loading conditions
are simulated with the geometries shown in Figure 5.17. In Figure 5.17(a) a displace-
ment u0 is applied in the y direction and a displacement  u0 in the z direction with
 0.15 <   < 0.40 in a sample with finite thickness. The second loading geometry
is shown in Figure 5.17(b) where the thin wall assumption from Sternstain’s experi-
ments is used. Therefore, a biaxial displacement in the plane x  y is applied under
plane-stress conditions with a displacement u0 in the x direction and a displacement
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 u0 in the y direction with 0.25 <   < 1.00. These configurations are identified as
in-plane loading and transverse loading respectively in the following.
Figure 5.17. Loading and boundary conditions used in the PFDM
simulations (a) transverse loading and (b) in-plane loading.
The diameter of the void is 1.5mm in both simulations. With this geometry, the
stress concentration factor in the elastic solution for the geometry shown in Figure
5.17(b) is independent of the void size [133]. The value and location of the stress
concentration factor for the problem in Figure 5.17(a) depends on the sample thickness
and Poisson’s ratio [134].
PFDM simulations are performed with both configurations and the yield condition
is defined as the maximum of the rate of the mechanical work per unit volume. Figure
5.18 and 5.19 show contour plots of the damage field. In both cases the craze grows
in the direction perpendicular to the maximum principal stress.
The yield surfaces are shown in Figure 5.20 and compared to the experimental
results of Sternstein et al. [111, 112], Oxborough et al. [135] and Argon et al. [108].
In the experiment of Oxborough et al. [135], the material under investigation was
Polystyrene, and the sample geometry and loading conditions in experiments were
the same as in Figure 5.17(a). All experiments measured the applied stress at which
the onset of crazing is observed.
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Figure 5.18. Contour plots of the damage field for the transverse
loading condition with   =  0.1 (a) u0 = 1.058 · 10 4m and (b)
u0 = 1.062 · 10 4m.
Figure 5.19. Contour plots of the damage field for the in-plane loading
with   = 0.25 (a) u0 = 7.06 · 10 5m and (b) u0 = 7.08 · 10 5m.
When the volumetric stress is below 10MPa the relation between the deviatoric
stress and the volumetric stress remains linear even in the presence of a void but
with a larger slope than previously estimated. When the volumetric stress is larger
than 10MPa the yield surfaces obtained with the PFDM have similar trends to
the experiments of Sternstein et al. [111, 112]. These findings explain what seems
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a contradictory result in the yield surface proposed in the work of Sternstein et
al. [111, 112], in which the yield surface depends on the principal stresses, and the
volumetric stress as:
| 1    2| = A+ B
 v
(5.6)
where A and B are two temperature dependent parameters that are calculated by
fitting to experimental results.
Figure 5.20. Applied deviatoric stress versus volumetric stress at
failure from Argon et al. [108], Oxborough et al. [135] and Sternstein
et al. [111, 112] experiments and PFDM with plane loading (open
circles) and transverse loading (solid circles).
At first, it seems that the results in Figure 5.20 contradict the pressure modified
von Mises criterion in which the deviatoric stress decreases as the volumetric stress
increases. To explain this di↵erence, it is necessary to consider the value of the local
stresses at failure. To this end, the closed form solution of elastic problem of an
elliptical hole in an infinite plate shown in Figure 5.21(a) is considered. The applied
stress is   in the x direction and    in the y direction with  0.9 <   < 0.9 and   > 0.
The maximum stress component occurs is in the y direction in the periphery of the
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hole along the largest axis of the hole. The value can be calculated from Inglis [134]
equations as:
 local22 =   (fs    ) (5.7)
with fs = (1+2
a
b ). To obtain the value of the local stress at failure a pressure modified
von Mises criterion (Equation (5.1)) is used. The stress invariants are calculated
using Equation (4.28) and (4.29) with  11 =  33 = 0 and  22 =  local22 , this results the
following condition for the applied stress at yield:
  =
3 crit
(fs    )(3 + µ⌫M) (5.8)
It is important to note that any other local failure criteria such as the ones proposed
by Argon [113] or by Xie et al. [95] would lead to an identical relation between   and
 , but with di↵erent factors. The applied stress invariants at yield from Equation
(5.8) result:
 v =
(  + 1)  crit
(fs    )(3 + µ⌫M) (5.9)
 d =
 crit
(fs    )(3 + µ⌫M)
r
( 2     + 1)
2
(5.10)
In Figure 5.21(b) the stress invariants  v and  d are calculated with Equation (5.9)
and (5.10) and a value ( crit)/((3 + µ⌫M)) = 100MPa. The parameter fs = 3 cor-
responds to a circular void while fs = 5 or 10 represents crack like geometries. The
minimum of the deviatoric in Figure 5.21(b) stress occurs for
  =
fs   2
2fs   1 (5.11)
Replacing Equation (5.11) in Equation (5.9), the critical volumetric stress at which
the deviatoric stress starts growing reduces to
 vc =
(fs   1)  crit
(f 2s   fs +  ) (3 + µ M)
(5.12)
Therefore, under the simplifying assumptions in this model the critical volumetric
stress at which the pressure modified von Mises relation breaks down decreases as the
voids have more crack like shape (larger fs).
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Figure 5.21. (a) Geometry used in the elastic solution of an infinite
plate with an elliptical void. (b) Yield surface obtained from the
elastic solution.
5.6 Summary
In this chapter, we developed a phase field damage model to study the yield
criteria in structures at the macroscopic scales.
In the first part, the constants in the PFDM with Amor et al. [56] formulations are
first chosen to reproduce the behavior at the atomistic level by comparing continuum
homogeneous deformation to molecular dynamics simulations. Then the PFDM was
used to simulate the failure in composite structures and compared to yield relations
reported in experiments. In this simulations failure was defined as the state of defor-
mation at which the rate of work done by the external forces reaches a maximum. We
constructed yield surfaces with the values of the applied and maximum local values of
the stress invariants. We find that the local values of stress invariants follow a pres-
sure modified von Mises law in the range of deformations explored. The yield surface
based on the local strain invariants have good agreement with SIFT. But we cannot
predict any trend from the invariants of the applied stress at failure. Therefore, in
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yield criteria based on values of the applied stress the geometry of the experiment
may impact the results and should not be used to identify local yield conditions.
In the second part, we implement the PFDM of Miehe et al. [1] model and resort
to two benchmark experiments to obtain more reasonable material parameters at low
strain rate and room temperature including the elastic constants and two parameters
that represent the fracture toughness and a characteristic length scale. The following
PFDM simulations show that a single phase field model can be used to describe both
the onset of shear yielding and crazing when the appropriate geometry is considered.
While the local failure behavior can be modeled with the same constitutive equations
during these processes the linear relationship between the applied deviatoric and
volumetric stresses at failure breaks down. The di↵erences in the yield surface for
shear yielding (negative volumetric stress) and crazing (positive volumetric stress)
can be explained by the presence of voids and other defects that localize failure
modifying the relationship between the applied stress invariants. Furthermore, a
simplified model with the elastic solution of an elliptical void in an infinite plate
shows that even though the local stress invariants follow a pressure modified von-
Mises at yield, this is not true for the applied stress invariants that are reported in
experiments if voids, groves or other defects are present in the sample.
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CHAPTER 6. INTER-LAMINAR FRACTURE IN PARTICLE-TOUGHENED
CARBON FIBER REINFORCED COMPOSITE
6.1 Introduction
Delamination in carbon fiber reinforced polymer composite (CFRP) is one of the
dominating factors that results in premature failure of the material system [136].
In general microcracks initiate at the resin-rich interlaminar region [137], or at the
laminate edge [138], then the cracks grow to form a delamination zone that reduces
the strength. Therefore, improving the damage tolerance of the interply between
laminae is highly desired for enhancing the overall fracture toughness of composite
materials.
Several approaches are used to improve the damage tolerance of the interlaminar
region [139] by improving the matrix toughness, or by the introduction of sub-phases
such as dispersed particles, fibers, or their combinations, which require more energy
for the crack to grow therefore enhances the delamination resistance of the interlayer.
Many experimental e↵orts have focused on investigating the toughening mechanisms
in composites [140–143].
However, adding crack resistance to the interlayer does not necessarily contribute
to a toughened composite system, since there is a potential fracture competition
between fiber-dominated fracture and delamination [144, 145]. For instance, Bull et
al. [145] showed that in a material system that excessively limits delamination growth,
an earlier onset of fiber fracture was observed. Therefore, understanding the influence
of various fracture mechanisms in the interlayer is critical for the design of composite
materials with improved properties.
Recently, Borstnar et al. [146, 147] conducted in situ observation of the Mode I
interlaminar fracture in particle-toughened carbon fiber reinforced polymer composite
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(CFRP) with synchrotron radiation computed tomography (SRCT) and synchrotron
radiation computed laminography (SRCL). Several particle types in the interlayer
of di↵erent densities and geometries are analyzed in the experiments. But other
material properties of the particles are not made public. The experiments show
that the inclusion of di↵erent particles in the interlayer leads to distinct fracture
mechanisms which result in significant di↵erence in the e↵ective toughness response.
Some of these fracture mechanisms are: i) crack trapping, ii) crack deflection, iii)
particle-matrix debonding, iv) bridging ligaments, v) crack path deflection from the
interlamina-lamina interface and back to the interlamina.
In this chapter, the Mode I fracture in the interlayer is studied with PFDM as
introduced in Section 4.1 to understand the influence of particle sti↵ness, particle-
matrix interfacial toughness and particle distribution. Various fracture mechanisms
are captured in the simulations, which demonstrate the capabilities of the current
numerical model in the virtual testing of the interlaminar fracture in CFRP. Further-
more, the e↵ective toughness of interlayer was calculated to evaluate the contribution
of particles on the e↵ective toughness response of the composite material.
This chapter is organized as follows. In Section 6.2, the fracture mechanisms in
the interlayer are investigated. In Section 6.3, the e↵ective toughness of the interlayer
is analyzed.
6.2 Simulation of Mode I Crack in the Interlayer
In this section PFDM simulations are carried out to predict the crack path in
the three-layer configuration shown in Figure 6.1. A 2D model with plane strain
assumption is studied. The particles in the interlayer are idealized to be circular
of 5µm diameter, with a volume fraction of 55%. The top and bottom layers are
anisotropic laminae, and the homogeneous equivalent of the lamina is implemented
in the model. The right region of the interlayer is intentionally left particle-free to
prevent crack nucleation on the right end of the sample. An initial crack of 3µm in
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length is located in the center of the left end of the sample. Three di↵erent random
distributions of the particles in the interlayer have been studied.
The damage model used in the simulations is a model with symmetric tension and
compression driven damage. An issue in the model with symmetric damage is the
material interpenetration during compressive loading. However, in the current case,
it is Mode I fracture and we can check in the post analysis that the crack opening
distance is always positive so this issue is not found.
Figure 6.1. Schematic of a sample used to study fracture.
6.2.1 Material properties
The elastic constants and parameters used in the simulations are shown in Tables
6.1 and 6.2. The lamina properties are anisotropic and extracted from the work of
Mendoza-Jasso et al. [116]. The matrix material is PMMA, and the elastic constants
and fracture toughness are calibrated by fitting the current damage model to two
experimental benchmark tests: a uniaxial tension test of the homogeneous sample
and a single edge notch tension test as in the previous work [148]. Gc = 480Jm 2 is
obtained, which is a reasonable value at room temperature [149]. The other PFDM
parameter, l0, is determined to be 0.3µm according to the size of the numerical sample
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to make simulations feasible. In the current work, the same value of Gc and l0 are
used for the particles, lamina and matrix.
Two material properties are varied in the simulations, the Young’s modulus of
the particles and the fracture toughness of the particle-matrix interface rendering six
material configurations, see Table 6.2.
Table 6.1. Homogenized material properties of the lamina.
Parameter Value
El x [GPa] 151
El y [GPa] 7.99
⌫l xy 0.32
µl xy [GPa] 4.33
Table 6.2. Six sets of di↵erent material properties used for the inter-
layer components.
Material 1 2 3 4 5 6
Em [GPa] 2.48 2.48 2.48 2.48 2.48 2.48
⌫m 0.33 0.33 0.33 0.33 0.33 0.33
Ep [GPa] 3.9 9.8 19.5 3.9 9.8 19.5
µp 0.28 0.28 0.28 0.28 0.28 0.28
Gc p m [Jm 2] 480 480 480 120 120 120
6.2.2 E↵ect of the Young’s modulus of particles
Materials 1, 2 and 3 are first considered to study the e↵ect of the Young’s Modulus
of particles where the toughness of the particles, the particle-matrix interface and the
matrix are equal.
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When the Young’s modulus of particle is Ep = 3.9GPa (see Material 1 in Table
6.2), the crack advances through the particles as shown in Figure 6.2(a). In this case
it is energetically favorable for a shorter the crack path instead of debonding the
particle-matrix interface that extends the crack length. Similar behavior is observed
in the Mode I fracture test of samples with spherical particles by Borstnar et al. [150].
When the Young’s modulus of particle is increased to Ep = 9.8GPa (Material
2), debonding between particle and matrix starts to appear together with cracks
propagating through particles, as shown in Figure 6.2(b).
When the Young modulus of particle is further increased to Ep = 19.5GPa (Ma-
terial 3), the simulation shows a bridging ligament as in Figure 6.2(c). More inter-
estingly, the crack path jumps and propagates at the lamina-matrix interface, which
indicates that in this situation, the excessive crack resistance bought by the particles
of larger sti↵ness has induced an early damage at the lamina-matrix interface. This
finding brings caution to the significance of the ongoing damage competition in the
material system. Blindly increasing the particle sti↵ness for toughness improvement
might not be appropriate if the material integrity in other regions such as lamina-
matrix interface is equally critical. If a global toughness enhancement is required, the
interface between the lamina and matrix might need to be made stronger as well.
Similarly, in Material 4, 5 and 6 (Gc p m = 120Jm 2), phenomenon of bridging
ligament is captured in Figure 6.3(c). In this case, the crack initiates again at another
location within the interlayer due to obstructing particles. Both types of bridging
ligament in Figure 6.2(c) and Figure 6.3(c) are recorded in the experiment of the
sample with denser particles in the experiment [146].
It needs to be pointed out that the happening of bridging ligament does depend on
the particle distribution. As shown in Figure 6.4(b) and 6.5(b), they are still Material
3 and Material 6 but with another particle distribution. Under these circumstances
the bridging ligament does not take place. But the damage at the interface between
the lamina and interlayer is still observed in Material 3 in Figure 6.4(b)
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Figure 6.2. (a) Particle fracture (Material 1), (b) particle-matrix
debonding (Material 2) and (c) lamina-interlayer interface failure
(Material 3) in the simulations.
6.2.3 E↵ect of the interfacial toughness between the particle and matrix
In this section, the e↵ect of the interfacial toughness is explored. Numerical
samples with Gc p m = 480Jm 2 and Gc p m = 120Jm 2 are compared.
It is found that another way to induce the debonding between particle and matrix
is to reduce interfacial toughness from Gc p m = 480Jm 2 (Material 1) as in Figure
6.2(a) to Gc p m = 120Jm 2 (Material 4) as in Figure 6.3(a). This phenomenon
suggests that a significant reduction in the interfacial toughness provides a preferable
path for the crack propagation under this circumstance.
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Figure 6.3. (a) Particle-matrix debonding (Material 4), (b) particle-
matrix debonding (Material 5) and (c) bridging ligament (Material 6)
in the simulations.
In addition, in the simulation with another random particle distribution, the de-
flection of the crack path from the lamina-matrix interface back to the interlayer is
captured in the simulation when Gc p m = 120Jm 2 (Material 5), as shown in Fig-
ure 6.6(b), which resembles the similar experimental observation in the sample with
denser particles in the interlayer [146]. In this case, Gc p m = 120Jm 2 is smaller
than the toughness of lamina-matrix interface Gc l m = 480Jm 2, therefore the crack
turns away and propagates back to the interlayer.
By contrast, in Figure 6.6(a), in the model with stronger particle-matrix interface
Gc p m = 480Jm 2, (Material 2), the crack continues to propagate at the interface
between the lamina and matrix once it reaches there, because under this condition, a
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Figure 6.4. (a) Particle-matrix debonding (Material 2) and (b)
lamina-interlayer interface failure (Material 3) in the simulations with
another particle distribution.
Figure 6.5. (a) Particle-matrix debonding (Material 5) and (b)
particle-matrix debonding (Material 6) in the simulations with an-
other particle distribution.
smooth crack path is energetically preferred. This agrees with the observation in the
sample with lighter particles in the experiment [146], where the crack path is also flat
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and straight and prefers the interface between lamina and interlayer. Therefore the
simulation in the current work is capable of providing insightful explanation in this
crack behavior in the experiment, which is very likely due to the lower energy path
o↵ered by particle-matrix debonding.
Figure 6.6. (a) Lamina-matrix debonding (Material 2) and (b)
particle-matrix debonding (Material 5) in the simulations.
6.2.4 E↵ect of the particle distribution
Furthermore, the spacial particle distribution could also influence the crack path.
In this section, the e↵ect of the particle distribution is investigated by introducing a
particle-depleted region of length 18µm into the model, as demonstrated in Figure
6.7.
In Figure 6.8, with the incorporation of the particle depleted region, bridging
ligament takes place ahead of the crack tip when the crack is inside the particle-
depleted region. For example, in Figure 6.8(a), Gc p m = 480Jm 2 (Material 3) and
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Figure 6.7. Schematic of a sample with particle-depleted region used
to study fracture.
the crack re-initiates at the lamina-matrix interface, while in Figure 6.8(b), the crack
initiates again at the particle-matrix interface. These crack behaviors are observed
in the sample with denser particles in [146] as well.
An example of the process of forming the bridging ligament, as well as crack
bifurcations in the simulation is shown in Figure 6.9. It is clearly seen that the
particle-matrix interface debonds in front of the continuous crack tip and nucleates
another crack. Then these disconnected cracks join together later to form bifurcations
in the crack path.
6.2.5 E↵ect of the interfacial toughness between the lamina and interlayer
To further investigate the e↵ect of interfacial toughness, the interfacial toughness
between the lamina and interlayer Gc l i is reduced to three di↵erent values, namely,
120Jm 2, 180Jm 2 and 240Jm 2. The corresponding crack paths in the interlayer
are simulated. The material configuration in the study is number four, with weak
particle-matrix interface (Gc p m = 120Jm 2). The results are demonstrated in the
Figure 6.10.
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Figure 6.8. (a) Bridging ligament with lamina-matrix debonding
(Material 3) and (b) bridging ligament with particle-matrix debonding
in the simulations with particle-depleted region.
In the Figure 6.10(a), when the interfacial toughness between the lamina and in-
terlayer Gc l i = 120Jm 2, once the crack reaches the interface between the lamina
and matrix, the crack keeps propagating at the interface, because the interface be-
tween the particle and matrix and the interface between the particle and matrix are
equally weak, so a smooth crack is preferred to reduce the energy required.
In the Figure 6.10(b), when the interfacial toughness between the lamina and
interlayer Gc l i = 180Jm 2, the crack propagates towards the interface between the
lamina and interlayer at the time it is in the particle-depleted region. And it grows
back into the interlayer when inside the particle-rich region due to the lower interfacial
toughness between the particle and matrix.
In the Figure 6.10(c), when the interfacial toughness between the lamina and inter-
layer Gc l i = 240Jm 2, the propagation of the crack towards lamina is not observed
anymore but the crack stays within the interlayer. These simulations help explain the
phenomenon of crack extending towards the lamina as seen in the experiment, and
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Figure 6.9. Four loading steps in the order of time in the evolution of
crack: (a) crack initiating in front of the crack tip, (b) crack growing,
(c) crack connecting and another new crack initiating and (d) forming
crack bifurcation.
reveal that it is a combination e↵ect from the Gc between the lamina and interlayer,
and Gc between the particle and matrix that determines this crack behavior.
Again, it should be emphasized that the crack behavior depends on the distribu-
tion of the particles. In the same Material 4 but with another particle distribution
as shown in Figure 6.11, similar crack propagating towards when Gc l i = 140Jm 2
and crack staying within the interlayer when Gc l i = 240Jm 2 are captured. But
the deflection of the crack is not observed.
6.3 E↵ective Toughness Analysis of the Interlayer
In this section, the focus of the discussion will be moved to evaluating the ef-
fective toughness of the interlayer and quantitatively assess the contributions from
particles sti↵ness, particle-matrix interfacial toughness, and particle distribution to
the e↵ective toughness response.
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Figure 6.10. (a) Crack propagating towards and continuing at the
interface between the lamina and interlayer when Gc l i = 140Jm 2,
(b) crack propagating towards the lamina in the particle-depleted re-
gion, but being deflected back into the interlayer in the particle-rich
region when Gc l i = 180Jm 2, (c) crack staying within the interlayer
when Gc l i = 240Jm 2 in the simulations.
6.3.1 Model for e↵ective toughness analysis of the interlaminar region
The model implemented in the analysis of the e↵ective toughness of the interlayer
is demonstrated in Figure 6.12. The fracture toughness is evaluated in the same way
as previously discussed in Section 4.3. The central heterogeneous zone is the region
of most interest. It represents the interlayer in the composite under the condition
of perfect bonding between the lamina and interlayer and is where the crack will
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Figure 6.11. (a) Crack propagating towards and continuing at the
interface between the lamina and interlayer when Gc l i = 140Jm 2,
(b) crack staying within the interlayer when Gc l i = 180Jm 2 and
(c) crack staying within the interlayer when Gc l i = 240Jm 2 in the
simulations with another particle distribution.
propagate through. It is filled with matrix and particles. The size and volume
fraction of the particles are the same as defined before in Section 6.2.
In addition, the central region is encompassed by a homogeneous medium. The
material properties of the homogeneous medium are defined to be the e↵ective ma-
terial properties of the central region, which will be described in details in the next
Section 6.3.2. Surfing boundary conditions are applied to drive the crack, and the
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e↵ective toughness is calculated by the J-integral as introduced in Section 4.3 when
the crack is propagating.
Figure 6.12. Schematic of a sample for J-integral analysis.
6.3.2 E↵ective properties
The theory of the calculation of the e↵ective properties of the linearly elastic het-
erogeneous composite is well established, such as the self-consistent micromechanics
theories [151–153] , or numerical approaches with finite element analysis [154, 155].
In the current work a finite element analysis with periodic boundary conditions [156]
is implemented to calculate the e↵ective properties. The random distribution of the
particles is idealized as hexagonal packing, which keeps the same volume fraction of
particles and preserves the transverse isotropy [154]. A representative volume element
(RVE) of the hexagonal packing of particles is shown in Figure 6.13.
The node A is fixed and node A0 is only sliding in the 1 direction. The controlled
displacement loading is applied on nodes A0 and B. In addition, the following periodic
boundary conditions are applied to RVE:
u (L1, x2)  u (0, x2) = UA01 (6.1)
u (x1, L2)  u (x1, 0) = UB2 (6.2)
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Figure 6.13. RVE with hexagonal particle packing and particle vol-
ume fraction is 55%.






The corresponding homogenized stress components were calculated from the average
value of the entire domain. And the e↵ective materials properties obtained for each
case are shown in Table 6.3.
6.3.3 E↵ect of particle sti↵ness and interfacial toughness
Figure 6.14 shows the curves of J-integral as a function of crack tip x coordinate
normalized by Gc = 480Jm 2 for di↵erent materials with the same particle distribu-
tion. Due to the microstructural heterogeneity, the calculated J-integral fluctuates,
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Table 6.3. Six sets of material properties used in e↵ective toughness analysis.
Material 1 2 3 4 5 6
Ep [GPa] 3.9 9.8 19.5 3.9 9.8 19.5
Eeff [GPa] 3.26 4.91 6.05 3.26 4.91 6.05
µeff 0.37 0.39 04 0.37 0.39 0.4
Gc p m [Jm 2] 480 480 480 120 120 120
i.e., it rises when the crack is confronted with a particle and has to either cut through
or bypass it, and then drops. Both mechanisms would lead to a peak in the J-integral
curve representing a locally toughened region. Consequently, each peak value Jpeak in
the J-integral curve can be considered as an evaluation of the local fracture toughness.
Only when the applied driving force is larger than Jpeak will the crack overcome the
obstacle and keep propagating.
In the present work, the e↵ective toughness Geff is characterized as the average
value of all Jpeak obtained in the simulations. To better visualize the data, Geff and
its standard deviation from multiple repetitions of simulations with di↵erent particle
distributions are calculated and shown in Figure 6.15 and Table 6.4.
In Figure 6.15, the e↵ect of particle sti↵ness and interfacial toughness on the
e↵ective toughness of the interlayer can be concluded. For example, comparing the
results in Material 1, 2 and 3 reveals that
1. Materials 1, 2 and 3 all lead to Geff/Gc > 1, indicating that the heterogeneity in
the modulus indeed contributes to the enhancement of the macroscopic fracture
toughness.
2. Increasing the Youngs modulus of particle from Ep = 3.9GPa to Ep = 9.8GPa
will raise Geff/Gc from 1.05 to 1.40, which is an increase of more than 30% in
the toughness.
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Figure 6.14. The curves of J-integral normalized by Gc = 480Jm 2
for di↵erent materials with the same particle distribution.
Figure 6.15. Geff/Gc and its standard deviation for di↵erent materials.
3. Further increasing the particle sti↵ness from Ep = 9.8GPa to Ep = 19.6GPa
only raise Geff/Gc from 1.40 to 1.55, a 10% increase, suggesting a limited
toughening e↵ect in this situation. One of the reasons for this is that, the
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exceedingly suppressing of the crack growth resulted from sti↵er particles has
led to the onset of damage at the lamina-matrix interface, similar to Figure
6.2(c). The obstructing e↵ect from the particles on the crack traveling at the
interface is limited, thus the extra toughening bought by sti↵er particles is
confined.
On the other hand, the results in Material 4, 5 and 6 confirms the significant
impact from the interfacial toughness on the e↵ective toughness.
1. All Material 4, 5 and 6 result in Geff/Gc < 1, so the interlayer is in fact weak-
ened by the inclusion of particles with weaker interfacial toughness Gc p m =
120Jm 2 compared to the toughness Gc = 480Jm 2 of the matrix.
2. The Geff/Gc for the Material 4, 5 and 6 come close from 0.58 to 0.63, implying
that in these situations the e↵ective toughness is predominantly determined
by the interfacial toughness of particle-matrix interface. This outcome agrees
with our expectation, because the crack for the most part propagates at the
particle-matrix interface, as observed in Section 6.2.
3. In the recent experiment [150], the measured Mode I initiation e↵ective tough-
ness in the sample with irregular shape particles that are poorly bonded to the
matrix is 20% less than the toughness in the sample with spherical particles
and relatively strong particle-resin interface. It is reported in the experiments
that, in the former material, the particle deformation and bridging are the main
mechanisms that contribute to the toughness, while in the latter material, pre-
mature debonding occurs too easily to provide much support in resisting the
crack. This is exactly what is seen here in the simulations of Material 1 and 4 re-
spectively, where Geff/Gc drops from 1.05 to 0.63 when Gc p m is reduced from
480Jm 2 to 120Jm 2. This qualitative agreement again endorses the validity
of the current PFDM in reproducing realistic virtual fracture in the composite
materials.
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6.3.4 E↵ect of particle distribution
The e↵ect of particle distribution on the e↵ective toughness is studied by the intro-
duction of a particle-depleted region into the central heterogeneous region, as shown
in Figure 6.16. The length of the particle-depleted region is 18µm. It is assumed that
the change of the e↵ective material properties of the central heterogeneous region due
to the removal of the portion of particles is minor so the e↵ective material properties
in the surrounding homogeneous medium remain the same.
Figure 6.16. Schematic of a sample with particle-depleted region for
J-integral analysis.
Figure 6.17 shows the curves of J-integral as a function of crack tip x coordinate
normalized by Gc = 480Jm 2 for di↵erent materials with particle-depleted region.
One considerable di↵erence compared to Figure 6.14 is that the J/Gc curve reaches
a substantial peak ahead of particle-rich region for all the materials, as marked in
the black dashed rectangle. So the transition from particle-depleted to particle-rich
region, which serves as a form of global heterogeneity in the modulus, also acts as a
toughening mechanism of the interlayer.
By comparing the statistical data in Table 6.4, it is observed that
1. For materials 1, 2 and 3 (Gc p m = 480Jm 2), the incorporation of particle-
depleted region has raised a noticeable amount of Geff/Gc compared to the
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Figure 6.17. The curves of J-integral normalized by Gc = 480Jm 2
for di↵erent materials with particle-depleted region and the same par-
ticle distribution.
Figure 6.18. Geff/Gc and its standard deviation for di↵erent mate-
rials with particle-depleted region.
configurations with the interlayer fully filled with particles. To be more specific,
for Material 3, Geff/Gc is increased from 1.55 to 1.62; for Material 2, Geff/Gc
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is increased from 1.40 to 1.50; for Material 1, the Geff/Gc is almost unchanged
(1.05 and 1.06). Therefore, such intermittent particle-toughening technique can
be utilized as a way to gain additional toughness in the interlayer. Similar
approach has been examined in the experimental tests [142,143] and proved to
be a promising method.
2. For materials 4, 5 and 6 (Gc p m = 120Jm 2), the e↵ect of the particle distri-
bution becomes insignificant and the particle-matrix interface is the dominant
factor here.
Table 6.4. Statistical data of Geff/Gc for di↵erent materials.
Geff/Gc
Without Particle-Depleted Region With Particle-Depleted Region
Value Standard Deviation Value Standard Deviation
Material 1 1.05 0.06 1.06 0.08
Material 2 1.40 0.21 1.50 0.34
Material 3 1.55 0.33 1.62 0.34
Material 4 0.63 0.19 0.65 0.21
Material 5 0.62 0.20 0.63 0.32
Material 6 0.58 0.17 0.68 0.36
6.4 Summary
The target of the current work is to improve the understanding of several key
aspects of particle properties that play critical roles in the toughness of the particle
toughened interlayer region in composite materials. To achieve this, a PFDM is
introduced to simulate the crack path in the interlayer and calculate the e↵ective
toughness at the micrometer scale as the same in the experiments of Borstnar et
al. [146]. Representative material properties for the matrix, particle and lamina are
used in the simulations.
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The PFDM simulations show that when the Young’s modulus of the particle is
Ep = 3.9GPa, particle fracture is observed, while in the sample with sti↵er parti-
cles (Ep = 9.8GPa), both particle-matrix debonding and particle fracture take place.
Further increasing the Youngs modulus of the particle (Ep = 19.6GPa) eliminates
the occurrence of particle fracture, but leads to the onset of delamination between the
lamina and interlamina, which indicates the existing competition between di↵erent
fracture mechanisms in the interlayer. On the other hand, reduced interfacial tough-
ness of particle-matrix interface (from Gc p m = 480Jm 2 to Gc p m = 120Jm 2) may
also result in particle-matrix debonding. Furthermore, the phenomenon of the deflec-
tion of the crack back to the interlayer is captured in the PFDM simulation when the
particle-matrix interface is weaker (Gc p m = 120Jm 2). This finding confirms the
fact that the energetically favorable crack path owing to the weaker particle-matrix
interface compared to the lamina-matrix interface is the main contributing mecha-
nism for retaining the crack path within the interlayer. In addition, the simulations of
samples with particle-depleted region reveal that discontinuous particle distribution
can result in bridging ligament too.
The e↵ective toughness analysis of the interlayer region unveils further informa-
tion regarding the toughness behavior of the interlayer. As expected, increasing
particle sti↵ness leads to increasing toughness, but with reduced e↵ect when the par-
ticle sti↵ness is much higher than the matrix (Ep = 19.6GPa in the current work).
However, with weaker particle-matrix toughness (Gc p m = 120Jm 2), the e↵ective
toughness becomes independent of the inclusion properties and in largely dominated
by the interfacial characteristics. Another interesting discovery is that, intermittent
particle-distribution in the interlay can contribute to extra toughness, which suggests
another appealing way in the design of tougher interlayer.
In summary, the fracture mechanisms in the particle-toughened interlayer are
investigated in details with the help of PFDM. PFDM is proved to be an excellent
tool in the virtual testing of the composite sample owing to its capabilities of tracking
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Achieving a better grasp of the knowledge in defect evolution and failure in solid
materials with phase field methods, especially in nano grained metals and amorphous
polymers matrix composite, is the main goal of our research. Owing to its flexibility
in treating complex geometries and topologies, phase field models become powerful
numerical methods in studying material behavior in scales ranging from microscopic
to macroscopic, and are great tools in studying the defects in solid materials. The
work presented in this dissertation mostly focuses the analysis of plastic recovery
processes using PFDD in metals, and the study of the yield criteria and fracture
mechanisms with PFDM in polymer matrix composites.
In Chapter 2, a PFDD model with a special case of 2D and one slip system is
introduced for the simulation of the plastic deformation in crystalline metals. In
addition, a incremental work function is presented which takes into account the irre-
versible interaction between the dislocations and obstacles such as grain boundaries
and intragranular precipitates.
In Chapter 3, with the control of the average grain size, the grain size distribution
and the loading conditions, we are able to understand the e↵ect of the microstructure
and the loading history on the plastic deformation. Namely, it is discovered that the
reverse plastic strain during cyclic loading occurs as a consequence of the formation
of dislocations structures, and this phenomenon is further intensified with increasing
heterogeneity of the microstructure. Moreover, it is demonstrated that the plastic
strain recovery is largely a↵ected by the inhomogeneous stress fields due to the Hall-
Petch e↵ect in samples with varying grain sizes.
In Chapter 4, PFDM with various damage responses are presented and compared
in details, such as the symmetric tension and compression driven damage, dilatational
and shear strain driven damage and dilatational and positive principal strain driven
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damage. The two asymmetric damage response models are first compared in the
case of homogeneous uniaxial loading, then their full yield surfaces are obtained from
homogeneous triaxial loading and it is found that, the material model with dilata-
tional and shear strain driven damage did not allow the hardening mechanism when
volumetric stress is negative, while the material model with dilatational and positive
principal strain driven damage leads to a linear pressure-modified von Mises relation.
The J-integral analysis is also introduced in this chapter.
In Chapter 5, the parameters in the PFDM of Amor et al. [56] model is first
obtained by fitting to the MD simulations, then the local and average field failure
criterion is simulated in fiber reinforced polymer. It is discovered that, the yield cri-
terion of amorphous polymers should be described in terms of local stress and strains
fields following a pressure modified von Mises law. And the applied stresses measured
at failure can lead to incorrect conclusions due to sample structures and local stress
concentrations, therefore cannot be used as yield criterion directly. Furthermore, the
PFDM with Miehe et al. [1] formulations is calibrated by two benchmark experiment
tests. It is suggested that crazing and shear can be explained using the same fail-
ure criterion, and the breakdown of the pressure modified von Mises relation during
crazing can be related to the presence of voids and other defects in the experimental
samples.
In Chapter 6, the interlaminar fracture in particle toughened interlayer is inves-
tigated to understand the e↵ect of the particle sti↵ness, particle-matrix interfacial
toughness, and spatial particle distribution. In addition, the e↵ective toughness of
the interlayer region is researched by the J integral analysis. So the potential of
PFDM in the future design of new interlayers in composites is demonstrated.
In the next section, plans for the future work will be proposed, which mainly focus




A continuation of the work with the PFDM model will include the dynamic,
large deformation and multiphysics simulation of polymer-bonded explosives (PBX).
The challenges remain in the investigation of coupled fracture and heat in a unified
framework. By introducing the recently developed thermal-mechanical modeling with
the phase field method [157, 158], we will be able to simulate the ignition process in
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APPENDIX A. THE EXPRESSION OF THE ELASTIC ENERGY IN THE
FOURIER SPACE
In this section, the derivation of the expression of the elastic energy in Fourier space































































0@ cklrs · klks · GˆkikjcijmnGˆrpkqcpquv   cklrs · Gˆrpkskqcpquv mk nl








0@ Gˆ 1kr · GˆkikjcijmnGˆrpkqcpquv   cmnrs · Gˆrpkskqcpquv








0@ Gˆ 1ki  ir · GˆkikscismnGˆrpkqcpquv   cmnrs · Gˆrpkskqcpquv

















APPENDIX B. SIMPLIFICATION OF THE ELASTIC ENERGY UNDER THE
ASSUMPTION OF ISOTROPIC MATERIAL
In this section, the procedure to simplify the elastic energy under the assumption of
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APPENDIX C. VARIATIONAL FORMULATION FOR IRREVERSIBLE
DISLOCATION - OBSTACLE INTERACTIONS
The incremental work function is introduced in Section 2.2 to model the irreversible
interaction of dislocations with obstacles in Equation (2.19). We simplify this equa-
tion for one slip system to a single phase-field, and we use only one field f(x) to
represent intragranular obstacles and grain boundaries. The incremental work is
therefore:
W [⇠n+1|⇠n] = E[⇠n+1]  E[⇠n] +
Z
f(x)|⇠n+1(x)  ⇠n(x)|d2x (C.1)
The updated slip distribution follows from the minimization of W [⇠n+1|⇠n] with
respect to ⇠n+1. It should be noted that the minimization depends on the initial field
⇠n rendering irreversibility. To perform the minimization of Equation (C.1) we make
use of the following identity [35]:
Z





⇠n+1(x)  ⇠n(x)  d2x (C.2)
The field h(x) may be interpreted as the reaction of the obstacles and it is bounded
by the strength of the obstacles f(x). Replacing Equation (C.2) in Equation (C.1)
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with the condition sˆ(0) = hˆ(0) that enforces that the applied stress should be in
equilibrium with the obstacle’s reaction. Even though this condition gives the average
129
value of the field h(x) we need to find the field h(x) that optimizes Equation (C.3). To








⇠n+1(x)  ⇠n(x)  d2x  (C.5)
To facilitate the solution of the problem we assume that the reaction field has the
same functional form that the obstacle field in Equation (2.20):
hn+1(x) = hn+10 +
NoX
i=1
hn+1i  i(x  xi) (C.6)
and we have assumed that the structure of the obstacles are Dirac delta functions,
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where ⇠i is the value of the phase field at the obstacle i. Taking variations of the
Lagrangian with respect to the reaction field and the Lagrange multipliers we obtain
the following Kuhn-Tucker optimality conditions:
 n+1    n =  +0     0 , (C.8)
hn+10   b⌧ p  0,  +0   0, (C.9)
 hn+10   b⌧ p  0,   0   0, (C.10)
(hn+10   b⌧ p) +0 = 0, (hn+10   b⌧ p)  0 , (C.11)
and
⇠n+1i   ⇠ni =  +i     i , (C.12)
hn+1i   fi  0,  +i   0, (C.13)
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 hn+1i   fi  0,   i   0, (C.14)
(hn+1i   fi) +i = 0, (hn+1i   fi)  i , (C.15)
for i = 1, ..., No. Equation (C.8) to Equation (C.11) state that  n+1 =  n if |hn+10 | 
b⌧ p, i.e., the macroscopic plastic slip is zero until hn+10 = b⌧
p during loading; and dur-
ing unloading  n+1 =  n until hn+10 =  b⌧ p. Therefore, the Peierls stress has the e↵ect
of introducing an initial threshold for plastic activity. When there is macroscopic slip




 n+1    n  (C.16)
Similarly Equation (C.12) to Equation (C.15) render the phase field at the obstacles.
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The details of the implementation of the numerical solution are described in [35].
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APPENDIX D. NUMERICAL IMPLEMENTATION OF THE PHASE FIELD
DAMAGE MODEL IN MEMOSA
The numerical implementation of the PFDM including the detailed steps in achieving
the alternate minimization with the structure and fracture modules in MEMOSA is
discussed here. An overview of the structure of MEMOSA is shown previously in
Figure 4.2. The solver is written in C++ and the input and output as well as the
communication between modules are done a Python script.
D.1 Python script outline
Here we propose a step by step illustration of the Python script used in the
implementation of the PFDM. A flowchart is demonstrated in Figure D.1 to aid
understanding.
Step 1: Initialization.
• Define the input mesh, such as boundary IDs and mesh size.
• Set the parameters such as material properties, fiber/particle distribution,
output frequency and tolerance values.
• Specify initial conditions such as pre-defined crack and boundary conditions.
• initialize the arrays and lists used in the simulation.
Step 2: Loading increment loop begins, nstep from 0 to numSteps.
• Controls the loading increment, which can be either stress or displacement
loading.
Step 3: Middle iteration loop begins, iterative parameter is mid iter.
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• Oversees the change of the phase field between every middle loop iterations,
and determines if the equilibrium condition is reached or not based on the
tolerance.
Step 4: Structure iteration loop begins, iterative parameters are struct outer iter
for the outer loop, and struct inner iter for the inner loop.
• Solves the structure problem with an outer loop and an inner loop to obtain
displacement field u with fixed phase field d.
• The outer loop updates the explicit parameters in the structural constitutive
equations.
• Compute various field parameter as well as the displacement and force on
the boundaries for output purpose.
• Calculate the field of elastic energy, which will be used later in the fracture
module.
Step 5: Fracture iteration loop begins.
• Linear or second order PFDM can be selected by setting the parameter
PFModelF lag.
• Update the source terms in the PFDM from the elastic energy field in the
structure module.
• Solves the fracture problem to obtain phase field d with fixed displacement
field u.
• Calculate the output parameters such as the crack tip position, volumetric
and deviatoric stress and strain invariants at the location of minimum phase
field.
Step 6: The equilibrium condition is reached.
• Output the parameters in the structure and fracture module for post anal-
ysis.
• Evaluate other parameters such as J integral.
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• Either move to the next loading step if nstep < numSteps, or terminate the
simulation.
D.2 Important C++ Files for Structure Module
In this section, several Important C++ files in further modification of the structure
module are listed here. A brief summary will be provided for each file for future
reference.
D.2.1 StructureBC.h
This file defines the default initial values for various system parameters, such as
the boolean parameters that determine the transient/creep/thermal status, material
properties, initial conditions and boundary conditions. Proper setting the default
initial conditions in this file can help to avoid redundant definition in the Python
script.
D.2.2 StructureFields.cpp and StructureFields.h
This file defines all the fields in the structure module. Typical existing fields
including the deformation field, the deformation gradient field, the traction and strain
fields. New fields can be defined in a similar fashion as the fields listed in this file.
D.2.3 StructureModel impl.h
There are two most important usage of this file. The first is to define customized
boundary conditions, such as the surfing boundary condition used in Section 6. The
second is to modify the method getTraction to make sure the stress-strain relation
agrees with the current material constitutive model. Notice that necessary declaration
has to be made for newly created fields before they can be used in this file.
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D.2.4 StructureSourceDiscretization.h
This file is critical to correctly implement the finite volume discretization in solving
for the displacement field. The details are introduced in the work of Das et al. [159].
Di↵erent material constitutive models will lead to di↵erent expressions of the source
terms. The values of the parameters can be passed from the Python script using
user-defined fields, such as pfvField.
D.3 Important C++ Files for Fracture Module
In this section, the important C++ files in the definition of the fracture module
are introduced here. The layout of the files are similar to the structure module, but
much more straightforward owing to the simple governing equation of the PFDM.
D.3.1 FractureBC.h
The default values of the boundary conditions, as well as the default values for
the conductivity and source terms are defined in this file. Moreover, the initial phase
field value and some other system parameters such as the boolean parameter that
determine the transient status are defined here too.
D.3.2 FractureFields.cpp and FractureFields.h
This file defines the fields in the fracture module, such as the phasefieldvalue,
conductivity and source.
D.3.3 FractureModel impl.h
This file defines the boundary conditions in the fracture module. User-defined
boundary conditions can be added here if needed.
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D.3.4 SourceDiscretizationforFracture.h
An implicit scheme in solving the phase field is applied in this file. rCell represents
the residual terms and diag represents the diagonal terms in the coe cient matrix.
Caution should be taken when modifying the relation here. It is better to test a
simple case and compare to the analytical solution after changes are made.
D.4 Important C++ Files for Adding New Module
This fracture module presented in the previous section is first created by rewriting
the thermal module in MEMOSA. Here we take the fracture module as an example
to show you how to add a new module.
D.4.1 fvmbase.scons
Add FractureFields.cpp in the content of srcBase in the file fvmbase.scons.
D.4.2 models.cpp and models.i
Add #include ”FractureModel.h”, #include ”FractureModel impl.h” and template
class FractureModel h ATYPE i ; in the file models.cpp, and add %include ”Fracture-
Model.h” and %include ”FractureModel.i” in the file models.i.
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