Given a binary prediction problem, which performance metric should the classifier optimize? We address this question by formalizing the problem of metric elicitation. In particular, we focus on eliciting binary performance metrics from pairwise preferences, where users provide relative feedback for pairs of classifiers. By exploiting key properties of the space of confusion matrices, we obtain provably query efficient algorithms for eliciting linear and linear-fractional metrics. We further show that our method is robust to feedback and finite sample noise.
Introduction
Selecting an appropriate performance metric is crucial to the real-world utility of predictive machine learning. This fundamental importance may explain the wide variety of performance metrics employed in practice, including accuracy and AUC [6] for classification, mean squared error for regression, and normalized discounted cumulative gain (NDCG) [27] for ranking, among several others. Interestingly, default metrics are the norm within the academic literature. For instance, applications with highly imbalanced binary classification problems, such as fraud detection [9] , or applications where real-world costs are asymmetric with respect to predictions [24] , often opt for the F β -measure, the Jaccard Similarity Coefficient, and related default metrics which ideally reflect problem-specific tradeoffs [22] .
While the selection of performance metrics is rarely studied in academia, its importance is clear to industry, as specialized teams of statisticians and economists are routinely hired to tackle the problem -since optimizing the wrong metric directly translates into lost revenue [7] . Perhaps more crucially, in medical applications, ignoring cost-sensitive trade-offs can directly impact lives [23] . Unfortunately, there is scant formal guidance within the machine learning literature for how a practitioner might choose an appropriate metric, and even less guidance on selecting a metric which reflects the preferences of users.
We introduce metric elicitation, a framework for determining the performance metric from user feedback. Metric elicitation is motivated by the principle that the performance metric should reflect implicit user tradeoffs. This way, the resulting learning models best reflect the user preferences [24] . Our approach is inspired by a large literature in economics and psychology on preference elicitation [21, 16, 28, 3] which can be applied to learn user preferences in a marketplace. In these studies, the goal is to learn from buyers' purchases at posted prices -the prices may be posted by the mechanism or may come from data. Since there is no notion of prices or purchases in metric elicitation for machine learning, standard approaches from preference elicitation do not apply.
On its face, metric elicitation simply requires querying a user to determine quality assigned to classifiers. Unfortunately, direct quality feedback may be ineffective, as humans are often inaccurate when asked to provide absolute preferences [19] . As a remedy, we propose to employ pairwise queries, where the user is asked to compare two classifiers and provide an indicator of relative preference. We emphasize that the notion of pairwise comparison of classifiers is common practice and is applied by many web companies in the form of A/B testing [26] , where the whole population of users acts as an oracle.
1 Moreover, comparisons of classifiers is becoming commonplace for a single expert -indeed, the ability to compare two classifiers is one of the primary contributions of the field of interpretable machine learning [20, 8] .
We additionally observe that large families of metrics are best characterized as functions of the confusion matrix [15, 17, 22] . This includes almost all modern metrics in common use. Particularly, since most of these common metrics are linear or ratio-of-linear functions of confusion matrices, this paper focuses on this important setting. As a result, pairwise classifier comparisons may be conceptually represented by their associated pairwise confusion matrix comparisons. Despite this apparent simplification, the problem becomes challenging because one can only query feasible confusion matrices, i.e, confusion matrices for which there exists a classifier. As we show, our characterization of feasible confusion matrices enables the design of a simple binary search procedure that identifies the underlying performance metric. While classifier comparisons may introduce additional noise, our procedure remains robust, both to noise from classifier estimation and to noise in the pairwise comparisons. Thus, our work directly results in a practical algorithm.
Contributions: This manuscript is motivated by the question: Is it possible to efficiently elicit the binary classification metric from pairwise user feedback? We answer this question affirmatively.
• We propose the technical problem of metric elicitation, a framework for determining supervised learning metrics from user feedback.
• For the special case of pairwise feedback, we show that under certain conditions, metric elicitation is equivalent to learning preferences between pairs of confusion matrices.
• When the underlying metric is linear, we propose a binary search algorithm that can recover the underlying metric with query complexity that decays logarithmically with the desired resolution. We further show that our oracle query-complexity rates match the lower bound.
• We extend the query elicitation algorithm to more complex linear-fractional performance metrics. Our paper is organized as follows. We discuss necessary background in Section 2 and properties of the set of feasible confusion matrices in Section 3. In section 4, we propose our algorithms and provide noise analysis. We discuss elicitation of linear and linear-fractional metrics in Section 5 and Section 6, respectively. Experiments validating our theory and investigating the effect of noise sources are discussed in Section 7. We discuss related work in Section 8 and conclude in Section 9.
Background
Let X ∈ X and Y ∈ {0, 1} represent input and output random variables respectively (0 = negative class, 1 = positive class). We denote a classifier by h, and let H = {h : X → [0, 1]} be the set of all classifiers. We assume the existence of a data generating distribution (X, Y ) iid ∼ P. Let f X be the marginal density on X . Let η(x) = P(Y = 1|X = x) and π = P(Y = 1) represent the conditional and the unconditional probability of the positive class, respectively. A confusion matrix for a classifier h is denoted by C(h, P) ∈ R 2×2 , comprising true positives (TP), false positives (FP), false negatives (FN), and true negatives (TN) and is given by:
Clearly, i,j C ij = 1. We denote the set of all confusion matrices by C = {C(h, P) : h ∈ H}. Under the population law P, the components of the confusion matrix can be further decomposed as:
The above decomposition reduces the four dimensional space to two dimensions. Therefore, the set of confusion matrices can be defined as C = {(T P (h, P), T N (h, P)) : h ∈ H}. For clarity, we will suppress the dependence on P in our notation. In addition, we will subsume the notation h if it is implicit from the context and denote the confusion matrix by C = (T P, T N ). We represent the boundary of the set C by ∂C. Any hyperplane (line) in the (tp, tn) coordinate system is given by:
Let φ : [0, 1] 2×2 → R be the performance metric for a classifier h determined by its confusion matrix C(h). Without loss of generality (WLOG), we assume that φ is a utility, so that larger values are better.
Types of Performance Metrics
We consider two of the most common families of classification metrics, namely linear and linear-fractional functions of the confusion matrix (2.1). Definition 1. Linear Performance Metric (LPM): We denote this family by ϕ LP M . Given constants (representing costs or weights) {a 11 , a 01 , a 10 , a 00 } ∈ R 4 , we define the metric as:
where m 11 = (a 11 − a 10 ), m 00 = (a 00 − a 01 ), and m 0 = a 10 π + a 01 (1 − π).
, such that L ij , for i, j ∈ {0, 1}, denotes the loss incurred on predicting class j when the true class is i (L can be shifted and scaled to [0, 1] 2×2 without changing the learning problem) [17] , the performance metric is defined as:
For example, for the 0-1 loss given by L ij = 1(i = j), we have φ(C) = T P + T N (0-1 accuracy).
Definition 2. Linear-Fractional Performance Metric (LFPM): Given constants (representing costs or weights) {a 11 , a 01 , a 10 , a 00 , b 11 , b 01 , b 10 , b 00 } ∈ R 8 , we define the metric as:
4)
where p 11 = (a 11 − a 10 ), p 00 = (a 00 − a 01 ),
. We denote this family by ϕ LF P M .
Example 2. ϕ LF P M includes the F β measure [31] and the Jaccard similarity coefficient (JAC) [22] :
Oracle Query
We query the oracle to determine relative preference between two classifiers. The space of classifiers H is infinite dimensional for Euclidean X , because classifiers are functions, i.e., they assign a value for each x ∈ X . However, the surjective mapping H → C results in a reduction from the infinite dimensional classifier space H to the finite dimensional confusion matrix space C. It is clear that the oracle's preference may depend on factors such as interpretability and complexity; however, in this paper, we focus on the most common performance metrics which are functions of the confusion matrix as defined in Section 2.1. Therefore, a comparison query over classifiers boils down to a comparison query over confusion matrices which is formally defined below.
Definition 3.
Given two classifiers h, h (equivalent to confusion matrices C, C respectively), a query to the Oracle (user) is represented by: 6) where Γ : H × H → {0, 1} and Ω : C × C → {0, 1}. The query denotes whether h is preferred to h (equivalent to C is preferred to C ) as measured according to φ.
are the only vertices of C, and C is strictly convex. Thus, any supporting hyperplane of C is tangent at only one point.
2
For an LPM φ (2.3), Proposition 2 guarantees the existence of a unique Bayes confusion matrix on the boundary ∂C. This is because optimizing a linear function over a convex set results in the optimal being on the set boundary [2] . Note from Example 1 that any linear function with the same trade-offs for TP and TN , i.e., same (m 11 , m 00 ), is maximized at the same boundary point regardless of the bias term m 0 . Thus, different LPMs can be generated by varying trade-offs m = (m 11 , m 00 ) such that m = 1 and m 0 = 0. Further notice that m = 1 does not affect the learning problem as discussed in Example 1. In other words, the performance metric is scale invariant. This allows us to represent the family of linear metrics ϕ LP M by a single parameter θ ∈ [0, 2π]:
Given m (equivalent to θ), it is straightforward to recover the Bayes classifier using Proposition 1, which further enables us to compute the Bayes confusion matrix C θ = C m = (T P m , T N m ) using (2.1). Under Assumption 1, the Bayes confusion matrix C m is unique; therefore, we have that
Notice the connection between the linear performance metrics and the supporting hyperplanes. Given m, there exists a supporting hyperplane tangent to C at only C m defined as follows:
It is clear that if m 11 and m 00 are of opposite sign, then h m is the trivial classifier predicting either 1 or 0 everywhere. In other words, if the slope of the hyperplane is positive, then it touches the set C either at (π, 0) or (0, 1 − π). When m 11 , m 00 = 0 and have the same sign, which means when linear φ is strictly monotonically increasing (or decreasing) in both TP and TN, then the Bayes confusion matrix is away from these two vertices. We can further break ∂C into two parts as follows: 
Algorithms
In real-world scenarios, it is reasonable to assume that the metrics are monotonically increasing in both TP and TN, as we typically prefer metrics which reward correct decisions. While we first discuss this case, our algorithms also apply to the monotonically decreasing case 
, and θ e = θa+3θ b 4
. Set corresponding slopes (m's) using (3.7).
5:
Obtain h θa ,h θc ,h θ d , h θe , h θ b using Proposition 1. Compute C θa ,C θc ,C θ d ,C θe , C θ b using (2.1).
6:
Query
10:
11:
12:
else Set θ a = θ d . as well, which is a simple modification and discussed in Appendix D. In addition, we allow noisy oracles, i.e., for a given Ω > 0, our oracle may provide wrong answers whenever |φ(C) − φ(C )| < Ω . Otherwise, it always provide right answers. This means if the confusion matrices are close as measured by φ, then the responses to the comparison queries (2.6) can be wrong. We denote as Ω the oracle's feedback noise. Let us first discuss the algorithms with no-noise oracle for simplicity, and later, we will show that our algorithms are robust enough to work well even with this noisy feedback. To get the algorithms, next we prove a general lemma for arbitrary quasiconcave and quasiconvex metrics, which may be of independent interest. The unimodality of quasiconcave (quasiconvex) metrics on the upper (lower) boundary of the set C along with the one-dimensional parametrization of m using θ ∈ [0, 2π] (Section 3) allows us to devise binary-search-type methods to find the maximizer C, the minimizer C, and the first order approximation of φ at these points, i.e., the supporting hyperplanes at C and C.
Algorithm 4.1. Maximizing quasiconcave metrics and finding supporting hyperplanes at the optimum: Since φ is monotonically increasing in both TP and TN, and C is convex, the maximizer must be on the upper boundary. Hence, we start with the interval [θ a = 0,
We divide it into four equal parts and set slopes using (3.7) in line 4 (See Figure 3 .1(b) for visual intuition). Then, we compute the Bayes classifiers using Proposition 1 and the associated Bayes confusion matrices in line 5. We pose four pairwise queries to the oracle in line 6. To handle oracle and finite sample noise, we add a condition in line 7. In lines 8-12, we shrink the search interval by half based on the responses from the oracle. We stop when the search interval becomes smaller than a given > 0 (tolerance). Lastly, we output the slope m, Bayes confusion matrix C, and the supporting hyperplane at that point.
Algorithm 4.2. Minimizing quasiconvex metrics and finding supporting hyperplane at the optimum: The same algorithm can be used for quasiconvex minimization. We begin by noting that the optimal will lie on the lower boundary ∂C − . Thus, the range for θ is [π, 3 2 π]. Furthermore, we check for C ≺ C whenever Algorithm 4.1 checks for C C , and vice versa. These changes are sufficient to minimize a quasiconvex metrics. Here, we output the counterparts, i.e., slope m, inverse Bayes Confusion matrix C, and the supporting hyperplane at that point.
Theorem 1. Given , Ω ≥ 0 and a metric φ that is monotonically increasing in TP and TN, if it is quasiconcave then Algorithm 4.1 finds an approximate maximizer C, whereas if it is quasiconvex then Algorithm 4.2 finds an approximate minimizer C. In both the cases: (i) the algorithm also returns the supporting hyperplane at that point, (ii) under Assumption 3 from the next section, the value of φ at that point is within Ω + k 1 of the optimal value, and (iii) the number of queries is O(log 1 ).
Lemma 2. Under our model, no algorithm can find the maximizer in fewer than O(log 1 ) queries.
Since binary search always tends towards the optimal whenever responses are correct, we necessarily stop within a confidence interval of the true value. Thus, we can take sufficiently small so that the only error arises when we are in fact querying confusion matrices near the true optimal confusion matrix. Such details are discussed formally in the next section. Furthermore, the optimality of binary search in one-dimension given pairwise queries results in achieving the lower bound of Lemma 2.
Noise Sources: Feedback and Confusion Matrix Estimation
In all the algorithms above, we assumed knowledge of the confusion matrices, and made implicit assumptions regarding the noisiness of the samples. We seek to quantify these ideas. We begin by recalling that, as a standard consequence of Chernoff-type bounds [1] , sample estimates of true-positive and true-negative are consistent estimators. Therefore, with high probability, we can estimate the confusion matrix within any desired sup-norm tolerance, provided we have sufficient samples. Recall that the oracle Ω(C, C ) is only accurate so long as |φ(C) − φ(C )| > Ω . Thus, when comparing two confusion matrices C and C , so long as φ is scaled to be 1-Lipschitz (true for linear and linear-fractional metrics), then if |φ(C) − φ(C )| > Ω + , we can compute sample estimatesĈ andĈ within /2, and the triangle inequality gives |φ(Ĉ) − φ(Ĉ )| > ( Ω + ) − 2 · /2 = Ω . Thus, with high probability, the oracle will accurately report the better of the two. Moving forward, we make the following assumptions which hold for the most common settings. Assumption 2. Letη n be a sequence of estimates of η. We assume that η −η n ∞ P → 0.
Assumption 3. For quasiconcave φ recall that the Bayes classifier is of the form
Assumption 2 is arguably natural, as most estimation is parametric regression, where the function classes are sufficiently "well behaved". Assumption 3 ensures that near the optimal threshold, the values of η have bounded density, i.e., they are well spread. As an example, this holds for η logistic, so long as φ has positive weight on TP and TN, and X has no point-mass. These assumptions allow us to control the error in optimal classifiers from usingη rather than η. With these assumptions, we may prove the following lemma which is a key for showing the correctness of Algorithm 4.1 (Appendix C).
Lemma 3. Letĥ θ be defined similarly as h θ , but w.r.t. the estimatedη rather than the true η. Then for any θ, there exists a θ such that
, where the constants come from Assumption 3.
Eliciting Linear Performance Metrics
We use ' * ' and 'ˆ' to denote entities corresponding to the oracle's true metric and the elicited metric, respectively. Suppose that the oracle's metric belongs to ϕ LP M (Section 2.1). Again, WLOG, we may assume m = 1 andm 0 = 0 (Section 3). According to Theorem 1, Algorithm 4.1 returns an approximate maximizer and the supporting hyperplane at that point. Since the performance metric is linear, the slope of the supporting hyperplane is the elicited performance metric, which is close to the true metric in the sup-norm. Given Assumption 3, we may have the following result.
Lemma 4. Let ϕ LP M φ * = m * be the true performance metric. Given any > 0, Algorithm 4.1 outputs a performance metricφ =m, such that m
, where k 0 and k 1 are the lower bound and upper bound constants, respectively, from Assumption 3.
Since Assumption 3 determines that the feasible region is sufficiently well behaved near the optimum, k 0 is not too small relative to √ k 1 Ω , and thus the above bound is good given that we can never beat the oracle noise Ω . To this end, we also provide Algorithm C.4 which does not rely on Assumption 3 and depends only on on the properties of the feasible space. The details are discussed in Appendix C. Theorem 2. Let ϕ LP M φ * = m * be the true performance metric. Given any > 0, Algorithm C.4 outputs a performance metricφ =m, such that m * −m ∞ < (2 + Ω )/w where 0 < w < 1 is a geometric property denoting 'width' of the feasible space C.
The parameter w is not small in practice, unless the feasible space is degenerate (η constant). For example, in Figure A .4, the widths of the feasible regions range from about 1 /20 in Sub-figure (a) to 1 /2 in Sub-figure (f).
Eliciting Linear Fractional Performance Metrics
An LFPM is given by (2.4), where we assume that p 11 , p 00 , q 11 , and q 00 are not simultaneously zero and φ is bounded over C. As scaling and shifting does not change the linear-fractional form, WLOG, we may take φ(C) ∈ [0, 1] ∀ C ∈ C and both the numerator and the denominator to be positive. Assumption 4. Let φ ∈ ϕ LF P M as defined in (2.4). We assume that p 11 , p 00 ≥ 0, p 11 ≥ q 11 , p 00 ≥ q 00 , p 0 = 0, q 0 = (p 11 − q 11 )π + (p 00 − q 00 )(1 − π), and p 11 + p 00 = 1.
Proposition 3. The conditions in Assumption 4 are sufficient for φ ∈ ϕ LF P M to be bounded in [0, 1] and simultaneously monotonically increasing in TP and TN.
The sufficient conditions mentioned above are reasonable as we want to elicit any unknown bounded, monotonically increasing linear-fractional performance metric. To no surprise, examples of LFPMs outlined in (2.5) and Koyejo et al. [15] satisfy these conditions.
3 Before the mathematical details, we provide some intuition for eliciting LFPMs. We first obtain hyperplanes at the maximizer on the upper boundary and at the minimizer on the lower boundary. We get two systems of nonlinear equations, both of which have one degree of freedom. The choice of the elicited metric is the one where the solutions to the two systems match pointwise on a number of confusion matrices. The mathematical details are formally presented below.
Suppose that the oracle's metric φ * ∈ ϕ LF P M is defined as:
Let τ * and τ * be the maximum and the minimum value of φ * over C respectively, i.e.,
touching the set C only at (T P * , T N * ) on the upper boundary ∂C + . Similarly, we have a
0 ) = 0, which touches the set C only at (T P * , T N * ) on the lower boundary ∂C − . To help with intuition, see Figure 3 .1(c). Since LFPM is quasiconcave, Algorithm 4.1 returns a hyperplane := m 11 tp + m 00 tn − C 0 = 0 (via Theorem 1), where C 0 = m 11 T P + m 00 T N . This is equivalent to * f up to a constant multiple; therefore, the elicited metric is the solution to the following non-linear system of equations:
where α ≥ 0, because LHS and m's are non-negative. Additionally, we ignore the case when α = 0, since this would imply a constant φ. Next, we may divide the above equations by 3 Divide both numerator and denominator by (1 + β 2 ) for the F β measure in (2.5).
α > 0 on both sides so that all the coefficients p * 's and q * 's are factored by α. This does not change φ * ; therefore, the system of equations becomes:
Notice that none of the sufficient conditions in Assumption 4 are changed except p 11 + p 00 = 1. However, we can still use this condition, as we can learn a constant α times the true metric at the end, which does not harm the elicitation problem. Since the LFPM is also quasiconvex, Algorithm 4.2 gives us a hyperplane (via Theorem 1) := m 11 tp + m 00 tn − C 0 = 0, where C 0 = m 11 T P + m 00 T N . This is equivalent to * f up to a constant multiple; therefore, the eliciated metric is also the solution to the following system of non-linear equations:
where κ ≤ 0 since LHS is positive, but m's are negative. Again, we may assume κ < 0. By dividing the above equations by −κ on both sides, all the coefficients p * 's and q * 's are factored by −κ. This does not change φ * ; therefore, the system of equations becomes the following:
We can solve the system of equations (6.10) ((6.11)) and thus elicit the performance metric, provided we know p 11 (p 11 ) or p 00 (p 00 ). The solution to the elicitation task, given p 11 , is discussed below.
Proposition 4.
Under the sufficient conditions of Assumption 4, knowledge of p 11 (or, p 00 ) solves the system of equations in (6.10) and elicits the performance metric as follows:
where P = p 11 π + p 00 (1 − π) and Q = P + C 0 − m 11 π − m 00 (1 − π).
Corollary 1. For F β -measure, where β is unknown, but it is known that p * 11 = 1, Algorithm 4.1 elicits the true performance metric up to a constant in O(log( 1 )) queries to the oracle.
System (6.11) can be solved analogously to Proposition 4. We can elicit metrics φ and φ such that φ (C)/α = φ * (C) = −φ (C)/κ provided the true ratio of p 11 to p 00 and p 11 to p 00 are known. Since we can generate many confusion matrices on the boundaries ∂C + and ∂C − , we can learn an estimate of the true ratio for p 11 to p 00 using the grid search based Algorithm 6.3. We start with p 11 = 0. Then at each iteration, increase it by ∆, solve both the systems (6.10) and (6.11), and compute the ratio of φ to φ on the set of confusion matrices. We pick the value of p 11 for which the standard deviation of the ratio is minimum. These computations are independent of the oracle queries, and thus can be computed offline in many different ways. One of the simplest ways is grid search, which is sufficient for the elicitation task. We set the final elicited metricφ = φ , which is obtained corresponding to the output of Algorithm 6.3. Thus,φ is a constant multiple of the true metric φ * . Compute φ , φ using Proposition 4. Compute array r = [
, ...,
]. Set σ = std(r).
6:
if (σ < σ opt ) Set σ opt = σ and p 11,opt = p 11 .
7:
p 11 = p 11 + ∆ 8: Output: p 11,opt , σ opt . 
Experiments
The goal of this section is to empirically validate the theory and understand the sensitivity due to finite samples and sample estimator of η(x) while eliciting performance metrics.
Synthetic Data Experiments
We take the same distribution as in (A.12) with the noise parameter a = 5. In the LPM elicitation case, we define a true metric φ * by m * = (m * 11 , m * 00 ). This defines the query outputs in line 6 of Algorithm 4.1. Then we run Algorithm 4.1 to check whether or not we get the same metric. The results for both monotonically increasing and monotonically decreasing LPM are shown in Table 7 .1. We achieve the true metric even for as small as 0.02.
Next, we elicit LFPM. We define a true metric φ * by N * = (p * 11 , p * 00 ) and D * = (q * 11 , q * 00 , q * 0 ) (N and D stands for numerator and denominator terms, respectively). Then, we run Algorithm 4.1 to find the hyperplane * f and maximizer on ∂C + , Algorithm 4.2 to find the hyperplane * f and minimizer on ∂C − , and Algorithm 6.3 with n = 2000 (1000 confusion matrices on both ∂C + and ∂C − obtained by varying parameter θ uniformly in [0, π/2] and [π, 3π/2]) and ∆ = 0.01 to find p 11 . This gives us the metric φ , which we take as our final estimateφ. We representφ byN = (p 11 ,p 00 ) andD = (q 11 ,q 00 ,q 0 ). In Table 7 .2, we present the elicitation results for LFPMs (column 2 of Table 7 .2). We also present the mean (α) and the standard deviation (σ) of the ratio of the elicited metricφ to the true metric φ over the set of confusion matrices (column 3 and 4 of Table 7 .2). If we know the true p * 11 , then we can elicit the LFPM up to a constant by using Algorithm 4.1, which gives us a better estimate of the true (N ) , (D) denote the coefficients in numerator and denominator for the elicited LFPM. α and σ denote the mean and the standard deviation in the ratio of the elicited to the true metric (evaluated on the selected confusion matrices), respectively. We empirically verify that the elicited metric is constant multiple (α) of the true metric. Table  7 .2 represent F 1 measure and F 1 2 measure, respectively. In both the cases, we assume the knowledge of p * 11 = 1. Line 3 to line 6 correspond to some arbitrarily chosen linear fractional metrics to show the efficacy of the proposed method. For a better judgment, we show function evaluations of the true metric and the elicited metric on selected pairs of (T P, T N ) (used for Algorithm 6.3) in Figure 7 .2. The true and the elicited metric are plotted together after sorting values based on slope parameter θ. It is clear that the elicited metric is a constant multiple of the true metric. The vertical dotted line in red and black corresponds to the argmax of the true and the elicited metric, respectively. In Figure 7 .2, we see that the argmax coincides for the true and the elicited metrics.
Real-World Data Experiments
In real-world datasets, we do not know η(x) and only have finite samples. As a result of these two road blocks, the feasible space C is not as well behaved as shown in Figure A Therefore, in order to solve the elicitation problem, we require 'sufficient' samples, a 'good' estimate and 'flexibility' on the threshold . We illustrate this with three benchmark datasets. The datasets are: (a) Breast Cancer (BC) Wisconsin Diagnostic dataset [25] containing 569 instances, (b) Spambase (S) dataset [30] containing 4601 instances, and (c) Magic (M) dataset [10] containing 19020 instances. For all the datasets, we standardize the attributes and split the data into two parts S 1 and S 2 . On S 1 , we learn an estimatorη using regularized logistic regression model with regularizing constant λ = 10 and λ = 1. We use S 2 for making predictions and computing sample confusion matrices.
We generated twenty eight different LPMs φ * by generating θ * (or say, m * = (cos θ * , sin θ * )). Fourteen from the first quadrant starting from π/18 radians to 5π/12 radians in step of π/36 radians. Similarly, fourteen from the third quadrant starting from 19π/18 to 17π/12 in step of π/36 radians. We then use Algorithm 4.1 for different tolerance , for different datasets, and for different regularizing constant λ in order to recover the estimatem. We compute the error in terms of the proportion of the number of times when Algorithm 4.1 failed to recover the true m * within threshold. We report our results in Table 7 .3. We observe that for larger dataset, we tend to better elicit the metric. For Magic dataset, we elicit almost all the metrics accurately within threshold = 0.11 radians. In addition, we used the true labels in the test dataset (S 2 ) as proxy for true η. We identified that λ = 10 gave us a slightly better estimate of η(x) based on the mean square error of S 2 for the three datasets (M: (λ = 10, mse = 0.551), (λ = 1, . Therefore, when we compare the two columns for a particular dataset, we get better elicitation results for λ = 10. This strongly supports that a good estimateη definitely helps in the elicitation task. However, we would like make a note that we have used true labels in the test set as a proxy to compute mean square error, which might be very different from the true η. Hence, it might be possible that one can elicit the correct metric using any score function in place ofη with sufficiently 'well-behaved' properties. We leave this observation for the future. Lastly, we observe that = 0.02 is very harsh threshold for all the datasets. Therefore, the system designer should be flexible with the tolerance while creating the elicitation system. Next, we discuss the case of LFPM elicitation. We use the same true metrics φ * as described in Section 7.1 and follow the same process for eliciting LFPM, but this time we work with MAGIC dataset. We use algorithms 4.1 and 4.2 with = 0.05 radians. This gives us the learned metricsφ = φ denoted byN = (p 11 ,p 00 ) andD = (q 11 ,q 00 ,q 0 ). In Table  7 .2 (columns 5, 6, and 7), we present the elicitation results on MAGIC dataset along with the mean α and the standard deviation σ of the ratio of the elicited metric and the true metric. Again, for a better judgment, we show the function evaluation of the true metric and the elicited metric on the selected pairs of (T P, T N ) (used for Algorithm 6.3) in Figure 7 .3, ordered by the parameter θ. Although we do observe that the argmax is different in two out of six cases (see Sub-figure (b) and Sub-figure (c)) due to finite sample estimation, elicited LFPMs are almost equivalent to the true metric up to a constant.
Related Work
We first compare our work to ranking from pairwise comparisons [29] . Our results depend on novel geometric ideas on the feasible space of confusion matrices. Thus, instead of a general ranking problem, we show that metric elicitation in standard models can be reduced to just finding the maximizer (and minimizer) of an unknown function which in turn yields the true metric -resulting in low query complexity. A direct ranking approach adds unnecessary complexity to achieve the same task. Further, in contrast to our approach, most large margin ordinal regression based ranking [12] fail to control which samples are queried. There is another line of work, which actively controls the query samples for ranking, e.g., [13] . However, to our knowledge, this requires that the number of objects is finite and finite dimensional -thus cannot be directly applied to our problem without significant modifications, e.g. discovering and exploiting properties, as we have. Learning a performance metric which correlates with human preferences has been studied before [14, 18] ; however, these studies learn a regression function over some predefined features which is fundamentally different from our problem. In addition, while [4, 11] address how one might qualitatively choose between metrics, none addresses our central contribution -a principled approach for eliciting the ideal metric from user feedback.
Conclusion
We conceptualize the task of metric elicitation and propose provably query efficient algorithms, which exploit key properties of the set of feasible confusion matrices. The algorithms elicit linear and linear-fractional metrics using feedback on relative preferences over pairs of classifiers. We show that the algorithms are robust to feedback and estimation noise. For future work, we plan to explore metric elicitation beyond binary classification and elicitation for more complex metric families.
Appendices A Visualizing the Set of Confusion Matrices
To clarify the geometry of the feasible set, we visualize one instance of the set of confusion matrices C using the dual representation of the supporting hyperplanes. This contains the following steps. Furthermore, the integral Now, we can obtain the hyperplane as defined in (3.9) for each θ. We sample thousand θ s ∈ [0, 2π] randomly, obtain the hyperplanes following the above process, and plot them.
The sets of feasible confusion matrices C's for a = 0.5, 1, 2, 5, 10, and 50 are shown in Figure  A , 0) and (0, 1 2 ) are the vertices. The geometry is 180°rotationally symmetric around the point ( ).
Notice that as we increase the separability of the two classes via a, all the points in [0, π] × [0, 1 − π] becomes feasible. In other words, if the data is completely separable, then the corners on the top-right and the bottom left becomes achievable. If the data is totally 'inseparable', then the feasible set contains only the diagonal line joining (0, ).
B Proofs
Lemma 5. The following are some basic properties of the feasible region of confusion matrices C:
(i). For all (T P, T N ) ∈ C, 0 ≤ T P ≤ π, and 0 ≤ T N ≤ 1 − π.
(ii). (π, 0) ∈ C and (0, 1 − π) ∈ C.
(iii). For all (T
(iv). C is convex.
(v). C has a supporting hyperplane associated to every normal vector.
(vi). Any supporting hyperplane with positive slope is tangent to C at (0, 1 − π) or (π, 0).
Proof. We prove the statements as follows:
(ii). If h is identically 1, then T P (h) = Pr[Y = 1] = π, and T N (h) = 0. The converse holds for h identically 0.
(iii). Let h be such that T P (h) = T P , T N (h) = T N . Then
and a similar argument gives
(iv). Consider any two values (T P 1 , T N 1 ), (T P 2 , T N 2 ) ∈ C, attained by h 1 and h 2 , respectively. Let 0 ≤ λ ≤ 1. Define h as h 1 with probability λ, and h 2 otherwise. Then,
and a similar argument gives the convex combination for T N .
(v). This follows from convexity (iv) and boundedness (i).
(vi). This is true of the bounding region [0, π] × [0, 1 − π] and C contains the points (π, 0) and (0, 1 − π).
Lemma 6. The boundary of C is exactly the confusion matrices of estimators of the form
Proof. To prove that the boundary is attained by estimators of these forms, consider solving the problem under the constraint P[h = 1] = c. We have P[h = 1] = T P + F P , and π = P[Y = 1] = T P + F N , so we get
a constant. This effectively partitions C, since all confusion matrices are attained by varying c from 0 to 1, and no confusion matrix has two values of T P − T N . Furthermore, since restricting c restricts the search-space to an affine space A, then C ∩ A has (by convexity and boundedness) exactly two endpoints, which are exactly those boundary points of C that are contained in A. (Unless C ∩ A is a single point, in which case A is a hyperplane tangent to C at (0, 1 − π) or (π, 0), from lemma 5, part (vi).)
Since the affine space A has positive slope, we claim that the two endpoints are attained by maximizing or minimizing T P (h) subject to Pr[h = 1] = c. It remains to show that this happens for estimators of the form h
Let h be any estimator, and recall
It should be clear that under a constraint P[h = 1] = c, the optimal choice of h puts all the weight onto the larger values of η. Let t such that P[h
, and let λ be chosen such that P[h
A similar argument show that all TP-minimizing boundary points are attained by the h t− 's.
Thus, the boundary of C is the confusion matrices of estimators of the form
Proof of Proposition 1. "Let φ ∈ ϕ LP M . Then, a classifier h of the form:
is a Bayes optimal classifier w.r.t φ. Further, the inverse Bayes classifier is given by h = 1 − h." Note, we are maximizing a linear function on a convex set. There are 6 cases to consider:
1. if m 11 , m 00 ≥ 0, then the maximum is attained on ∂C + , and the proof below gives the desired result, 2. if m 11 , m 00 < 0, then the maximum is attained on ∂C − , and an argument identical to the proof below gives the desired result, and
So, the critical point is attained at t = m 00 /(m 11 + m 00 ), as desired. A similar argument gives the converse result for m 11 + m 00 < 0.
Proof of Proposition 2. "Set of confusion matrices C is convex, closed, contained in the
, and 180°rotationally symmetric around the center-point (
). Furthermore, under Assumption 1, (0, 1 − π) and (π, 0) are the only vertices of C, and C is strictly convex. Thus, any supporting hyperplane of C is tangent at only one point."
That C is convex and bounded is already proven in Lemma 5. To see that C is closed, note that, from Lemma 6, every boundary point is attained. It remains then to prove that, under Assumption 1 -i.e. g(t) = P X [η(X) ≥ t] is continuous and continuously invertiblethen C is strictly convex.
To see this, recall every boundary point of C can be attained by a thresholding estimator. By the discussion in Section 3, every boundary point is the optimal classifier for some linear performance metric, and the vector defining this linear metric is exactly the normal vector of the supporting hyperplane at the boundary point.
A vertex exists if (and only if) some point is supported by more than one tangent hyperplane. This means it is optimal for more than one linear metric. We know from Proposition 1 that optimal classifiers for linear metrics are threshold classifiers. Therefore there exist more than one threshold classifier with the same confusion matrix, and so there are multiple values of η which are never attained! This contradicts that g is continuously invertible.
A flat region exists if (and only if) some supporting hyperplane is tangent at multiple points. This means there exist two threshold classifiers with arbitrarily close threshold values, but confusion matrices that are well-separated. Therefore, there must exist some value of η which exists with non-zero probability, contradicting the continuity of g. We will prove the result for φ•ρ + on ∂C + , and the argument for ψ •ρ − on ∂C + is essentially the same. For simplicity, we drop the + symbols in the notation. A function is quasiconcave if and only if its superlevel sets are convex. Let S be some superlevel set of φ: since φ is monotone increasing, then x ∈ S =⇒ y ∈ S for all y ≥ x componentwise. We want to show that for any r < s < t, if ρ(r) ∈ S and ρ(t) ∈ S, then ρ(s) ∈ S. Since ρ is a continuous bijection, we must have -without loss of generality -T P (ρ(r)) < T P (ρ(s)) < T P (ρ(t)), and T N (ρ(r)) > T N (ρ(s)) > T N (ρ(t)). (otherwise swap r and t). Since the set is strictly convex and the image of ρ is ∂C, then ρ(s) must dominate some convex combination of ρ(r) and ρ(t), so by the convexity of S, ρ(s) ∈ S.
This implies that ρ −1 (∂C ∩ S) is an interval, and is therefore convex. Thus, the superlevel sets of φ • ρ are convex, so it is quasiconcave, as desired. (To see that this implies unimodaltiy, a function over the real line which has more than one local maximum can not be quasiconcave: consider the super-level set for some value slightly less than the lowest of the two peaks.)
Proof of Theorem 1. "Given , Ω ≥ 0 and a metric φ that is monotonically increasing in TP and TN, if it is quasiconcave then Algorithm 4.1 finds an approximate maximizer C, whereas if it is quasiconvex then Algorithm 4.2 finds an approximate minimizer C. In both the cases: (i) the algorithm also returns the supporting hyperplane at that point, (ii) under Assumption 3 from the next section, the value of φ at that point is within Ω + k 1 of the optimal, and (iii) the number of queries is O(log 1 )."
(i). is a direct consequence of our representation of the points on the boundary via their supporting hyperplane.
(ii). By the nature of binary search, we are effectively narrowing our search interval around some target angle θ 0 . Furthermore, since the oracle queries are correct unless the φ values are within Ω , we must have |φ(θ) − φ(θ 0 )| < Ω , and we output θ such that |θ 0 − θ | < .
Recall, the Bayes classifier due to θ will report positive if cos θ · η(x) ≥ sin θ · (1 − η(x)), and negative otherwise. Now, by Assumption 3, a small change in θ, (i.e. a small change in the threshold value, since cos and sin are Lipschitz) will only affect a small measure of the space. In other words
A similar result applies to the true negative rate. This allows us to bound C − C ∞ , since we are bounding each entry.
Since φ = m, C is linear with m = 1, we have |φ
(iii). We needed only, for part (ii), that the interval of possible values be at most . This is obtained by making at least log 2 (1/ ) rounds of the algorithm, each of which is a constant number of pairwise queries.
Proof of Lemma 2. "Under our model, no algorithm can find the maximizer in fewer than O(log 1 ) queries." For any fixed , divide the search space θ into bins of length , resulting in 1 classifiers. When the only operation allowed is pairwise comparison, the optimal worst case complexity for finding the maximum is O(log 1 ) [5] , which is achieved by binary search.
Proposition 5. Let (y 1 , x 1 , h(x 1 )) , . . . , (y n , x n , h(x n )) be n i.i.d. samples from the joint distribution on Y , X, and h(X). Then by Höffding's inequality,
The same holds for the analogous estimator on TN.
Proof. This is a direct application of Höffding's inequality.
Proof of Lemma 3. "Letĥ θ be defined similarly as h θ , but w.r.t. the estimatedη rather than the true η. Then for any θ, there exists a θ such that 
Where the 0 in the third line (and implicitly in the 5th) comes from the fact that the two regions have the same measure, by assumption on t and t . This completes the first part of the statement.
Furthermore, we have assumed (Assumption 3) that for h θ = 1[η ≥ δ * ], P[|η(X) − δ * | ≤ ] ≤ k 1 ε for some k 1 and for all < Ω . Now, by Assumption 2, we can take n sufficiently large so that η −η n ∞ < Ω . Thus, if η(x) ≥ δ * + η −η n ∞ , we haveη(x) ≥ δ * , so
Similar arguments apply for T N , which gives us the desired result.
Proof of Lemma 4. "Let ϕ LP M φ * = m * be the true performance metric. Given any > 0, Algorithm 4.1 outputs a performance metricφ =m, such that m
, where k 0 and k 1 are the lower bound and upper bound constants, respectively, from Assumption 3."
We will show this for threshold classifiers, as in the statement of the Assumption, but it is not difficult to extend the argument to the case of querying angles. (Involves a good bit of trigonometric identities...)
Recall, the threshold estimator h δ returns positive if η(x) ≥ δ, and negative otherwise. Let δ be the threshold which maximizes performance with respect to φ, and C its confusion matrix. Following the framework of the proof of Theorem 1, we wish to show that if |δ − δ| > , then
. Suppose, without loss of generality, that δ < δ, and > δ − δ . Recall, from assumption 3 that Pr[η(X)
Denoting φ(C) = m, C , and recalling that δ = m 00 /(m 11 + m 00 ), expanding the integral, we get
where the first term is a lower bound on the area where the loss occurred is at least the amount of the second term. Therefore, if we have |φ(C) − φ(C(δ ))| < Ω , then we must have |δ − δ | <
Thus, if we are in a regime where the oracle is mis-reporting the preference ordering, it must be the case that the thresholds are sufficiently close to the optimal threshold.
Again, as in the proof of Theorem 1, our binary search closes in on a parameter θ which has φ(C(θ )) within Ω of the optimum, but from the above discussion, this also implies that the search interval itself is close to the true value, and thus, the total error in the threshold is at most + Proof of Theorem 2. "Let ϕ LP M φ * = m * be the true performance metric. Given any > 0, Algorithm C.4 outputs a performance metricφ =m, such that m * −m ∞ < (2 + Ω )/w where 0 < w < 1 is a geometric property denoting 'width' of the feasible space C."
See Appendix C Proof of Proposition 3. "Sufficient conditions for φ ∈ ϕ LF P M to be bounded in [0, 1] and simultaneously monotonically increasing in TP and TN are: p 11 , p 00 ≥ 0, p 11 ≥ q 11 , p 00 ≥ q 00 , q 0 = (p 11 − q 11 )π + (p 00 − q 00 )(1 − π) + p 0 , p 0 = 0, and p 11 + p 00 = 1. WLOG, we can take both the numerator and denominator to be positive." For this proof, we denote T P and T N as C 11 and C 00 , respectively. Let us take a linear-fractional metric φ(C) = p 11 C 11 + p 00 C 00 + p 0 q 11 C 11 + q 00 C 00 + q 0 (B.14)
where p 11 , q 11 , p 00 , q 00 are not zero simultaneously. We want φ(C) to be monotonic in TP, TN and bounded. If for any C ∈ C, φ(C) < 0, we can add a big constant ∆ such that φ(C) ≥ 0 and the metric remains linear fractional. So, it is sufficient to assume φ(C) ≥ 0. ∂φ(C) ∂C 11 = p 11 q 11 C 11 + q 00 C 00 + q 0 − q 11 (p 11 C 11 + p 00 C 00 + p 0 ) (q 11 C 11 + q 00 C 00 + q 0 ) 2 ≥ 0 ⇒ p 11 (q 11 C 11 + q 00 C 00 + q 0 ) − q 11 (p 11 C 11 + p 00 C 00 + p 0 ) ≥ 0 ⇒ p 11 (q 11 C 11 + q 00 C 00 + q 0 ) ≥ q 11 (p 11 C 11 + p 00 C 00 + p 0 ) If denominator is positive then the numerator is positive as well.
• Case 1: The denominator q 11 C 11 + q 00 C 00 + q 0 ≥ 0.
-Case (a) q 11 > 0.
We are considering sufficient condition, which means τ can vary from [0, 1]. Hence, a sufficient condition for monotonicity in C 11 is p 11 ≥ q 11 . Furthermore, p 11 ≥ 0 as well.
-Case (b) q 11 < 0.
⇒ p 11 ≥ q 11 τ Since q 11 < 0 and τ ∈ [0, 1], sufficient condition is p 11 ≥ 0. So, in this case as well we have that p 11 ≥ q 11 , p 11 ≥ 0.
-Case(c) q 11 = 0.
We again have p 11 ≥ q 11 and p 11 ≥ 0 as sufficient conditions. A similar case holds for C 00 , implying p 00 ≥ q 00 and p 00 ≥ 0.
• Case 2: The denominator q 11 C 11 + q 00 C 00 + q 0 is negative.
p 11 ≤ q 11 p 11 C 11 + p 00 C 00 + p 0 q 11 C 11 + q 00 C 00 + q 0 ⇒ p 11 ≤ q 11 τ -Case(a) If q 11 > 0. So, we have p 11 ≤ q 11 and p 11 ≤ 0 as sufficient condition.
-Case(b) If q 11 < 0, ⇒ p 11 ≤ q 11 . So, we have q 11 < 0, ⇒ p 11 < 0 as sufficient condition.
-Case(c) If q 11 = 0, ⇒ p 11 ≤ 0 and p 11 ≤ q 11 as sufficient condition. So in all the cases we have that p 11 ≤ q 11 and p 11 ≤ 0 as the sufficient conditions. A similar case holds for C 00 resulting in p 00 ≤ q 00 and p 00 ≤ 0.
Suppose the points where denominator is positive is C + ⊆ C. Suppose the points where denominator is negative is C − ⊆ C. For gradient to be non-negative at points belonging to C + , the sufficient condition is p 11 ≥ q 11 and p 11 ≥ 0 p 00 ≥ q 00 and p 00 ≥ 0
For gradient to be non-negative at points belonging to C − , the sufficient condition is p 11 ≤ q 11 and p 11 ≤ 0 p 00 ≤ q 00 and p 00 ≤ 0
If C + = φ and C − = φ, then the gradient is non-negative only when p 11 , p 00 = 0 and q 11 , q 00 = 0. This is not possible by the definition described in (B.14). Hence, one of C + or C − should be empty. WLOG, we assume C − = φ. Hence, C + = C. Therefore, WLOG, we can take both the numerator and the denominator to be positive, and the sufficient conditions for monotonicity are as follows: p 11 ≥ q 11 and p 11 ≥ 0 p 00 ≥ q 00 and p 00 ≥ 0
Let us take a point in the feasible space (π, 0). We know that φ((π, 0)) = p 11 π + p 0 q 11 π + q 0 ≤ τ Metric being bounded in [0, 1] gives us p 11 C 11 + p 00 C 00 + p 0 q 11 C 11 + q 00 C 00 + q 0 ≤ 1 ⇒ p 11 C 11 + p 00 C 00 + p 0 ≤ q 11 C 11 + q 00 C 00 + q 0 ⇒ q 0 ≥ (p 11 − q 11 )c 11 + (p 00 − q 00 )c 00 + p 0 ∀C ∈ C Hence, a sufficient condition is q 0 = (p 11 − q 11 )π + (p 00 − q 00 )(1 − π) + p 0 .
From (B.15), which we derived from monotonicity condition, we have that
• Case (a) q 0 ≥ 0, ⇒ p 0 ≤ 0 as a sufficient condition.
• Case (b) q 0 ≤ 0, ⇒ p 0 ≤ q 0 ≤ 0 as a sufficient condition.
In both the cases, a sufficient condition on p 0 is p 0 ≤ 0, but we have to make numerator positive for all C ∈ C, and we know p 11 , p 00 ≥ 0. Then a sufficient condition for p 0 is p 0 = 0. Finally, a monotonic, bounded in [0, 1], linear fractional metric is defined by φ(C) = p 11 c 11 + p 00 c 00 + p 0 q 11 c 11 + q 00 c 00 + q 0 , where p 11 ≥ q 11 , p 11 ≥ 0, p 00 ≥ q 00 , p 00 ≥ 0, q 0 = (p 11 − q 11 )π + (p 00 − q 00 )(1 − π) + p 0 , p 0 = 0, and p 11 , q 11 , p 00 , and q 00 are not simulataneously zero. Further, we can divide the numerator and denominator with p 11 +p 00 without changing the metric φ. Hence, for elicitation purposes, we can take p 11 + p 00 = 1.
Proof of Proposition 4. "Under the sufficient conditions of Assumption 4, knowledge of p 11 (or, p 00 ) solves the system of equations in (6.10) and elicits the performance metric as follows:
p 00 = 1 − p 11 , q 0 = C 0 P Q , q 11 = (p 11 − m 11 ) P Q , q 00 = (p 00 − m 00 ) P Q , where P = p 11 π + p 00 (1 − π) and Q = P + C 0 − m 11 π − m 00 (1 − π)." For this proof as well, we use T P = C 11 and T N = C 00 . Since the linear fractional matrix is monotonically increasing in C 11 and C 00 , it is maximized at the upper boundary ∂C + . Hence m 11 ≥ 0 and m 00 ≥ 0. So, after running Algorithm 4.1, we get a hyperplane such that Define P := p 00 (1 − π) + p 11 π + p 0 , Q := P + C 0 − m 11 π − m 00 (1 − π).
Hence, q 0 = (C 0 + p 0 ) P Q , q 11 = (p 11 − m 11 ) P Q , q 00 = (p 00 − m 00 ) P Q .
Now using sufficient conditions, we have p 0 = 0. The final solution is the following:
q 0 = C 0 P Q , q 11 = (p 11 − m 11 ) P Q , q 00 = (p 00 − m 00 ) P Q ,
where P := p 11 π + p 00 (1 − π) and Q := P + C 0 − m 11 π − m 00 (1 − π). We have taken p 11 + p 00 = 1, but the original p 11 + p 00 = 1 α
. Therefore, we learnφ(C) such that such that φ(C) = αφ(C).
Proof of Corollary 1. "For F β -measure, where β is unknown but p * 11 = 1 is known, Algorithm 4.1 elicits the true performance metric up to a constant in O(log( 1 )) queries to the oracle." Algorithm 4.1 gives us the supporting hyperplane, the trade-off, and the Bayes confusion matrix. If we know p 11 , then we can use Proposition 4 to compute the other coefficients. In F β -measure, p 11 = 1.
C Low-error LPM elicitation
Note, Algorithm 4.1 does not provide any guarantees on the output θ, only on φ(θ). One example of where this breaks is when the region closely resembles that of a polygon. (We've already assumed it is strictly convex, so it cannot be a polygon.) In this case, many possible choices of θ have similar values of φ(C θ ), if the (almost) polygon has some side "parallel" to the level sets of φ.
We introduce here an error-minimal algorithm which elicits a linear performance metric. Recall, h 1 ≡ 1 is the classifier with T P = π, T N = 0 which we denote C 1 , and h 0 ≡ 0 is the classifier with T P = 0 and T N = 1 − π, which we denote C 0 . The idea behind the following algorithm is that, to elicit the linear metric with as much precision as possible, we try and find two classifiers with opposite confusion matrices which evaluate to the same value, and consider the line spanned by these confusion matrices as being a level set of φ.
It remains to prove that this minimizes the error for elicitation via estimating level sets, and analyze the accuracy of the algorithm.
Claim. Algorithm C.4 finds the two points in C which are the furthest apart while being on the same level set of φ.
D Monotonically Decreasing Case
Even if the oracle's metric is monotonically decreasing in TP and TN, we can figure out the supporting hyperplanes at the maximizer and the minimizer. It would require to pose one query Ω(C * π/4 , C * 5π/4 ). The response from this query determines whether we want to search over ∂C + or ∂C − and apply Algorithms 4.1 and 4.2 accordingly. In fact, if C * π/4 ≺ C * 5π/4 , then the metric is monotonically decreasing, and we search for the maximizer on the lower boundary ∂C − . Similarly if the converse holds, then we search over ∂C + as discussed in the main paper.
