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A highly entangled bipartite quantum state is more advantageous for the quantum dense coding
protocol than states with low entanglement. Such a correspondence, however, does not exist even for
pure quantum states in the multipartite domain. We establish a connection between the multiparty
capacity of classical information transmission in quantum dense coding and several multipartite
quantum correlation measures of the shared state, used in the dense coding protocol. In partic-
ular, we show that for the noiseless channel, if multipartite quantum correlations of an arbitrary
multipartite state of arbitrary number of qubits is the same as that of the corresponding general-
ized Greenberger-Horne-Zeilinger state, then the multipartite dense coding capability of former is
the same or better than that of the generalized Greenberger-Horne-Zeilinger state. Interestingly,
in a noisy channel scenario, where we consider both uncorrelated and correlated noise models, the
relative abilities of the quantum channels to transfer classical information can get inverted by ad-
ministering a sufficient amount of noise. When the shared state is an arbitrary multipartite mixed
state, we also establish a link between the classical capacity for the noiseless case and multipartite
quantum correlation measures.
I. INTRODUCTION
In recent times, a lot of interest has been created to
characterize and quantify quantum correlations in mul-
tipartite quantum systems [1–4]. This is due to the fact
that the preparation of multiparticle states with quantum
coherence enables us to realize several quantum informa-
tion protocols like quantum dense coding [5], quantum
teleportation [6], secure quantum cryptography [7], and
one way quantum computation [8], in a way that is better
than their classical counterparts. This increasing interest
is further boosted by the latest advances in experiments
to realize multipartite states in different physical systems
including photons, ion traps, optical lattices, and nuclear
magnetic resonances [9–14].
It has been shown, both theoretically as well as ex-
perimentally, that bipartite entanglement is an essential
ingredient for a vast majority of known quantum com-
munication schemes, involving two parties. Specifically,
it has been established that in the case of pure bipartite
states, the capacity of classical information transmission
via quantum states increases with the increase of any
quantum correlation measure. Such a simple scenario is
facilitated by the fact that quantum correlation in a bi-
partite pure quantum state, in the asymptotic domain,
can be uniquely quantified by the local von Neumann en-
tropy [1]. The situation is far richer in the multiparty
case (see Refs. [15–24]). Regarding the entanglement
content, in a multiparty quantum state, which ranges
from being bipartite to genuine multipartite, even multi-
partite pure states can be classified in several ways [25]
and therefore, there is no unique measure that can de-
termine quantum correlations, present in the system.
Unlike point to point communication, where among
two parties, one acts as a sender and the other as a re-
ceiver, communication protocols involving multiple par-
ties can have various complexities. One possible scenario
involves several senders and a single receiver. Suitable
examples for such multipartite communication protocols
include, when several news reporters from different loca-
tions send various news articles to the newspaper edito-
rial office or when several weather observers from differ-
ent places communicate their respective weather reports
to the regional meteorological office.
In this paper, we connect multipartite communication
protocols with multiparty quantum correlation measures.
In particular, we establish a relation between the capacity
of multipartite dense coding and multipartite quantum
correlation measures of arbitrary multiqubit states. This
correspondence is illustrated both in the case of noiseless
and noisy channels for arbitrary shared states. Specifi-
cally, we show that in the case of the noiseless quantum
channel, if the capacity of classical information transmis-
sion using the generalized Greenberger-Horne-Zeilinger
(gGHZ) state [26] is the same as that of any multiqubit
pure state, then the multipartite quantum correlation of
the gGHZ state is either the same or higher than that
of the latter states. The result is generic in the sense
that it does not rely on the choice of the quantum cor-
relation measure, and is independent of the number of
parties. Three computable measures, the generalized ge-
ometric measure [24, 27, 28], the tangle [29] and discord
monogamy score [30, 31], are considered for obtaining the
results. It is to be noted that while the first multiparty
measure is based on the geometry of the space of mul-
tiparty quantum states, the latter two are based on the
concept of monogamy of quantum correlations.
The noisy case can be considered at several levels
of complexity. Here we consider the following two sit-
uations. First, we consider the case when the noise
is present before the encoding of classical information,
while the quantum channel that transmits the encoded
state is noiseless. Secondly, we consider the situation
when the encoding is performed on a pure shared state,
while the post-encoded state is sent via a noisy quan-
2FIG. 1. Schematic diagram of the change of status of the
gGHZ state in comparison to other multipartite states with
respect to multipartite DC capacity in the presence of noise.
The comparison has been made with the states which posses
same amount of multipartite quantum correlations as the
gGHZ state. The results obtained in this paper shows that
the gGHZ state is more robust against noise as compared to
arbitrary states for the dense coding protocol. This is inde-
pendent of the fact whether the noise in the system is from
the source or in the channel after the encoding.
tum channel. In the first case, we begin by obtaining
a sufficient condition for dense codeability for arbitrary,
possibly mixed, multipartite quantum states. We per-
form numerical simulations by generating Haar uniform
rank-2 three-qubit states, and find that a great majority
of them are better carriers of classical information than
the gGHZ state with the same multiparty quantum corre-
lation content. Numerical analysis of higher-rank states
are also considered.
Going over to the second case, when the quantum chan-
nel is noisy, we show that the presence of noise can in-
vert the relative capability of information transfer for
two states with the same multiparty quantum correla-
tion content. In particular, we find that the effect of both
correlated and uncorrelated covariant noise with respect
to the capability of classical information transfer is less
pronounced on the gGHZ state as compared to a generic
pure multiparty state. This relative suppression of the
effect of noise for the gGHZ state is what results in the
inversion of the relative capabilities of information trans-
fer between a gGHZ state and a generic pure multiparty
quantum state. A schematic diagram elucidating the sit-
uation is presented in Fig. 1.
The paper is organized as follows. In Sec. II, we de-
scribe the quantum correlation measures that are used
later in the paper. In the subsequent section (Sec. III),
we discuss the capacities of the quantum dense coding
protocol, with and without noise. In Sec. IV, we estab-
lish the connection between the capacity and the quan-
tum correlation measures for the noiseless channel, while
we deal with the noisy channels in Sec. V. In partic-
ular, we deal with the fully correlated Pauli channel in
Sec. VA and with the uncorrelated Pauli channel in Sec.
VB. We present a conclusion in Sec. VI.
II. QUANTUM CORRELATION MEASURES
Quantum correlations present in bipartite quantum
systems can broadly be classified into two paradigms – (a)
entanglement-separability and (b) information-theoretic.
Measures of the former paradigm always vanish for sep-
arable states. Examples include entanglement of for-
mation [32], concurrence [33], distillable entanglement
[32], and logarithmic negativity [34]. On the other
hand, information-theoretic quantum correlation mea-
sures are independent of entanglement, and examples in-
clude quantum discord [35] and quantum work deficit
[36]. In the present section, we define concurrence and
quantum discord, and then discuss monogamy relations
based on these two measures. Finally we define a multi-
partite entanglement measure, the generalized geometric
measure, based on the concept of the Fubini-study metric
[24, 27] (cf. [28]).
A. Concurrence
Concurrence is a quantum correlation measure for two-
qubit systems, which is a monotonic function of entangle-
ment of formation [33]. For an arbitrary two-qubit state,
ρAB, it is given by
C(ρAB) = max{0, λ1 − λ2 − λ3 − λ4}, (1)
where the λi’s are the square roots of the eigenval-
ues of ρAB ρ˜AB in decreasing order and ρ˜AB = (σy ⊗
σy)ρ
∗
AB(σy⊗σy), with the complex conjugate being taken
in the computational basis. Concurrence vanishes for all
separable states while it is maximal for any maximally
entangled state.
B. Quantum Discord
Quantum discord is an information-theoretic quantum
correlation measure, which is obtained by taking the dif-
ference between two inequivalent forms of quantum mu-
tual information. Mutual information quantifies the cor-
relation between two systems. Classically, it can be de-
fined in two equivalent ways. For two variables, X and
Y , it is defined as
I(X,Y ) = H(X) +H(Y )−H(X,Y ), (2)
where H(X) = −∑x px log2 px is the Shannon entropy,
with px being the probability of x occurring as a value
for the classical variable X , and similarly for H(Y ).
H(X,Y ) denotes the Shannon entropy of the joint prob-
ability distribution of X and Y . Using Bayes’ rule, one
can rewrite the mutual information in terms of condi-
tional entropy, H(X |Y ), to obtain
I(X,Y ) = H(X)−H(X |Y ). (3)
3In the quantum domain, these two classically equiv-
alent definitions of mutual information become unequal
and their difference has been proposed to be a measure of
quantum correlation, called the quantum discord [35, 37].
For any composite system, ρAB, quantizing the first def-
inition of the mutual information, one obtains
I(ρAB) = S(ρA) + S(ρB)− S(ρAB), (4)
where S(̺) = −Tr(̺ log ̺) is the von Neumann entropy
of ̺. This quantity has been argued to be total corre-
lation in the bipartite state [35]. Quantizing the second
definition is not straightforward, since the quantity ob-
tained by replacing the Shannon entropies by the von
Neumann ones can be negative for some quantum states
[38]. To overcome this drawback, one can make a mea-
surement on one of the subsystems, say subsystem B, of
ρAB, and the measured conditional entropy of ρAB can
be obtained as
S(ρA|B) = min{Bi}
∑
i
piS(ρA|i), (5)
where the rank-1 projection-valued measurement {Bi}
is performed on the B-part of the system. Here
ρA|i = (1/pi)(TrB[(1A ⊗ Bi)ρAB(1A ⊗ Bi)]), with pi =
TrAB[(1A ⊗ Bi)ρAB(1A ⊗ Bi)], and 1A being the iden-
tity operator on the Hilbert space of subsystem A. Using
this quantity, one then quantizes the second definition of
mutual information as
J (ρAB) = S(ρA)− S(ρA|B), (6)
which has been argued to be a measure of classical cor-
relation of the bipartite state [35]. Finally, the quantum
discord is defined as
D(ρAB) = I(ρAB)− J (ρAB). (7)
C. Monogamy score: Tangle and Discord
Monogamy Score
Monogamy of quantum correlations quantifies the
sharability of the same in multipartite systems [29]. For
an arbitrary (N + 1)-party quantum state, ρA1A2...ANB,
let QAiB (i = 2, . . . , N) be the amount of a certain
quantum correlation shared between the pair AiB (i =
2, . . . , N), and QA1A2...AN :B represent the same between
B and rest of the parties. Here B acts as a “nodal” ob-
server. The state ρA1A2...ANB is said to be monogamous
for the quantum correlation measure, Q, if [29]
N∑
i=1
QAiB ≤ QA1A2...AN :B. (8)
Using the terms of the above relation, we define the
monogamy score for the quantum correlation measure,
Q, as
δQ = QA1A2...AN :B −
N∑
i=1
QAiB, (9)
for B as the nodal observer. Therefore, Q is monoga-
mous for a given state when δQ is positive for that state.
Otherwise, the measure is said to be non-monogamous
for that state. The advantage of such a multiparty quan-
tum correlation measure is that it can be expressed in
terms of bipartite quantum correlation measures.
In Eq. (9), ifQ is chosen to be the square of the concur-
rence, then we obtain the tangle [29], which is known to
be monogamous for all multiqubit states [29, 39]. Choos-
ing Q to be quantum discord, we obtain the discord
monogamy score [31], which can be negative even for
some three qubit pure states [30].
D. Generalized Geometric Measure
Let us now define a genuine multipartite entanglement
measure. An N -party pure state is said to be genuinely
multiparty entangled if it is non-separable with respect
to every bipartition. The generalized geometric measure
(GGM) is obtained by considering the minimal distance
from the set of all multiparty states that are not gen-
uinely multiparty entangled [24, 27] (cf. [28]). More
specifically, the GGM of an N -party pure quantum state
|φN 〉 is defined as
E(|φN 〉) = 1− Λ2max(|φN 〉), (10)
where Λmax(|φN 〉) = max |〈χ|φN 〉|, with the maximiza-
tion being taken over all pure states |χ〉 that are not gen-
uinely N -party entangled. It was shown in Ref. [24, 27]
that E(|φN 〉) reduces to
E(|φN 〉) = 1−max{λ2A:B|A∪B = {1, 2, . . . , N},A∩B = ∅},
(11)
where λA:B is the maximal Schmidt coefficients in the
A : B bipartite split of |φN 〉.
III. QUANTUM DENSE CODING
In this section, we define the capacities of dense coding,
when an arbitrary multipartite state is used as a channel,
shared between several senders and a single receiver. We
first consider the scenario of a noiseless channel and then
derive the capacity for a noisy covariant channel.
A. Quantum dense coding via noiseless channel
The capacity of the quantum dense coding protocol
quantifies the amount of classical information that can be
transferred via a quantum state used as a channel, when
an additional quantum channel, which may be noiseless
or noisy, is also available. We begin with the noiseless
case. For an arbitrary two-party state, ρSR, shared be-
tween the sender, S, and the receiver, R, the capacity of
4dense coding (DC) of ρSR is given by [21, 40, 41]
C(ρSR) =
1
log2 dSR
max{log2 dS ,
log2 dS + S(ρR)− S(ρSR)}, (12)
where dS is the dimension of the Hilbert space on which
the senders’ part of the state ρSR is defined, and where
dSR is that on which the entire state ρSR is defined. Here,
ρR is local density matrix of the receiver’s part. The
denominator, log2 dSR, is incorporated to make the ca-
pacity dimensionless. Note that we are considering the
case of unitary encoding (for non-unitary encoding, see
[42, 43]), and where the additional quantum channel is
noiseless. The noisy case is considered below. When
S(ρR) − S(ρSR) > 0, a shared quantum state is better
for classical information transmission than any classical
protocol with the same resources. It immediately implies
that any bipartite pure entangled state is a good quan-
tum channel for dense coding.
In the multipartite regime, let us consider the scenario
where there are N senders, S1, . . . , SN and a single re-
ceiver, R. For the quantum state, ρS1...SNR, shared be-
tween the N+1 parties, the capacity of DC with unitary
encoding and for noiseless additional quantum channel is
given by [21, 41]
C(ρS1...SNR) =
1
log2 dS1...SNR
max{log2 dS1...SN ,
log
2
dS1...SN + S(ρR)− S(ρS1...SNR)},(13)
where dS1...SN = dS1 . . . dSN , with dS1 , . . ., dSN being
the dimensions of the Hilbert spaces corresponding to the
individual senders, and dS1...SNR is the total dimension of
the Hilbert space on which the entire multiparty state is
defined. The state is therefore dense codeable if S(ρR)−
S(ρS1...SNR) > 0 . In this paper, whenever we call a
multiparty state as dense codeable, it implies that the
state is good for dense coding with multiple senders and
a single receiver.
B. Capacity of quantum dense coding through
noisy channel
Consider now the situation of classical information
transmission when the additional quantum channel is
noisy. We assume that after local unitary encoding, the
particles are sent through a noisy quantum channel. We
consider here a particular class of channels, known as
the covariant channels, denoted by Λ. Such a channel
is a completely positive map with the property that it
commutes with a complete set of orthogonal unitary op-
erators, {Wi}, i.e.,
Λ(WiρW
†
i ) =WiΛ(ρ)W
†
i , ∀i. (14)
The multipartite dense coding capacity has already been
calculated for this channel [43] and is given by
Cnoisy(ρS1...SNR) =
1
log2 dS1...SNR
max{log2 dS1...SN ,
log2 dS1...SN + S(ρR)− S(ρ˜)},(15)
where
ρ˜ = Λ
(
(UminS1S2...SN ⊗ IR)ρS1...SNR(Umin†S1S2...SN ⊗ IR)
)
.
Here, UminS1S2...SN denotes the unitary operator on the
senders’ side, which minimizes the von Neumann entropy
of (US1...SN ⊗ IR)ρS1...SNR(U †S1...SN ⊗ IR) over the set of
unitaries {US1S2...SN}, that can be global as well as local.
It is reasonable from a practical point of view to assume
that the senders perform local encoding. Then UminS1S2...SN
will have the form given by
UminS1S2...SN = U
min
S1
⊗ UminS2 ⊗ ...⊗ UminSN . (16)
Since only the particles of the senders are sent through
the noisy channel (after the unitary encoding), the en-
tropy of the receiver’s side remains unchanged. Depend-
ing on the structure of Λ, the channel can be either cor-
related or uncorrelated.
In Eqs. (12), (13) and (15), for convenience, we call
the second terms within the maximum in the numerators,
divided by the denominators, as the corresponding “raw”
capacities. We use the same notation for the raw capacity
as the corresponding original capacity, but the context
will always make the choice clear.
Pauli Channel
The Pauli channel is an example of a covariant chan-
nel. When an arbitrary two-dimensional quantum state
is sent through the Pauli channel, the state is rotated
by any one of the Pauli matrices, σx, σy , σz , or left un-
changed. If the σx, σy , and σz act respectively with the
probabilities λx, λy , and λz , then the transformed state
is
ρ′ = λxσxρσx+λyσyρσy+λzσzρσz+(1−λx−λy−λz)ρ.
(17)
For λx = λy = λz = p/3, the channel represents the
depolarizing channel [44].
IV. RELATIONSHIP BETWEEN MULTIPARTY
QUANTUM CORRELATIONS AND DENSE
CODING CAPACITY: NOISELESS CHANNEL
In this section, we establish a generic relation between
the capacity of dense coding and various quantum cor-
relation measures, defined in Sec. II. The analytical re-
sults obtained in this section are for quantum systems
with (N +1)-qubits, consisting of N senders and a single
5receiver. The numerical simulations that are performed
to visualize the results are for three-qubit pure as well as
mixed states. Throughout this section, we consider the
case when the additional quantum channel, that is used
post-encoding, is noiseless.
A. Connection between Capacity and Multipartite
Quantum Correlations for Pure States
In a bipartite scenario, all the pure states with the
same amount of entanglement have equal capacity of
dense coding. The entanglement in this case is uniquely
classified by the von Neumann entropy of the local den-
sity matrices and the capacity is maximal for the maxi-
mally entangled states.
We will see that this simple situation is no more true
in the multiparty regime. However, it is still possible
to obtain a generic relation between capacity and en-
tanglement. In a multipartite scenario, quantification of
quantum correlations is not unique even for pure states
and hence each measure, in principle, identifies its own
distinct state with maximal quantum correlation. Nev-
ertheless, the Greenberger-Horne-Zeilinger (GHZ) state
[26] has been found to possess a high amount of multipar-
tite quantum correlation, according to violation of certain
Bell inequalities [45], as well as according to several mul-
tipartite entanglement measures [24, 27, 28]. In view of
these results, we compare the properties of an arbitrary
(N + 1)-qubit pure state with that of the (N + 1)-qubit
generalized GHZ state (gGHZ), which is given by
|gGHZ〉S1S2...SNR =
√
α|0S1 . . . 0SN 〉|0R〉
+
√
1− αeiφ|1S1 . . . 1SN 〉|1R〉,(18)
where α is the real number in (0,1) and φ ∈ [0, 2π). We
find that if the capacity of dense coding of an arbitrary
(N + 1)-party state, |ψ〉, and the gGHZ state are the
same, then the quantum correlations of these two states
may not be the same. However, they follow an ordering,
which we establish in the following two theorems. The
feature is generic in the sense that it holds for drastically
different choices of the quantum correlation measures.
Here on, we skip all the subscripts in the notation of the
states, for simplicity.
Theorem 1: Of all the multiqubit pure states with an
arbitrary but fixed multiparty dense coding capacity, the
generalized GHZ state has the highest GGM.
Proof. Scanning over α in Eq. (18), one can obtain
an arbitrary value of the GGM. Therefore to prove the
theorem, one needs to show that if the multiparty dense
coding capacity of an arbitrary (N + 1)-qubit pure state
is the same as that of an (N +1)-party gGHZ state, then
the genuine multipartite entanglement, as quantified by
the GGM, of that arbitrary pure state is bounded above
by that of the gGHZ state, i.e.,
E(|ψ〉) ≤ E(|gGHZ〉). (19)
The multipartite dense coding capacities of the (N+1)-
party gGHZ state and the arbitrary pure state, |ψ〉, can
be obtained by using Eq. (13), and are given respectively
by
C(|gGHZ〉) = N
N + 1
− α log2 α+ (1− α) log2(1− α)
N + 1
and
C(|ψ〉) = N
N + 1
− λR log2 λR + (1− λR) log2(1− λR)
N + 1
,
where λR is the maximum eigenvalue of the marginal
density matrix, ρR, of the receiver’s part of the state |ψ〉.
The GGMs for the gGHZ state and the |ψ〉 are obtained
respectively by
E(|gGHZ〉) = 1− α, (20)
E(|ψ〉) = 1−max[{lA}], (21)
where we assume that α ≥ 1
2
. The set {lA} contains the
maximum eigenvalues of the reduced density matrices of
all possible bipartitions of |ψ〉. Equating the multiparty
dense coding capacities for these two states, we obtain
α = λR. (22)
Note that λR ∈ {lA}. Let us now consider the two fol-
lowing cases: (1) the maximum in GGM is attained by
λR, and (2) the maximum is attained by an eigenvalue
which is different from λR.
Case 1: Suppose λR = max[{lA}]. Then
E(|ψ〉) = 1− λR = 1− α = E(|gGHZ〉), (23)
by using Eq. (22).
Case 2: Suppose λR 6= max[{lA}]. Let λR ≤ λ0 =
max[{lA}]. Therefore, we obtain
E(|ψ〉) = 1− λ0 ≤ 1− λR = 1− α = E(|gGHZ〉)
Hence the proof. 
We randomly generate 105 arbitrary three-qubit pure
states by using the uniform Haar measure on this space
and plot the behavior of the GGM versus the DC capacity
for these states. As proven in Theorem 1, the scatter
diagram populates only a region outside the parabolic
curve of the gGHZ states. See Fig. 2. Interestingly,
therefore, in the plane of the dense coding capacity and
the GGM, there exists a forbidden region which cannot
be accessed by any three-qubit pure state. With respect
to dense coding in the noiseless case, therefore, the gGHZ
state is the least useful state among all states having an
equal amount of the multiparty entanglement.
We now show that the result is potentially indepen-
dent of the choice of the multipartite quantum correla-
tion measure. Towards this aim, let us now consider the
tangle and the discord monogamy score, as multiparty
quantum correlation measures. The relations between
6FIG. 2. (Color online.) GGM vs. multipartite DC capac-
ity. GGM is plotted as the ordinate while multipartite DC
capacity is plotted as the abscissa for 105 randomly chosen
three-qubit pure states, according to the uniform Haar mea-
sure over the corresponding space (blue dots). The red line
represents the generalized GHZ states. There is a set of states
for which, if the capacity matches with a gGHZ state, then
their GGMs are also equal. For the remaining states, if the
capacity is equal to a gGHZ state, its GGM is bounded above
by that of the gGHZ state. Note that the range of the horizon-
tal axis is considered only when the states are dense codeable.
The quantities represented on both the axes are dimension-
less. We are considering the case where the post-encoded
states are sent through noiseless channels.
these two quantum correlation measures and the capac-
ity of DC are established in the following theorem.
Theorem 2: Of all multiqubit pure states with an arbi-
trary but fixed multiparty dense coding capacity, the gen-
eralized GHZ state has the highest tangle as well as the
highest discord monogamy score.
Note: The tangle and discord monogamy score are de-
fined here by using the receiver of the DC protocol as
the nodal observer.
Proof. The equality of the multipartite dense coding ca-
pacities of the (N+1)-party gGHZ state and the arbitrary
pure state, |ψ〉, implies that α = λR ≥ 1/2. Notations
are the same as in the proof of Theorem 1. Note that
the tangle of the gGHZ state is 4α(1−α). Therefore, we
have
δC2(|ψ〉) = 4λR(1− λR)−
∑
i
C2(ρSiR)
≤ 4λR(1− λR) = 4α(1− α) = δC2(|gGHZ〉).
(24)
The inequality in the second line is due to the fact that
C2(ρSiR) are non-negative, where ρSiR is the density ma-
trix of the sender Si and the receiver R corresponding to
FIG. 3. (Color online.) Left: Tangle (vertical axis) vs.
multiparty DC capacity (horizontal axis) for randomly gen-
erated three-qubit pure states (blue dots). Right: Discord
monogamy score (vertical axis) vs. DC capacity (horizontal
axis) for the same states. In both the cases, the gGHZ states
give the boundary (red line). The capacity is dimensionless,
while the tangle and discord monogamy score are measured
in ebits and bits, respectively. All other considerations are
the same as in Fig. 2.
the state |ψ〉. Similarly, for the discord score, we have
δD(|ψ〉) = S(ρR)−
∑
i
D(ρSiR)
≤ S(ρR) = S(α) = δD(|gGHZ〉), (25)
since 0 ≤ D(ρSiR) ≤ 1. Here, S(α) denotes the von
Neumann entropy of the single-side density matrix of the
gGHZ state. Hence the proof. 
To visualize the above theorem, we randomly generate
105 pure three-qubit states, by using the uniform Haar
measure in the corresponding space, and prepare scatter
diagrams for tangle versus the multiparty DC capacity
(Fig. 3 (left)) and for the discord monogamy score ver-
sus the same capacity (Fig. 3 (right)). The simulations
are clearly in agreement with Theorem 2. In particular,
and just like for GGM versus the capacity, the planes
of (C, δC2) and (C, δD) can not be fully accessed by the
three-qubit pure states.
B. Capacity vs. Multipartite Quantum
Correlations for Shared Mixed States
We now investigate the relation between DC capac-
ity and multipartite quantum correlation measures, when
the shared state is an arbitrary (N+1)-party mixed state.
In this case, to establish such connection, the main dif-
ficulty is that there are only a few quantum correlation
measures available which can be computed. In this case,
therefore, we consider the discord monogamy score as the
multipartite quantum correlation measure, since quan-
tum discord can be numerically calculated for arbitrary
bipartite systems, and investigate its connection with the
DC capacity.
In Fig. 4, we randomly generate 105 mixed states of
rank-2 in the space of three-qubit states and plot the
discord monogamy score with respect to the DC capac-
ity. The random generation is with respect to the uni-
form Haar measure induced from that in the appropriate
7higher-dimensional pure state space. The numerical sim-
ulation reveals that Theorem 2 does not hold for rank-2
(mixed) three-qubit states. In particular, we find that
if a gGHZ state and a rank-2 three-qubit mixed state
have the same discord monogamy score, then sharing the
gGHZ state is usually more beneficial than the mixed
state, for performing the multiparty DC protocol. More
precisely, among randomly generated 105 rank-2 states,
there are only 1.85% states which satisfy Theorem 2. We
will later show that a similar picture is true for the noisy
channel. This implies that in the presence of noisy en-
vironments, irrespective of whether the noise is afflicted
before or after encoding, it is typically better to share a
gGHZ state among states with a given discord monogamy
score, from the perspective of DC capacity. Before pre-
senting the results obtained by using numerical simula-
tions for higher-rank mixed states, let us discuss the be-
havior of the DC capacity, as enunciated in the following
proposition. We will find that it can be used to intu-
itively understand the numerical results for higher-rank
states presented below.
Proposition 1: An arbitrary (N + 1)-qubit (pure or
mixed) state is dense codeable if the maximum eigenvalue
of the (N+1)-party state is strictly greater than the maxi-
mum eigenvalue of its reduced state at the receiver’s side.
Proof: An (N + 1)-qubit (pure or mixed) state,
ρS1S2...SNR, is multiparty dense codeable with N senders,
S1, S2, . . . , SN , and a single receiver, R, if and only if the
von Neumann entropy of the reduced state at the re-
ceiver’s side is greater than that of the state ρS1S2...SNR,
i.e.,
S(ρR) > S(ρS1S2...SNR). (26)
Let the eigenvalues, in descending order, of the state ρR,
be given by λR = {λ1 ≥ 12 , 1−λ1}. Let the eigenvalues of
the state ρS1S2...SNR be λS1S2...SNR = {µi}ri=1, where r is
the rank of the matrix, and where the µi’s are arranged
in descending order. Specifically, µ1 gives the largest
eigenvalue of ρS1S2...SNR. Now, the ordering between the
highest eigenvalues of ρR and ρS1S2...SNR, i.e., between
λ1 and µ1, can have three possibilities, i.e., λ1 > µ1, or
they are equal, or λ1 < µ1.
Let us assume that λ1 ≥ µ1. Then, invoking the con-
dition of majorization [46], we have
λR ≻ λS1S2...SNR,
which implies
S(ρR) ≤ S(ρS1S2...SNR). (27)
It immediately implies that the state is not dense
codeable. Therefore, to obtain dense codeability of
ρS1S2...SNR, we must have λ
1 < µ1.
Hence the proof. 
Although the above proposition has been presented for
qubit systems, it is also valid for an arbitrary (pure or
mixed) (N +1)-party quantum state in arbitrary dimen-
sions, provided ρR is of rank 2.
FIG. 4. (Color online.) Discord monogamy score vs. mul-
tipartite DC capacity for Haar uniformly generated rank-2
three-qubit states. The red line represents the gGHZ states.
About 1.85% of the randomly generated states lie below the
red line, and are represented by blue dots. The remaining,
represented by green dots, lie above the red line. The hori-
zontal axis is dimensionless while the vertical one is measured
in bits.
Let us now move to mixed states with higher-rank. Nu-
merically, to obtain high-rank three-qubit mixed states,
one possibility is to generate pure states with more than
three parties. For example, to obtain arbitrary rank-4
states of three qubits, 5-qubit pure states can be created
randomly, and then two parties traced out. However, nu-
merical searches become inefficient with the increase of
number of parties [47]. To overcome this problem, we
create mixed states, ρ8, of full rank, given by
ρ8 = (1 − p)ρ+ p
8
I8, (28)
by choosing ρ as arbitrary rank-2 three qubit states, gen-
erated randomly from the three-qubit pure states, and
where I8 is the identity matrix on the three-qubit Hilbert
space. Moreover, we consider those set of states, ρ, which
are dense codeable. In that case, we find that its DC ca-
pacity remains nonclassical only for very small values of
the mixing parameter p. In Fig. 5, we specifically con-
sider the full rank state, ρ8, with ρ given by
ρ = q|GHZ〉〈GHZ|+ (1− q)|GHZ ′〉〈GHZ ′|, (29)
where |GHZ ′〉 = 1√
2
(|000〉 − |111〉). We now plot, in
Fig. 5, the discord monogamy score and the raw DC
capacity with respect to the mixing parameter p. For
q = 1 or q = 0, and p = 0, the capacity is maximum
and δD also gives a maximum. Fig. 5 shows that there
is a small region in which the state remains dense code-
able, only when δD is very high. It is plausible that the
capacity of dense coding for mixed states decreases with
the increase of rank of the state. This is intuitively un-
derstandable from the condition in Proposition 1, since
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FIG. 5. (Color online.) Discord monogamy score and the
raw DC capacity are plotted against the mixing parame-
ter p, for the rank-8 state, ρ8 = (1 − p)ρ +
p
8
I . Here
ρ = q|GHZ〉〈GHZ| + (1 − q)|GHZ′〉〈GHZ′|. Each value of
q provides a curve, and we present several exemplary curves
in the figure. All the quantities plotted are dimensionless,
except δD, which is measured in bits.
the typical high-rank state can have eigenvalues more
distributed than the typical low-rank state. Therefore,
the maximal eigenvalue of a shared state typically gives
a lower value than that of the receiver’s side, and the
condition in Proposition 1 is thereby satisfied for a very
small set of states.
V. RELATION BETWEEN CAPACITY OF
DENSE CODING AND QUANTUM
CORRELATIONS FOR NOISY CHANNELS
In this section, we consider the DC capacity of the
noisy channels, for both correlated and uncorrelated
noise, for the (N+1)-party state, ρS1S2...SNR, shared be-
tween N senders and a single receiver. Here we assume
that the N senders individually apply local unitary op-
erations on their parts of the shared state and send their
encoded parts through a covariant noisy channel (see Sec.
III B). We now address the extent to which the relation,
established in Sec. IV, between multiparty DC capacity
for the noiseless channel and multipartite quantum cor-
relation measures, in the case of pure shared quantum
states, still remains valid for the noisy channel scenario.
To this end, we consider two extreme scenarios, one in
which the noise between the different sender qubits are
fully correlated, and another in which the same are un-
correlated.
A. Fully correlated Pauli channel
An (N + 1)-qubit state, ρS1S2...SNR, after being acted
on by the fully correlated Pauli channel, is given by
ΛP (ρS1S2...SNR) =
∑
3
i=0 qm(σ
m
S1
⊗ · · · ⊗ σmSN ⊗ IR)
ρS1S2...SNR(σ
m
S1
⊗ · · · ⊗ σmSN ⊗ IR), (30)
where
∑3
m=0 qm = 1, and qm ≥ 0, and where we de-
note, for simplicity, σx = σ
1, σy = σ
2, σz = σ
3, and the
identity matrix as σ0 for the sender qubits. The receiver
qubit is acted on only by the identity operator, which we
denote by IR.
We now establish the parallel of the ordering in Theo-
rem 1 for the fully correlated Pauli channel.
Theorem 3: If the multiparty dense coding capacity of
an arbitrary three-qubit pure state, |ψ〉, is the same as
that of the gGHZ state in the presence of the fully cor-
related Pauli channel, then the genuine multipartite en-
tanglement, GGM, of that arbitrary pure state is bounded
below by that of the gGHZ state, i.e.,
E(|ψ〉) ≥ E(|gGHZ〉), (31)
provided the following two conditions hold: (i) the largest
eigenvalue of the noisy |ψ〉 state is bounded above by
max{q1 + q2, 1 − q1 − q2}, and (ii) the receiver’s side
gives the maximum eigenvalue for the GGM of |ψ〉.
Proof: The capacities of multiparty dense coding of the
gGHZ state and the three-qubit pure state, |ψ〉, after
being acted on by the correlated noisy channel, can be
obtained from Eq. (15), and are given respectively by
Cnoisyc (|gGHZ〉) =
2
3
+
H(α)− S(ρ˜gGHZ)
3
(32)
and
Cnoisyc (|ψ〉) =
2
3
+
H(λR)− S(ρ˜ψ)
3
(33)
where ρ˜gGHZ = Λ
P ((UminS1S2 ⊗ IR)|gGHZ〉〈gGHZ|
(Umin†S1S2 ⊗ IR)) with UminS1S2 being the unitary operator at
the senders’ part that minimizes the relevant von Neu-
mann entropy (see Sec. III B). Here, we are considering
only those cases for which the (noisy) capacities of both
the gGHZ state as well as of the |ψ〉 are non-classical, i.e.,
the corresponding noisy states are dense codeable. Re-
placing |gGHZ〉 by |ψ〉 in ρ˜gGHZ , one obtains ρ˜ψ . The
UminS1S2 is of course a function of the input state. Here ,
λR ≥ 12 denotes the maximum eigenvalue of the reduced
density matrix ρR of |ψ〉. For 0 ≤ x ≤ 1, H(x) denotes
the binary entropy function −x log2 x−(1−x) log2(1−x).
For the gGHZ state, the von Neumann entropy of the re-
sulting state after sending through the fully correlated
Pauli channel is S(ρ˜gGHZ ) = H(q1 + q2), which is inde-
pendent of the choice of the local unitary operators.
Equating Eqs. (32) and (33), we have,
H(α) = H(λR) + [H(q1 + q2)− S(ρ˜ψ)]
= H(λR) + [H(q1 + q2)−H({λi})], (34)
9where {λi}8i=1 are the eigenvalues of ρ˜ψ in descending
order. Here H({λi}) = −
∑
i λi log2 λi. If we assume
that λ1 ≤ max{q1 + q2, 1 − q1 − q2}, we have {λi} ≺
{q1+ q2, 1− q1− q2}. The relation between majorization
and Shannon entropy [46] then implies that H(q1+q2) ≤
H({λi}). Therefore, from Eq. (34), we have
H(α) ≤ H(λR)⇒ α ≥ λR, (35)
where we assume α ≥ 1
2
.
The GGM for the gGHZ state and the three-qubit
state, |ψ〉, are respectively given by E(|gGHZ〉) = 1 − α
and E(|ψ〉) = 1 − λmax, where λmax is the maximum
eigenvalue among the eigenvalues of all the local density
matrices of |ψ〉. If we assume that the eigenvalue from the
receiver’s side attains the maximum, i.e., if λR = λmax,
using Eq. (35), we obtain
E(|gGHZ〉) = 1− α ≤ 1− λR = E(|ψ〉). (36)
Hence the proof. 
The above theorem ekes out a subset of the pure three-
qubit state space, for which the gGHZ state is more ro-
bust with respect to multiparty DC capacity, against
fully correlated Pauli noise, as compared to any mem-
ber of the said subset, provided the gGHZ and the said
member have equal multiparty entanglement, as quanti-
fied by their GGMs. This specific subset of states are
those which satisfy both the conditions (i) and (ii). The
situation, at least for this specific subset, has therefore
exactly reversed with respect to the noiseless scenario, as
enunciated in Theorem 1. For a given amount of multi-
party entanglement content, as quantified by the GGM,
the gGHZ state can now be better than other pure states,
with respect to the multiport classical capacity. The
noisy quantum channel can therefore reverse the rela-
tive capabilities of classical information transfer of dif-
ferent states in multiparty quantum systems. The result
is much more general than what is contained in Theorem
3. First of all, the result in Theorem 3 holds even if we
replace the GGM as the multiparty quantum correlation
measure by the tangle or the discord monogamy score,
provided we consider the set of three-qubit pure states
for which the two-party concurrences or quantum dis-
cords respectively vanish, and the receiver is used as the
nodal observer. Comparing now with Theorem 2, we see
that the phenomenon of the inversion of the relative capa-
bilities for classical information transfer is generic in this
sense: it applies irrespective of whether the GGM, or the
tangle, or the discord monogamy score is used to measure
the multiparty quantum correlation content. Secondly,
we will show below that the phenomenon of reversal of
information carrying capacity with the addition of noise
actually holds for a much larger class of states than the
ones covered by the conditions (i) and (ii) in Theorem
3. We resort to numerical searches by generating Haar
uniform three-qubit pure states for this purpose. The
following picture is therefore emerging. Given a three-
qubit pure state, |ψ〉, and a gGHZ state with the same
multiparty quantum correlation content, the multiparty
FIG. 6. (Color.) GGM (vertical axis) vs. the raw DC capac-
ity (horizontal axis) under the fully correlated Pauli channel,
when the shared state is an arbitrary three-qubit pure state
(orange, green, and blue dots) or the gGHZ state (red line).
For all the states, the noise in the channel is fixed to 0.19.
We choose q0 = q3 = 0.485, and q1 = q2 = 0.015 as noise
parameters for the arbitrary as well as the gGHZ state. This
corresponds to the Case 1 of Sec. VA. See the discussion
there for further details. Both the axes are dimensionless.
The vertical line at the Cnoisyc = 2/3 helps to readily read
out the actual capacity from the raw capacity.
DC capacity of the gGHZ state is much less affected by
noise than a large class of |ψ〉, and in many cases, the
ordering of the capacities can get reversed in the noisy
case as compared to the order in the noiseless case.
To perform the numerical searches, we first observe
that the Cnoisyc (|gGHZ〉) depends on the sum of the two
parameters q1 and q2 (or q0 + q3). By fixing q1 + q2 = c
(or q0 + q3 = 1− c), one can set the noise parameter for
the gGHZ state. However, the situation for an arbitrary
state, |ψ〉, is more involved, for which the capacity of
dense coding, Cnoisyc (|ψ〉), depends individually on all the
{qi}. To quantify the randomness of {qi}, and indeed the
noise in the channel, we consider the Shannon entropy,
H({qi}). We now consider two extreme cases: one for
which H({qi}) is maximum and the other in which the
same is a minimum, both subject to the constraint q1 +
q2 = c, where 0 ≤ c ≤ 1. The maximum of H({qi}) is
attained when q1 = q2 = c/2 and q0 = q3 = (1 − c)/2,
while the minimum is obtained when any one of the q1
and q2 and any one of q0 and q3 are zero. It is also
evident from Eq. (32), that one should deal with a very
low or very high values of c, for the state to remain dense
codeable.
We now randomly generate 5 × 104 three-qubit pure
states with a uniform Haar measure over that space, and
investigate the two extreme cases mentioned above, for
fixed H(q1 + q2) = 0.19. We choose the two sets of val-
ues for the qi’s as follows – Case 1: q0 = q3 = 0.485,
and q1 = q2 = 0.015 (see Fig. 6), and Case 2: q0 =
0.93, q1 = 0.01, q2 = 0.02, q3 = 0.04 (see Fig. 7). For
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FIG. 7. (Color.) GGM (vertical axis) vs. DC capacity (hori-
zontal axis) under the fully correlated Pauli channel. In this
case, we choose {qi} as q0 = 0.93, q1 = 0.01, q2 = 0.02, q3 =
0.04. This corresponds to the Case 2 of Sec. VA. We ran-
domly (Haar uniformly) generate 5 × 104 three-qubit pure
states. See text for further details. Both axes represent di-
mensionless quantities. The vertical line at Cnoisyc = 2/3 has
the same function as in Fig. 6.
fixed H(q1 + q2) = 0.19, Case 1 is an example for high
noise, and corresponds to the case when H({qi}) is a
maximum subject to the constraint H(q1 + q2) = 0.19,
which is the same as the constraint q1+q2 = 0.03. Case 2
is an example of low noise, and corresponds to a situation
that is close to the case when H({qi}) is a minimum sub-
ject to the constraint H(q1 + q2) = 0.19. We present the
low noise case, when the configuration is slightly away
from the analytical minimum to provide a more non-
trivial example.
Case 1 (Fig. 6): In presence of high noise, we ob-
serve that almost all the randomly generated states have
shifted to above the gGHZ state (red line) in the plane
of GGM and the raw capacity, Cnoisyc . As expected, one-
third of the randomly generated states satisfy condition
(ii) of Theorem 3. A significantly large fraction (98.6%)
of them further satisfies condition (i). They are repre-
sented by blue dots in Fig. 6 and lie above the gGHZ
line. The remaining 1.4% are represented by green dots,
and may lie below or above the gGHZ curve. The further
states are represented by orange dots. Note that we have
plotted the raw capacity in Fig. 6.
Case 2 (Fig. 7): For low noise, the randomly generated
states may fall below or above the red line of the gGHZ
states. Again, one-third of the generated states satisfy
condition (ii). 45.6% of them satisfy condition (i), are
represented by blue dots, and fall above the red line. The
remaining 54.4% of them are represented by green dots,
and can be below or above the gGHZ line. The other
two-thirds are represented by orange dots, and can again
be either below or above the gGHZ line.
The occurrence of the randomly generated states both
below and above the curve for the gGHZ states on the
plane of the GGM and the capacity is expected from con-
tinuity arguments, for low noise. However, if one makes a
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FIG. 8. (Color online.) DC capacity vs. noise for various
choices of α in the gGHZ state. In the top panel, the ca-
pacity of DC is plotted against the noise of the depolarizing
channel, while in the bottom one, the DC capacity is plotted
with respect to the noise in the fully correlated Pauli channel,
for the gGHZ state. Different curves correspond to different
values of α. The vertical axis starts from 2/3, below which
the states are not dense codeable. The states remain dense
codeable in the presence of moderate to high Pauli noise while
this is not the case for the uncorrelated depolarizing channel.
The horizontal axes are measured in bits. All other quantities
are dimensionless.
comparison between Figs. 2 and 6, it is revealed that ar-
bitrary three-qubit pure states require higher amount of
multipartite entanglement than the gGHZ states to keep
themselves dense codeable in the presence of moderate
noise.
We have also numerically analyzed the randomly gen-
erated states by replacing the GGM with the tangle and
with the discord monogamy score. We find the behavior
of the DC capacity with these multiparty quantum cor-
relation measures to be similar to that between the DC
capacity and the GGM. However, the GGM is more sen-
sitive to noise than tangle or discord monogamy score, in
the sense that in the presence of small values of noise pa-
rameters, the percentages of states which are below the
gGHZ state is much higher in the case of the monogamy
score measures than for the GGM.
Therefore, Theorem 3 and the numerical simulations
strongly suggest that in the presence of fully correlated
Pauli noise, the ratio of multipartite entanglement to the
DC capacity of the gGHZ state increases at a slower rate
than that of the arbitrary three-qubit pure states, irre-
spective of the choice of the multiparty quantum corre-
lation measure.
B. Uncorrelated Pauli channel
Consider now a Pauli channel in which the unitary op-
erators acting on different subsystems are not correlated
to each other. More specifically, we suppose that each
qubit is acted on by a depolarizing channel with noise
parameter p. Before analyzing the relation between the
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FIG. 9. (Color.) GGM vs. the raw DC capacity, Cnoisyuc , in
the presence of the uncorrelated noise. Se text for further
details. both axes represent dimensionless quantities. The
vertical line at Cnoisyuc = 2/3 again helps to read the actual
capacity from the raw capacity.
multiparty DC capacity and quantum correlation mea-
sures, we compare the multiport dense coding capacities
for the correlated channels with those of the uncorrelated
ones. A three-qubit state, ρS1S2R, after the post-encoded
qubits pass through independent (uncorrelated) depolar-
izing channels, of equal strength, p, takes the form
D(ρS1S2R) = (1− p)2ρS1S2R
+
(1− p)p
3
3∑
i=1
(IS1 ⊗ σiS2 ⊗ IR)ρS1S2R(IS1 ⊗ σiS2 ⊗ IR)
+
(1− p)p
3
3∑
i=1
(σiS1 ⊗ IS2 ⊗ IR)ρS1S2R(σiS1 ⊗ IS2 ⊗ IR)
+
p2
9
3∑
i=j=1
(σiS1 ⊗ σjS2 ⊗ IR)ρS1S2R(σiS1 ⊗ σ
j
S2
⊗ IR).
In the top panel of Fig. 8, the capacity of DC is plotted
against the total noise, 2H(p), of the uncorrelated chan-
nel, for various choices of α in the gGHZ state. The bot-
tom panel represents the DC capacity in the case of the
fully correlated Pauli channel with respect to the noise,
H({qi}), in this case, for the same gGHZ states. The
amount of correlated Pauli noise that can keep the gGHZ
state dense codeable, is therefore higher than that of the
uncorrelated noise.
To analyze the relation between the DC capacity and
quantum correlation, we plot, in Fig. 9, the GGM against
Cnoisyuc , the DC capacity for two senders and a single
receiver, with the post-encoded quantum systems being
sent to the receiver via uncorrelated depolarizing chan-
nels, for arbitrary pure three-qubit states, which are nu-
merically generated by choosing 5 × 104 random states.
We choose the noise parameter, p, as 0.04 for the pur-
pose of the figure (Fig. 9). Fig. 8 shows that for small
values of p, the gGHZ state remains dense codeable even
for small values of α. In Fig. 9, The blue dots are the
ones which satisfy condition (ii) of Theorem 3. Note that
condition (i) is not well-defined in the current (uncorre-
lated) scenario. Most of them lie above the red curve of
the gGHZ states. The remaining states are represented
by orange dots.
VI. CONCLUSION
For transmission of classical information over noise-
less and memory-less quantum channels, the capacity in
the case of a single sender and a single receiver is well-
studied. However, point-to-point communication is of
limited commercial use and the exploration of quantum
networks with multiple senders and receivers is therefore
of far greater interest. Moreover, creation of multipar-
tite systems with quantum coherence, the essential in-
gredient for several quantum communication as well as
computational tasks, is currently being actively pursued
in laboratories around the globe. Establishment of con-
nections between multipartite quantum correlation and
capacities are usually hindered by the unavailability of
a unique multiparty quantum correlation measure even
for pure states, and the plethora of possibilities for mul-
tiparty communication protocols.
For a communication scenario involving several senders
and a single receiver, we establish the relation be-
tween capacities of classical information transmission and
multipartite computable quantum correlation measures,
both for the noiseless as well as noisy channels. We show
that there are hierarchies among multipartite states ac-
cording to the capacities of the dense coding protocol and
hence obtain a tool to classify quantum states according
to their usefulness in quantum dense coding. The results
can be an important step forward in building up commu-
nication networks using multipartite quantum correlated
states in realizable systems.
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