A recurring problem in biomedical research is how to isolate signals of distinct populations (cell types, tissues, and genes) from composite measures obtained by a single analyte or sensor. Existing computational deconvolution approaches work well in many specific settings, but they might be suboptimal in more general applications. Here, we describe new methods that were obtained via an open innovation competition. The goal of the competition was to characterize the expression of 1,000 genes from 500 composite measurements, which constitutes the approach of a new assay, called L1000, used to scale-up the Connectivity Map (CMap) -a catalog of millions of perturbational gene expression profiles. The competition used a novel dataset of 2,200 profiles and attracted 294 competitors from 20 countries. The top-nine performing methods ranged from machine learning approaches (Convolutional Neural Networks and Random Forests) to more traditional ones (Gaussian Mixtures and k-means). These solutions were faster and more accurate than the benchmark and likely have applications beyond gene expression.
Introduction
Deconvolution problems are commonplace in many areas of science and engineering. In the context of biomedical research, a recurring issue is how to isolate signals of distinct populations (cell types, tissues, and genes) from composite measures obtained by a single analyte or sensor. This problem often stems from the prohibitive cost of profiling each population separately [1, 2] and has important implications for the analysis of transcriptional data in mixed samples [3, 4, 5, 6] , single-cell data [7] , and the study of cell dynamics [8] ,
but it also appears in the analysis of imaging data [9] .
Existing computational deconvolution approaches work well in many specific settings [10] but they might be suboptimal in more general applications. Machine learning techniques can potentially improve upon current methods. A typical advantage is the ability to capture complicated patterns that can be hard to model otherwise, especially in complex and massive datasets as those frequently used in biomedical research. However, introducing machine learning in the field presents several challenges; some of which are validation, adaptation to complex datasets, and identification of the best machine-learning approaches to specific problems.
For the evaluation of these new methods, we generated a novel experimental dataset of L1000 profiles for 122 different perturbagens (shRNA and compounds) at multiple replicates for a total of over 2,200 gene expression experiments. We varied the detection mode for acquiring L1000 data between the current dual-detection procedure (DUO) that obtains a raw composite measure of two genes per analyte color, and a more expensive uni-detection procedure (UNI) that measures one gene per analyte color. The deconvolution algorithm processes the DUO data and assigns the correct expression level to each of the two genes measured by the same analyte type. This procedure is not needed with the UNI data. Hence, the UNI data served as "ground truth" that enabled us to evaluate the accuracy of different deconvolution methods applied to the DUO data.
Leveraging this data set, we then explored different deconvolution approaches through an open innovation competition [11, 12] . We ran the contest on Topcoder (Wipro, India), a popular crowdsourcing platform.
The contest challenged participants to use the novel dataset to improve the L1000 deconvolution algorithm.
The contest drew about 300 competitors from 20 different countries and resulted in a diversity of approaches.
The top approaches included machine-learning methods, such as Random Forests and Convolutional Neural Networks (CNNs), as well as more traditional models such as Gaussian mixtures and k-means. These approaches performed significantly better than the L1000 benchmark in various measures of accuracy and computational speed, and likely have application beyond gene expression.
Methods
We provided competitors with a problem statement, access to training and testing data, and a well-defined scoring function. Figure 1 shows a schematic illustration of these three elements.
The problem statement described L1000's deconvolution task and the current solution. The key insight was that the distribution of the composite expression measurements of two genes should have two peaks and the size of each peak should reflect the proportion of measurements for the corresponding gene. L1000 takes full advantage of this fact by pairing genes optimally, trying to maximize the average difference in their expression levels, and by mixing genes in a 2:1 proportion to enable the assignment of the correct expression levels to each gene within each pair [see 1, for the details]. A deconvolution algorithm is then used to detect the peaks within the composite distribution. The current dpeak solution is based on a k-means clustering algorithm that partitions the composite measurements for each profile into k clusters by minimizing the within-cluster sum of squares. It then associates the largest cluster to the gene with higher bead proportion, and the smallest cluster to the gene with lower bead proportion, assigning their median values to the corresponding gene.
The training and testing datasets are publicly available (S1 Data). These data consisted of six 384-well perturbagen plates, each containing mutually exclusive sets of compound and short-hairpin (shRNA) treatments (S1 Table and S2 Table show a complete list of the perturbagens). Multiple cell lines and perturbagen were used to avoid potentially over-fitting problems. The compound and shRNA perturbagen plates were arbitrarily grouped into pairs, and to avoid any potential 'information leakage' each pair was profiled in a different cell line. The resulting lysates were amplified by Ligation Mediated Amplification (LMA, Subramanian et al. [1] ).
The amplicon was then split and detected in both UNI and DUO detection modes, resulting in three pairs of data generated under comparable circumstances. The training data was available for all the contestants to develop and validate their solutions offline. The testing data was used for submission evaluation during the contest and to populate a live leaderboard. The holdout data was used for final evaluation, thus guarding against over-fitting. Prizes were awarded based on performance on the holdout dataset.
The scoring function combined measures of accuracy and computational speed (S1 Appendix). The accuracy metric was the product of two different metrics. The first was the average genewise Spearman's rank correlation between the deconvoluted expression values and the ground truth. The second was the Area Under the receiver operating characteristic Curve (AUC) in the prediction of extremely modulated genes. Speed was measured by executing each submission on comparable multi-core machines, thus allowing competitors to employ multithreading techniques, and the corresponding score was the average runtime in units of the benchmark runtime.
The contest lasted 21 days. A prize purse of $23,000 in cash was offered to competitors as an incentive to be divided among the top 9 submissions.
Results
The contest attracted 294 participants who made 820 submissions using a variety of different methods (S1 Table) . We report the top four methods based on the holdout data.
The winning solution (by a competitor from the United States with a degree in Physics from the University of Kansas) used a random forest algorithm. The algorithm combines predictions from 10 different trees trained on 60 derived data features. These features include a combination of low-peak and high-peak estimates for each gene pair and aggregate measures that are sensitive to systematic bias at the perturbagen, analyte, and plate level. The third solution (by a competitor from India with a bachelor's degree in Computer Science) uses a fast k-means algorithm with a random initialization procedure that tends to avoid local minima and is more robust to extreme outliers.
The fourth solution (by a competitor from Ukraine with a bachelor's degree in Computer Science from the Cherkasy National University) used a Convolutional Neural Network (CNN). This algorithm first filters and transforms the data into a 32-bin histogram for each pair of genes. Then, it uses the U-net architecture [13] , comprising a contracting path to capture context and a symmetric expanding path, to provide adequate representation of the data. The output of this network is then used to assign each of the 32 bins to one of the two genes for each pair, and to predict the exact value within the bin. This second step uses two subnetworks with the same architecture and a mean squared error loss function.
Clustering by method and perturbagen type
We evaluated the top-nine performing methods on the accuracy of their predictions, as well as their speed.
Using the holdout dataset, we generated the contestants' deconvolution data (DECONV) and the corresponding differential expression (DE) values [as in 1]. We then compared the results using a two-dimensional t-SNE projection, run once on each of the entire DECONV and DE datasets [14] .
The DECONV data clustered well by pertubagen type and less by algorithm type (Figure 2 , A and B), although with some notable commonalities in the predictions generated by similar approaches (Figure 2 , C).
For example, the decision tree regressor (DTR) algorithms have similar 'footprints' in the projection, as do the k-means and Gaussian mixture model (GMM) algorithms. After the transformation to DE data, however, the t-SNE projection was more homogenous, with no particular clustering by perturbagen and algorithm type (Figure 2 D) , which was reassuring given standard CMap analysis is performed on DE values.
Correlation accuracy
To evaluate the deconvolution accuracy, we used the genewise Spearman rank correlation (ρ) between the UNI data and the values obtained by the competitors through the deconvolution of DUO data. We did so for the shRNA and compound perturbagens separately, comparing the results between the subsets of 488 genes in high and low bead proportion.
The winner's cumulative distribution of ρ's was significantly shifted towards higher values compared to the benchmark's (p < 0.001; Figure 3 , a and b) with an average improvement that was twice as large with genes in low bead proportion compared to those in high bead proportion (5 and 2 percentage points, respectively).
The other competitors showed similar improvements on average ( Figure 3 To evaluate the extent to which the winning algorithm outperformed the others, we ranked the top-nine algorithms by the average correlation metric for each gene (1 = highest, 9 = lowest). We then computed the percentage of genes for which a given algorithm was ranked first. The winner was ranked first for 30% of the genes, followed at some distance by the second-placed gaussian-mixture method (20%), and by the CNN method (13%). Thus, the top two submissions combined outperformed the rest for about half of the genes. Even so, all but a few algorithms were the best performers for at least 5% of the genes, suggesting some complementarity between these algorithms.
Detection of extreme modulations
To evaluate the accuracy at the DE level, we used the detection accuracy of extreme modulations (genes notably up-or down-regulated by perturbation). We used the UNI data with DE values above a threshold as the ground truth; and we evaluated the detection accuracy of each solution by computing the corresponding AUC for each perturbagen type. The detection accuracy of extreme modulations was generally high for both shRNA and compound samples (AUC > 0.87 and AUC > 0.91, respectively), with the competitors achieving notable improvements over the benchmark (Figure 4, a) . Compared to the benchmark, the winning solution detects about 4 thousand less extreme modulations (40.8 and 44.2 thousand, respectively), thus being more conservative. However, when we restricted the comparison to extreme modulations detected by UNI as well (thus controlling for detection precision), the winning solution detects about 1.5 thousand more extreme modulations than the benchmark (27.1 and 25.6 thousand, respectively), representing a sensible 6% increase in "true" detections. 1 We complemented the above analysis by using targeted gene knockdown (KD) experiments as the ground truth for a subset of data. These are experiments in which a landmark gene was targeted by an shRNA, and hence we expect to observe a significant decrease in expression for the targeted gene. We evaluated the KD detection accuracy of each solution by computing the corresponding percentage of successful KD genes identified or recalled by the algorithm (defining a successful KD as one gene in which the DE value and the corresponding gene-wise rank in the experiment are less than a given threshold, -2 and 10 respectively).
We computed the percentage recall for the UNI data as well, which yielded an estimate of the maximum achievable recall of 0.80. Relative to this level, nearly all algorithms achieved a good recall and precision, with values that were higher than the benchmark solution for all but two methods (Figure 4, b ).
Reduced variation across replicate samples
To evaluate the reproducibility of the results, we leveraged the several replicate samples for each shRNA and compound experiment in our dataset (about 4 and 10 replicates, respectively). We computed the mean gene-wise coefficient of variation (CV) for each method, which is a measure of inter-replicate variability computed as the average ratio between the interquartile range and the median value across all the replicates.
Using this measure, we found all solutions achieved significant improvements over the benchmark ( Figure 5 ); and the winning method, which was the most accurate on average, also achieved the lowest inter-replicate variation overall.
Computational speed
The speed improvements over the benchmark were substantial. While dpeak took about 4-5 minutes per plate, the fastest algorithm took as little as 5 seconds per plate (more than a 60x speedup compared to the benchmark) and the slowest was well below one minute. These speed improvements are not directly attributable to the use of multiple cores, since both the benchmark and contestant algorithms leverage multi-core techniques. We observed no particular trade-off between speed and accuracy.
Ensembles
Lastly, we assessed the performance of ensembles combining the predictions of different computational methods by taking the median value across all 10 predictions (including the benchmark). By focusing on the subset of the data with shRNA experiments (ignoring the data with compound experiments), the performance in both Spearman correlation and the AUC metrics of the ensemble tended to increase with the number of models involved ( Figure 6 ). However, the maximum performance in both metrics tended to plateau (or even decrease) after combining the results of 3 or more models. This result suggested limited gains from having ensembles, although it may be worth exploring more sophisticated aggregation approaches.
We created a novel dataset of L1000 profiles for over 120 shRNA and compound experiments with several replicates for a total of 2,200 gene expression profiles of genes measured independently, and in tandem. This dataset constitutes now a public resource (S1 Data) to all the researchers in this area who are interested in testing their deconvolution approaches.
Using an open innovation competition, we collected and evaluated multiple and diverse deconvolution methods.
The best approach was based on a random forest, which is a collection of decision tree regressors. This method achieved: (i) the highest global correlation between the ground-truth and the corresponding deconvoluted data, (ii) the lowest inter-replicate variation, and (iii), compared to the benchmark, was able to detect more than a thousand additional extremely modulated genes, while reducing the false positives at the same time.
Our analysis further showed that these gains are considerable when the gene populations were sampled in different proportions (here, genes in high and low bead proportions), with the k-means benchmark approach being systematically less accurate because it does little to mitigate the discrepancy in variability between the genes measured with high and low bead proportion.
In addition, the random-forest approach achieved these improvements with only 10 trees on 60 features. Thus, the algorithm is also relatively fast and easy to implement. By comparison, the fastest approach used a more traditional Gaussian mixture model (with plate-level adjustments), which turned out to be less accurate.
Hence, and overall, our analysis provided evidence of the tremendous potential of using random-forest methods for deconvolution problems in biology. 
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Figure 6
Performance of ensembles. This figure shows the performance in the (a) correlation metric and (b) AUC metric of the ensemble based on the median prediction of all possible combinations of a given size of the top 9 algorithms plus the benchmark. The median performance of the ensemble tends to increase with its size.
However, the maximum performance in both metrics tends to plateau (or even decrease) after the ensamble reaches a size equal to 3. COR p = median(diag(ρ(M DUO,p , M UNI,p ))).
S1 Table
The second component of the scoring function is based on the Area Under the receiver operating characteristic Curve (AUC) that uses the competitor's DE values at various thresholds to predict the UNI's DE values being higher than 2 ("high") or lower than -2 ("low").
For a given dataset p, let AUC p,c denote the corresponding area under the curve where c = {high, low}; then, compute the arithmetic mean of the area under the curve per class to obtain the corresponding score per dataset:
AUC p = (AUC p,high + AUC p,high )/2.
These accuracy components were integrated into a single aggregate scores: SCORE = SCORE max · (max(COR p , 0)) 2 · AUC p · exp(−T solution /(3 · T benchmark )),
where T solution is the run time for deconvoluting the data in each plate, and T benchmark is the deconvolution time required by the benchmark dpeak implementation.
S2 Appendix
L1000 Experimental Scheme The L1000 assay uses Luminex bead-based fluorescent scanners to detect gene expression changes resulting from treating cultured human cells with chemical or genetic perturbations [Subramanian 2017 ]. Experiments are performed in 384-well plate format, where each well contains an independent sample. The Luminex scanner is able to distinguish between 500 different bead types, or colors, which CMap uses to measure the expression levels of 978 landmark genes using two detection approaches.
In the first detection mode, called U N I, each of the 978 landmark genes is measured individually on one of the 500 Luminex bead colors. In order to capture all 978 genes, two detection plates are used, each measuring 489 landmarks. The two detection plates' worth of data are then computationally combined to reconstruct the full 978-gene expression profile for each sample.
By contrast, in the DU O detection scheme two genes are measured using the same bead color. Each bead color produces an intensity histogram which characterizes the expression of the two distinct genes. In the ideal case, each histogram consists of two peaks each corresponding to a single gene. The genes are mixed in 2:1 ratio, thus the areas under the peaks have 2:1 ratio (see Figure 1 ), which enables the association of each peak with the specific gene. The practical advantage of the DUO detection mode is that it uses half of the laboratory reagents as UNI mode, and hence DU O is and has been the main detection mode used by CMap. After DU O detection, the expression values of the two genes are computationally extracted in a process called 'peak deconvolution,' described in the next section.
