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Abstract
Detecting humans in images is a useful application
of computer vision. Loose and textured clothing, occlu-
sion and scene clutter make it a difficult problem because
bottom-up segmentation and grouping do not always work.
We address the problem of detecting humans from their mo-
tion pattern in monocular image sequences; extraneous mo-
tions and occlusion may be present. We assume that we may
not rely on segmentation, nor grouping and that the vision
front-end is limited to observing the motion of key points
and textured patches in between pairs of frames. We do not
assume that we are able to track features for more than two
frames. Our method is based on learning an approximate
probabilistic model of the joint position and velocity of dif-
ferent body features. Detection is performed by hypothesis
testing on the maximum a posteriori estimate of the pose
and motion of the body. Our experiments on a dozen of
walking sequences indicate that our algorithm is accurate
and efficient.
1. Introduction
Perceiving the motion of the human body is difficult.
First of all, the human body is richly articulated – even a
simple stick model describing the pose of arms, legs, torso
and head requires more than 20 degrees of freedom. The
body moves in 3D which makes the estimation of these de-
grees of freedom a challenge in a monocular setting [3, 5].
Image processing is also a challenge: humans typically
wear clothing which may be loose and textured, and part of
the body is typically self-occluded. This makes it difficult
to identify limb boundaries, and even more so to segment
the main parts of the body. In a general setting all that can
be extracted reliably from the images is patches of texture in
motion. It is not so surprising after all that the human visual
system has evolved to be so good at perceiving Johansson’s
stimuli [6, 7] where each joint of the body is shown as a
moving dot.
Human motion perception may be divided into two
phases: first detection and, possibly, segmentation; then
tracking. Of the two, tracking has recently been ob-
ject of much attention and considerable progress has been
made [9, 8, 3, 4, 2]. Detection (given two frames: is there a
human, where?), on the contrary, remains an open problem
so that current trackers have either to be initialized by hand,
or by ad-hoc heuristics. Song et al. [10] have focused on de-
tection in the context of Johannson stimuli. A method was
proposed based on probabilistic modeling of human mo-
tion and on modeling the dependency of the motion of body
parts with a triangulated graph, which makes it possible to
solve the combinatorial problem of labeling body parts in
polynomial time. Excellent and efficient performance of the
method has been demonstrated on a number of motion se-
quences. However, that work is limited to Johansson stimuli
with no clutter (the only moving parts belong to the body,
as in Johansson’s displays) and very limited occlusion. In
a realistic situation there is no guarantee that the joints of
the body will constitute good features to be tracked by the
early-vision front-end. Moreover: significant occlusion and
possibly large amounts of moving clutter may be present.
We propose a scheme which extends this work to real im-
ages. The localization results from our algorithm may be
used to compute 3D pose as in [3, 5].
2. System Overview
Given two consecutive image frames, our goal is to de-
tect whether a moving human body is present. As shown
in Figure 1, our system requires a training phase. To this
effect we first hand-construct a training set containing posi-
tion and velocity of labeled features on the human body in a
number of motion sequences. A model of human motion is
learned from the training set. The model contains the joint
position and velocity probability density function of triplets
of features.
At runtime the system has a feature-tracking front-end
measuring the position and velocity of all the observable
features between two frames. From these features, we first
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detect whether there is a person in the scene by maximiz-
ing the appropriate a posterior probability. Localization is
further done by finding the labeling which maximizes the
likelihood of the probabilistic model.
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Figure 1. System Overview
3. Approach
The set of dots and associated velocities can be obtained
from a motion detector/feature tracker applied to the entire
image (Figure 2). In the following, we will address two
problems: detection - if there is a person in the scene; lo-
calization - finding the most human-like configuration, i.e,
the best labeling, given a set of features.
3.1. Notation
Suppose that we observe N points (as in Figure 2), and
X = [X
1
; : : : ; X
N
] is the vector of measurements. Let O
1
denote a person present in the image, and O
0
absent. The
detection task is to determine whether the ratio
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is greater than 1. If we assume the priors are equal, the
second term of the above equation is 1. Let S
body
=
fLW;LE;LS;H : : : RTg be the set of M body parts, for
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Figure 2. Illustration of the approach For a given image (a), fea-
tures are first selected and tracked to the next frame. Dots in (a) are
the features, and (b) shows the features with velocities. From all the
candidate feature points (with positions and velocities), we want to
first detect whether there is a person in the scene and then find the
best labeling – the most human-like configuration (dark dots in (a)
and (b)) according to a learned probabilistic model.
example, LW is the left wrist, RT is the right toe, etc, and
BG be the background label. Let L = [L
1
; : : : ; L
N
] denote
a possible labeling, where L
i
2 S
body
[ fBGg is the label
of X
i
, 1  i  N . Assume L is all the possible labelings
when a person present (O
1
), then
P (XjO
1
) =
X
L2L
P (X;LjO
1
)
=
X
L2L
P (X jL;O
1
)P (LjO
1
) (2)
When there is no person in the scene, the only possible
labeling is L
0
= [BG;BG; : : : ; BG]. Then,
P (XjO
0
) = P (X;L
0
jO
0
)
= P (XjL
0
; O
0
)P (L
0
jO
0
)
= P (XjL
0
; O
0
) (3)
If we don’t have any prior information about the label-
ing, then we can assume in equation (2), for any labeling L,
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P (LjO
1
) = 1=jLj, where jLj is the number of possible la-
belings. To compute equation (1), we still need to estimate
P
L2L
P (XjL;O
1
) and P (XjL
0
; O
0
).
Given a labelingL, each point feature i has a correspond-
ing label L
i
. Therefore each measurement X
i
correspond-
ing to body labels may also be written as X
L
i
, i.e. the
measurements corresponding to specific body part associ-
ated with label L
i
. For example if L
i
= LW , i.e. the ith
label is associated to the left wrist, then X
i
= X
LW
is the
position and velocity of the left wrist.
Let’s define
L
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= fL
i
; i 2 1; : : : ; Ng \ S
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; : : : ; X
i
K
]
such that fL
i
1
; : : : ; L
i
K
g = L
body
X
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j
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such that L
j
1
=    = L
j
N K
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where K is the number of body parts appearing in L. If
we assume that the position and velocity of the visible
body parts is independent of position and velocity of clutter
points, then,
P (XjL;O
1
) = P
L
body
(X
body
)  P
bg
(X
bg
) (4)
P (XjL
0
; O
0
) = P
bg
(X) (5)
where P
L
body
(X
body
) is the marginalized probability den-
sity of the whole body according to L
body
. If indepen-
dent uniform background noise is assumed, P
bg
(X
bg
) =
(1=S)
N K
, where N   K is the number of background
points, and S is the volume of the space X
i
can be in.
We will use this assumption about background features
throughout this paper. Under this assumption, part of the
background terms in P (XjL;O
1
) and P (XjL
0
; O
0
) can be
cancelled out so that detection can be performed by thresh-
olding the summation of the ’modified’ foreground likeli-
hoods without accurately estimating background probabili-
ties. More details of the procedure will be explained below.
3.2. Summation of likelihoods
We first consider the problem where there are no miss-
ing body parts, i.e., if a person is present, then all the body
parts can be seen. In this case, from the above subsection,
we know that if background (clutter) features are assumed
to be independent and uniform, then the detection depends
on (1=jLj)
P
L2L
P
S
body
(X
body
). If the summation is done
in a brute-force way, the computational cost would be expo-
nential with regard to the number of body parts (M ), which
is computationally prohibitive. The method proposed in
1
2
5
6
7
8
9
10
11
12
13
14
15
16
17
18
RS
LE
LW RW
RE
LH
LKI
LKO RKORKI
LA RA
LT RTLHE RHE
H
N
LS
3
4
RH
Figure 3. Decompositions of the human body into triangles. ’L’
and ’R’ in label names indicate left and right. H:head, N:neck,
S:shoulder, E:elbow, W:wrist, H:hip, KI:inside knee, KO:outside
knee, A:ankle, HE:heel and T:toe. The numbers inside triangles
give the order in which the algorithm proceeds.
[10] provides a way to approximate the foreground proba-
bility density P
S
body
(X
body
) so that we can do the summa-
tion efficiently. By using the kinematic chain structure of
human body, the whole body can be decomposed as in Fig-
ure 3. If the appropriate conditional independence (Markov
property) is valid, then
P
S
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)
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C
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A
T
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B
T
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Where T is the number of triangles in the decomposed
graph in Figure 3, t is the triangle index, and A
t
is the first
label associated to triangle t, etc. The structure of the de-
composable graph ( [1, 10]) allows us to do the summation
as follows,
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The summation in equation (7) can be done by an algo-
rithm similar to dynamic programming ([10, 1]). Let
	
t
(X
A
t
; X
B
t
; X
C
t
) = P
A
t
jB
t
C
t
(X
A
t
jX
B
t
; X
C
t
);
for 1  t  T   1 (8)
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be the cost function associate with each triangle, then the
summation algorithm can be described as follows:
Stage 1: for every pair (X
B
1
; X
C
1
),
Compute 	
1
(X
A
1
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B
1
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C
1
) for all possible X
A
1
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1
) the total value so far.
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Stage t, 2  t  T : for every pair (X
B
t
; X
C
t
),
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) for all possible X
A
t
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)
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t
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t
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stage and  is the latest such stage, multiply
 

(X
A
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B
t
) (or  
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) if the edge
was reversed) to T
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When stage T calculation is complete, the overall sum can
be obtained by
X
L2L
P
S
body
(X
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) =
X
X
B
T
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C
T
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T
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B
T
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) (10)
The computational complexity of the above method is on
the order of M N3.
3.3. Detection and localization - with occlusion
From the above subsection, in the case of no occlu-
sion, detection can be done by thresholding (1=jLj) 
P
L2L
P
S
body
(X
body
). Assuming equal priors and indepen-
dent and uniform background features, localization and la-
beling can be obtained by finding the labeling L,
L

= argmax
L2L
P (LjX;O
1
)
= argmax
L2L
P (X jL;O
1
)P (LjO
1
)=P (X)
= argmax
L2L
P (X jL;O
1
)
= argmax
L2L
P
S
body
(X
body
) (11)
The above optimization can be done by dynamic program-
ming as in [10, 11].
When some body parts are occluded, the foreground
probability P
L
body
(X
body
) is the marginalized version of
P
S
body
(X
body
) – marginalization over the missing body
parts. If we assume that the background features are in-
dependent and uniformly distributed, detection can be done
by thresholding
(1=jLj) 
X
L2L
P
L
body
(X
body
)  (1=S)
M K
L (12)
where M is the total number of body parts, K
L
is the num-
ber of body parts present in labeling L, and 1=S is the
volume of the space X
i
lies in. If the local cost function
	
t
(X
A
t
; X
B
t
; X
C
t
) associate with triangle t, (1  t 
T   1), is defined as
- if all the three body parts observed, it is
P
A
t
jB
t
;C
t
(X
A
t
jX
B
t
; X
C
t
);
- if A
t
is missing or two or three of A
t
; B
t
; C
t
are missing,
it is 1=S;
- if B
t
or C
t
is missing and the other two body parts ob-
served, it is P
A
t
jC
t
(X
A
t
jX
C
t
) or P
A
t
jB
t
(X
A
t
jX
B
t
).
(the same idea can be applied to the last triangle T ), then the
summation algorithm described in section 3.2 can be used
to obtain equation (12).
Similar to equation (11), the localization and labeling
can be found by
L

= argmax
L2L
P (LjX;O
1
)
= argmax
L2L
P
L
body
(X
body
)  (1=S)
M K
L (13)
Under the above described local cost function, dynamic pro-
gramming can be used to get the optimum labeling.
The detailed analysis and explanation of equation (12)
to (13) can be found in [11]. One intuitive explanation
is that for each triangle, the dimensions of the local cost
function are the same for different number of missing body
parts, which makes it reasonable to sum (or get the maxi-
mum of) them locally. Also, the dimension of the domain
of P
L
body
(X
body
)  (1=S)
M K
L is fixed regardless of the
number of candidate features and the number of missing
body parts in the labeling L, so we can directly compare the
likelihood of different hypotheses, even hypotheses from
different images.
Another way to perform detection [11] is to first
get the most likely labeling (the labeling with highest
P
L
body
(X
body
)  (1=S)
M K
L ), then compare the likelihood
of such labeling to a threshold. If the likelihood is higher
than the threshold, then we will declare that a person is
there. We did experiments on both methods and compare
their performances in the experiments section.
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3.4 Using information from multiple frames
So far, we have only assumed that we may use informa-
tion from two consecutive frames, from which we obtain
position and velocity of a number of features. In this sec-
tion we would like to extend our previous results to the case
where multiple frames are available. However, in order to
maintain generality we will assume that tracking features
across more than 2 frames is impossible. This is a simplified
model of the situation where, due to extreme body motion or
to loose and textured clothing, tracking is extremely unreli-
able and each individual feature’s lifetime is short. Neri et
al. [7] used similar assumption when conducting their psy-
chophysical investigation of biological motion perception in
the human visual system.
Let P (OjX) denote the probability of the existence
of a person given X observed. From previous sub-
sections, we use the approximation: P (OjX) is pro-
portional to (X) defined as (X) def= (1=jLj) 
P
L2L
P
L
body
(X
body
) (1=S)
M K
L
. Now if we have n ob-
servations X
1
; X
2
; : : : ; X
n
, then the decision depends on:
P (OjX
1
; X
2
; : : : ; X
n
)
=
P (X
1
; X
2
; : : : ; X
n
jO)  P (O)
P (X
1
; X
2
; : : : ; X
n
)
=
P (X
1
jO)P (X
2
jO) : : : P (X
n
jO)  P (O)
P (X
1
; X
2
; : : : ; X
n
)
(14)
The last line of the above equation holds if we assume
that X
1
; X
2
; : : : ; X
n
are independent observations. As-
suming the priors are equal, P (OjX
1
; X
2
; : : : ; X
n
) can
be represented by P (X
1
jO)P (X
2
jO) : : : P (X
n
jO), which
is proportional to
Q
n
i=1
(X
i
). If we set up a thresh-
old for
Q
n
i=1
(X
i
jL

i
), then we can do detection given
X
1
; X
2
; : : : ; X
n
.
4. Experiments
The image sequences used in the experiments were cap-
tured by a CCD camera at 30 Hz. There are three different
types of motion: (1). A subject walks from the left back cor-
ner to the right front corner, facing about 60 degrees away
from the front view (middle row of Figure 4). For this mo-
tion, we have about 1000 frames (8 sequences, around 120
frames each) as training set, and another 1500 frames (12
sequences) as testing set. (2). A chair moves from left to
right, about 1000 frames (8 sequences) (bottom row of Fig-
ure 4). (3). While a subject walks as in the motion type
(1), a chair also moves as a background moving object (top
row of Figure 4). 2000 frames (16 sequences) were col-
lected. The goal is to detect if there is a person walking in
the scene and further localize and label the person.
4.1. Training of the probabilistic models
We chose 20 features to represent the human body con-
figuration. Most of these features are close to the main
joints of the body. The dark dots in Figure 2 show 17 of
them (being correctly labeled in that frame), the other 3 are
missing: two at the left knee and one at the right heel.
On the 8 training sequences with about 1000 frames in
total, we hand-construct the ground truth of feature posi-
tions and velocities in the following way: on the first frame
of each sequence, we manually select the positions of all the
visible model features. Then the features are tracked auto-
matically to the next frame using the Lucas-Tomasi-Kanade
tracking algorithm ( [12]) and their velocities between the
two frames are computed. At each frame after tracking, we
monitor the result and discard the features which have obvi-
ous tracking errors. The correct positions of these discarded
features and some newly appeared ones after occlusion are
given by hand, so that we have again the positions of all the
features appearing in this frame and we may track them to
the next frame and get their velocities. The features are also
hand-labeled at the same time. Occlusion is common in our
training set: each feature is present in approximately 85%
of frames (see Figure 5 (a)).
The training was done by estimating the joint (or con-
ditional) probabilistic density functions (pdf) for all the
triplets as described in section 3. As in [10, 11], we as-
sumed all the pdfs were Gaussian, and the parameters for
the Gaussian distribution were estimated from the training
set.
4.2. Testing Set
For the testing sequences, the system automatically se-
lects features at each frame, and tracks them to the next
frame. The feature selection and tracking algorithm is the
standard Tomasi-Kanade version. We don’t track features
over more than 2 frames, but reselect all the features at the
next frame after tracking. Thus, there is no feature corre-
spondence between sequential frames and each frame has a
unique set of features and velocities, which is arguably the
most difficult conditions under which to perform labeling
and detection, as mentioned in section 3.4. The dots in Fig-
ures 2 and 4 are the features from the automatic selection
and tracking.
4.3. Test of probabilistic model
To test the triangulated probabilistic model (Figure 3),
we first did experiments on the manually tracked data (with
ground truth, as in section 4.1). We have a total of 8 se-
quences (with 120 frames each). To test a sequence, frames
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Figure 4. Sample frames from body and chair moving sequences (top row), body moving sequences (middle row), and chair moving sequences
(bottom row). The dots (either in black or in white) are the features selected by Tomasi-Kanade algorithm on two frames. The white dots are the
most human-like configuration found by our algorithm.
from all the other seven sequences were used as the train-
ing set. A label error happens when a body part appears but
is labeled as either a different part, or as background, and
when a body part is missing but its label is assigned to an-
other point. Figure 5 (a) shows the statistics of the number
of body parts present in all the sequences used in this ex-
periment. Since the data were manually tracked, not a big
number of body parts were missing. Figure 5 (b) shows the
correct labeling rate vs. the number of body parts present,
with the overall (considering all the frames) correct labeling
rate being 85:89%. If the average number of features de-
tected is N , (N  17 in this experiment), the chance level
of a body part being assigned a correct candidate feature by
random selection is 1=(N + 1) (with one more background
point). The correct rate here is much higher than that. From
Figure 5 (b), we see that the correct label rate goes up as
the number of detected body parts increases, which is con-
sistent with the fact that with more body parts present, the
probability decomposition as in equation (6) is a more ac-
curate approximation.
4.4. Detection
The detection task is: for a given image pair, to de-
cide whether or not there is a moving person in the scene.
We performed detection experiments using three types of
sequences: body moving (middle row of Figure 4), body
and chair moving (top row of Figure 4), and chair moving
(bottom row of Figure 4). Figure 4 shows sample frames
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Figure 5. (a) percentage of frames corresponding to the number of
body parts present in the hand-constructed (as in section 4.1) data
set; (b) correct labeling rate vs. the number of body parts present.
The chance level of a body part being assigned a correct candidate
feature is around 0.06. The correct rates here are much higher than
that.
from the three types of sequences. The white and black
dots are features detected by the Tomasi-Kanade tracker.
The sequences with only the person walking had a total of
1500 frames and with an average of 64 features detected
per frame. The sequences with both the person and the
chair moving had 2000 frames total and average 58 features
per frame, and the sequences with only the chair had 1000
frames and 46 features.
Figure 6 shows two receiver operating characteristics
(ROC) curves constructed from the summation of likeli-
hoods as in equation (12). The solid curve is the ROC when
the sequences with the body and chair and the sequences
with the chair only were combined to compute the false
alarm and detection rates. WithP
detect
= 1 P
false alarm
,
the detection rate was 87:54%. The dashed curve is the
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Figure 6. ROC curves of the detection experiment in section 4.4.
Solid line: images with body and chair vs. images with chair only,
the detection rate is 87:54% when P
detect
= 1 P
false alarm
;
Dashed line: images with body only vs. images with chair only, the
detection rate is 89:61% when P
detect
= 1  P
false alarm
.
ROC when the results of the sequences with the body only
and with the chair only are combined. In this case the de-
tection rate at P
detect
= 1  P
false alarm
is 89:61%. The
two curves are very similar, showing that adding a distrac-
tor (moving chair) to the scene does not degrade the per-
formance of the person detector much. In fact, the differ-
ence between the two ROCs is more likely attributable to
the facts that the backgrounds were slightly different in the
sequences (and many more features on the shelf (left front
in the images of middle row of Figure 4) were tracked in the
sequences with only the person moving), and the variability
in the motion and path of the person.
Figure 4 also gives the localization results. For each im-
age, the white dots correspond to the best labeling L as in
equation (13). For most frames, the person is localized cor-
rectly. Notice that for an image, the white dots consisting of
the best configuration can be far away from each other. For
example for the frame in the middle of the top row (Figure
4), except the white dots on the body, two white dots are on
the wall, and four white dots are on the chair. A detailed
study finds that the program took the two dots on the wall
as ’left elbow and left wrist’, and the four dots on the chair
as ’left outside knee, left ankle, left toe and left heel’. The
reason for this is that for a triangulated body decomposi-
tion such as the one we use, shown in Figure 3, if, say, ’left
shoulder and left hip’ are missing, then both ’left elbow and
left wrist’ and ’left outside knee, left ankle, left toe and left
heel’ are disconnected with other body parts. Therefore, the
optimal labeling is composed of several independent com-
ponents, possibly far away from each other. It is clear that in
this case the conditional independence required by equation
(6) is not a good approximation any longer.
Experiments were also conducted to compare the perfor-
mance of thresholding the summation of likelihood of all
the possible labelings (as in section 3.3) and thresholding
the likelihood of the most human like configuration (as in
[11]). Solid curves in Figure 7 show the results of using the
method in section 3.3, and dashed lines are of [11]. Figure
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Figure 7. ROC curves. (a) Results of images with body and chair
vs. images with chair only. (b) Results of images with body only
vs. images with chair only. Solid line: using method in section 3.3;
dashed line: using method in [11].
7 (a) and (b) are respectively of images with body and chair
vs. images with chair only and of images with body only
vs. images with chair only. From Figure 7, we see that our
method here works better.
4.5. Using information from multiple frames
Here we tested how the detection rate improved by in-
tegrating information over time, using the approach de-
scribed in section 3.4. The sequences with the body and
chair and the sequences with the chair only were used. Fig-
ure 8(a) shows ROC curves of using 1 to 4 frames respec-
tively. Figure 8(b) plots the detection rates (with P
detect
=
1   P
false alarm
) vs. the number of frames integrated.
With more frames used, the detection rate gets higher. The
detection rate is more than 98% when more than 7 frames
(around 200 ms) were used.
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Figure 8. Results of integrating multiple frames. (a) Four curves
are ROCs of integrating 1 to 4 frames respectively. The more
frames integrated, the better the ROC curve is. (b) detection rate
(when P
detect
= 1 P
false alarm
) vs. number of frames used.
4.6. Experiments on different subjects
In the previous experiments, the sequences for train-
ing and testing were from the same subject. In this sec-
tion we test the performance on another subject, who was
also walking with a chair moving in the scene. Four se-
quences, around 120 frames each, were used. Figure 9(a)
shows the comparison result. The solid line is the ROC
curve for the new subject, with 75:19% detection rate (when
P
detect
= 1  P
false alarm
), and the dashed line is that of
the subject of the training set. Figure 9(b) shows the de-
tection rates (with P
detect
= 1   P
false alarm
) vs. the
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Figure 9. Results on a different subject. (a) ROC curves. Solid
line: another subject (different from training set); Dashed line:
Subject of the training set (the same as the solid line of Figure 6).
(b) detection rate (when P
detect
= 1 P
false alarm
) vs. num-
ber of frames used for the new subject.
number of frames integrated for the new subject. The de-
tection performance improves with more frames integrated:
it is almost perfect with more than 10 frames used.
5. Discussion and conclusions
We have presented a method for detecting and labeling
human motion in monocular image sequences. The method
takes as its input the position and velocity of the most salient
features in the image, as computed by the Lucas-Kanade
feature tracker. No prior image segmentation is required.
The method is based on modeling human motion with an
approximation of the joint probability density of the posi-
tion and motion of features that are associated with the hu-
man body. Given a (possibly cluttered) motion sequence,
the detection is performed by summation of the likelihoods
of all the possible labelings. Localization is done by find-
ing the subset of detected features that is most likely to be
associated with a human body. The model is trained on a
hand-labeled training set.
We have tested our method on a number of image se-
quences containing either a walking pedestrian, or some
non-human motion, or both. The results are encouraging:
the detection rate is around 90% on 2 frames, or 60ms, and
in excess of 98% on 7 frames, or 200ms. It also appears to
generalize well when training and testing are done on two
different people. Both labeling and detection take less than
1 second per frame in a Matlab implementation running on
a 450MHz Pentium PC giving hope for a real-time imple-
mentation in C.
Our ideas may be extended and improved upon in a num-
ber of directions. For instance, currently human motion is
modeled using Gaussians; this choice is arbitrary and needs
to be re-examined in the light of our training data. Also, we
did not experiment with different structures for the triangu-
lated model – many reasonable choices exist. Furthermore,
some form of hierarchical modeling will be needed to ac-
count for long-range dependency of body parts; this is criti-
cal in the case of occlusion as discussed in the experimental
section. One last issue: Song et al. [10] have demonstrated
that their system generalizes well to viewpoint changes and
to different types of motion when using unoccluded Johans-
son stimuli and this gives reason to believe that our system
would be equally robust. However, systematic testing needs
to be done on a variety of body motions and under a number
of viewing conditions in order to assess the limits.
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