We recall some results from a paper by Szego on a class of polynomials which are related to extended Gaussian quadrature rules. We show that a very efficient algorithm, for the computation of the abscissas of the rules in question, was already described in that paper. We also point out that this method extends to rules for integrals with an ultraspherical-type weight function. A bound for the error of some of the above rules is also given.
Introduction. A remarkable class of integration rules has been considered by
Kronrod [2] and has received some attention by others; for instance, see [3] - [6] .
Consider the «-point Gaussian quadrature formula (1 ) f\f(x) dx = £ /#">/$">) + R^(f), 1=1 which has, as it is well known, degree of exactness 2« -1, i.e., Rfflif) = 0 whenever /is a polynomial of degree at most 2« -1. It is also well known that the nodes |iBâ re the zeros of the Legendre polynomial of degree «. In order to give an estimate of the error R^(f), Kronrod proposes to associate with (1), for comparison, a new rule which uses 2« + 1 abscissas in (-1, 1), n of which are those present in (1) , and has maximum degree of exactness. More precisely, he studies a quadrature formula of the type (2) J"_VO)dx = ¿ A^fi^) + "£ 2?}">/Oi">) + /?(">(/), í= i /= i where i-("\ i = 1, . . . , n, are the zeros of the nth degree Legendre polynomial Pn(x), while the nodes xj"^ and the weights AJ"\ BJ"^ axe chosen so that (2) has degree of exactness 3« + 1 (3« + 2 if n is odd). If we denote by En + X(x) the polynomial of degree « + 1, whose zeros are the abscissas xj"\ j = 1,2, . . . ,n + I, then En + X(x) has to satisfy the following orthogonality relation (3> f-lPn(xK + i(x)x'Cdx " 0, k = 0,l,...,n.
The coefficients of En + X(x) may be uniquely determined, up to a multiplicative constant, by solving a nonsingular triangular linear system which is derived from the defining relation (3) and the orthogonal property of Pn(x). Szegö [7] has also shown that the zeros of En + X(x) are in (-1, 1) and alternate with those ofP"0).
system we have just mentioned, which is very ill-conditioned. A much better algorithm is given by Patterson [4] , who expands En + x 0) in terms of Legendre polynomials and obtains a well-conditioned linear system of equations. More recently, Ressens and Branders [6] propose to expand En+l(x) in a series of Chebyshev polynomials, and give an algorithm which is the most efficient. All three methods were directly derived from (3).
In the next section, we first outline some results from the paper by Szegö [7] .
We then remark that the method presented by Piessens and Branders can be derived in a different way, as it had already been done in [7] . As a matter of fact, Szegö gives a method which is valid for a wider class of polynomials En + X(x), arising when in (1) and (2) IKJ^dOl is also given when 0 < p < 1.
2. Szegö's Results. Let us consider Legendre's differential equation (4) (1 -x2)y" -2xy' + «(« + l)y = 0.
It is well known that the nth degree Legendre polynomial P"(x) is, up to a constant factor, the unique polynomial solution of (4) . Let x be arbitrary in the complex plane cut along the segment [-1, 1 ] and « > 1 ; then a second solution of (4), which is linearly independent of P"(x), is the so-called Legendre function of the second kind with the last expansion convergent for |x| > 1. We thus have (6) [QnWr1 = En+X(x) + J +-+... , n > I, where En + X(x) is a polynomial of degree « + 1. It can be shown [7] that En+X(x) satisfies the orthogonality relation (3); hence, it is the polynomial we are looking for.
Moreover, from (5), (6) and the fact that Q"(x) satisfies a three-term recurrence relation, it also follows [7] that (7), (8) and (9) We now observe that (13) is identical with system (6) of Ressens and Branders [6] , and the form of the recursive relation (14) is simpler than the corresponding one presented in [6] .
In his paper, Szegö has extended his results to certain ultraspherical polynomials. In a way much similar to the Legendre case, Szegö derives the following expansion,
(1 -cos20)"-* guíeos 0) = V* J}"++ yn ¿ /í^cosO + 2" + 1)0, miVo/2. »odd; Szegö [7] has proved that for 0 < p < 2, the zeros of £^+,0) are all distinct and in (-1, 1); moreover, they interlace with the zeros of P^\x). He has also proved the following properties of the coefficients \j^ : A particular case is the extension of Lobatto quadrature rules, considered by Patterson [5] and Ressens and Branders [6] , which is easily obtained by letting p = 3/2. The algorithm is again essentially identical with the one presented in [6] , but the recursive relation (15) is simpler than the corresponding one given in that paper.
Similarly, we may construct extensions of Lobatto-type quadrature rules with multiple nodes at the endpoints of the interval of integration, when they exist. withM3" + 2 =max_1<x<1/<3" + 2)0)|. In much the same way, when « is odd, if we assume / E C^3n + 3^[-1, 1], we may derive the same bound for \R^if)\, where M3n + 2 has to be replaced by M3n + 3 = max_1<;c<1|/<3" + 3>0)|and (3« + 2)! by (3n + 3)!.
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