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Resumen
En este artı´culo presentamos el Algoritmo Combinacio´n Lineal de Ima´genes con Ventanas Variables (CLI-VV) para la fusio´n
de ima´genes multi-foco. A diferencia del Algoritmo CLI-S presentado en un trabajo anterior, el algoritmo CLI-VV permite deter-
minar automa´ticamente el taman˜o o´ptimo de la ventana en cada pı´xel para la segmentacio´n de las regiones con la mayor nitidez.
Tambie´n presentamos la generalizado el Algoritmo CLI-VV para la fusio´n de conjuntos de ima´genes multi-foco con ma´s de dos
ima´genes. A este nuevo algoritmo lo denominamos Fusio´n Multi-foco con Ventanas Variables (FM-VV). El Algoritmo CLI-VV se
probo´ con 21 pares de ima´genes sinte´ticas y 29 pares de ima´genes multi-foco reales, y el Algoritmo FM-VV sobre 5 trı´os de ima´ge-
nes multi-foco. En todos los ejemplos se obtuvo un porcentaje de acierto competitivos, producidos en tiempos de ejecucio´n menores
a los reportados en la literatura.
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Multi Focus Image Fusion with variable size windows
Abstract
In this paper we present the Linear Image Combination Algorithm with Variable Windows (CLI-VV) for the fusion of multi-
focus images. Unlike the CLI-S algorithm presented in a previous work, the CLI-VV algorithm allows to automatically determine
the optimal size of the window in each pixel for the segmentation of the regions with the highest sharpness. We also present the
generalized CLI-VV Algorithm for the fusion of sets of multi-focus images with more than two images. This new algorithm is
called Variable Windows Multi-focus Fusion (FM-VV). The CLI-VV Algorithm was tested with 21 pairs of synthetic images and
29 pairs of real multi-focus images, and the FM-VV Algorithm on 5 trios of multi-focus images. In all the tests a competitive
accuracy was obtained, with execution times lower than those reported in the literature.
Keywords:
Multi-focus image fusion, Sliding windows, Incremental images.
1. Introduccio´n
Hay muchas aplicaciones en las que se involucran ima´ge-
nes, por ejemplo, en sistemas de seguridad, en fotografı´a, en
apoyo al diagno´stico con ima´genes me´dicas, en ima´genes sa-
telitales y en algunos ambientes de investigacio´n. En ellas es
deseable que las ima´genes obtenidas tengan suficiente claridad
o nitidez en todos los objetos de la escena. Sin embargo, lo
anterior no siempre es posible pues el rango de distancias me-
didos desde la lente hasta los objetos que se desean capturar no
es constante y las ca´maras, microscopios y otros objetos que
usan lentes para la captura de las ima´genes, tienen limitaciones
fı´sicas que impiden que todos los objetos de la escena tengan
la misma claridad en la imagen digital generada. A dicha limi-
tacio´n se le conoce como profundidad de campo, te´rmino que
hace referencia al rango de distancias que la lente de una ca´ma-
ra, con una apertura dada, es capaz de reproducir de manera
nı´tida (Kuthirummal et al., 2011).
En te´rminos ideales, la luz reflejada por cada punto de la
escena deberı´a incidir sobre un u´nico punto en el sensor de la
ca´mara, sin embargo, dada la curvatura de la lente, la luz refleja-
da por puntos que esta´n a una distancia fuera del rango abarca-
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do por la profundidad de campo inciden sobre varias posiciones
en el sensor, generando pequen˜os cı´rculos en lugar de generar
un so´lo punto. Dichos cı´rculos son conocidos como cı´rculos de
confusio´n y esta´n definidos en (Sezan et al., 1991).
El valor de color o nivel de gris de los pı´xeles de la imagen
generada que son afectados por los cı´rculos de confusio´n es el
resultado de una mezcla de colores que corresponden a varios
puntos de la escena en lugar de ser el resultado del color de un
so´lo punto, esta situacio´n provoca que esos pı´xeles aparezcan
borrosos o desenfocados.
Al no poder capturar de forma nı´tida todos los objetos de
una escena en una sola fotografı´a, se tiene que tomar la deci-
sio´n de que´ objeto se desea tener ma´s claro en la fotografı´a y
enfocar la ca´mara para que dicho objeto quede dentro del rango
abarcado por la profundidad de campo de la lente. Variando el
nivel de enfoque de la ca´mara podemos llegar a tener un con-
junto I = {I1, I2, · · · , IN} con N ima´genes en las que los detalles
de los objetos de intere´s de la escena, se aprecien de forma nı´ti-
da en por lo menos una de las ima´genes del conjunto. A dicho
conjunto de ima´genes obtenidas mediante la variacio´n del nivel
de enfoque, se le conoce como ima´genes multi-foco. El proble-
ma de fusio´n de ima´genes multi-foco consiste en extraer de la
k-e´sima imagen Ik, aquellas regiones que son ma´s nı´tidas que en
cualquier otra imagen del conjunto, con el objetivo de generar
una imagen final IF compuesta por las regiones nı´tidas.
En la Figura 1 se muestra un ejemplo de tres ima´genes
multi-foco, en las que aparecen tres tazas. En la Figura 1(a) se
muestra una imagen donde el enfoque de la ca´mara fue ajustado
para obtener de forma clara la taza que aparece a la izquierda de
la escena. La Figura 1(b) muestra la imagen donde el enfoque
fue ajustado para obtener los detalles de la taza que esta´ en el
centro de la escena y finalmente en la Figura 1(c), el nivel de
enfoque se ajusto´ para obtener de forma nı´tida los detalles de
la taza que aparece a la derecha de la escena. Para este ejemplo
la fusio´n de ima´genes multi-foco consiste en extraer de cada
una de las tres ima´genes mostradas en la Figura 1, la taza que
aparece nı´tida en cada imagen y posteriormente combinar la in-
formacio´n extraı´da para formar una nueva imagen IF , en la que
se puedan observar de forma clara los detalles de cada una de
las tazas.
(a) I1 (b) I2 (c) I3
Figura 1: Ejemplo de ima´genes multi-foco
Definimos una imagen digital como una representacio´n dis-
creta de una escena, en la que idealmente cada punto de la esce-
na mapea a un punto en la imagen. Dicha imagen Ik es un arre-
glo bidimensional de valores, con nr renglones y nc columnas
en donde Ik(r, c) representa el nivel de color en las coordenadas
(r, c) de la k-e´sima imagen. Tambie´n definimos un mapa de de-
cisio´n P como un arreglo bidimensional de taman˜o nr×nc. Cada
uno de los elementos de este arreglo P(r, c) tendra´ un valor k−1
donde k corresponde al ı´ndice de la imagen cuyo pı´xel tiene la
mayor nitidez en las coordenadas (r, c). En el caso de conjuntos
multi-foco con dos ima´genes el mapa de decisio´n P(r, c) tomara´
valores binarios y solamente en este caso puede considerarse
una matriz de pesos.
No sabemos de la existencia de un valor de referencia o re-
positorio de ima´genes multi-foco que tenga valores de referen-
cia de los mapas de decisio´n. Por tal motivo generamos nuestras
propias ima´genes sinte´ticas en las que tenemos un valor de refe-
rencia del mapa de decisio´n y en consecuencia se puede estimar
la eficiencia del algoritmo de fusio´n que desarrollamos. Sin em-
bargo, obtuvimos a mano el mapa de decisio´n de referencia de
las ima´genes reales (mediante el programa Gimp) para utilizar
me´tricas que permitan dar un valor cuantitativo de los resulta-
dos obtenidos.
El resto de este artı´culo esta´ organizado de la siguiente ma-
nera, en la Seccio´n 1 se hace una definicio´n del problema de
fusio´n de ima´genes multi-foco. La Seccio´n 2 menciona algunas
estrategias que se han utilizado para tratar de resolver el pro-
blema de forma eficiente. La seccio´n 3 presenta el Algoritmo
CLI-VV el cual es una mejora del Algoritmo CLI-S propuesto
en (Calderon et al., 2016), adema´s se presenta la generalizacio´n
para ma´s de dos ima´genes en el Algoritmo FM-VV. La Sec-
cio´n 4 presenta los resultados con 50 pares de ima´genes, de las
cuales 21 pares son sinte´ticos y 29 son pares de ima´genes uti-
lizados en trabajos publicados previamente. Tambie´n presenta
la aplicacio´n del algoritmo FM-VV sobre 5 trios de ima´genes
multi-foco. Dichos ejemplos son mostrados con el fin de probar
el desempen˜o del algoritmo con diferentes conjuntos de ima´ge-
nes. Finalmente, en la Seccio´n 5, se presentan las conclusiones
de este trabajo.
2. Antecedentes
Debido a los diversos campos de aplicacio´n de la fusio´n de
ima´genes multi-foco, este tema se ha vuelto popular entre los
investigadores del a´rea de procesamiento de ima´genes. Li et al.
en (Li et al., 2017) presentan una gra´fica que muestra el incre-
mento en la cantidad de artı´culos relacionados con este tema en
los u´ltimos an˜os. Dentro de la literatura relacionada con el te-
ma encontramos propuestas de solucio´n que van desde aquellas
en las que se propone calcular la imagen fusionada como un
promedio de las ima´genes fuente, hasta te´cnicas en las que se
propone el uso de evolucio´n diferencial (Aslantas and Kurban,
2010) y otros trabajos que utilizan redes neuronales artificiales
para el ca´lculo del mapa de decisio´n (Li et al., 2002; Zhou et al.,
2006; Ma et al., 2011; Pagidimarry and Babu, 2011).
Para calcular la imagen fusionada como un promedio pesa-
do de las dos ima´genes fuente, se puede utilizar (1), en donde
los pesos aplicados pueden ser w1(r, c) = w2(r, c) = 0.5.
IF(r, c) = w1(r, c)I1(r, c) + w2(r, c)I2(r, c) (1)
Aunque la te´cnica planteada en (1) es simple, se puede de-
cir que algunas te´cnicas de la literatura esta´n basados en esta
idea, ya que en la mayorı´a de estas te´cnicas se calcula un pe-
so wk(r, c) variable, que se asigna a cada pı´xel de la imagen Ik.
En algunos casos dichos pesos son binarios y en general son
valores reales entre 0 y 1.
En el ca´lculo de los pesos que se asignan a cada pı´xel de
las ima´genes se han utilizado diferentes te´cnicas, de las cuales
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podemos mencionar algunas que han tenido la mayor acepta-
cio´n. Existen propuestas en las que se utilizan redes neuronales
para la fusio´n de ima´genes (Li et al., 2002; Zhou et al., 2006;
Ma et al., 2011; Pagidimarry and Babu, 2011). En algunos otros
trabajos se propone tratar el problema como un proceso de op-
timizacio´n para el ca´lculo de los pesos que se asocian a cada
pı´xel de las ima´genes (Calderon and Garnica, 2014) y (Calde-
ron et al., 2016).
En otros trabajos se propone usar la transformada Wavelet
para determinar las regiones de cada imagen que deben confor-
mar la imagen final (Li et al., 1995; Zhang and Blum, 1999; Pa-
jares and de la Cruz, 2004; Shi et al., 2005; Li and Yang, 2008a;
Malviya and Bhirud, 2009; Li et al., 2010; Tian and Chen, 2010;
Yang, 2011; Shah et al., 2013; Yang et al., 2014).
Tambie´n existen enfoques en los que se utiliza la transfor-
mada Contourlet (Zhang and long Guo, 2009; Shah et al., 2013;
Yang et al., 2015). Orozco (Orozco, 2013) propone el ca´lculo
de una matriz de pesos calculada con ayuda del algoritmo de
segmentacio´n ECQMMFM propuesto en (Rivera et al., 2007).
Cao et al. (Cao et al., 2015) proponen el uso de la Transformada
Discreta Coseno y un procesamiento por bloques en el proceso
de fusio´n.
2.1. Trabajos basados en mapas de decisio´n
Existen algunas propuestas en la literatura donde se calcula
el mapa de decisio´n. El primer trabajo del que tenemos referen-
cia donde se estima un mapa de decisio´n usando transformada
Wavelet, es el presentado por Li et al. en (Li et al., 1995). Zhang
and Blum en (Zhang and Blum, 1999) hacen una descomposi-
cio´n multi-escala y utilizan la transformada discreta Wavelet y
un procesamiento por ventanas para determinar los pesos aso-
ciadas a cada imagen. Li et al. en (Li et al., 2010) calculan un
mapa de decisio´n usando la Transformada Redundante Wavelet.
Li et al. en (Li et al., 2013b) propone calcular un mapa de
decisio´n inicial y aplicar operadores morfolo´gicos para evitar la
aparicio´n de objetos no deseados en las regiones de transicio´n
entre a´reas enfocadas y desenfocadas.
Yang et al. en (Yang et al., 2014) realizan el ca´lculo del
mapa de decisio´n usando transformada Wavelet y calculando la
energı´a en una vecindad con un kernel de Sobel. Zhou et al. en
(Zhou et al., 2014), tambie´n proponen el ca´lculo del mapa de
decisio´n usando la informacio´n del gradiente a diferentes esca-
las.
Yang et al. (Yang et al., 2015) calculan un mapa de decisio´n
usando la transformada Contourlet y al final aplican una veri-
ficacio´n de consistencia con procesamiento morfolo´gico. Cal-
dero´n et al. en (Calderon and Garnica, 2014) y (Calderon et al.,
2016) proponen tambie´n un mapa de decisio´n el cual es calcu-
lado planteando el problema como un proceso de optimizacio´n
con restricciones.
En trabajos publicados por (Li et al., 1995, 2010, 2013b;
Zhou et al., 2014; Calderon and Garnica, 2014; Yang et al.,
2015) se calcula un mapa de decisio´n. Se propone el mejora-
miento de dicho mapa usando te´cnicas de relleno de regiones
no conectadas, operadores morfolo´gicos o te´cnicas que garan-
ticen la coherencia espacial.
Uno de los trabajos publicados recientemente por Zhan et
al. platea un me´todo de solucio´n para el problema de fusio´n de
ima´genes multi-foco (Zhang et al., 2016a) y lo compara con los
me´todos propuestos por (Chai et al., 2011), (Li et al., 2013a),
(Duan et al., 2014), (Luo et al., 2012). A pesar de reportar mejo-
res resultados el tiempo de ejecucio´n es mayor. Posteriormente
Zhan et al., en (Zhang et al., 2016b) propone un me´todo don-
de las ima´genes son descompuestas para extraer la informacio´n
de la textura y utiliza un sistema de ventanas deslizantes pa-
ra realizar la fusio´n de las ima´genes. Los resultados reportados
son buenos, sin embargo, los tiempos reportados no permiten
la aplicacio´n del algoritmo en tiempo real. En (Kong and Lei,
2017) se usa un sistema de ventanas deslizantes y diccionarios
de descomposicio´n espacial para lograr la fusio´n de ima´genes.
En dicho trabajo no se reportan los mapas de decisio´n para las
ima´genes y los tiempos de ejecucio´n reportados son superiores
a 7 minutos. Uno de los trabajos ma´s prominentes en la actua-
lidad es el reportado en (Liu et al., 2017a) donde se obtiene un
mapa de decisio´n inicial al que se aplica una verificacio´n de
consistencia para obtener el mapa de decisio´n final. Los tiem-
pos de ejecucio´n reportados en este trabajo son satisfactorios
(Liu et al., 2017a), aunque no superan la calidad de la imagen
fusionada reportada en otros trabajos que hemos revisado. En
(Liu et al., 2017b) se realiza un proceso de descomposicio´n de
la imagen para encontrar las regiones enfocadas y realizar la
fusio´n, sin embargo, los tiempos de ejecucio´n son superiores
a 19 segundos para las ima´genes reportadas. En (Aslantas and
Toprak, 2017) se ve el problema como un proceso de optimiza-
cio´n en el que se trata de encontrar las regiones desenfocadas
de cada imagen fuente, aunque los resultados son buenos en
varios casos, son superados por otras propuestas y se reportan
tiempos de ejecucio´n superiores a 1 segundo para ima´genes de
256 × 256.
De los trabajos listados en esta sub-seccio´n, hay propuestas
que ofrecen soluciones con muy buena exactitud, pero a cos-
ta de una alta complejidad en tiempo mientras que otras pro-
puestas ofrecen encontrar la solucio´n en un tiempo razonable-
mente corto, pero sacrificando parte de la exactitud a cambio
de un mejor desempen˜o en tiempo. En general, en muchos de
los problemas en los que la solucio´n involucra el uso de recur-
sos computacionales se tiene un compromiso entre el tiempo
requerido para encontrar la solucio´n y la exactitud de la misma.
2.2. Trabajos basados en procesamiento por bloques o por
pı´xeles
En las propuestas de solucio´n para el problema de fusio´n
de ima´genes multi-foco se distinguen dos te´cnicas de proce-
samiento de las ima´genes la primera te´cnica plantea procesar
cada pı´xel de las ima´genes de manera independiente; (Piella,
2003; Lewis et al., 2007; Aslantas and Toprak, 2014) son al-
gunos de ellos y otros ma´s se analizan en (Li et al., 2017). La
segunda te´cnica propone resolver el problema tomando bloques
de pı´xeles en lugar de tratarlos de forma independiente (Zhang
and Blum, 1999; Li et al., 2001, 2002; Zhao et al., 2008; As-
lantas and Kurban, 2010; Pagidimarry and Babu, 2011; De and
Chanda, 2013; Qu et al., 2014; Bai et al., 2015; Cao et al., 2015;
Calderon et al., 2016).
Otra te´cnica que se ha planteado en la fusio´n de ima´genes
consiste en procesar las ima´genes segmenta´ndolas primero en
regiones homoge´neas que pertenecen al mismo objeto de la es-
cena y por ende se deben extraer de la misma imagen multi-
foco, (Li and Yang, 2008b; Pramanik et al., 2013).
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Existen propuestas como las publicadas en (De and Chanda,
2013) y (Bai et al., 2015), en donde se implementa un Quad-
Tree. La te´cnica de Quad-Tree consiste en dividir la imagen en
cuatro bloques, procesar cada uno de ellos y medir el nivel de
enfoque de cada bloque. Si el nivel de enfoque no supera un
umbral se repite el proceso hasta llegar a un taman˜o mı´nimo de
bloque. El uso de Quad-Trees es equivalente a tener taman˜os de
bloque variables, procesando con bloques grandes en algunas
regiones de la imagen y con bloques pequen˜os en las regiones
donde no se tiene la certeza de que la fusio´n sea correcta. A di-
ferencia de Quad-Trees donde se utilizan bloques proponemos
resolver el problema de fusio´n de ima´genes a nivel de pixeles.
En nuestra propuesta cada pı´xel de la imagen tendra´ una venta-
na de taman˜o variable la cual se mejora en un proceso iterativo
con informacio´n de bordes para limitar su taman˜o. Dichas dife-
rencias nos permiten lograr una mejor definicio´n en los bordes
y en consecuencia una mejor segmentacio´n.
Las soluciones basadas en el tratamiento de los pı´xeles de
forma independiente ofrecen buena definicio´n en los bordes de
los objetos que aparecen en la escena, pero se sacrifica parte de
la coherencia espacial o consistencia de la solucio´n, por lo que
es comu´n hacer un proceso de verificacio´n de consistencia so-
bre el mapa de decisio´n calculado. Por otro lado, las soluciones
en las que se hace el tratamiento de las ima´genes a nivel de blo-
que, no tienen el problema de la pe´rdida de coherencia espacial
pero a cambio se sacrifica la exactitud de la segmentacio´n en
los bordes de los objetos.
2.3. Medicio´n del nivel de enfoque de una imagen
En la literatura es comu´n medir el nivel de enfoque de las
ima´genes I1 e I2 a trave´s de una funcio´n F y generar una imagen
fusionada IF pı´xel a pı´xel utilizando (2).
IF(r, c) =
{
I1(r, c) Si F(I1(r, c)) > F(I2(r, c))
I2(r, c) En caso contrario
(2)
La regla dada por (2), puede dar lugar a una forma de cal-
cular una matriz de pesos o mapa de decisio´n como se indica
en (3). Estos pesos son ato´micos, de tal suerte que pı´xeles ad-
yacentes correspondientes a un mismo objeto pueden presentar
valores diferentes de pesos. Por esta razo´n es necesario extender
la regla a regiones o bloques de la imagen.
P(r, c) =
{
1 Si F(I1(r, c)) > F(I2(r, c))
0 En otro caso (3)
Cuando se hace un procesamiento a nivel de bloque, la regla
de fusio´n es similar a la mostrada en (4).
Ci =

Ai Fˆ(Ai) > Fˆ(Bi) + T H
Bi Fˆ(Bi) > Fˆ(Ai) + T H
Ai+Bi
2 En otro caso.
(4)
donde Ci es el i−e´simo bloque de la imagen fusionada, Ai y
Bi son los i−e´simos bloques de pı´xeles correspondientes a las
ima´genes I1 e I2 respectivamente, T H es un umbral (en algunos
casos es 0) y Fˆ es una funcio´n que calcula el nivel de enfoque
de un bloque.
Algunos trabajos como (Li et al., 2001; Pajares and de la
Cruz, 2004; Zhou et al., 2006; Li and Yang, 2008b; Cao et al.,
2015), proponen el uso de la frecuencia espacial para calcular el
nivel de actividad o enfoque de un bloque o pı´xel. Dicha te´cnica
de medicio´n del nivel de actividad fue propuesta por Eskicioglu
and Fisher en (Eskicioglu and Fisher, 1995).
La frecuencia espacial y algunos otros me´todos para medir
el nivel de enfoque de una imagen esta´n basados en primeras y
segundas derivadas o en los momentos centrales. Dichos me´to-
dos miden de alguna u otra manera el nivel de variacio´n de la
imagen en una regio´n, tomando esa medicio´n como nivel de
enfoque o nivel de actividad. Esta teorı´a esta´ basada en la pre-
misa de que la informacio´n contenida en las regiones enfocadas
de una imagen es de alta frecuencia y por ende es altamente
variante mientras que la informacio´n contenida en las regiones
desenfocadas, es de baja frecuencia y por ende hay poca varia-
cio´n entre un pı´xel y sus vecinos.
Algunos filtros pasa-altas tambie´n son utilizados como me-
didores de enfoque de una imagen. Riaz et al. (Riaz et al., 2008)
plantean que los filtros pasa-altas son muy efectivos para me-
dir el nivel de enfoque de una imagen. Tambie´n explican que
una forma de filtrar las frecuencias altas es utilizar el operador
Laplaciano y sus variantes como la diferencia de Gaussianas
(DOG), la cual de acuerdo a lo planteado en (Assirati et al.,
2014) es una muy buena aproximacio´n al Laplaciano. La dife-
rencia de Gaussianas es usada en (Orozco, 2013) como medida
de nivel de enfoque de las ima´genes.
Una forma de aproximar el Laplaciano es utilizar el kernel
de convolucio´n mostrado en (5). Dicho kernel puede ser visto
como la medicio´n del nivel de actividad o ca´lculo de las prime-
ras derivadas de la imagen en las 8 direcciones posibles. Este
kernel se presenta en la literatura como una discretizacio´n del
Laplaciano y se utiliza para medir la calidad o enfoque de la
imagen, (Riaz et al., 2008; Calderon and Garnica, 2014; Calde-
ron et al., 2016).
h =
 −1 −1 −1−1 8 −1−1 −1 −1
 (5)
Aunque existen diversas maneras de medir la claridad o ni-
tidez de una imagen, las ma´s comunes en la literatura son aque-
llas basadas en: frecuencia espacial, energı´a del Laplaciano, de-
rivadas, varianza, momentos centrales y entropı´a.
En este trabajo decidimos utilizar la representacio´n del La-
placiano discretizado por la simplicidad en su ca´lculo y por ser
un buen estimador del nivel de enfoque.
A diferencia de los trabajos citados en e´sta seccio´n, en nues-
tra propuesta: utilizamos un medidor simple de nitidez, realiza-
mos el procesamiento con ventanas de taman˜o adaptable que
integra las ventajas de procesar por bloque y pı´xel a pı´xel, eli-
minamos la necesidad de hacer la verificacio´n de consistencia
sobre el mapa de decisio´n, obtenemos un resultado que podrı´a
permitir su aplicacio´n en tiempo real y presentamos la generali-
zacio´n para fusionar conjuntos con ma´s de dos ima´genes multi-
foco.
3. El Algoritmo CLI-VV
Caldero´n et al. en (Calderon et al., 2016) presentan una
te´cnica para crear un par de ima´genes multi-foco sinte´ticas (I1
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e I2), a partir de una imagen completamente nı´tida I0 y un ma-
pa de decisio´n binario P0 que tiene 1 en las regiones que se
desea desenfocar para generar I1 y 0 en aquellos pı´xeles que se
desea desenfocar en I2. El proceso planteado en (Calderon et al.,
2016) consiste en generar una imagen completamente desenfo-
cada J0 convolucionando una Gaussiana Gσ(r, c) con media ce-
ro y varianza σ (6) con la imagen nitida I0 y generar las ima´ge-
nes I1 e I2 como una combinacio´n de la imagen desenfocada J0
y la enfocada I0 aplicando (7). Con esta te´cnica, las ima´genes
generadas contienen regiones nı´tidas y regiones desenfocadas
de forma complementaria, por lo que los objetos de intere´s apa-
recera´n nı´tidos en por lo menos una de las ima´genes.
J0(r, c) = I0(r, c) ∗Gσ(r, c) (6)
I1(r, c) = J0(r, c)P0(r, c) + I0(r, c)(1 − P0(r, c))
I2(r, c) = J0(r, c)(1 − P0(r, c)) + I0(r, c)P0(r, c) (7)
(a) Imagen original I0 (b) Mapa de decisio´n P0
(c) Imagen sinte´tica I1 (d) Imagen sinte´tica I2
Figura 2: Simulacio´n de perdida de nitidez dada una imagen I0 y un mapa de
decisio´n P0
En la Figura 2 se muestran un ejemplo de ima´genes multi-
foco sinte´ticas generadas con (7). La Fig. 2(a) es la imagen
completamente nı´tida I0, la Fig. 2(b) es el mapa de decisio´n
P0 utilizado y las Figs. 2(c) y 2(d) son las ima´genes sinte´ticas
generadas I1 e I2 respectivamente.
Caldero´n et al. definen el problema de fusio´n de ima´genes
multi-foco como un proceso inverso al de creacio´n de ima´genes
sinte´ticas en el que se requiere encontrar un mapa de decisio´n
que nos permita recortar las regiones enfocadas de cada una de
las ima´genes multi-foco del conjunto. En la Figura 3 se muestra
de manera gra´fica como se realiza el proceso de fusio´n cuan-
do se tiene dos ima´genes multi-foco I1 e I2 (Figs. 3(a) y 3(d),
respectivamente) ası´ como un mapa de decisio´n P y su comple-
mento P′ (Figs. 3(b) y 3(e)). Las Figs. 3(c) y 3(f) muestran la
parte nı´tida segmentada de las ima´genes I1 e I2 y la Fig. 3(g) el
resultado de unir las ima´genes de las Figuras 3(c) y 3(f) lo cual
se puede representar matema´ticamente con (8).
IF(r, c) = P(r, c)I1(r, c) + (1 − P(r, c))I2(r, c) (8)
(a) I1 (b) P (c) I1 × P
(d) I2 (e) P′ (f) I2 × P′
(g) (c) + (f)
Figura 3: Ejemplo de Fusio´n de dos ima´genes multi-foco dado un mapa de de-
cisio´n
El problema de fusio´n de ima´genes multi-foco puede ser
planteado como un proceso inverso al de creacio´n de las ima´ge-
nes sinte´ticas. Entonces el principal problema para la fusio´n de
ima´genes multi-foco es calcular el mapa de decisio´n P que nos
permita realizar la combinacio´n de las mismas.
Para calcular el valor de del mapa de decisio´n P(r, c) en ca-
da una de las coordenadas (r, c) de la imagen, agregando restric-
ciones de coherencia espacial, (Calderon et al., 2016) proponen
optimizar el sistema dado por (9) en una regio´n o ventana de
taman˜o (2w + 1) × (2w + 1) para valores de w ∈ {0, 1, 2, 3 · · · }.
argmax
P(r,c)
Es(P(r, c)) = P(r, c)S (r, c,w)
s.a
0 ≤ P(r, c) ≤ 1
(9)





∆F(r + k, c + l) (10)
donde Es(P(r, c)) es la funcio´n objetivo, S (r, c,w) es la suma de
∆F(r, c) = F1(r, c) − F2(r, c) alrededor de una venta y Fk(r, c)
es una medida de la nitidez de la imagen Ik en las coordenadas
(r, c).
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Algoritmo 1 CLI-S(I1, I2, w)
1: Fk = |Ik ∗ h|, ∀k ∈ {1, 2}
2: ∆F(r, c) = F1(r, c) − F2(r, c)
∀(r, c) ∈ {1, · · · nr} × {1, · · · nc}





∀(r, c) ∈ {1, · · · nr} × {1, · · · nc}
4: para r = 1 hasta nr hacer
5: para c = 1 hasta nc hacer
6: S (r, c,w) = ∆Finc(r + w, c + w) − ∆Finc(r + w, c − w −
1)−∆Finc(r−w−1, c + w) +∆Finc(r−w−1, c−w−1)
7: si S (r, c,w) ≥ 0 entonces
8: P(r, c) = 1
9: si no




14: Construir IF utilizando (8)
15: devolver IF
La solucio´n para (9), se lleva a cabo utilizando el Algorit-
mo 1 llamado Combinacio´n Lineal de Ima´genes Simple (CLI-
S) publicado en (Calderon et al., 2016) y para calcular S (r, c,w)
(10) se utiliza ima´genes integrales (Viola and Jones, 2001). El
Algoritmo CLI-S, recibe como para´metros las dos ima´genes a
fusionar y el valor para w, el cual es constante en todas las coor-
denadas de la imagen.
En las Figuras 4(a), 4(b), 4(c) y 4(d), se muestran los ma-
pas de decisio´n calculados al aplicar el Algoritmo CLI-S, con
w = 0, w = 15, w = 30 y w = 45 respectivamente, para el
ejemplo de las ima´genes sinte´ticas mostradas en la Fig. 2. En
las ima´genes de la Figura 4(a) se observa que con taman˜o de
ventana pequen˜o se logra una buena definicio´n en los bordes de
segmentacio´n pero se tiene poca coherencia espacial, en la Fi-
gura 4(b) se tiene suficiente coherencia espacial con bordes que
se aproximan a los bordes reales en las ima´genes, mientras que
con taman˜o de ventana grande Figs. 4(c) y 4(d), se tiene cohe-
rencia espacial pero deslocalizacio´n de los bordes del mapa de
decisio´n con respecto a los bordes de las ima´genes originales.
Podemos notar, que el mapa de decisio´n de la Figura 4, tiene
diferentes formas para diferentes valores de w y que debe exis-
tir un valor w tal que minimice las diferencias entre el mapa de
decisio´n calculado P y el mapa de decisio´n original P0, con el
que fueron generadas las ima´genes I1 e I2. Sin embargo, en el
Algoritmo CLI-S el valor de w es seleccionado manualmente
por el usuario, hasta tener el mejor mapa de decisio´n.
(a) w = 0. (b) w = 15.
(c) w = 30. (d) w = 45.
Figura 4: Mapas de decisio´n calculados con el algoritmo CLI-S para cuatro
diferentes taman˜os de ventana.
En la Figura 5 se muestra el comportamiento del porcenta-
je de aciertos obtenidos con el algoritmo CLI-S (Alg. 1) para
el ejemplo de las ima´genes de los lobos. Note que el valor que
maximiza dicho porcentaje es w = 15. Sin embargo, este valor
w o´ptimo so´lo puede ser obtenido cuando se tiene un valor de
referencia P0, que en conjuntos de ima´genes multi-foco obvia-
mente no existe. Este valor o´ptimo para w cambiara´ para cada
par de ima´genes multi-foco.
Figura 5: Porcentaje de acierto del Algoritmo CLI-S variando el valor de w.
Lo anterior nos lleva a pensar que lo ideal es calcular au-
toma´ticamente el taman˜o de las ventanas en cada uno de los
pı´xeles. Este taman˜o debe ser una funcio´n de la distancia del
pı´xel a los bordes del mapa de decisio´n, los cuales deberı´an
coincidir con las fronteras entre las regiones nı´tidas y borrosas
de la imagen.
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3.1. Ca´lculo eficiente del taman˜o de la ventana
De acuerdo con lo mencionado anteriormente, proponemos
estimar el taman˜o o´ptimo de la ventana a nivel pı´xel, tal que
cumpla con los objetivos de garantizar la coherencia espacial
en las regiones pertenecientes a un mismo objeto de la escena y
la correcta segmentacio´n en los bordes de las regiones nı´tidas.
Definiremos una ventana V(W(r, c)) como el conjunto de las
coordenadas (r, c) asociadas a cada pı´xel dentro de una regio´n
cuadrada. Esta ventana estara´ centrada en las coordenadas (r, c)
con a´rea A(W(r, c)) = (2W(r, c) + 1)2 y el valor W(r, c) es un
nu´mero entero positivo que debemos calcular.
Definimos un arreglo B, con la informacio´n de los bordes
del mapa de decisio´n P. El valor de B en cada una de las coor-
denadas (r, c), sera´ igual a 1 en caso de existir un borde y 0 si
no existe; ası´ dado P podemos calcular B mediante (11). Ini-
cialmente asumiremos que el mapa de decisio´n contiene ceros
P(0)(r, c) = 0 y por lo tanto la matriz de bordes tambie´n tendra´




1 |P(r, c) − P(r − 1, c)| > 0
1 |P(r, c) − P(r, c − 1)| > 0
0 Si no.
(11)
Dada una matriz de bordes B, nuestra propuesta es maximi-
zar el a´rea de la ventana A asociada a cada coordenada (r, c),
limitada a que la cantidad de puntos del borde dentro de la ven-
tana sea menor a un valor T y que el a´rea de la ventana sea
menor o igual a (2wmax + 1)2. Esto lo podemos plantear como
un proceso de optimizacio´n dado por (12). Permitir que el valor
mı´nimo de W(r, c) sea 0 en (12), hace posible la creacio´n de
ventanas de 1 × 1 en las regiones cercanas a los bordes, lo cual
es equivalente a hacer un procesamiento a nivel pı´xel y limitar
W(r, c) ≤ wmax evita que las ventanas crezcan indefinidamente




A(W(r, c)) = (2W(r, c) + 1)2
s.a
(12)
0 ≤ W(r, c) ≤ wmax (13)∑
<k,l>∈V(W(r,c)) B(k, l) < T (14)
Una forma de encontrar los valores que maximizan (12), es
aplicar un proceso iterativo, donde W(r, c) crece desde un valor
inicial 0 hasta un valor wmax mientras no se rebase la toleran-
cia T en los bordes del mapa de decisio´n (14). El valor final
de W(r, c) o´ptimo sera´ aquel que maximiza el a´rea de la venta-
na, sin que los bordes sobrepasen la tolerancia T , tal como se
muestra en la imagen de la Figura 6. En dicha figura se mues-
tran dos ventanas centradas en las coordenadas (r, c), con a´reas
(2wmax + 1)2 y (2W(r, c) + 1)2. Se puede observar que la venta-
na mayor cumple con la restriccio´n dada por (13), pero abarca
gran cantidad de puntos del borde, violando la restriccio´n dada
por (14). La ventana interna, es la ventana ma´s grande que se
puede crear sin violar ninguna de las restricciones.
Figura 6: Ejemplo del proceso de maximizacio´n del a´rea de la ventana a partir
de un punto en las coordenadas (r, c)
Para hacer eficiente la bu´squeda de W(r, c) que optimi-
za (12), proponemos utilizar bu´squeda binaria y calcular la su-
matoria de la restriccio´n dada por (14) utilizando ima´genes in-







SB(r, c,w) = Binc(r + w, c + w)−
Binc(r + w, c − w − 1)−
Binc(r − w − 1, c + w)+
Binc(r − w − 1, c − w − 1)
(16)
donde Binc(r, c) es la suma de todos los puntos de la matriz de
bordes desde (1, 1) hasta (r, c) y SB(r, c,w) es la suma de los
bordes dentro de la ventana.
En el Algoritmo 2 llamado de Ventana O´ptima (VO) se re-
sume lo planteado en los pa´rrafos anteriores. El Algoritmo VO
recibira´ como para´metros: el valor ma´ximo para wmax, la tole-
rancia T y un mapa de decisio´n P y regresara´ una matriz W
con los valores que optimizan (12) para todas las coordenadas
(r, c) ∈ {1, . . . , nr} × {1, . . . , nc}.
Algoritmo 2 VO(wmax, T , P)
1: Hacer a = 0 y b = wmax.
2: Calcular B, ∀(r, c) ∈ {1, . . . , nr} × {1, . . . , nc} con (11)
3: Calcular Binc con (15)
4: para r = 1 hasta nr hacer
5: para c = 1 hasta nc hacer
6: mientras b − a > 1 hacer
7: w← b a+b2 c










En la Figura 7 se muestran algunas ventanas calculadas con
el Algoritmo VO centradas en sus pı´xeles correspondientes so-
bre un fondo negro para el par multi-foco de la Figura 2. Note,
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para este ejemplo, que se obtuvieron ventanas de taman˜o va-
riable que resultan ser grandes en regiones homoge´neas y pe-
quen˜as en regiones cercanas a los bordes. Las ventanas se tras-
lapan ya que dos pı´xeles vecinos tienen ventanas de taman˜o
igual o diferente.
Figura 7: Taman˜os de ventana obtenidos con el Algoritmo VO (Alg. 2).
Al inicio no se tiene informacio´n del mapa de decisio´n P(0),
por lo que el Algoritmo VO dara´ como resultado ventanas con
a´rea (2wmax + 1)2. Con esta informacio´n podemos calcular un
mapa de decisio´n P(1), sin embargo, dicho mapa tendra´ poca
exactitud en los bordes. Para afinar nuestro mapa, proponemos
aplicar nuevamente el Algoritmo VO, utilizando los bordes de
P(1) y obtener los taman˜os de ventana adecuados, que nos per-
miten calcular un nuevo mapa de decisio´n P(2), el cual debera´
tener una mayor precisio´n en los bordes de segmentacio´n. En
general podemos repetir el proceso para calcular P(k+1) en fun-
cio´n de los bordes de P(k), hasta que la diferencia entre P(k) y
P(k+1) sea menor a un umbral o se supere un nu´mero ma´ximo
de iteraciones. El Algoritmo 3 al que denominaremos Combi-
nacio´n Lineal de Ima´genes con Ventanas Variables (CLI-VV),
es una modificacio´n del Algoritmo 1 (CLI-S). Los principales
cambios que se han hecho son: dar un valor inicial a P(0) (lı´nea
4) e iterar el proceso de ca´lculo de W (k) con la informacio´n de
P(k−1) utilizando el Algoritmo VO (Alg. 2 lı´neas 5 y 6), para
posteriormente recalcular P(k) utilizando los valores de W (k).
Algoritmo 3 CLI-VV(I1, I2, wmax, T , Niter)
1: Fk = |Ik ∗ h|, ∀k ∈ {1, 2}
2: ∆F(r, c) = F1(r, c) − F2(r, c)
∀(r, c) ∈ {1, · · · nr} × {1, · · · nc}





∀(r, c) ∈ {1, · · · nr} × {1, · · · nc}
4: P(0)(r, c)← 0 ∀(r, c) ∈ {1, . . . , nr} × {1, . . . , nc}
5: para k = 1 hasta Niter hacer
6: W (k) ← VO(wmax, T , P(k−1)) (Alg. 2).
7: para r = 1 hasta nr hacer
8: para c = 1 hasta nc hacer
9: si S (r, c,W (k)(r, c)) ≥ 0 entonces
10: P(k)(r, c) = 1
11: si no





17: Calcular la imagen fusionada IF aplicando (8)
18: devolver {IF , P(Niter)}
El algoritmo CLI-VV(I1, I2,wmax,T,Niter) requiere de cinco
para´metros, donde wmax debe ser un valor suficientemente gran-
de para generar ventanas que abarquen entre un 25 % y un 50 %
del taman˜o total de la imagen, el valor de T indicara´ cuantos
puntos del borde permitiremos por ventana y Niter es el nu´mero
de iteraciones que se hara´n para mejorar P. Es importante men-
cionar que se utilizan ima´genes integrales en el Algoritmo 3
(lı´nea 9), lo cual permite que el taman˜o de la ventana, no influ-
ya en el tiempo de ejecucio´n.
3.2. Fusio´n de conjuntos con ma´s de dos ima´genes multi-foco.
En la literatura, lo ma´s comu´n es encontrar trabajos en los
que se presenta la fusio´n de dos ima´genes multi-foco, sin em-
bargo, existen situaciones en las que es necesario aplicar el pro-
cedimiento para conjuntos de ima´genes multi-foco con ma´s de
dos ima´genes N > 2. Con el propo´sito de fusionar conjuntos
con ma´s de dos ima´genes, desarrollamos el Algoritmo 4, al que
denominamos Fusio´n Multi-foco con Ventanas Variables (FM-
VV). El Algoritmo FM-VV inicia fusionando las ima´genes I1 e
I2 con el Alg. CLI-VV para obtener I
(1)
F , posteriormente fusiona
las ima´genes I(1)F e I3 para obtener I
(2)
F repitiendo el proceso has-
ta haber fusionado todas las ima´genes del conjunto I. El mapa
de decisio´n final se puede obtener sumando todos los mapas de
decisio´n parciales PF = P
(1)
F + . . . + P
(k)
F
Algoritmo 4 FM-VV({I1, I2, · · · , IN}, wmax, T , Niter)
1: I(0)F ← I1.
2: para k = 1 hasta N − 1 hacer







6: devolver {I(N−1)F , PF}
3.3. Ana´lisis de Complejidad
En esta seccio´n presentamos el ana´lisis de complejidad
asin- to´tica de los algoritmos propuestos en este artı´culo. En el
ana´lisis de complejidad suponemos que las ima´genes a fusionar
son de taman˜o nr × nc pı´xeles.
El Algoritmo 1, CLI-S, recibe las dos ima´genes y el taman˜o
de ventana calculada y regresa la imagen fusionada. Las lı´neas
1, 2 y 3 son todas de complejidad O(nr nc), dado que barren
matrices del mismo taman˜o que las ima´genes originales y se
utilizan ima´genes integrales para su ca´lculo, en la lı´nea 3. El
ciclo de la lı´nea 4 se ejecuta O(nr) veces y el de la lı´nea 5 O(nc)
veces. El cuerpo del ciclo interno (lı´neas 6 a 11), es de com-
plejidad constante, i.e, O(1). Por consiguiente la complejidad
del ciclo externo (lı´neas 4 a 13) es de complejidad O(nr nc). La
lı´nea 14 puede ejecutarse en O(nr nc). Esto da como resultado
que la complejidad de CLI-S sea O(nr nc).
El Algoritmo 2, VO, toma como argumentos el taman˜o
ma´ximo de ventana, la tolerancia T (escalar), y el mapa de deci-
sio´n P de taman˜o nr × nc. El Algoritmo VO regresa la matriz W
de taman˜o nr ×nc, la cual indica los taman˜os de ventana o´ptima
para cada pı´xel de las ima´genes a fusionar. La lı´nea 1 se puede
ejecutar en tiempo constante O(1). Las lı´neas 2 y 3 tienen una
complejidad O(nr nc). Los ciclos de las lı´neas 4 y 5 se ejecutan
en O(nr) y O(nc) veces, respectivamente. El ciclo de las lı´neas
6 a 13 implementa la bu´squeda binaria del taman˜o o´ptimo de
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ventana para el pı´xel en cuestio´n, lo cual tiene un costo compu-
tacional de O(log wmax). El costo total del ciclo de 4 a 16 es de
O(nr nc log wmax). Por lo tanto, la complejidad total de VO es
O(nr nc log wmax).
El Algoritmo 3, CLI-VV toma como argumentos dos
ima´genes, I1 e I2, el taman˜o ma´ximo de la ventana wmax, la
tolerancia T y el nu´mero ma´ximo de iteraciones permitidas
para refinar los taman˜os de ventana Niter; calcula y regresa la
imagen fusionada y el mapa de decisio´n. Las primeras cua-
tro lı´neas son todas de complejidad O(nr nc). El ciclo externo
(lı´nea 5) se ejecuta O(Niter) veces. La lı´nea 6 ejecuta el Al-
goritmo VO, el cual ya se demostro´ que es de complejidad
O(nr nc log wmax). Los ciclos de las lı´neas 7 y 8 se ejecutan
O(nr), O(nc) veces, respectivamente. El cuerpo del ciclo interno
es de complejidad constante, esto hace que el ciclo de las lı´neas
7 a 15 sea de complejidad O(nr nc) y el ciclo de las lı´neas 5
a la 16 sea O(Niter nr nc log wmax). La lı´nea 17 es de com-
plejidad O(nr nc). La complejidad del Algoritmo CLI-VV es
O(Niter nr nc log wmax).
El Algoritmo FM-VV toma como argumentos un arre-
glo de N ima´genes a fusionar, wmax, T y Niter y regresa las
ima´genes fusionadas y el mapa de decisio´n. La lı´nea 1 es de
complejidad O(nr nc). El ciclo de las lı´neas 2 a 4 se repi-
te O(N) veces y su cuerpo (lı´nea 3) tiene una complejidad de
O(Niter nr nc log wmax) por lo que la complejidad de dicho ci-
clo es O(N Niter nr nc log wmax). La lı´nea 5 es de compleji-
dad O(N nr nc). La complejidad computacional de FM-VV es
O(N Niter nr nc log wmax).
Si consideramos que wmax es una constante independiente-
mente del taman˜o de las ima´genes, al igual que Niter la cual se
ve en los resultados que no pasa de 10 y N es mucho menor que
el taman˜o de las mismas, podemos considerar que la compleji-
dad de VO, CLI-VV y FM-VV son todas O(nr nc).
Si np = nr×nc es el nu´mero de pı´xeles en la imagen, la com-
plejidad de todos los Algoritmos presentados en este artı´culo es
lineal con el nu´mero de pı´xeles O(np), es decir con el taman˜o
del problema.
4. Resultados
En esta seccio´n se presentan los resultados de aplicar los al-
goritmos CLI-VV y FM-VV en pares y trı´os de ima´genes multi-
foco. Primero presentamos la fusio´n de 21 pares de ima´genes
multi-foco sinte´ticas con el fin de hacer una medicio´n cuantita-
tiva del resultado obtenido con el Algoritmo CLI-VV y verifi-
car su efectividad respecto al Algoritmo CLI-S. Posteriormen-
te presentamos los resultados con 29 pares de ima´genes multi-
foco reales con el propo´sito de que el lector califique el desem-
pen˜o del algoritmo CLI-VV de manera cualitativa y cuantita-
tiva. Finalmente se presentan las soluciones obtenidas con el
algoritmo FM-VV para 5 trı´os de ima´genes multi-foco.
Para fusionar la imagen final mediante (8) y dado que los
mapas de decisio´n terminan siendo una etiqueta del pı´xel mas
nı´tido, utilizaremos cuatro me´tricas de segmentacio´n para de-
terminar la precisio´n de los Algoritmos CLI-VV y FM-VV.
Las me´tricas que reportamos son Precisio´n a Nivel Pixel (Pi-
xel Accuracy PA), Media de la Precisio´n a Nivel Pixel (Mean
Pixel Accuracy MPA), Media de la Interseccio´n sobre la Unio´n
(Mean Intersection over Union MIU) y Frecuencia Pesada de la
Interseccio´n sobre la Union (Frequency Weighted Intersection




























donde ni, j es el nu´mero de pı´xeles de la clase i que fueron pre-
dichos como clase j y ti =
∑N j
j=1 ni, j es el total de los pı´xeles de
la clase i
4.1. Resultados del Algoritmo CLI-VV en pares de ima´genes
multi-foco
Para hacer la evaluacio´n cuantitativa del Algoritmo CLI-VV
se creo´ un conjunto de 21 pares de ima´genes sinte´ticas y se ba-
jaron de la red 29 ima´genes reales de las cuales no existe un ma-
pa de decisio´n. Para las 21 ima´genes sinte´ticas 4 fueron creadas
usando mapas de decisio´n generados por nosotros y 17 fueron
tomadas de la pa´gina Pascal VOC. La pa´gina Pascal VOC tiene
imagen de referencia y un mapa de segmentacio´n que los usua-
rios utilizan para probar sus algoritmos de Segmentacio´n. En
el caso de las ima´genes sinte´ticas a priori sabemos el mapa de
decisio´n y en el caso de las ima´genes reales se determinaron los
mapas de decisio´n de referencia (ground truth) de manera ma-
nual, separando las regiones nı´tidas en cada una de las ima´genes
multi-foco (utilizando el programa Gimp).
4.1.1. Pares de Ima´genes Sinte´ticas
Para mostrar la mejora en el desempen˜o del algoritmo CLI-
VV sobre el algoritmo CLI-S creamos cuatro pares de ima´genes
multi-foco sinte´ticas a partir de las ima´genes de los lobos (Fig.
2(a)) y Lena (Fig. 10(a)). Para crear estos pares de ima´genes
sinte´ticas utilizamos tres diferentes mapas de decisio´n, el pri-
mero coincide con el contorno de uno de los dos lobos (Fig.
8(a)), el segundo con el contorno de Lena (Fig. 8(b)) y el ter-
cero es una estrella de 18 picos (Fig 8(c)). El mapa de decisio´n
de la estrella se utilizo´ tanto en la imagen de los lobos como en
el de Lena para que el lector pueda comparar el desempen˜o de
los algoritmos con un mapa de decisio´n que no coincide con los
bordes de los objetos en las ima´genes.
(a) Lobos (b) Lena (c) Estrella
Figura 8: Mapas de decisio´n utilizados para generar pares sinte´ticos de ima´ge-
nes multi-foco
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En las ima´genes de la Figura 9 se muestran algunas de
las iteraciones del Algoritmo CLI-VV (Alg. 3) aplicado a las
ima´genes sinte´ticas de la Figura 2. Los para´metros utilizados
fueron wmax = 128, T = 1 y Niter = 10. En las Figuras 9(a-d)
se muestran los bordes obtenidos en cada iteracio´n, en las Fi-
guras 9(e-h) se muestran los valores de W para cada iteracio´n,
ilustrados con tonos de gris, donde el valor ma´ximo correspon-
de a color blanco y el mı´nimo al color negro y finalmente las
Figuras 9(i-l) muestran la evolucio´n del mapa de decisio´n P.
Cada columna de la Figura corresponde a las iteraciones 1, 2, 3
y 10, respectivamente. Dado que inicialmente no se tiene infor-
macio´n de los bordes de segmentacio´n, los taman˜os de la ven-
tana tomara´n un valor constante wmax en todas las coordenadas
de la imagen. Podemos notar que en la primer iteracio´n el ma-
pa de decisio´n sera´ equivalente a la solucio´n del Algoritmo 1,
(Calderon et al., 2016) para un valor w = wmax.
A medida que se itera, W(r, c) tomara´ valores pequen˜os cer-
ca de los bordes, permitiendo mejorar la segmentacio´n y valores
cercanos a wmax en las regiones homoge´neas, los cuales maxi-
mizan la coherencia espacial. Esto mejora el mapa de decisio´n
y en consecuencia la nitidez de la imagen fusionada.
(a) B(1) (b) B(2) (c) B(3) (d) B(10)
(e) W(1) (f) W(2) (g) W(3) (h) W(10)
(i) P(1) (j) P(2) (k) P(3) (l) P(10)
Figura 9: Evolucio´n de los bordes B, taman˜os de ventana W y del mapa de
decisio´n P para las ima´genes sinte´ticas de los lobos.
En la Figura 10, se presenta un segundo par de ima´genes
sinte´ticas generado a partir de la imagen mostrada en la Figu-
ra 10(a), utilizando (7) y el mapa mostrado en 10(b).
(a) Lena I0 (b) P0 (c) I1 (d) I2
Figura 10: Simulacio´n de perdida de nitidez utilizando la imagen de Lena y un
mapa de decisio´n con forma de estrella
Se ha seleccionado un mapa de decisio´n P0 con forma de es-
trella con 18 picos con el objetivo de mostrar el desempen˜o del
Algoritmo CLI-VV con mapas de decisio´n con regiones puntia-
gudas.
En la Figura 11 se muestran los resultados de algunas itera-
ciones del Algoritmo CLI-VV cuando se utilizan las ima´genes
mostradas en las Figuras 10(c) y 10(d). Para la Fig 11 en el
primer renglo´n (Figs. 11 (a-d)) se muestra la evolucio´n de los
bordes, el segundo renglo´n (Figs. 11 (e-h)) ima´genes con los
valores de W y el u´ltimo renglo´n (Figs. 11 (i-l)) corresponde
al mapa de decisio´n calculado en las iteraciones 1, 2, 3 y 10.
Cabe hacer notar que en cada iteracio´n el mapa de decisio´n es
mejorado hasta llegar al valor de PA =99.37 %.
(a) B(1) (b) B(2) (c) B(3) (d) B(10)
(e) W(1) (f) W(2) (g) W(3) (h) W(10)
(i) P(1) (j) P(2) (k) P(3) (l) P(10)
Figura 11: Evolucio´n de los bordes B, taman˜os de ventana W y del mapa de de-
cisio´n P, para la imagen de lena con un mapa de decisio´n en forma de estrella.
Para el siguiente experimento el para´metro utilizado en el
algoritmo CLI-S fue w = 15, el cual es el o´ptimo de acuer-
do con la gra´fica de la Figura 5. Para el caso del algoritmo
CLI-VV se utilizaron como para´metros wmax = 58, T = 5 y
Niter = 10. Los para´metros se asumieron fijos para hacer notar
el comportamiento de los algoritmos bajo diferentes condicio-
nes de ima´genes y mapas de decisio´n.
En la Figura 12 se muestran las diferencias entre los mapas
de decisio´n dados (Fig. 8) y los mapas de decisio´n calculados
con los algoritmos CLI-S y CLI-VV, respectivamente. Para es-
tas ima´genes blanco significa que hay diferencia y negro que
no hay. Podemos notar de manera cualitativa que el algoritmo
CLI-VV presenta menores diferencias que el algoritmo CLI-S.
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(a) Lobos CLI-S (b) Lobos CLI-VV
(c) Lobos CLI-S (d) Lobos CLI-VV
(e) Lena CLI-S (f) Lena CLI-VV
(g) Lena CLI-S (h) Lena CLI-VV
Figura 12: Diferencias calculadas entre el mapa de decisio´n dado y el calculado
con los algoritmos CLI-S y CLI-VV
Los resultados del porcentaje de PA se muestran en la Ta-
bla 1; en la primer columna se muestra el nombre de la imagen
utilizada para calcular el par multi-foco sinte´tico, en la segunda
columna la Figura utilizada como mapa de decisio´n, en las co-
lumnas 3 y 4 los porcentajes de PA y el tiempo en segundos para
el algoritmo CLI-S y finalmente en las columnas 5 y 6 el por-
centaje PA y el tiempo para el algoritmo CLI-VV. En la Tabla 1
podemos notar que en todos los casos el Algoritmo CLI-VV
supera al Algoritmo CLI-S, aunque el tiempo de ejecucio´n es
considerablemente mayor.




PA seg. PA seg.
Lobos Fig. 8(a) 98.4 0.016 99.8 0.256Fig. 8(c) 93.4 0.016 98.1 0.255
Lena Fig. 8(b) 96.4 0.016 99.3 0.244Fig. 8(c) 93.0 0.016 98.7 0.239
La Figura 13 muestra los promedios de tiempo de ejecucio´n
en segundos del Algoritmo CLI-VV requerido para fusionar pa-
res de ima´genes con diferentes taman˜os np = nr × nc. El Algo-
ritmo CLI-VV se ejecuto´ 50 veces para cada par y se calculo´ el
promedio de tiempo. Los tiempos promedio se graficaron en la
Fig. 13, como puntos sobre la lı´nea de mı´nimos cuadrados para
resaltar el comportamiento lineal del Algoritmo CLI-VV.








Figura 13: Gra´fica del tiempo de ejecucio´n t (s) del Algoritmo CLI-VV contra
el nu´mero de pı´xeles np de las ima´genes.
En la Tabla 2 se presenta el tiempo de ejecucio´n para los
Algoritmos de De and Chanda (De and Chanda, 2013), Bai et
al. (Bai et al., 2015) y CLI-VV. En la Tabla se puede notar que
el Algoritmo CLI-VV tiene tiempos de ejecucio´n muy por de-
bajo de los tiempos reportados en estos trabajos para un par de
ima´genes sinte´ticas de taman˜a 512 × 512.
Tabla 2: Comparacio´n de tiempo de ejecucio´n en propuestas similares.
Tiempo (s.)
(De and Chanda, 2013) (Bai et al., 2015) CLI-VV
29 1.029 0.253
Para mostrar el desempen˜o del algoritmo CLI-VV, adicio-
nalmente a las ima´genes sinte´ticas de la Fig. 8, utilizamos algu-
nas de las ima´genes de la pa´gina PASCAL VOC para generar
17 pares de ima´genes multi-foco. En la Fig. 14 columnas 1 y 2
se muestran 4 de los 17 pares generados y los bordes del mapa
de decisio´n en blanco sobre la imagen fusionada se muestran en
la tercer columna.
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Para las 21 ima´genes sinte´ticas calculamos el error entre el
mapa de decisio´n dado y el calculado mediante los algoritmos
CLI-S y CLI-VV, utilizando las me´tricas dadas por (17).
Figura 14: Ejemplos de la aplicacio´n del Algoritmo CLI-VV a 20 ima´genes de
512 × 512 pı´xeles utilizando los mismos para´metros
En la Tabla 3 se muestran los promedios de las me´tricas de
segmentacio´n para los algoritmos CLI-S y CLI-VV; note en es-
ta tabla que en promedio tenemos una precisio´n a nivel pı´xel
PA del 99.19 % con el algoritmo CLI-VV contra 95.7 % del Al-
goritmo CLI-S.
Tabla 3: I´ndices promedio calculados para 21 pares de ima´genes multi-foco
sinte´ticas utilizando los algoritmos CLI-S y CLI-VV
Algoritmo PA MPA MIU FWIU
CLI-S 95.70 93.91 88.73 91.94
CLI-VV 99.19 98.90 97.65 98.39
4.1.2. Pares de Ima´genes Reales
En la Figura 15 se muestran los resultados de aplicar el Al-
goritmo CLI-VV a 4 pares de ima´genes de un conjunto de 9
pares de ima´genes multi-foco obtenidas de internet y de algu-
nos artı´culos relacionados con el tema, todas ellas de taman˜o
diferente. En esta Figura se muestran tres columnas correspon-
dientes a los pares de ima´genes utilizadas ası´ como los resul-
tados obtenidos. En la primera y segunda columna se muestran
los pares de ima´genes multi-foco I1 e I2 y en la tercer columna
se muestra los bordes del mapa de segmentacio´n sobre la ima-
gen fusionada. Los casos de la lı´neas 1 y 3 se seleccionaron co-
mo muestra, por ser pares muy utilizados en la literatura. Cabe
resaltar los casos mostrados en los renglones 2 y 4, de dicha fi-
gura, en donde se puede notar que el algoritmo CLI-VV permi-
te segmentar regiones pequen˜as, contenidas dentro de regiones
ma´s grandes. Por ejemplo, en las figuras correspondientes a la
escultura y el edificio mostradas en el segundo renglo´n, se logro´
segmentar adecuadamente las regiones que esta´n entre los pies
de los personajes de la escultura. Dado que las ima´genes utiliza-
das tienes diferentes taman˜os, los para´metros utilizados fueron
seleccionados hasta obtener la mejor imagen fusionada. Cabe
mencionar que solamente el para´metro del taman˜o de la venta-
na se fijo´ en un porcentaje dado por wmax = 0.3 max(nr, nc).
Figura 15: Resultado de aplicar el Algoritmo CLI-VV a 4 pares de ima´genes
con diferentes taman˜os y utilizando diferentes para´metros.
Con el siguiente experimento queremos mostrar que el Al-
goritmo CLI-VV es capaz de obtener resultados razonables con
un conjunto de 20 pares ima´genes multi-foco utilizando los
mismos para´metros. En la Figura 16 se muestran los resultados
obtenidos en tres de las veinte ima´genes, en la columna 1 y 2 se
muestran los pares y en la columna 3 la imagen de los bordes
del mapa de decisio´n sobre la imagen fusionada. Mostramos
estos ejemplos debido a la calidad de la ima´genes fusionadas y
complejidad de par multifoco de las ima´genes del primer y ter-
cer renglo´n. Estas ima´genes fueron tomadas de la red y algunas
de ellas son utilizadas por (Nejati et al., 2015). Los 20 pares
de ima´genes son de taman˜o 512 × 512 y los para´metros para el
Algoritmo CLI-VV fueron T = 20, wmax = 52 y Niter = 10.
Es posible observar en estas ima´genes que el mapa de decisio´n
tiene la suficiente coherencia espacial, que se logra una seg-
mentacio´n adecuada de las partes nı´tidas, la cual coincide con
los bordes de los objetos y que todos los objetos de la imagen
fusionada lucen nı´tidos (columna 3).
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Figura 16: Ejemplos de la aplicacio´n del Algoritmo CLI-VV a 3 pares de un
conjunto de 20 pares de ima´genes de 512 × 512 pı´xeles utilizando los mismos
para´metros
En la Tabla 4 se presentan los promedios de las me´tricas
dadas por (17) para el mapa de decisio´n calculado para los 29
pares de ima´genes reales utilizando el algoritmo CLI-VV. En
esta tabla el primer renglo´n corresponde a la informacio´n para
los 9 pares de ima´genes con diferentes taman˜os (con diferen-
tes para´metros) y el segundo renglo´n a 20 pares de ima´genes
con el mismo taman˜o (donde se utilizaron los mismos para´me-
tros). Note que tenemos una precisio´n a nivel pı´xel promedio
del 95.61 %.
Tabla 4: Me´trica promedio calculados para los 29 pares de ima´genes multi-foco
reales
Para´metros Total PA MPA MIU FWIU
Diferentes 9 92.77 92.42 85.86 87.06
Iguales 20 96.88 97.01 92.93 94.20
Promedio 29 95.61 95.58 90.74 91.99
Con el conjunto de 20 pares de ima´genes multi-foco reales,
se realizo´ la fusio´n utilizando el algoritmo CLI-VV con dife-
rentes implementaciones del Laplaciano utilizando: Laplaciano
Discretizado, Diferencias de Gaussianas (DoG) y segundas de-
rivadas de Gaussianas ∇2Gσ. Para DoG se utilizo´ Gσ1 − Gσ2
con σ1 = 0 y σ2 = 0.7. En el caso de las segundas deriva-
das de Gaussiana se utilizo´ σ = 1. Los resultados se muestran
en la Tabla 5 note que los resultados no son significativamente
diferentes pero tanto DoG como ∇2Gσ son muy sensibles a la
varianza de la Gaussiana σ. En la Tabla 5 se reporta el prome-
dio de las me´tricas dadas por (17) y los tiempos requeridos para
obtener la imagen fusionada con el algoritmo CLI-VV. Los va-
lores de σ, σ1 y σ2 se calcularon de manera manual hasta lograr
el ma´ximo desempen˜o y los para´metros de CLI-VV utilizados
fueron T = 20, wmax = 52 y Niter = 10. Todos los para´metros
fueron los mismos para el conjunto de los 20 pares de ima´genes.
Tabla 5: Promedio de me´tricas y tiempos para el algoritmo CLI-VV utilizando
diferentes implementaciones del Laplaciano





4.2. Resultado de aplicar el algoritmo FM-VV a conjuntos
con mas de tres ima´genes multi-foco
La Figura 17 muestra los resultados de aplicar el Algoritmo
FM-VV a tres ima´genes multi-foco. La Figura 17(c) muestra el
resultado de fusionar las ima´genes mostradas en las Figs. 17(a)
y 17(b) correspondientes a I1 e I2, respectivamente y la Figu-
ra 17(e) la fusio´n de las ima´genes de las Figs. 17(c) y 17(d)
correspondientes a las ima´genes I(1)F e I3, respectivamente. En
la Figura 17(f) se muestra el mapa de decisio´n resultante de
aplicar el Algoritmo FM-VV (Alg 4). En esta figura las regio-
nes marcadas en color blanco se debera´n tomar de la imagen
I1, las marcadas en gris debera´n tomarse de la imagen I2 y las
marcadas con negro se debera´n tomar de I3. Se podrı´a pensar
que el fondo de estas ima´genes hubiese sido mal segmentado,
sin embargo, es indistinto tomar la informacio´n de I1, I2 o I3,
dado que es una superficie sin textura que no se ve afectada por
el cambio de foco. Los para´metros utilizados por el Algoritmo
FM-VV para este ejemplo fueron wmax = 25 y T = 13.
(a) I1 (b) I2 (c) I
(1)
F
(d) I3 (e) IF (f) P
Figura 17: Ejemplo del procedimiento para fusionar tres ima´genes multi-foco
correspondientes a unas tazas.
Los ejemplos que se muestran a continuacio´n corresponden
a 4 conjuntos con 3 ima´genes multi-foco, obtenidas de la red.
Las escenas corresponden a un buzo en la playa, unos lobos ma-
rinos, un teclado de computadora y unas baterı´as en fila. Se han
fijado los valores de los para´metros en T = 30 y wmax = 104
(20 % de las dimensiones de las ima´genes). En la Figura 18 te-
nemos en cada renglo´n el conjunto de las tres ima´genes multi-
foco y los bordes del mapa de decisio´n en color blanco sobre
la imagen fusionada calculada con el algoritmo FM-VV. Puede
observarse en dicha figura que los bordes del mapa de decisio´n
obtenido, se ajustan a los bordes reales de las ima´genes y que
adema´s se logra la coherencia espacial en zonas sin bordes. En
la Tabla 6 se muestran de manera cuantitativa las 4 me´tricas
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para el mapa de decisio´n calculado con FM-VV y el mapa de
decisio´n de referencia realizado a mano (utilizando el progra-
ma GIMP). El promedio de PA fue de 92.19 % para las cuatro
ima´genes.
Tabla 6: Me´tricas calculadas para los 4 conjuntos de 3 ima´genes multi-foco
utilizando los mismos para´metros.
Desc. PA MPA MIU FWIU
Buzo 92.63 93.93 82.28 87.26
Lobos Marinos 92.01 93.19 84.96 85.51
Teclado 97.81 97.55 95.40 95.71
Baterı´as 90.33 89.88 81.86 82.58
Promedio 93.19 93.64 86.12 87.76
Figura 18: Ejemplos de la aplicacio´n del Algoritmo FM-VV a 4 ima´genes uti-
lizando los mismos para´metros
5. Conclusiones
En este trabajo presentamos los Algoritmos CLI-VV y FM-
VV para la fusio´n de ima´genes multi-foco. El Algoritmo CLI-
VV fue desarrollado para mejorar el Algoritmo CLI-S publi-
cado en (Calderon et al., 2016) y el Algoritmo FM-VV es la
generalizacio´n del CLI-VV para ma´s de un par de ima´genes.
Modificamos al Algoritmo CLI-S con el fin de mejorar la
definicio´n en los bordes del mapa de segmentacio´n mantenien-
do coherencia espacial en las regiones donde se requiere. El
Algoritmo CLI-VV obtuvo una precisio´n PA del 99.19 % en
las 21 ima´genes sinte´ticas mostradas en la seccio´n de resulta-
dos superando al algoritmo CLI-S en todos los casos. Mostra-
mos resultados del algoritmo CLI-VV con 20 pares de ima´ge-
nes reales donde los para´metros se mantuvieron constantes para
mostrar que puede desempen˜arse satisfactoriamente indepen-
dientemente sin tener que cambiar los para´metros para cada par
de ima´genes, en este caso el promedio de PA fue de 96.88 %.
Las ima´genes integrales se utilizaron para detectar el total
de bordes y la suma de las diferencias en una ventana dentro del
Algoritmo CLI-VV, logrando que el tiempo de evaluacio´n en la
ventana sea constante, independientemente del taman˜o de e´sta.
Haber utilizados las ima´genes integrales no afecta los desem-
pen˜os de los algoritmos CLI-VV y FM-VV, pero mejora sus-
tancialmente el tiempo de co´mputo. Debido a la naturaleza ite-
rativa del Algoritmo CLI-VV su tiempo de ejecucio´n es mayor
que el tiempo del Algoritmo CLI-S, sin embargo, la calidad de
los resultados del algoritmo CLI-VV es superior con tiempos
de ejecucio´n por debajo de algunos reportados en el estado del
arte. Adicionalmente, el u´nico para´metro usado por CLI-VV es
el taman˜o ma´ximo de ventana y sus resultados no son sensibles
a e´l para un taman˜o dado de la imagen.
En virtud de la rapidez de los Algoritmos CLI-VV y FM-
VV estos sera´n utilizados para la creacio´n de fotografı´as nı´tidas
a partir de un conjunto de ima´genes.
Aunque consideramos que los resultados obtenidos son su-
ficientemente buenos, existen mejoras que se pueden aplicar al
algoritmo. Por ejemplo, probar con otras te´cnicas para medir el
nivel de enfoque, aplicar el proceso en un esquema de pira´mi-
des con el fin de tener representaciones multi-escala y aplicar
programacio´n paralela para mejorar su eficiencia en tiempo.
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