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Introduction
Le premier proble`me qui se pose naturellement lors de l’e´tude des alge`bres de Lie nilpotentes est la
classification de celles-ci en petite dimension. La classification des alge`bres de Lie nilpotentes complexes
a e´te´ comple´te´e jusqu’en dimension 7. Pour les dimensions infe´rieures ou e´gales a` 6, il n’existe, sauf iso-
morphismes, qu’un nombre fini d’alge`bres de Lie nilpotentes complexes. Dans [2], on classifie les alge`bres
de Lie nilpotentes complexes selon leur suite caracte´ristique. On obtient ainsi, une liste plus e´tendue qui
contient des familles d’alge`bres de Lie non isomorphes entre elles.
On envisage alors d’e´tudier les alge`bres de Lie nilpotentes selon leur nilindice, en commenc¸ant par celles
qui ont un nilindice maximal, c’est-a`-dire , les alge`bres de Lie filiformes. De`s 1970, Vergne a initie´ l’e´tude
des alge`bres de Lie filiformes [51]. Elle a montre´ que sur un corps ayant une infinite´ d’e´le´ments, il n’existe,
sauf isomorphismes, que deux alge`bres de Lie filiformes naturellement gradue´es de dimension paire 2n,
nomme´es L2n et Q2n, et une seule en dimension impaire 2n+ 1, appele´e L2n+1 avec n ∈ N.
Plus re´cemment, Sˇnobl et Winternitz [48] ont de´termine´ les alge`bres de Lie ayant comme nilradical
l’alge`bre Ln sur le corps des complexes et des re´els. Afin de comple´ter cette classification a` toutes les
alge`bres de Lie filiformes naturellement gradue´es, nous allons proce´der de meˆme avec les alge`bres Q2n.
Nous de´montrons ensuite que si une alge`bre de Lie inde´composable de dimension finie posse`de un nilra-
dical filiforme alors elle est force´ment re´soluble. Les alge`bres de Lie filiformes ne pre´sentent donc aucun
inte´reˆt dans l’e´tude des alge`bres de Lie non re´solubles.
Ce re´sultat n’est plus vrai pour les alge`bres de Lie quasi-filiformes dont leur nilradical est abaisse´ d’une
unite´ par rapport aux filiformes. En effet, en cherchant toutes les alge`bres de Lie dont le nilradical est
quasi-filiforme naturellement gradue´ [27], on a trouve´ des alge`bres de Lie non re´solubles ayant un nilra-
dical quasi-filiforme.
Ce meˆme contre-exemple, re´ve`le aussi des diffe´rences entre la notion de rigidite´ dans R et dans C. La
classification des alge`bres de Lie rigides complexes ayant e´te´ de´ja` faite jusqu’a` dimension 8 [8], on est
alors amene´ a` trouver cette classification dans le cas re´el.
Par ailleurs, on a de´termine´ les alge`bres de Lie quasi-filiformes ayant un tore non nul, on obtient une liste
beaucoup plus riche que pour le cas filiforme [29]. Cette liste nous permet de prouver la comple´tude des
alge`bres de Lie quasi-filiformes. Rappelons que toutes les alge`bres de Lie filiformes sont aussi comple`tes
[3].
Finalement, on s’inte´resse a` l’existence de structures complexes associe´es aux alge`bres de Lie filiformes
et quasi-filiformes. Dans [30], on a de´montre´ que les alge`bres filiformes n’admettaient pas ce type de
structure. Depuis une approche diffe´rente, nous allons rede´montrer ce re´sultat et nous allons voir qu’il
existe par contre des alge`bres de Lie quasi-filiformes munies d’une structure complexe, mais seulement
en dimension 4 et 6.
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Chapitre 1
Ge´ne´ralite´s sur les alge`bres de Lie
Le but de ce me´moire est de classifier certains types d’alge`bres de Lie re´elles et complexes dont
le nilradical posse`de une structure de´termine´e par la graduation naturelle. Les structures nilpotentes
naturellement gradue´es jouent un roˆle important puisque toute alge`bre de Lie s’obtient par de´formation
de son alge`bre gradue´e. Ceci nous donne une relation ge´ome´trique entre les orbites : si nous conside´rons
l’orbite d’une alge`bre de Lie sous l’action du groupe ge´ne´ral line´aire, son alge`bre gradue´e est en fait
un point appartenant a` l’adhe´rence de l’orbite. La classification des alge`bres nilpotentes naturellement
gradue´es est donc un point de de´part qui permet d’envisager les classifications d’alge`bres ayant une
de´composition de Levi non triviale et dont le nilradical est naturellement gradue´.
Ces dernie`res anne´es et pour des raisons diffe´rentes, plusieurs auteurs ont entame´ l’e´tude des alge`bres
de Lie ayant un nilradical naturellement gradue´. Leurs travaux englobent divers aspects de la the´orie
de Lie : de la classification de familles d’alge`bres en dimensions arbitraires 1 jusqu’a` la construction de
syste`mes hamiltoniens comple`tement inte´grables, en passant par la recherche de nouveaux crite`res de
rigidite´ ou bien la formulation de the´ories gauge non abe´liennes.
Dans ce travail, nous envisageons la classification re´elle des alge`bres de Lie dont le nilradical n est
naturellement gradue´ et posse`de une suite caracte´ristique (dim n−2, 1, 1). La classification des alge`bres de
Lie nilpotentes naturellement gradue´es de nilindice maximal (appele´es filiformes) repre´sente un re´sultat
classique [51] qui rele`ve de l’importance dans l’e´tude des composantes de la varie´te´ des lois d’alge`bres de
Lie (les alge`bres de Lie re´solubles associe´es e´tant rigides).
Pour faire un pas en avant, nous conside´rons les alge`bres de Lie dont le nilindice est abaisse´ d’une
unite´, c’est-a`-dire, dont la suite caracte´ristique est celle de´crite pre´ce´demment et qui s’appellent, par
analogie, quasi-filiformes. Contrairement au cas filiforme, pour la classification des alge`bres de Lie ayant
un nilradical quasi-filiforme, il est indispensable de conside´rer des alge`bres de Lie de´composables ce qui
engendre une casuistique beaucoup plus riche. De toutes les alge`bres de Lie quasi-filiformes nous preˆtons
une attention particulie`re a` une famille d’alge`bres de dimension 5 qui pre´sente des proprie´te´s ge´ome´triques
inte´ressantes et de possibles applications aux syste`mes dynamiques.
Dans les prochains chapitres, nous envisagerons la classification syste´matique des alge`bres de Lie dont
le nilradical est filiforme ou quasi-filiforme. Par ailleurs, nous analyserons brie`vement les invariants de
la repre´sentation co-adjointe des alge`bres de Lie re´solubles ayant un certain nilradical. Dans tous les
1Il est bien connu le fait que la classification des alge`bre re´solubles de`s la dimension 7 est irre´alisable car il n’existe pas
de crite`res permettant de ditinguer les orbites.
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cas, les invariants sont des fonctions des ope´rateurs de Casimir de leur partie nilpotente. Ceci corobore
l’hypothe`se e´mise dans [13] sur la structure des invariants des alge`bres de Lie re´solubles. D’autre part, nous
e´tudions la rigidite´ de certaines alge`bres obtenues auparavant ce qui apporte des remarques inte´ressantes
sur la classification des alge`bres de Lie re´elles rigides. Nous en concluons l’invalidite´, dans le cas re´el, du
the´ore`me de structure de Carles [18] et la the´orie des syste`mes de poids de Favre [24].
1.1 Notations
Soit K un corps, en ge´ne´ral on conside´rera K = R ou K = C.
De´finition 1 Soit L un K-espace vectoriel de dimension n et µ une application biline´aire de L× L sur
L telle que :
1. µ(X,X) = 0 ∀X ∈ L
2. µ(X,µ(Y,Z)) + µ(Y, µ(Z,X)) + µ(Z, µ(X,Y )) = 0 ∀X,Y, Z ∈ L
(condition de Jacobi)
L’espace vectoriel L muni de la loi µ de´finit alors une alge`bre de Lie g sur le corps K de dimension n.
La premie`re proprie´te´ entraˆıne l’antisyme´trie de µ, c’est-a`-dire :
µ(X,Y ) = −µ(Y,X) ∀X,Y ∈ L
la re´ciproque n’e´tant vraie, que lorsque la caracte´ristique de K est diffe´rente de 2.
Exemples.
1. Tout espace vectoriel peut eˆtre muni d’une structure d’alge`bre de Lie en prenant :
µ(X,Y ) = 0 ∀X,Y ∈ L
Cette alge`bre de Lie est dite abe´lienne.
2. Soit A une alge`bre associative, posons
µ(X,Y ) = XY − Y X ∀X,Y ∈ A
Alors A devient une alge`bre de Lie , dite sous-jacente a` l’alge`bre A. Soit V un K-espace vectoriel et
End(V ) l’alge`bre des endomorphismes de V . L’alge`bre de Lie sous-jacente a` End(V ) se note gl(V,K)
ou gl(V ).
Rappelons quelques de´finitions classiques.
De´finition 2 Soient g = (µ,L) et g′ = (µ′, L′) des alge`bres de Lie .
1. Un sous-espace vectoriel A de L est une sous-alge`bre de g si µ(A,A) = {µ(a, b)/a, b ∈ A} ⊆ A.
2. Un sous-espace vectoriel A de L est un ide´al de g si µ(A,L) = {µ(a, b)/a ∈ A, b ∈ L} ⊆ A.
3. Le centre de l’alge`bre de Lie g est l’ide´al abe´lien
Z(g) = {X ∈ L / µ(X,Y ) = 0 ∀Y ∈ L}.
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4. Un homomorphisme de g sur g′, est un homomorphisme line´aire Θ : L→ L′ ve´rifiant :
Θ(µ(X,Y )) = µ′(Θ(X),Θ(Y )) ∀X,Y ∈ L
De plus, si Θ est bijective, on dit que c’est un isomorphisme d’alge`bres de Lie .
5. On appelle une de´rivation de g une application line´aire D : L→ L telle que :
D(µ(X,Y )) = µ(D(X), Y ) + µ(X,D(Y )) ∀X,Y ∈ L
L’ensemble Der(g) des de´rivations est une sous-alge`bre de Lie de gl(L). Pour tout X ∈ L, on
conside`re l’application :
ad(X) : L→ L
Y 7→ [X,Y ]
L’application X 7→ ad(X) est un homomorphisme de g dans Der(g). Les de´rivations de g de la
forme ad(X) s’appellent de´rivations inte´rieures.
Remarque.
1. L’ensemble des matrices A = (ai,j) ∈ gl(n,C) de trace nulle est une sous-alge`bre de Lie de gl(n,C).
Cette alge`bre est appele´e l’alge`bre spe´ciale line´aire complexe, note´e sl(n,C).
2. Si A est une sous-alge`bre de g, on appelle normalisateur de A dans g l’ensemble N(A) = {X ∈
L / µ(X,A) ⊂ A}. C’est une sous-alge`bre de Lie de g et A est un ide´al de N(A).
3. Si I et J sont deux ide´aux de l’alge`bre de Lie g, alors I + J , I ∩ J et [I, J ] sont aussi des ide´aux de
g.
4. Si I est un ide´al de l’alge`bre de Lie g, l’espace vectoriel g/I est muni naturellement d’une structure
d’alge`bre de Lie .
1.2 Alge`bres de Lie re´solubles et nilpotentes
Soit g une alge`bre de Lie sur K. On pose
D0(g) = g, Di(g) = [Di−1(g), Di−1(g)], i ≥ 1.
Par re´currence, on de´finit ainsi une suite de´croissante d’ide´aux, appele´e suite de´rive´e de g.
On pose
C0(g) = g, Ci(g) = [Ci−1(g), g], i ≥ 1.
On de´finit ainsi une suite de´croissante d’ide´aux, appele´e suite centrale descendante de g.
De´finition 3 Une alge`bre de Lie g est dite nilpotente s’il existe un entier k tel que Ck(g) = 0. Le plus
petit entier k tel que Ck(g) = 0 est appele´ indice de nilpotence ou nilindice de g.
Une alge`bre de Lie g est dite re´soluble s’il existe un entier k tel que Dk(g) = 0.
On a Di(g) ⊂ Ci(g) pour tout i, d’ou` la proposition suivante :
Proposition 1 Toute alge`bre nilpotente est re´soluble.
Le the´ore`me d’Engel, nous donne une caracte´risation des alge`bres nilpotentes.
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The´ore`me 1 Une alge`bre de Lie g est nilpotente si et seulement si ad(X) est nilpotente pout tout X ∈ g.
Remarquons que le nilindice d’une alge`bre de Lie g est infe´rieur ou e´gal a` dimg− 1.
De´finition 4 Soit g une alge`bre de Lie nilpotente de dimension n, g est dite filiforme si son nilindice
est n− 1. On dit que g est quasi-filiforme si son nilindice est n− 2.
Les alge`bres de Lie filiformes ont e´te´ largement e´tudie´es dans la bibliographie. Dans ce travail, on va
chercher une ge´ne´ralisation des re´sultats obtenus pour les alge`bres de Lie filiformes aux quasi-filiformes.
Par ailleurs, on pose :
g[1] = Derg(g) = {Y ∈ g/∃f ∈ Derg∃X ∈ g, Y = f(X)}, g[i] = Derg(g[i−1]), i > 1.
On dit que l’alge`bre g est caracte´ristiquement nilpotente s’il existe un entier k tel que g[k] = {0}.
The´ore`me 2 Soit g une alge`bre de Lie nilpotente de dimension supe´rieure ou e´gale a` 2. L’alge`bre g est
caracte´ristiquement nilpotente si et seulement si son alge`bre de de´rivations Der(g) est nilpotente.
1.3 Le the´ore`me de Le´vi
1.3.1 Sommes et repre´sentations d’alge`bres de Lie
Soient g1 et g2 des alge`bres de Lie . La somme directe vectorielle g = g1 ⊕ g2 peut eˆtre munie de la
loi :
[(X1, X2), (Y1, Y2)] = ([X1, Y1], [X2, Y2]) ∀X1, X2 ∈ g1, ∀Y1, Y2 ∈ g2
Ainsi, g devient une alge`bre de Lie , dite somme directe de g1 et g2 qui se note aussi g1 ⊕ g2.
On dira qu’une alge`bre de Lie est inde´composable lorsque elle n’admet pas de de´composition en somme
directe d’alge`bres de Lie . Conside´rons maintenant l’homomorphisme d’alge`bres de Lie
ρ : g1 → Der(g2)
X 7→ DX .
Sur la somme directe vectorielle g = g1 ⊕ g2 on de´finit la loi :
[(X1, X2), (Y1, Y2)] = ([X1, Y1], [X2, Y2] +DX1(Y2)−DY1(X2)) ∀X1, X2 ∈ g1, ∀Y1, Y2 ∈ g2.
L’alge`bre de Lie gmunie de cette loi s’appelle somme semi-directe de g1 par g2 associe´e a` l’homomorphisme
ρ. Remarquons que le crochet ve´rifie :
[g1, g1] ⊆ g1
[g2, g] ⊆ g2.
On notera cette somme semi-directe g1
−→⊕ρg2, g2 e´tant toujours un ide´al de g et g1 une sous-alge`bre.
De´finition 5 Soient V un espace vectoriel et g une alge`bre de Lie . Une repre´sentation de g dans V est
un homomorphisme d’alge`bres de Lie ρ de g dans gl(V ).
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Rappelons qu’une repre´sentation peut eˆtre de´finie de fac¸on univoque par une structure de g-module sur
un espace vectoriel V , c’est-a`- dire, par une application biline´aire φ : g× V → V ve´rifiant :
φ([X,Y ], v) = φ(X,φ(Y, v))− φ(Y, φ(X, v)) ∀X,Y ∈ g ∀v ∈ V
Cette e´quivalence est donne´e par la relation ρ(X)(v) = φ(X, v) pour tout X ∈ g et v ∈ V . On repre´sentera
φ(X, v) par X.v ou` X ∈ g et v ∈ V .
Exemples.
1. Si V est un espace vectoriel, l’application ρ(X) = 0 pour tout X ∈ g s’appelle la repre´sentation
triviale de g.
2. L’application ρ de g dans gl(g) donne´e par ρ(X) = ad(X) pour tout X ∈ g, est une repre´sentation
appele´e repre´sentation adjointe.
3. Soient V et V ′ des g-modules, alors M =Hom(V, V ′) est aussi muni d’une structure de g-module
avec :
g×M →M
(X,u) 7→ XM .u
ou` (XM .u)(v) = XV ′ .u(v)− u(XV .v) pour tout v ∈ V .
Prenons, en particuler, V ′ = K muni de la repre´sentation triviale de g dans K. On obtient ainsi
une structure de g-module sur M = V ∗ qui est appele´e g-module dual du g-module V . Si ρ est la
repre´sentation correspondante a` V , sa repre´sentation duale est de´finie par son g-module dual et se
note ρ∗.
4. La repre´sentation duale de la repre´sentation adjointe s’appelle repre´sentation coadjointe. Elle est
de´finie par ad∗(X)(u) = −u ◦ ad(X) pour tout X ∈ g et u ∈ g∗.
Soient g1, g2 deux alge`bres de Lie et ρ une repre´sentation de g1 dans g2. Si, pour tout X ∈ g1, ρ(X)
est une de´rivation de g2, on peut alors conside´rer la somme semi-directe g1
−→⊕ρg2. En particulier, quand
ρ est la repre´sentation triviale, il s’agit d’une somme directe.
1.3.2 Plus grands ide´aux nilpotents et re´solubles
Si I et J sont deux ide´aux re´solubles d’ une alge`bre de Lie g, alors l’ide´al I + J est aussi re´soluble.
On en de´duit l’existence d’un ide´al re´soluble qui contient tous les autres, d’ou` la de´finition suivante.
De´finition 6 Le radical d’une alge`bre de Lie g, note´ par rad(g), est le plus grand ide´al re´soluble pour
l’inclusion.
De fac¸on analogue, on montre l’existence et l’unicite´ du nilradical de´fini ci-dessous.
De´finition 7 Le nilradical d’une alge`bre de Lie g, note´ par nil(g), est le plus grand ide´al nilpotent pour
l’inclusion.
Il est clair que Z(g) ⊂nil(g) ⊂rad(g).
1.3.3 Alge`bres de Lie semi-simples
De´finition 8 Une alge`bre de Lie est dite semi-simple quand elle ne posse`de pas d’ide´aux abe´liens.
Une alge`bre de Lie est dite simple si elle n’a pas d’ide´aux propres.
The´ore`me 3 Une alge`bre de Lie semi-simple est somme directe d’alge`bres simples.
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1.3.4 Le the´ore`me de Le´vi
The´ore`me 4 Soient g une alge`bre de Lie et r son radical. Il existe une sous-alge`bre semi-simple s de g
telle que g = s−→⊕ρr, ρ e´tant une repre´sentation de s dans r.
Ce the´ore`me permet de re´duire l’e´tude des alge`bres de Lie a` celles des semi-simples et des re´solubles. La
classification des alge`bres semi-simples complexes est parfaitement connue graˆce aux travaux de Killing
et Cartan. En re´sume´, toute alge`bre de Lie simple est isomorphe ou bien a` une alge`bre de Lie classique :
su(n,C)(type An), so(2n+ 1,C)(type Bn), sp(n,C)(type Cn), so(2n,C)(type Dn) ou bien a` une alge`bre
de Lie exceptionnelle, c’est-a`-dire du type E6, E7, E8, F4 et G2. Par contre, il n’en est pas de meˆme pour
les alge`bres re´solubles et en particulier pour les nilpotentes.
1.4 Alge`bres de Lie nilpotentes gradue´es naturellement
Soit g une alge`bre de Lie nilpotente de dimension n et nilindice m. Elle est naturellement filtre´e par
la suite centrale descendante :
g1 = g ⊇ g2 = [g, g] ⊇ g3 = [g2, g] ⊇ ... ⊇ gk+1 = [gk, g] ⊇ ... ⊇ gm+1 = {0}
On peut alors associer une alge`bre de Lie gradue´e, note´e par gr(g), et de´finie par :
grg =
m∑
i=1
gi
gi+1
=
m∑
i=1
Wi
dont le crochet est donne´ par :
[X + gi+1, Y + gj+1] = [X,Y ] + gi+j+1 ∀X ∈ gi ∀Y ∈ gj
On dit que g est une alge`bre de la forme {p1, . . . , pm} si dim gigi+1 = pi. Remarquons que gr(g) est de la
meˆme forme que g.
Notons que les alge`bres de Lie filiformes sont de la forme {2, 1, 1, . . . , 1}. On en de´duit que l’alge`bre
gradue´e d’une alge`bre filiforme est aussi filiforme.
De´finition 9 Une alge`bre g est gradue´e naturellement quand elle est isomorphe a` gr g.
Une alge`bre de Lie g gradue´e naturellement peut alors se de´composer sous la forme g =W1⊕W2⊕· · ·⊕Wm
ou` les Wi = gigi+1 ve´rifient [Wi,Wj ] =Wi+j pour i+ j ≤ m.
La classification des alge`bres de Lie filiformes gradue´es naturellement est due a` Vergne [51].
The´ore`me 5 Toute alge`bre de Lie filiforme et gradue´e naturellement sur un corps ayant une infinite´
d’e´le´ments est isomorphe a` l’une des alge`bres suivantes :
1. Ln (n ≥ 3) de´finie dans la base {X0, X1, . . . , Xn−1} par :
[X0, Xi] = Xi+1, 1 ≤ i ≤ n− 2.
(les crochets non e´crits e´tant nuls, excepte´s ceux de´coulant de l’antisyme´trie)
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2. Qn (n = 2m, m ≥ 3) de´finie dans la base {X0, X1, . . . , Xn−1} par :
[X0, Xi] = Xi+1, 1 ≤ i ≤ n− 3,
[Xj , Xn−j−1] = (−1)j−1Xn−1, 1 ≤ j ≤ m− 1.
En conse´quence, sauf isomorphisme,il existe deux alge`bres filiformes gradue´es naturellement de dimension
paire et une seule alge`bre filiforme gradue´e naturellement de dimension impaire.
Si une alge`bre g est quasi-filiforme, en suivant les notations pre´ce´dentes, il existe deux possibilite´s :
1. Soit g est de la forme t1 = {p1 = 3, p2 = 1, p3 = 1, . . . , pn−2 = 1}.
2. Soit g est de la forme tr = {p1 = 2, p2 = 1, . . . , pr−1 = 1, pr = 2, pr+1 = 1, . . . , pn−2 = 1} ou`
r ∈ {2, . . . , n− 2}.
Proposition 2 [27] Soit g une alge`bre de Lie complexe, quasi-filiforme gradue´e naturellement de dimen-
sion n et de la forme tr ou` r ∈ {1, . . . , n− 2}. Il existe alors une base homoge`ne {X0, X1, X2, . . . , Xn−1}
de g avec X0 et X1 dans W1, Xi ∈Wi pour i ∈ {2, . . . , n− 2} et Xn−1 ∈Wr dans laquelle g est une des
alge`bres de´crites ci-dessous.
1. g est de la forme t1
(a) Ln−1 ⊕ C (n ≥ 4)
[X0, Xi] = Xi+1, 1 ≤ i ≤ n− 3.
(b) Qn−1 ⊕ C (n ≥ 7, n impair)
[X0, Xi] = Xi+1, 1 ≤ i ≤ n− 4,
[Xi, Xn−i−2] = (−1)i−1Xn−2, 1 ≤ i ≤ n−32 .
2. g est de la forme tr ou` r ∈ {2, . . . , n− 2}
(a) Ln,r; n ≥ 5, r impair, 3 ≤ r ≤ 2[n−12 ]− 1
[X0, Xi] = Xi+1, i = 1, . . . , n− 3
[Xi, Xr−i] = (−1)i−1Xn−1, i = 1, . . . , r−12
(b) Qn,r; n ≥ 7, n impair, r impair, 3 ≤ r ≤ n− 4
[X0, Xi] = Xi+1, i = 1, . . . , n− 4
[Xi, Xr−i] = (−1)i−1Xn−1, i = 1, . . . , r−12
[Xi, Xn−2−i] = (−1)i−1Xn−2, i = 1, . . . , n−32
(c) Tn,n−4; n ≥ 7, n impair
[X0, Xi] = Xi+1, i = 1, . . . , n− 5
[X0, Xn−3] = Xn−2,
[X0, Xn−1] = Xn−3,
[Xi, Xn−4−i] = (−1)i−1Xn−1, i = 1, . . . , n−52
[Xi, Xn−3−i] = (−1)i−1 n−3−2i2 Xn−3, i = 1, . . . , n−52
[Xi, Xn−2−i] = (−1)i(i− 1)n−3−i2 Xn−2, i = 2, . . . , n−32
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(d) Tn,n−3; n ≥ 6, n pair
[X0, Xi] = Xi+1, i = 1, . . . , n− 4
[X0, Xn−1] = Xn−2,
[Xi, Xn−3−i] = (−1)i−1Xn−1, i = 1, . . . , n−42
[Xi, Xn−2−i] = (−1)i−1 n−2−2i2 Xn−2, i = 1, . . . , n−42
(e) E19,5
[X0, Xi] = Xi+1, i = 1, 2, 3, 4, 5, 6
[X0, X8] = X6, [X2, X8] = −3X7,
[X1, X4] = X8, [X1, X5] = 2X6,
[X1, X6] = 3X7, [X2, X3] = −X8,
[X2, X4] = −X6, [X2, X5] = −X7.
(f) E29,5
[X0, Xi] = Xi+1, i = 1, 2, 3, 4, 5, 6
[X0, X8] = X6, [X2, X8] = −X7,
[X1, X4] = X8, [X1, X5] = 2X6,
[X1, X6] = X7, [X2, X3] = −X8,
[X2, X4] = −X6, [X2, X5] = X7,
[X3, X4] = −2X7.
(g) E39,5
[X0, Xi] = Xi+1, i = 1, 2, 3, 4, 5, 6
[X0, X8 = X6, [X1, X4] = X8,
[X1, X5] = 2X6, [X2, X3] = −X8,
[X2, X4] = −X6, [X2, X5] = 2X7,
[X3, X4] = −3X7.
(h) E7,3
[X0, Xi] = Xi+1, i = 1, 2, 3, 4
[X0, X6] = X4, [X2, X6] = −X5,
[X1, X2] = X6, [X1, X3] = X4,
[X1, X4] = X5.
On en de´duit qu’il n’y a pas d’alge`bres quasi-filiformes de la forme t2.
Remarque. L’alge`bre E39,5 ne se trouve pas dans la classification [27]. En effet, quand on cherche les
alge`bres de dimension 9 ayant une de´rivation diagonale de la forme diag(1, 1, 2, 3, 4, 5, 6, 7, 5), on obtient
facilement trois alge`bres spe´ciales, isomorphes respectivement a` E19,5, E
2
9,5 et E
3
9,5. De plus, cette alge`bre
est d’une importance conside´rable dans le proble`me de rigidite´ [8] [31].
1.5 Tores de de´rivations des alge`bres de Lie nilpotentes
Soit n une alge`bre de Lie complexe nilpotente, un tore T de n est une sous-alge`bre abe´lienne de Der (n)
compose´e d’endomorphismes semi-simples. Si T est un tore de n, alors n admet la de´composition :
n =
∑
α∈T∗
nα (1.1)
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ou` T ∗ = HomC (T,C) et nα = {X ∈ n | [t,X] = α (t)X ∀t ∈ T} est l’espace des poids correspondant au
poids α.
Tous les tores maximaux (par rapport a` l’inclusion) sont deux a` deux conjugue´s par automorphismes
inte´rieurs. Ainsi, la dimension des tores maximaux est un invariant de n appele´ rang de n que l’on note
r (n). Selon [24], on appelle
Rn (T ) = {α ∈ T ∗ | nα 6= 0} (1.2)
l’espace des poids de T et
Pn (T ) = {(α, dα) | α ∈ Rn (T ) , dα = dim nα} (1.3)
le syste`me de poids de n par rapport a` T .
1.6 Cohomologie des alge`bres de Lie
Soit g une alge`bre de Lie sur le corps K et V un g-module. Une p-cochaˆıne (p ≥ 1) est une application
multiline´aire alterne´e de gp dans V et, par convention, une 0-cochaˆıne est une fonction constante sur V .
Ainsi, l’espace des p-cochaˆınes se de´finit de la fac¸on suivante :
Cp(g, V ) =
 Hom(
∧p
g, V ) si p ≥ 1
V si p = 0
{0} si p < 0
L’ensemble C∗(g, V ) =
⊕
Cp(g, V ) s’appelle l’espace des cochaˆınes.
L’espace des cochaˆınes est muni d’une structure de g-module en posant
(X.Φ)(X1, .., Xp) = X.Φ(X1, .., Xp) +
∑
1≤i≤p
(−1)iΦ(X1, .., Xi−1, [X,Xi], .., Xp)
ou` X,X1, . . . , Xp ∈ g et Φ ∈ Cp(g, V ).
Cette ope´ration nous permet de de´finir l’ope´rateur cobord d : C∗(g, V )→ C∗(g, V ) comme :
dΦ(X) = X.Φ, Φ ∈ C0(g, V ), X ∈ g
dΦ(X1, .., Xp+1) =
∑
1≤s≤p+1
(−1)s+1(Xs.Φ)(X1, .., Xs−1, Xs+1, .., Xp+s)+
∑
1≤s≤t≤p+1
(−1)s+tΦ([Xs, Xt], X1, ..,
_
Xs, ..,
_
Xt, .., Xp+1)
avec Φ ∈ Cp(g, V ), p ≥ 1 et X1, .., Xp+1 ∈ g. Le signe
_
X signifie que le vecteur X est omis.
Il est facile de ve´rifier que dCp(g, V ) ⊆ Cp+1(g, V ) et que d2 = 0.
Notons dp : Cp → Cp+1 la restriction de l’ope´rateur cobord au sous-espace des p-cochaˆınes.
Une p-cochaˆıne Φ ve´rifiant dpΦ = 0 est un p-cocycle.
Une p-cochaˆıne Φ est un cobord s’il existe une (p− 1)-cochaˆıne Ψ telle que Φ = dp−1Ψ.
On note respectivement l’ensemble des p-cycles et des p-cobords par Zp(g, V ) et Bp(g, V ), c’est-a`-dire :
Zp(g, g) = Ker(dp : Cp → Cp+1)
Bp(g, g) = dp−1(Cp−1(g, V ))
Comme d2 = 0, on en de´duit que Bp(g, V ) ⊆ Zp(g, V ).
L’espace quotient Hp(g, V ) = Z
p(g,V )
Bp(g,V ) s’appelle le groupe de cohomologie de degre´ p de g a` valeurs dans
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V .
On convient que :
H0(g, V ) = Z0(g, V ) = {v ∈ V / X.v = 0 ∀X ∈ g}
Dore´navant, on conside´rera V = g avec la repre´sentation adjointe. La cohomologie que l’on obtient alors
s’appelle la cohomologie de Chevalley.
Dans ce cas, le groupe de cohomologie H0(g, g) co¨ıncide avec le centre Z(g) de g.
Par ailleurs, l’espace Z1(g, g) co¨ıncide avec l’espace des de´rivations de g et l’espace des cobords B1(g, g)
avec celui des de´rivations inte´rieures. Ainsi, on peut interpre´terH1(g, g) comme l’ensemble des de´rivations
exte´rieures de g.
De´finition 10 On dit qu’une alge`bre de Lie g est alge´briquement rigide si son deuxie`me groupe de co-
homologie est nul, c’est-a`-dire, H2(g, g) = {0}.
1.7 La varie´te´ des lois d’alge`bres de Lie Ln
On conside`re une base fixe {X1, . . . , Xn} de Kn. La loi µ : Kn × Kn → Kn associe´e a` une certaine
alge`bre de Lie g est determine´e par :
µ (Xi, Xj) =
∑
CkijXk.
Les constantes Ckij s’appellent les constantes de structures et de´finissent un tenseur de type (2, 1). La
condition d’antisyme´trie se traduit par
Ckij = −Ckji ∀i, j, k ∈ {1, . . . , n}
en particulier, Ckii = 0 ∀i, k ∈ {1, . . . , n}.
La condition de Jacobi s’e´crit
n∑
l=1
ClijC
s
kl + C
l
jkC
s
il + C
l
kiC
s
jl = 0, 1 ≤ s ≤ n, 1 ≤ i ≤ j < k ≤ n. (1.4)
On identifie la loi µ a` ses constantes de structure. L’ensemble, Ln des lois d’alge`bres de Lie est donc une
varie´te´ alge´brique de K
n3−n2
2 de´finie par l’e´quation 1.4.
La topologie usuelle de la varie´te´ Ln est la topologie me´trique induite par K
n3−n2
2 . Il est aussi naturel de
munir Ln de la topologie de Zariski moins fine que la pre´ce´dente.
On conside`re l’action de GL(n,K) sur Ln :
GL(n,K)× Ln → Ln
(Φ, µ) 7→ Φ ∗ µ
de´finie par (Φ ∗ µ)(X,Y ) = Φ(µ(Φ−1(X),Φ−1(Y ))), ∀X,Y ∈ Cn.
Il est clair que l’orbite O(µ) de µ correspondante a` cette action est l’ensemble des lois isomorphes a` µ.
De´finition 11 Une alge`bre de Lie g = (µ,Kn) de loi µ est rigide si son orbite O(µ) est ouverte dans Ln
munie de la topologie usuelle.
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The´ore`me 6 (The´ore`me de structure Carles )
Soit g une alge`bre de Lie re´soluble et rigide sur un corps alge´briquement clos. Elle se de´compose alors
sous la forme r = t−→⊕n ou` n est le nilradical de g et t est une sous-alge`bre abe´lienne dont les e´le´ments
sont adg-semi-simples (t est appele´ tore exte´rieur de de´rivations).
The´ore`me 7 ( Nijenhuis-Richardson )
Si le deuxie`me groupe de cohomologie H2(g, g) est nul alors g est rigide, c’est-a`-dire, la rigidite´ alge´brique
implique la rigidite´ ge´ome´trique.
1.7.1 Contractions dans Ln
De´finition 12 Soit g = (µ,Cn) une alge`bre de Lie complexe. Une alge`bre de Lie g0 = (µ0,Cn) est une
contraction de g si µ0 ∈ O(µ)Zariski
La notion de contraction a e´te´ introduite par Segal. Il conside`re une suite (Φp)p∈N d’isomorphismes de
Cn et la suite des lois µp = Φp ∗ µ appartenant a` l’orbite de µ. Si la limite µ0 = limp→∞ µp existe, alors
µ0 est une contraction de µ. On remarque que les adhe´rences d’une orbite dans la topologie de Zariski et
dans la topologie usuelle sont e´gales. On en de´duit que les deux de´finitions sont e´quivalentes.
En particulier, une contraction d’Ino¨nu¨-Wigner est la limite µ0 = lim→0 µ ou` la famille d’isomorphismes
{Φ} est de la forme :
Φ = Φ1 + Φ2
avec Φ1 ∈ gl(n,C), Φ2 ∈ Gl(n,C) et det(Φ1) = 0.
1.7.2 De´formations formelles
De´finition 13 Une de´formation formelle d’une alge`bre de Lie complexe g0 = (µ0,Cn) est une se´rie
formelle
µt = µ0 +
∞∑
t=1
tiFi
ou` les Fi : Cn × Cn → Cn sont des applications biline´aires antisyme´triques et µt ve´rifie la condition de
Jacobi formelle.
Le premier terme F1 de la de´formation µt s’appelle la de´formation infinite´simale associe´e a` µt.
La condition de Jacobi formelle signifie que tous les coefficients de la se´rie formelle µt(µt(X,Y ), Z) +
µt(µt(Y, Z), X) + µt(µt(Z,X), Y ) sont nuls.
En imposant que le coefficient d’ordre 0 soit nul, on retrouve la condition de Jacobi sur µ0. Si on conside`re
F1 ∈ C2(g0, g0), le coefficient d’ordre 1 nous donne dF1 = 0. Les de´formations infinite´simales sont donc
des 2-cocycles de g0.
Exemples.
1. Quand Fi = 0 pour i ≥ 1, on obtient la de´formation nulle.
2. Une de´formation line´aire est de la forme :
µt = µ0 + tF1
avec F1 ∈ Z2(g0, g0). La condition de Jacobi formelle e´quivaut alors a` ce que le terme F1 ve´rifie
aussi Jacobi.
16
De´finition 14 On dit que deux de´formations µt et µ′t de g0 sont e´quivalentes s’il existe un automor-
phisme de l’ensemble des se´ries formelles g(t) = Id+
∑∞
p=1Gpt
p avec Gp ∈ GL(n,C) telle que
µt(X,Y ) = (g(t)µ′t)(g(t)
−1X, g(t)−1Y ), ∀X,Y ∈ g0.
Les de´formations e´quivalentes a` la de´formation nulle sont appele´es de´formations triviales.
Si deux de´formations sont e´quivalentes alors les de´formations infinite´simales sont e´gales modulo B2(g, g),
la re´ciproque e´tant vraie aussi pour les de´formations line´aires [44].
1.8 Structures ge´ome´triques d’une alge`bre de Lie
1.8.1 Formes de Maurer-Cartan
Soit G un groupe de Lie de dimension n, rappelons que l’ensemble des invariants a` gauche sur G est
une alge`bre de Lie dite alge`bre de Lie de G que nous appellerons g.
Soit ω une forme diffe´rentielle sur G invariante a` gauche, nous pouvons alors l’identifier a` un e´le´ment de
g∗ que nous noterons aussi ω. La diffe´rentielle exte´rieure d sur g∗ est donne´e par :
dω(X,Y ) = −ω([X,Y ]) ∀X,Y ∈ g. (1.5)
Conside´rons une base {X1, . . . , Xn} de g et sa base duale {ω1, .., ωn} de g∗. Si {Ckij} sont les constantes
de structure de g sur cette base, l’e´quation (1.5), nous donne les formes de Maurer-Cartan {dωk ∈ ∧2 g∗ :
1 ≤ k ≤ n} :
dωk = −1
2
Ckijω
i ∧ ωj k = 1, . . . , n.
Un calcul direct permet de ve´rifier que la condition de Jacobi est e´quivalente a`
d2ωk = 0 k = 1, . . . , n.
1.8.2 Structures symplectiques et de contact
Soit G un groupe de Lie de dimension paire 2n et g son alge`bre de Lie.Une forme symplectique ω est
une forme de degre´ 2 ve´rifiant
1. dω = 0,
2. et ωn = ω ∧ ω · · · ∧ ω 6= 0.
Rappelons que dω est une forme de degre´ 3 qui est donne´e par
dω(X,Y, Z) = ω([X,Y ], Z) + ω([Y, Z], X) + ω([Z,X], Y ). (1.6)
Soit G un groupe de Lie de dimension impaire 2n + 1 et g son alge`bre de Lie. Une forme ω ∈ g∗ est
dite de contact si elle ve´rifie :
ω ∧ (∧ndω) 6= 0.
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1.8.3 Structures complexes sur une alge`bre de Lie
Soit G un groupe de Lie re´el de dimension paire et g son alge`bre de Lie.
De´finition 15 Une structure complexe sur G est un endomorphisme J tel que :
1. J2 = −Id,
2. N(J)(X,Y ) = [J(X), J(Y )]− [X,Y ]− J([J(X), Y ])− J([X, J(Y )]) = 0 ∀X,Y ∈ g
(condition de Nijenhuis).
Les alge`bres de Lie nilpotentes munies d’une structure complexe sont entie`rement de´termine´es pour les
dimensions infe´rieures ou e´gales a` 6 (voir [43] et [46]). Dans le cas ge´ne´ral, le seul re´sultat concerne la
classe des alge`bres de Lie filiformes. Rappelons qu’ une alge`bre de Lie g est dite filiforme si son nilindice
est maximal, c’est-a`-dire, s’il est e´gal a` dim(g)− 1.
Proposition 3 [30] Si g est une alge`bre de Lie filiforme de dimension paire alors elle n’admet pas de
structures complexes.
Dans [30], on montre dans un premier temps la non-existence de structures complexes sur l’alge`bre de
Lie filiforme L2n (n ≥ 2) de´finie dans la base {X0, X1, . . . , X2n−1} par :
[X0, Xi] = Xi+1, 1 ≤ i ≤ 2n− 2,
[Xi, Xj ] = 0, i, j 6= 0
On ge´ne´ralise ensuite ce re´sultat a` toute alge`bre de Lie filiforme g de dimension 2n en remarquant que
l’existence d’une structure complexe implique une de´composition en sous-alge`bres g = g1 ⊕ g2 ou` g1 et
g2 sont de dimension n. Une telle de´composition est impossible dans L2n et donc dans toute de´formation
de cette alge`bre. Comme toute alge`bre de Lie filiforme de dimension 2n est une de´formation de L2n, on
en de´duit le re´sultat.
Cette proposition a ensuite e´te´ de´montre´e dans [19]. L’approche est tout a` fait diffe´rente et repose
sur la notion de structures complexes ge´ne´ralise´es. Nous allons utiliser cette approche pour examiner
l’existence de structures complexes sur d’autres classes d’alge`bres de Lie nilpotentes.
1.9 Invariants
Les invariants de la repre´sentation coadjointe sont appele´s invariants de Casimir ge´ne´ralise´s. Pour le
calcul de ces invariants, nous utiliserons une me´thode fre´quemment employe´e dans la bibliogaphie qui
rame`ne ce proble`me a` la re´solution d’un syste`me d’e´quations en de´rive´es partielles de premier ordre.
Soient g une alge`bre de Lie et B = {X1, . . . , Xn} une base de g, on conside`re les variables {x1, . . . , xn}
de g∗ associe´es a` la base duale de B. Si les {Ckij} sont les constantes de structure de g dans B, on de´finit
alors les ope´rateurs diffe´rentiels
X̂i = −Ckijxk∂xj pour 1 ≤ i ≤ n.
Une fonction F ∈ C∞(g∗) est un invariant de g si et seulement s’il ve´rifie le syste`me d’e´quations :
X̂iF (x1, . . . , xn) = −Ckijxk∂xjF (x1, . . . , xn) = 0 (1.7)
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L’ensemble maximal des solutions de ce syste`me fonctionellement inde´pendantes s’appelle l’ensemble
fondamental d’invariants. Le cardinal de l’ensemble fondamental d’invariants, que l’on note N (g), est
donne´ par la formule de Beltrami-Blasi :
N (g) = dimg− rang(A(g)) (1.8)
ou` A(g) est la matrice antisyme´trique :
A(g) =

0 Ck12xk · · · Ck1nxk
−Ck12xk 0 · · · Ck2nxk
...
. . .
−Ck1,n−1xk · · · 0 Ckn−1,nxk
−Ck1nxk · · · −Ckn−1,nxk 0
 .
Il est souvent convenable d’e´crire cette formule dans le langage des formes diffe´rentielles. Soit {ω1, .., ωn}
la base duale de B, on conside`re alors le sous-espace line´aire L(g) de ∧2 g∗ engendre´ par les formes de
Maurer-Cartan dωi de g. Pour tout ω = aidωi de L(g), il existe un entier j0 (ω) ∈ N tel que
j0(ω)∧
ω 6= 0,
j0(ω)+1∧
ω ≡ 0. (1.9)
De plus, r (ω) = 2j0 (ω) est le rang de la 2-forme ω. On de´finit
j0 (g) = max {j0 (ω) | ω ∈ L(g)} . (1.10)
Cette quantite´ j0 (g) est un invariant de g [16] et rang(A(g)) = 2j0. On en de´duit que :
N (g) = dim g− 2j0 (g) . (1.11)
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Chapitre 2
Classification des alge`bres dont le
nilradical est Q2n
Sˇnobl et Winternitz ont de´termine´ les alge`bres de Lie dont le nilradical est isomorphe a` l’alge`bre
filiforme Ln. Dans leur travail cette alge`bre est note´e nn,1 et elle est de´finie dans la base {e1, . . . , en} par
[ei, en] = ei−1 i = 2, . . . , n− 1.
The´ore`me 8 [48] Soit r une alge`bre de Lie re´soluble sur un corps F = R,C et ayant comme nilradical
nn,1. Elle est alors isomorphe a` l’une des alge`bres suivantes :
1. si dim r = n+ 1 :
rn+1,1 :
[f, ei] = (n− 2 + β)ei, i = 1, . . . , n− 1,
[f, en] = en.
rn+1,2 :
[f, ei] = ei, i = 1, . . . , n− 1,
rn+1,3 :
[f, ei] = (n− i)ei, i = 1, . . . , n− 1,
[f, en] = en + en−1.
rn+1,4 :
[f, ei] = ei +
∑
ai−k+1ek, i = 1, . . . , n− 1,
ou` au moins l’un des parame`tres aj est non nul, soit aj0 le premier parame`tre non nul,
si F = C alors aj0 = 1, si F = R alors aj0 = 1 quand j0 est pair et aj0 = ±1 quand j0 est impair.
2. si dim r = n+ 2 :
rn+2,1 :
[f1, ei] = (n− 1− i)ei, i = 1, . . . , n− 1, [f2, ei] = ei, i = 1, . . . , n− 1,
[f1, en] = en.
De fac¸on a` comple´ter cette e´tude a` toutes les alge`bres de Lie filiformes naturellement gradue´es, on a
proce´de´ de meˆme avec les alge`bres Qn ou` n = 2m et m ≥ 3.
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2.1 Alge`bres re´solubles ayant un nilradical donne´
Toute alge`bre de Lie re´soluble r se de´compose de la fac¸on suivante
r = t−→⊕n (2.1)
ou`
[t, n] ⊂ n, [n, n] ⊂ n, [t, t] ⊂ n, (2.2)
de plus, n est le nilradical de r et −→⊕ de´note le produit semi-direct. Dans [39], on de´montre que la dimension
du nilradical ve´rifie l’ine´galite´
dim n ≥ 1
2
dim r. (2.3)
En appliquant l’identite´ de Jacobi aux e´le´ments X ∈ t, Y1, Y2 ∈ n, on a
[X, [Y1, Y2]] + [Y2, [X1, Y1]] + [Y1, [Y2, X]] = 0. (2.4)
L’application line´aire ad (X) est donc une de´rivation de l’alge`bre de Lie nilpotente n. Comme X /∈ n, ces
de´rivations ne peuvent pas eˆtre nilpotentes. De plus, si {X1, .., Xn} est une base de t et si on conside`re
une combinaison non triviale α1ad (X1) + ..+ αnad (Xn) avec (α1, .., αn) ∈ Rn − {0}, alors(
α1ad (X1) + ..+ αnad (Xn)
)k 6= 0, k ≥ 1, (2.5)
ce qui veut dire que la matrice α1ad (X1) + .. + αnad (Xn) n’est pas nilpotente. Quand les e´le´ments
X1, .., Xn ve´rifient cette proprie´te´, on dira qu’ils sont nil-inde´pendants [39]. On en de´duit que la dimension
dim t est borne´e par le nombre maximal de de´rivations nil-inde´pendantes du nilradical.
Ainsi, le proble`me de classification des alge`bres de Lie re´solubles ayant un nilradical fixe n se rame`ne
a` trouver toutes les extensions non-e´quivalentes de n de´termine´es par l’ensemble des de´rivations nil-
inde´pendantes. L’e´quivalence des extensions est re´gie par les transformations du type
Xi 7→ aijXj + bikYk, Yk 7→ RklYl, (2.6)
ou` (aij) est une matrice de dimension n inversible, (bik) est une matrice n × dim n et (Rkl) est un
automorphisme du nilradical n.
De cette fac¸on, on obtient dans [48] les alge`bres de Lie re´solubles dont le nilradical est Ln. Pour
comple´ter la classification des alge`bres de Lie re´solubles qui ont un nilradical naturellement gradue´ et
filiforme, on proce`de de meˆme avec l’alge`bre nilpotente Q2n ou` n ≥ 3. Nous rappelons que cette alge`bre
est de´finie dans la base {X1, .., X2n} par les crochets
[X1, Xi] = Xi+1, 2 ≤ i ≤ 2n− 2
[Xk, X2n+1−k] = (−1)kX2n, 2 ≤ k ≤ m.
2.2 De´rivations de l’alge`bre Q2n
Nous allons, dans ce paragraphe, calculer les de´rivations de Q2n afin d’obtenir toutes les extensions
de cette alge`bre par de´rivations non-nilpotentes.
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Proposition 4 Toute de´rivation externe f de l’alge`bre Q2n peut s’e´crire dans la base {X1, . . . , X2n} de
la fac¸on suivante :
f(X1) = λ1X1 + f2n1 X2n
f(X2) = λ2X2 +
∑n−1
k=2 f
2k+1
2 X2k+1
f(X2+t) = (tλ1 + λ2)X2+t +
∑[ 2n−3−t2 ]
k=2 f
2k+1
2 X2k+1+t, 1 ≤ t ≤ 2n− 4
f(X2n−1) = ((2n− 3)λ1 + λ2)X2n−1
f(X2n) = ((2n− 3)λ1 + 2λ2)X2n.
Ainsi, dimDer(Q2n)/IDer(Q2n) = n+ 1.
De´monstration. Soit f ∈ Der(Q2n), pour tout i ∈ {1, . . . , 2n}, on note f(Xi) =
∑2n
j=1 f
j
iXj , les coefficients
f ji e´tant des scalaires. Comme l’image d’un e´le´ment du centre par une de´rivation est aussi un e´le´ment du
centre, on a
f(X2n) = f2n2nX2n. (2.7)
La condition
[f(X1), X2] + [X1, f(X2)] = f(X3) (2.8)
nous donne
f(X3) = (f11 + f
2
2 )X3 +
2n−2∑
k=3
fk2Xk+1 − f2n1 X2n, (2.9)
et puisque X2+t = ad(X1)t(X2) pour 1 ≤ t ≤ 2n− 3, on obtient par induction
f(X2+t) = (tf11 + f
2
2 )X2+t +
2n−1−t∑
k=3
fk2Xk+t + (−1)tf2n−1−t1 X2n. (2.10)
En imposant
[f(X1), X2n−1] + [X1, f(X2n−1)] = 0
on de´duit f21 = 0. On remplace f
2
1 dans l’e´quation 2.10 avec t = 2n− 3 et alors
f(X2n−1) = ((2n− 3)f11 + f22 )X2n−1. (2.11)
On impose que f est une de´rivation sur le crochet [X2, X2+t] pour 1 ≤ t ≤ 2n− 4
[f(X2), X2+t] + [X2, f(X2+t)] = f2n−1−t2 (1− (−1)t)X2n + f12X3+t = 0,
et donc
f12 = 0
f2n−1−t2 = 0, t = 1, 3, .., 2n− 5.
Par ailleurs, pour k = 2, .., n on a
f(X2n) = (−1)kf([Xk, X2n+1−k])
= (−1)k([f(Xk), X2n+1−k] + [Xk, f(X2n+1−k)])
= ((k − 2)f11 + 2f22 )X2n + ((2n− 1− k)f11 + 2f22 )X2n
= ((2n− 3)f11 + 2f22 )X2n.
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Les crochets restants n’apportent pas de nouvelles conditions sur les coefficients f ji , l’expression ge´ne´rale
d’une de´rivation f est donc donne´e par :
f(X1) = f11X1 +
∑2n
k=3 f
k
1X2n
f(X2) = f22X2 +
∑n−1
k=2 f
2k+1
2 X2k+1 + f
2n
2 X2n
f(X2+t) = (tf11 + f
2
2 )X2+t +
∑[ 2n−3−t2 ]
k=2 f
2k+1
2 X2k+1+t + (−1)tf2n−1−t1 X2n, 1 ≤ t ≤ 2n− 4
f(X2n−1) = ((2n− 3)f11 + f22 )X2n−1
f(X2n) = ((2n− 3)f11 + 2f22 )X2n.
Il en re´sulte que l’espace vectoriel Der(Q2n) est engendre´ par les 3n de´rivations suivantes
F 11 (X1) = X1, F
1
1 (Xj) = (j − 2)Xj 3 ≤ j ≤ 2n− 1, F 11 (X2n) = (2n− 3)X2n,
F 22 (X2) = X2, F
2
2 (Xj) = Xj 3 ≤ j ≤ 2n− 1, F 22 (X2n) = 2X2n,
F k1 (X1) = Xk, F
k
1 (X2n+2−k) = (−1)kX2n 3 ≤ j ≤ 2n− 1, 3 ≤ k ≤ 2n− 1,
F 2n1 (X1) = X2n,
F 2k+12 (X2) = X2k+1, F
2k+1
2 (X2+t) = X2k+1+t, 1 ≤ t ≤ 2(n− 1− k), 2 ≤ k ≤ n− 1
F 2n1 (X2) = X2n,
parmi lesquels il y a 2n− 1 de´rivations internes, en effet
adX1 = F 32 , adX2 = F
3
1 , adXk = F
k
1 (3 ≤ k ≤ 2n− 2), adX2n−1 = F 2n2 .
Ainsi l’espace Der(Q2n)/IDer(Q2n) est engendre´ par n + 1 e´le´ments correspondants aux de´rivations
externes {F 11 , F 2n1 , F 22 , F 2k+12 }2≤k≤n−1.
Corollaire 1 Toute de´rivation externe non-nilpotente F de Q2n est donne´e par
F = α1F 11 + α2F
2
2 +
n−1∑
k=2
βkF
2k+1
2 + βnF
2n
1 (2.12)
avec α1 6= 0 ou α2 6= 0.
2.3 Alge`bres de Lie re´solubles ayant Q2n pour nilradical
Comme nous l’avons de´ja` indique´, nous allons utiliser les re´sultats ante´rieurs pour de´terminer les
alge`bres re´elles re´solubles dont le nilradical est Q2n.
Proposition 5 Toute alge`bre de Lie re´elle re´soluble, non-nilpotente et dont le nilradical est isomorphe
a` Q2n, est de dimension 2n+ 1 ou bien 2n+ 2.
Du corollaire 1, on de´duit imme´diatement cette proposition.
Proposition 6 Toute alge`bre de Lie re´elle re´soluble de dimension 2n+ 1 ayant pour nilradical Q2n est
isomorphe a` l’une des alge`bres suivantes :
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1. r2n+1(λ2) :
[X1, Xk] = Xk+1, 2 ≤ k ≤ 2n− 2
[Xk, X2n+1−k] = (−1)kX2n, 2 ≤ k ≤ n
[Y,X1] = X1,
[Y,Xk] = (k − 2 + λ2)Xk, 2 ≤ k ≤ 2n− 1
[Y,X2n] = (2n− 3 + 2λ2)X2n.
2. r2n+1(2− n, ε)
[X1, Xk] = Xk+1, 2 ≤ k ≤ 2n− 2
[Xk, X2n+1−k] = (−1)kX2n, 2 ≤ k ≤ n
[Y,X1] = X1 + εX2n, ε = −1, 0, 1
[Y,Xk] = (k − n)Xk, 2 ≤ k ≤ 2n− 1
[Y,X2n] = X2n.
3. r2n+1(λ52, .., λ
2n−1
2 )
[X1, Xk] = Xk+1, 2 ≤ k ≤ 2n− 2
[Xk, X2n+1−k] = (−1)kX2n, 2 ≤ k ≤ n
[Y,X2+t] = X2+t +
∑[ 2n−3−t2 ]
k=2 λ
2k+1
2 X2k+1+t, 0 ≤ t ≤ 2n− 6
[Y,X2n−k] = X2n−k, k = 1, 2, 3
[Y,X2n] = 2X2n.
De plus, le premier parame`tre λ2k+12 non-nul est e´gal a` 1.
De´monstration. La structure d’une alge`bre re´soluble de dimension 2n + 1 et ayant pour nilradical Q2n,
est de´termine´e par l’action d’une de´rivation non-nilpotente F = α1F 11 + α2F
2
2 +
∑
k βkF
2k+1
2 + βnF
2n
1
sur le nilradical. Nous allons envisager toutes les possibilite´s en fonction des valeurs de α1 et α2, l’un des
deux e´tant non-nul.
1. Soit α1 6= 0. En multipliant si ne´cessaire F par un certain coefficient, on peut supposer α1 = 1. En
faisant un changement de base du type
X ′2+t = X2+t +
∑[ 2n−3−t2 ]
k=2 γkX2k+1+t, 0 ≤ t ≤ 2n− 4
X ′i = Xi, i = 1, 2n− 1, 2n, (2.13)
on rame`ne βn−1 a` ze´ro, puis βn−2 et ainsi de suite jusqu’a` β2. La de´rivation F est alors donne´e par
F ′ = F 11 + α2F
2
2 + βnF
2n
1 . (2.14)
Si de plus, α2 6= 2− n, le changement de base
X ′1 = X1 +
βn
2 (n− 2 + α2)X2n (2.15)
nous permet de supposer βn = 0. Sur la base {X1, .., X2n} de Q2n, F est la de´rivation diagonale
F = diag(1, α2, 1 + α2, .., 2n− 3 + α2, 2n− 3 + 2α2). (2.16)
On obtient alors les alge`bres de Lie r2n+1(α2).
Par ailleurs, si α2 = 2 − n et βn 6= 0, alors ce coefficient ne peut pas eˆtre e´limine´. Sur K = R, on
peut alors poser βn = 1 si βn > 0 ou βn = −1 si f21 < 0. Sur F = C, on peut toujours prendre βn
e´gal a` 1. Ceci nous rame`ne aux alge`bres de Lie r2n+1 (2− n,±1)1.
1Les alge`bres de Lie r2n+1 (2− n,−1) et r2n+1 (2− n, 1) sont isomorphes sur C.
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Enfin, si α2 = 2− n et βn = 0, on obtient l’alge`bre de Lie r2n+1 (2− n, 0).
2. Supposons maintenant α1 = 0. Comme α2 6= 0, en faisant un changement d’e´chelle, on peut prendre
α2 = 1. Le changement de base
X ′1 = X1 −
1
2
βnX2n (2.17)
nous permet de supposer βn e´gal a` ze´ro. Il est impossible d’e´liminer les parame`tres βk (2 ≤ k ≤
n− 1), et donc, si l’un d’eux est non-nul, la de´rivation F n’est pas diagonale. Cependant, en faisant
un changement d’e´chelle, on peut supposer que le premier parame`tre βk non-nul est e´gal a` 1. Ce
cas nous donne ainsi la famille d’alge`bres r2n+1(β2, .., βn−1).
Finalement, si on ajoute deux e´le´ments nil-inde´pendents de Der(Q2n), un seul cas est possible.
Proposition 7 Pour tout n ≥ 3, il y a une seule alge`bre de Lie re´soluble r2n+2 de dimension 2n + 2
dont le nilradical est isomorphe a` Q2n :
[X1, Xk] = Xk+1, 2 ≤ k ≤ 2n− 2
[Xk, X2n+1−k] = (−1)kX2n, 2 ≤ k ≤ n
[Y1, Xk] = kXk 1 ≤ k ≤ 2n− 1
[Y1, X2n] = (2n+ 1)X2n,
[Y2, Xk] = Xk, 2 ≤ k ≤ 2n− 1
[Y2, X2n] = 2X2n.
2.4 Invariants de Casimir Ge´ne´ralise´s
Nous allons calculer les invariants de Casimir des alge`bres que nous venons d’obtenir.
Proposition 8 Pour tout n ≥ 3, l’alge`bre de Lie nilpotente Q2n posse`de exactement 2 ope´rateurs de
Casimir, donne´s par la syme´trisation des fonctions suivantes :
I1 = x2n
I2 = x1x2n + x3x2n−1 +
∑n
k=4(−1)k+1xkx2n+2−k + (−1)
n
2 x
2
n+1.
De´monstration. Les e´quations de Maurer-Cartan de l’alge`bre Q2n sont
dω1 = dω2 = 0,
dωj+1 = ω1 ∧ ωj , 2 ≤ j ≤ 2n− 2
dω2n =
∑n
k=2(−1)kωk ∧ ω2n+1−k.
La forme ω = dω2n est de rang maximal et donc j0(Q2n) = n − 1. D’apre`s la formule (1.11), on a
N (Q2n) = 2. Il est clair que X2n est un ope´rateur de Casimir puisqu’il engendre le centre. Afin d’obtenir
un deuxie`me invariant inde´pendant, on re´sout le syste`me (1.7) :
X̂1F :=
∑2n−2
j=2 xj+1
∂F
∂xj
= 0
X̂jF := −xj+1 ∂F∂x1 + (−1)jx2n ∂F∂x2n+1−j = 0
X̂2n−1F := −x2n ∂F∂x2 = 0,
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ou` 2 ≤ j ≤ 2n − 2. L’e´quation (2.4) implique ∂F∂x2 = 0. Pour chaque 2 ≤ j ≤ 2n − 2, la fonction
x1x2n + (−1)jxj+1x2n+1−j est une solution de l’e´quation (2.4). On conside`re alors la fonction C =
x1x2n + x3x2n−1 +
∑n
k=4 (−1)k+1 xkx2n+2−k + (−1)
n
2 x
2
n+1. Comme pour tout j ≥ 3,
xj+2
∂C
∂xj+1
+ x2n+1
∂C
∂x2n−j
= 0. (2.18)
la fonction C ve´rifie l’e´quation (2.4), ainsi C est un invariant de l’alge`bre.
L’ope´rateur de Casimir s’obtient en remplac¸ant xi par Xi. On remarque que C et sa syme´trisation
co¨ıncident.
The´ore`me 9 Les alge`bres de Lie r(λ2), r(2− n, ε) et r(λ52, .., λ2n−12 ) ont un seul invariant que l’on peut
choisir de la fac¸on suivante :
1. r2n+1(λ2)
J = I2x−α2n , α =
2n− 2 + 2λ2
2n− 3 + 2λ2 , (2.19)
2. r2n+1(2− n, ε)
J =
1
x22n
I2 − ε ln (x2n) , (2.20)
3. r2n+1(λ52, .., λ
2n−1
2 )
J =
I2
x2n
, (2.21)
De´monstration. D’apre`s les e´quations de Maurer-Cartan de ces alge`bres de Lie , on a N (r) = 1. De plus,
la de´rivation F qui de´finit l’extension de Q2n agit de fac¸on non triviale sur le centre X2n, les invariants
sont alors inde´pendants de la variable y correspondante au ge´ne´rateur Y . Pour trouver les invariants des
alge`bres re´solubles, il suffit de re´soudre l’e´quation Ŷ F = 0, en e´crivant F en fonction des invariants I1 et
I2 de la proposition 8.
1. r(λ2).
L’e´quation a` re´soudre est
Ŷ F := x1
∂F
∂x1
+
2n−1∑
k=2
(k − 2 + λ2)xk ∂F
∂xk
+ (2n− 3 + 2λ2)x2n ∂F
∂x2n
= 0. (2.22)
Il est facile de ve´rifier
Ŷ (I1) = (2n− 3 + 2λ2) I1
Ŷ (I2) = (2n− 2 + 2λ2) I2.
Les ope´rateurs de Casimir du nilradical sont alors des semi-invariants de cette extension. Notons
que ceci est toujours vrai lorsque la de´rivation est diagonale [41, 13, 48, 15]. On remarque que pour
2n− 3 + 2λ2 = 0, J = x2n est un invariant de l’alge`bre, et pour 2n− 2 + 2λ2 = 0 la fonction I2 est
un ope´rateur de Casimir de r2n+1(2 − n). Dans le cas contraire, I1 et I2 ne sont pas des solutions
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de (2.22). On conside`re alors I1 et I2 comme de nouvelles variables u et v, l’e´quation (2.22) s’e´crit
alors de la fac¸on suivante
∂Φ
∂u
+
(2n− 2 + 2λ2) v
(2n− 3 + 2λ2)u
∂Φ
∂v
= 0, (2.23)
La solution ge´ne´rale est alors
Φ
(
u2n−2+2λ2
v2n−3+2λ2
)
. (2.24)
Il en re´sulte que les invariants de r2n+1(λ2) sont donne´s par
J = I2x−α2n ou` α =
(
2n− 2 + 2λ2
2n− 3 + 2λ2
)
. (2.25)
2. r2n+1(2− n, ).
Dans ce cas on doit re´soudre
Ŷ F := (x1 + εx2n)
∂F
∂x1
+
2n−1∑
k=2
(k − n)xk ∂F
∂xk
+ x2n
∂F
∂x2n
= 0. (2.26)
Comme F n’est pas diagonale quand ε 6= 0, Ŷ (I2) n’est pas proportionelle a` I2. Cependant, si on
conside`re I2x−22n a` la place de I2, on a
Ŷ
(
I2x
−2
2n
)
= ε.
De plus Ŷ (ln(x2n)) = 1, et donc, en ajoutant le logarithme −ε ln(x2n), on obtient la fonction
I2x
−2
2n − ε ln (x2n) (2.27)
qui ve´rifie l’e´quation (2.26). C’est donc un invariant de l’alge`bre r2n+1(2− n, ).
3. r2n+1(λ52, .., λ
2n−1
2 ).
Pour cette famille d’alge`bres, l’e´quation a` re´soudre est
Ŷ F :=
2n−1∑
k=2
xk
∂F
∂xk
+ 2x2n
∂F
∂x2n
= 0. (2.28)
Le calcul direct nous donne
Ŷ (I1) = 2I1
Ŷ (I2) = 2I2.
Par un raisonnement analogue a` (2.23), on en de´duit que l’on peut choisir l’invariant
J =
I2
I1
. (2.29)
Proposition 9 Pour tout n ≥ 3, l’alge`bre de Lie r2n+2 ne posse`de aucun invariant.
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De´monstration. Soit {ω1, .., ω2n, θ1, θ2} la base duale de {X1, .., X2n, Y1, Y2}, les formes de Maurer-Cartan
sont alors donne´es par
dω1 = ω1 ∧ θ1
dω2 = 2ω2 ∧ θ1 + ω2 ∧ θ2
dωk = ω1 ∧ ωk−1 + kωk ∧ θ1 + ωk ∧ θ2, 3 ≤ k ≤ 2n− 1
dω2n =
∑n
k=2 (−1)k ωk ∧ ω2n+1−k + (2n+ 1)ω2n ∧ θ1 + 2ω2n ∧ θ2
dθ1 = dθ2 = 0.
On conside`re la forme ξ = dω1 + dω2n puis on calcule son n-ie`me produit exte´rieur
n∧
ξ = ± (2n)n!ω1 ∧ ... ∧ ω2n ∧ θ1 ∧ θ2 6= 0. (2.30)
D’apre`s la formule (1.11), cette alge`bre de Lie ne posse`de pas d’invariants.
2.5 Proprie´te´s ge´ome´triques des alge`bres de Lie re´solubles dont
le nilradical est Q2n
De la de´monstration de la dernie`re proposition, on de´duit que l’alge`bre r2n+2 est munie d’une structure
simplectique, il est donc naturel de se demander si les alge`bres de dimension 2n + 1 ayant Q2n pour
nilradical, ont d’autres proprie´te´s ge´ome´triques. En particulier, on e´tudie l’existence de forme de contact
de ces alge`bres, c’est-a`-dire, des formes ω ∈ r∗2n+1 telles que ω ∧ (
∧n
dω) 6= 0. Ce type de structures
ge´ome´triques a de l’importance dans l’analyse des e´quations diffe´rentielles et des syste`mes dynamiques
[35, 45].
Proposition 10 Soit n ≥ 3. Toute alge`bre de Lie r dont le nilradical est isomorphe a` Q2n, excepte´
r2n+1(2− n, 0), est munie d’une forme de contact.
De´monstration. Soit {ω1, .., ω2n, θ} la base duale de {X1, .., X2n, Y }.
1. Les e´quations de Maurer-Cartan de l’alge`bre r2n+1(λ2) sont
dω1 = ω1 ∧ θ
dω2 = λ2ω2 ∧ θ
dωk = ω1 ∧ ωk−1 + (k − 2 + λ2)ωk ∧ θ, 3 ≤ k ≤ 2n− 1
dω2n =
∑n
k=2 (−1)k ωk ∧ ω2n+1−k + (2n− 3 + 2λ2)ω2n ∧ θ
dθ = 0.
On pose ω = ω1 + ω2n, et on calcule le produit exte´rieur
ω ∧
(
n∧
dω
)
= 2n (n− 1)! (λ2 + n− 2)ω1 ∧ ... ∧ ω2n ∧ θ 6= 0. (2.31)
2. Les e´quations de Maurer-Cartan de l’alge`bre r2n+1(2− n, ε) sont
dω1 = ω1 ∧ θ
dω2 = ω2 ∧ θ
dωk = ω1 ∧ ωk−1 + (k − n)ωk ∧ θ, 3 ≤ k ≤ 2n− 1
dω2n =
∑n
k=2 (−1)k ωk ∧ ω2n+1−k + ω2n ∧ θ + εω1 ∧ θ
dθ = 0.
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En prenant la forme ω = ω1 + ω2n, on obtient
ω ∧
(
n∧
dω
)
= εn!ω1 ∧ ... ∧ ω2n ∧ θ. (2.32)
Quand ε 6= 0, ω est une forme de contact. On peut facilement prouver que pour ε = 0 il n’existe
pas de forme de contact.
3. Pour r2n+1(λ52, .., λ
2n−1
2 ), les e´quations de Maurer-Cartan sont complique´es a` e´crire car elles de´pendent
des parame`tres λk2 . Cependant, pour trouver une forme de contact il suffit de conside´rer les e´quations
suivantes :
dω1 = 0
dω2n =
∑n
k=2 (−1)k ωk ∧ ω2n+1−k + 2λ2ω2n ∧ θ
La forme ω = ω1 + ω2n ve´rifie
ω ∧
(
n∧
dω
)
= 2n!ω1 ∧ ... ∧ ω2n ∧ θ 6= 0. (2.33)
Elle de´finit donc une forme de contact.
Dans [45], on de´montre que les formes de contact α sur les varie´tie´s impliquent l’existence d’un champ
de vecteur X tel que α(X) = 1 et Xyα = 0, appele´ syste`me dynamique correspondant a` α. Pour les
alge`bres de Lie pre´ce´dentes, il est donc possible de construire un syste`me dynamique sans singularite´s
[45]. Par contre, les alge`bres de Lie re´solubles dont le nilradical est nn,1 ont un nombre d’invariants qui
de´pend de la dimension, ceci implique que pour les dimensions impaires, il n’existe pas de forme de contact
[12]. La perte de cette structure est due au fait que la sous-alge`bre de Heisenberg de Q2n engendre´e par
{X2, .., X2n} se contracte sur la sous-alge`bre abe´lienne maximale de nn,1.
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Chapitre 3
Inexistence d’alge`bres de Lie
inde´composables non re´solubles
ayant un radical associe´ aux alge`bres
filiformes
Dans ce chapitre , on montre que la somme semi-directe g = s−→⊕Rr, d’une alge`bre semi-simple s et
d’une alge`bre re´soluble r par rapport a` une repre´sentation de s, qui ne se de´compose pas en somme directe
d’ide´aux, ne peut pas avoir un radical r dont le nilradical soit une alge`bre filiforme. Il en re´sulte que les
alge`bres filiformes ne pre´sentent aucun inte´reˆt dans l’e´tude des alge`bres de Lie non re´solubles.
Plus pre´cise´ment, on de´montre que toute alge`bre de Lie complexe de dimension supe´rieure ou e´gale a`
7, ayant une sous-alge`bre de Levi non triviale et un nilradical filiforme est ne´cessairement de´composable 1.
Soit g = s−→⊕Rr une alge`bre de Lie complexe inde´composable (c’est-a`-dire qui ne s’e´crit pas comme
somme directe d’ide´aux). Nous allons, tout d’abord, de´montrer l’affirmation suivante.
The´ore`me 10 Toute alge`bre de Lie complexe g inde´composable et de dimension supe´rieure ou e´gale a`
7, ayant une de´composition de Le´vi s−→⊕Rr non triviale, ne posse`de pas un radical filiforme.
Par re´duction, on verra qu’il suffit de de´montrer cette proposition pour une sous-alge`bre de Le´vi de
rang un.
Lemme 1 Toute alge`bre de Lie g = s−→⊕Rr ayant un radical filiforme r se contracte sur une alge`bre de
Lie g′= s−→⊕RLn.
De´monstration. Soit {X1, .., Xm, Xm+1, .., Xm+n} une base de g avec {X1, .., Xm} une base de s et
{Xm+1, .., Xn+m} une base de r. On note les constantes de structure de g par {Ckij}1≤i,j,k≤n+m . Comme
1En dimension 6, il existe un contre-exemple trivial : sl (2,C)−→⊕D1/2+D0h1. Ceci est duˆ au fait que l’alge`bre de Heisenberg
est la seule alge`bre de Lie filiforme en dimension 3.
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le nilradical est filiforme, on peut prendre Xm+1, Xm+2 ∈ r− [r, r] et supposer, sans perte de ge´ne´ralite´,
que les crochets de {Xm+1, .., Xn+m} sont donne´s par
[Xm+1, Xm+1+j ] = λm+1+jXm+2+j , 1 ≤ j ≤ n− 2 (3.1)
avec λm+1+j 6= 0 pour tout j. On conside`re le changement de base :
X ′i = Xi, 1 ≤ i ≤ m+ 1,
X ′i =
1

Xi, m+ 2 ≤ i ≤ n+m.
Les nouveaux crochets de g sont :[
X ′i, X
′
j
]
= [Xi, Xj ] , 1 ≤ i < j ≤ m+ 1[
X ′i, X
′
m+j
]
=
1

[Xi, Xm+j ] =
n∑
k=j
Cm+ki,m+jX
′
m+k, 1 ≤ i ≤ m+ 1, 2 ≤ j ≤ n,
[
X ′m+i, X
′
m+j
]
=
1
2
[
X ′m+i, X
′
m+j
]
, 2 ≤ i, j ≤ n.
On remarque alors que les crochets de s ne changent pas et que s agit de la meˆme fac¸on sur le radical.
Par ailleurs, les crochets du nilradical sont :[
X ′m+1, X
′
m+i
]
= λm+1+iX ′m+1+i, 2 ≤ i ≤ n− 2,[
X ′m+i, X
′
m+j
]
=
1

n∑
2
Cm+km+i,m+jX
′
m+k, 2 ≤ i, j ≤ n.
En prenant →∞, on obtient [
X ′m+i, X
′
m+j
]
= 0, 2 ≤ i, j, k ≤ n (3.2)
On conclut ainsi que l’alge`bre de Lie s−→⊕RLn est une contraction d’Ino¨nu¨-Wigner [34] de g.
D’apre`s ce lemme, il suffit d’e´tudier le cas ou` le radical est isomorphe a` Ln puisque le cas ge´ne´ral
s’obtient par de´formation.On peut encore simplifier le proble`me graˆce aux re`gles de ramification des
repre´sentations d’une alge`bre semi-simple. Comme toute alge`bre semi-simple complexe s posse`de une
sous-alge`bre isomorphe a` sl (2,C), l’inclusion sl (2,C) ↪→ s induit
sl (2,C)−→⊕∑Wir ↪→ s−→⊕Rr (3.3)
ou` R =
∑
Wi est la de´composition de R comme somme de repre´sentations simples de la sous-alge`bre
sl (2,C) de s. Il faut remarquer que des sous-alge`bres isomorphes a` sl (2,C) diffe´rentes ne donnent pas
ne´cessairement la meˆme de´composition deR. Ne´anmoins, ce fait est de´pourvu d’inte´reˆt pour notre analyse,
en effet, nous nous inte´ressons seulement a` la non trivialite´ des repre´sentations Wi.
Proposition 11 Pour dim r > 3, il n’existe pas d’alge`bre de Lie inde´composable sl (2,C)−→⊕Rr dont le
radical soit isomorphe a` l’alge`bre de Lie nilpotente Ln.
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De´monstration. Conside´rons les alge`bres de Lie sl (2,C)−→⊕RLn, ou` R est une repre´sentation re´ductible de
sl (2,C). Soit {X1, X2, X3, Y1, .., Yn} une base de sl (2,C)−→⊕RLn telle que {X1, X2, X3} engendre sl (2,C)
(dont les crochets sont [X2, X3] = X1, [X1, Xi] = 2 (−1)iXi, i = 2, 3) et {Y1, .., Yn} est une base de Ln. Si
on conside`re les ide´aux de la suite centrale descendante CiLn, on a dim CiLn = n−1−i (1 ≤ i ≤ n−2),
et il existe donc deux e´le´ments Y ∈ Ln − C1Ln, Z ∈ Cn−3Ln ve´rifiant
[Y, Z] = Z (Ln)
ou` Z (Ln) est le centre de Ln. Le centre Z (Ln) est engendre´ par un seul e´le´ment de Ln sur lequel sl (2,C)
agit de fac¸on triviale. Ceci montre que la repre´sentation R contient des copies de la repre´sentation triviale
D0 de sl (2,C). Si on applique l’identite´ de Jacobi au triplet {X1, Y, Z} on obtient
[Y, [X1, Z]] = [Z, [X1, Y ] .]
On peut supposer que X1 agit comme une de´rivation diagonalisable sur Ln, d’ou` [X1, Yi] = λiYi pour
tout i. De plus, on a en particulier
λY + λZ = 0. (3.4)
Sans perte de ge´ne´ralite´, on suppose Y = Y1 et Yn−1 = Z. Le fait fondamental est la nullite´ du poids
associe´ au ge´ne´rateur du centre. Le syste`me de poids de Ln est de la forme :
Φ = {α1, α2, α1 + α2, .., (n− 2)α1 + α2} (3.5)
Par conse´quent, toute de´rivation diagonalisable de Ln est une combinaison line´aire des de´rivations f1, f2
dont les valeurs propres sont respectivement :
f1 = (1, 0, 1, 2, .., n− 2)
f2 = (0, 1, 1, 1, .., 1)
On pose alors [X1, Ln] = (af1 + bf2)Ln. L’e´quation 3.4 implique
a (n− 2) + b = 0,
ainsi X1 est associe´ aux valeurs propres
a (1, (2− n) , .., k + 2− n, ..,−1, 0) (3.6)
ou` k ∈ {0, . . . , n− 3}. Pour n > 3, on a donc
k + 2− n < 0, 0 ≤ k ≤ n− 3. (3.7)
Pour toute repre´sentation R de sl (2,C), le nombre de repre´sentations simples dans la de´composition R
est donne´ par mult0 (R)+mult1 (R), ou` multi (R) est la multiplicite´ du poids i. Nous concluons de 3.7 que
la seule repre´sentation de sl (2,C) ayant le poids maximal λ est la repre´sentation V1(λ = 1). De´sormais
les autres poids sont ne´gatifs, ce qui est impossible en raison de la structure des repre´sentations simples
de sl (2,C). On en conclut que a = 0 et donc R = nD0. Ainsi, l’alge`bre de Lie sl (2,C)
−→⊕RLn est une
somme directe.
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D’apre`s la proposition 11, aucune alge`bre de Lie sl (2,C)−→⊕RLn inde´composable, ne peut eˆtre obtenue.
Par 3.3, ce re´sultat se ge´ne´ralise a` toute alge`bre semi-simple. En effet, toute repre´sentation non triviale
R d’une alge`bre de Lie semi-simple s fournit une re`gle de ramification pour l’immersion de sl (2,C).
L’affirmation de´coule ainsi du lemme 1.
On obtient imme´diatement une conse´quence qui concerne les alge`bres de Lie re´solubles ayant un
nilradical filiforme.
Corollaire 2 Si l’alge`bre de Lie g = s−→⊕Rr est inde´composable, le nilradical de r n’est pas filiforme.
De´monstration. Comme r est re´soluble non nilpotente, alors la repre´sentation R de s contient des copies
de la repre´sentation triviale D0. D’apre`s le the´ore`me de Goto [28], r est de la forme r = n⊕ t ou` t est un
tore du nilradical n, g admet donc la sous-alge`bre
g′ = s−→⊕R′n (3.8)
ou` R′ est la repre´sentation induite. D’apre`s le the´ore`reme 10, cette sous-alge`bre est de´composable. Puisque
R|t = (dim t)D0, il en re´sulte que g est une somme directe.
Finalement, de la de´monstration du the´ore`me 11, on de´duit le re´sultat suivant :
Corollaire 3 Si l’alge`bre de Lie g = s−→⊕Rr avec s 6= 0, posse`de un radical r caracte´ristiquement nilpotent,
alors elle est de´composable.
De´monstration. Supposons que l’alge`bre r est caracte´ristiquement nilpotente, c’est-a`-dire que toute de´rivation
f de r est nilpotente. Ceci implique que la sous-alge`bre de Cartan h de s ve´rifie
[h, r] = 0. (3.9)
Comme pour tout Hi ∈ h, il existe des vecteurs non nuls Xi, Yi ∈ s tels que
[Hi, Xi] = 2Xi, [Hi, Yi] = −2Yi, [Xi, Yi] = Hi. (3.10)
Par ailleurs, pour tout Z ∈ r
[Z, [Hi, Xi]] + [Xi, [Z,Hi]]− [Hi, [Xi, Z]] = 0,
en tenant compte 3.9 et 3.10, on a
[Xi, Z] = 0.
On en conclut que [s, r] = 0.
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Chapitre 4
Alge`bres de Lie complexes ayant un
nilradical quasi-filiforme
Dans ce chapitre nous pre´sentons la liste des alge`bres de Lie complexes dont le nilradical est quasi-
filiforme naturellement gradue´. Le calcul de toutes les extensions des alge`bres de [27] a e´te´ long et conduit
a` de nombreuses possibilite´s.
Nous de´crivons sommairement les alge`bres obtenues en omettant les crochets du nilradical e´crits dans la
proposition 2.
4.1 Alge`bres de Lie complexes ayant Ln−1 ⊕C comme nilradical
L’ensemble des de´rivations Der(Ln−1 ⊕ C) pour n ≥ 4 est un espace vectoriel de dimension 2n + 1
engendre´ par les endomorphismes ad(Xi), 0 ≤ i ≤ n− 3 et par :
t0(X0) = X0, t0(Xi) = (i− 1)Xi, 2 ≤ i ≤ n− 2 ;
t1(X0) = X1 ;
t2(Xi) = Xi, 1 ≤ i ≤ n− 2 ;
t3(Xn−1) = Xn−1 ;
hk(Xi) = Xk+i, 1 ≤ i ≤ n− 2− k, 2 ≤ k ≤ n− 3 ;
g0(X0) = Xn−1 ;
g1(X1) = Xn−1 ;
g2(Xn−1) = Xn−2.
Toute alge`bre de Lie complexe ayant Ln−1 ⊕ C comme nilradical, est isomorphe a` l’une des alge`bres
suivantes :
1. Ln+1,1n−1 :
[Y,X0] = X0, [Y,Xi] = [(i− 1) + f11 ]Xi, 1 ≤ i ≤ n− 2, [Y,Xn−1] = fn−1n−1Xn−1, fn−1n−1 6= 0;
2. Ln+1,2n−1 :
[Y,Xi] = Xi, 1 ≤ i ≤ n− 2 [Y,Xn−1] = fn−1n−1Xn−1, fn−1n−1 6= 0;
3. Ln+1,3n−1 :
[Y,X0] = X0 +X1, [Y,Xi] = iXi, 1 ≤ i ≤ n− 2, [Y,Xn−1] = fn−1n−1Xn−1, fn−1n−1 6= 0;
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4. Ln+1,4n−1 :
[Y,X0] = X0 +Xn−1, [Y,Xi] = [(i− 1) + f11 ]Xi, 1 ≤ i ≤ n− 2, [Y,Xn−1] = Xn−1;
5. Ln+1,5n−1 :
[Y,X0] = X0, [Y,X1] = f11X1 +Xn−1, [Y,Xi] = [(i− 1) + f11 ]Xi, 2 ≤ i ≤ n− 2,
[Y,Xn−1] = f11Xn−1;
6. Ln+1,6n−1 :
[Y,X0] = X0 +X1, [Y,X1] = X1 +Xn−1, [Y,Xi] = iXi, 2 ≤ i ≤ n− 2, [Y,Xn−1] = Xn−1;
7. Ln+1,7n−1 :
[Y,X0] = X0, [Y,Xi] = [(i− 1) + f11 ]Xi, 1 ≤ i ≤ n− 2, [Y,Xn−1] = Xn−2 + (n− 3 + f11 )Xn−1;
8. Ln+1,8n−1 :
[Y,X0] = X0 +X1, [Y,Xi] = iXi, 1 ≤ i ≤ n− 2, [Y,Xn−1] = Xn−2 + (n− 2)Xn−1;
9. Ln+1,9n−1 :
[Y,X0] = X0 +Xn−1, [Y,Xi] = (i+ 3− n)Xi, 1 ≤ i ≤ n− 2, [Y,Xn−1] = Xn−2 +Xn−1;
10. Ln+1,10n−1 :
[Y,X0] = X1, [Y,Xn−1] = Xn−1;
11. Ln+1,11n−1 :
[Y,Xi] = Xi, 1 ≤ i ≤ n− 2, [Y,Xn−1] = Xn−2 +Xn−1;
12. Ln+1,12n−1 :
[Y,X1] = X1 +Xn−1, [Y,Xi] = Xi, 2 ≤ i ≤ n− 1, ;
13. Ln+1,13n−1 :
[Y,X1] = X1 +Xn−1, [Y,Xi] = Xi, 2 ≤ i ≤ n− 2, [Y,Xn−1] = Xn−2 +Xn−1;
Pour les alge`bres suivantes, au moins l’un des coefficients f j1 est diffe´rent de ze´ro, on peut supposer
que le premier f j1 non nul est e´gal a` 1.
14. Ln+1,14n−1 :
[Y,Xi] = Xi +
∑n−i−1
j=3 f
j
1Xj+i−1, 1 ≤ i ≤ n− 2, [Y,Xn−1] = fn−1n−1Xn−1 fn−1n−1 6= 0;
15. Ln+1,15n−1 :
[Y,Xi] =
∑n−i−1
j=3 f
j
1Xj+i−1, 1 ≤ i ≤ n− 2, [Y,Xn−1] = Xn−1;
16. Ln+1,16n−1 :
[Y,X0] = X1, [Y,Xi] =
∑n−i−1
j=3 f
j
1Xj+i−1, 1 ≤ i ≤ n− 2, [Y,Xn−1] = Xn−1;
17. Ln+1,17n−1 :
[Y,Xi] = Xi +
∑n−i−1
j=3 f
j
1Xj+i−1, 1 ≤ i ≤ n− 2, [Y,Xn−1] = Xn−2 +Xn−1;
18. Ln+1,18n−1 :
[Y,X1] = X1 +
∑n−2
j=3 f
j
1Xj +Xn−1, [Y,Xi] = Xi +
∑n−i−1
j=3 f
j
1Xj+i−1, 2 ≤ i ≤ n− 2,
[Y,Xn−1] = fn−2n−1Xn−2 +Xn−1;
19. Ln+1,19n−1 :
[Y,X0] = Xn−1, [Y,Xi] = Xi +
∑n−i−1
j=3 f
j
1Xj+i−1, 1 ≤ i ≤ n− 2;
20. Ln+2,1n−1 :
[Y,X0] = X0, [Y,Xi] = (i− 1)Xi, 1 ≤ i ≤ n− 2, [Y,Xn−1] = λXn−1,
[Z,Xi] = Xi, 1 ≤ i ≤ n− 2, [Z,Xn−1] = µXn−1;
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21. Ln+2,2n−1 :
[Y,X0] = X0, [Y,Xi] = (i− 1)Xi, 1 ≤ i ≤ n− 2, [Y,Xn−1] = Xn−1, [Z,X0] = Xn−1,
[Z,Xi] = Xi, 1 ≤ i ≤ n− 2;
22. Ln+2,3n−1 :
[Y,X0] = X0 +Xn−1, [Y,Xi] = (i− 1)Xi, 1 ≤ i ≤ n− 2, [Y,Xn−1] = Xn−1, [Z,X0] = λXn−1,
[Z,Xi] = Xi, 1 ≤ i ≤ n− 2;
23. Ln+2,4n−1 :
[Y,X0] = X0, [Y,Xi] = Xi, 1 ≤ i ≤ n− 2, [Z,X1] = X1 +Xn−1, [Z,Xi] = Xi, 2 ≤ i ≤ n− 1;
24. Ln+2,5n−1 :
[Y,X0] = X0, [Y,X1] = Xn−1, [Y,Xi] = (i− 1)Xi, 2 ≤ i ≤ n− 2, [Z,X1] = X1 + λXn−1,
[Z,Xi] = Xi, 2 ≤ i ≤ n− 1;
25. Ln+2,6n−1 :
[Y,X0] = X0, [Y,Xi] = (i− 1)Xi, 1 ≤ i ≤ n− 2, [Y,Xn−1] = (n− 3)Xn−1,
[Z,Xi] = Xi, 1 ≤ i ≤ n− 2, [Z,Xn−1] = Xn−2 +Xn−1;
26. Ln+2,7n−1 :
[Y,X0] = X0, [Y,Xi] = (i− 1)Xi, 1 ≤ i ≤ n− 2, [Y,Xn−1] = Xn−2 + (n− 3)Xn−1,
[Z,Xi] = Xi, 1 ≤ i ≤ n− 2, [Z,Xn−1] = λXn−2 +Xn−1;
27. Ln+3,1n−1 :
[Y,X0] = X0, [Y,Xi] = (i− 1)Xi, 2 ≤ i ≤ n− 2, [Z,Xi] = Xi, 1 ≤ i ≤ n− 2,
[U,Xn−1] = Xn−1.
4.2 Alge`bres de Lie complexes ayant Q2n ⊕ C comme nilradical
L’ensemble des de´rivations Der(Q2n ⊕ C) pour n ≥ 3 est un espace vectoriel de dimension 3n + 4
engendre´ par les endomorphismes ad(Xi), 1 ≤ i ≤ 2n− 1 et par :
t1(X1) = X1, t1(Xi) = (i− 2)Xi, 2 ≤ i ≤ 2n− 1, t1(X2n) = (2n− 3)X2n ;
t2(Xi) = Xi, 1 ≤ i ≤ 2n− 1, t2(X2n) = 2X2n ;
t3(X2n+1) = X2n+1 ;
hk(Xi) = Xk+i, 2 ≤ i ≤ 2n− 1− k, 3 ≤ k ≤ 2n− 3, k impair ;
g1(X1) = X2n ;
g2(X1) = X2n+1 ;
g3(X2) = X2n+1 ;
g4(X2n+1) = X2n.
Toute alge`bre de Lie complexe ayant Q2n ⊕ C comme nilradical, est isomorphe a` l’une des alge`bres
suivantes :
1. Q2n+2,12n :
[Y,X1] = X1, [Y,Xi] = [(i− 2) + f22 ]Xi, 2 ≤ i ≤ 2n− 1, [Y,X2n] = (2n− 3 + 2f22 )X2n,
[Y,X2n+1] = f2n+12n+1X2n+1, f
2n+1
2n+1 6= 0;
2. Q2n+2,22n :
[Y,Xi] = f22Xi, 2 ≤ i ≤ 2n− 1, [Y,X2n] = 2f22X2n, [Y,X2n+1] = X2n+1;
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3. Q2n+2,32n :
[Y,X1] = X1, [Y,X2] = f22X2 +X2n+1, [Y,Xi] = [(i− 2) + f22 ]Xi, 3 ≤ i ≤ 2n− 1,
[Y,X2n] = (2n− 3 + 2f22 )X2n, [Y,X2n+1] = f22X2n+1;
4. Q2n+2,42n :
[Y,X1] = X1 +X2n+1, [Y,Xi] = [(i− 2) + f22 ]Xi, 2 ≤ i ≤ 2n− 1, [Y,X2n] = (2n− 3 + 2f22 )X2n,
[Y,X2n+1] = X2n+1;
5. Q2n+2,52n :
[Y,X1] = X1, [Y,Xi] = [(i− 2) + f22 ]Xi, 2 ≤ i ≤ 2n− 1, [Y,X2n] = (2n− 3 + 2f22 )X2n,
[Y,X2n+1] = X2n + (2n− 3 + 2f22 )X2n+1;
6. Q2n+2,62n :
[Y,X1] = X1, [Y,X2] = (3− 2n)X2 +X2n+1, [Y,Xi] = (i+ 1− 2n)Xi, 3 ≤ i ≤ 2n− 1,
[Y,X2n] = (3− 2n)X2n, [Y,X2n+1] = X2n + (3− 2n)X2n+1;
7. Q2n+2,72n :
[Y,X1] = X1 +X2n+1, [Y,Xi] = (i− n)Xi, 2 ≤ i ≤ 2n− 1, [Y,X2n] = X2n,
[Y,X2n+1] = X2n +X2n+1;
8. Q2n+2,82n :
[Y,X1] = X1 +X2n, [Y,Xi] = (i− n)Xi, 2 ≤ i ≤ 2n− 1, [Y,X2n] = X2n;
[Y,X2n+1] = f2n+12n+1X2n+1, f
2n+1
2n+1 6= 0;
9. Q2n+2,92n :
[Y,X1] = X1 +X2n, [Y,X2] = (2− n)X2 +X2n+1, [Y,Xi] = (i− n)Xi, 3 ≤ i ≤ 2n− 1,
[Y,X2n] = X2n, [Y,X2n+1] = (2− n)X2n+1;
10. Q2n+2,102n :
[Y,X2] = X2 +X2n+1, [Y,Xi] = Xi, 3 ≤ i ≤ 2n− 1, [Y,X2n] = 2X2n, [Y,X2n+1] = X2n+1;
11. Q2n+2,112n :
[Y,X1] = X2n+1, [Y,Xi] = Xi, 2 ≤ i ≤ 2n− 1, [Y,X2n] = 2X2n;
12. Q2n+2,122n :
[Y,Xi] = Xi, 2 ≤ i ≤ 2n− 1, [Y,X2n] = 2X2n, [Y,X2n+1] = X2n + 2X2n+1;
13. Q2n+2,132n :
[Y,X1] = X2n, [Y,X2n+1] = X2n+1;
Pour les alge`bres suivantes, au moins l’un des coefficients f j1 est diffe´rent de ze´ro, on peut supposer
que le premier f j1 non nul est e´gal a` 1.
14. Q2n+2,142n :
[Y,Xi] = f22Xi +
∑2n−1
j=i+3
j+i impair
f j+i−22 Xj , 2 ≤ i ≤ 2n− 1, [Y,X2n] = 2f22X2n, [Y,X2n+1] = X2n+1;
15. Q2n+2,152n :
[Y,X2] =
∑2n−1
k=5
kimpair
fk2Xk +X2n+1, [Y,Xi] = Xi +
∑2n−1
j=i+3
j+i impair
f j+i−22 Xj , 3 ≤ i ≤ 2n− 1,
[Y,X2n] = 2X2n, [Y,X2n+1] = X2n+1;
16. Q2n+2,162n :
[Y,X1] = X2n+1, [Y,Xi] = Xi +
∑2n−1
j=i+3
j+i impair
f j+i−22 Xj , 2 ≤ i ≤ 2n− 1, [Y,X2n] = 2X2n;
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17. Q2n+2,172n :
[Y,Xi] = Xi +
∑2n−1
j=i+3
j+i impair
f j+i−22 Xj , 2 ≤ i ≤ 2n− 1,
[Y,X2n] = 2X2n, [Y,X2n+1] = X2n + 2X2n+1;
18. Q2n+2,182n :
[Y,Xi] = Xi +
∑2n−1
j=i+3
j+i impair
f j+i−22 Xj , 2 ≤ i ≤ 2n− 1, [Y,X2n+1] = X2n+1;
19. Q2n+2,192n :
[Y,X1] = X2n, [Y,Xi] =
∑2n−1
j=i+3
j+i impair
f j+i−22 Xj , 2 ≤ i ≤ 2n− 1, [Y,X2n+1] = X2n+1;
20. Q2n+3,12n :
[Y,X1] = X1, [Y,Xi] = (i− 2)Xi, 2 ≤ i ≤ 2n− 1, [Y,X2n] = (2n− 3)X2n,
[Y,X2n+1] = λX2n+1, [Z,Xi] = Xi, 2 ≤ i ≤ 2n− 1, [Z,X2n] = 2X2n,
[Z,X2n+1] = µX2n+1;
21. Q2n+3,22n :
[Y,X1] = X1 +X2n+1, [Y,Xi] = (i− 2)Xi, 2 ≤ i ≤ 2n− 1, [Y,X2n] = (2n− 3)X2n,
[Y,X2n+1] = X2n+1, [Z,X1] = λX2n+1, [Z,Xi] = Xi, 2 ≤ i ≤ 2n− 1, [Z,X2n] = 2X2n;
22. Q2n+3,32n :
[Y,X1] = X1, [Y,Xi] = (i− 2)Xi, 2 ≤ i ≤ 2n− 1, [Y,X2n] = (2n− 3)X2n;
[Y,X2n+1] = X2n+1, [Z,X1] = X2n+1, [Z,Xi] = Xi, 2 ≤ i ≤ 2n− 1, [Z,X2n] = 2X2n;
23. Q2n+3,42n :
[Y,X1] = X1, [Y,Xi] = (i− 2)Xi, 2 ≤ i ≤ 2n− 1, [Y,X2n] = (2n− 3)X2n,
[Z,X2] = X2 +X2n+1, [Z,Xi] = Xi, 3 ≤ i ≤ 2n− 1, [Z,X2n] = 2X2n,
[Z,X2n+1] = X2n+1 ;
24. Q2n+3,52n :
[Y,X1] = X1, [Y,X2] = X2n+1, [Y,Xi] = (i− 2)Xi, 3 ≤ i ≤ 2n− 1, [Y,X2n] = (2n− 3)X2n,
[Z,X2] = X2 + λX2n+1, [Z,Xi] = Xi, 3 ≤ i ≤ 2n− 1, [Z,X2n] = 2X2n, [Z,X2n+1] = X2n+1;
25. Q2n+3,62n :
[Y,X1] = X1, [Y,Xi] = (i− 2)Xi, 2 ≤ i ≤ 2n− 1, [Y,X2n] = (2n− 3)X2n,
[Y,X2n+1] = (2n− 3)X2n+1, [Z,Xi] = Xi, 2 ≤ i ≤ 2n− 1, [Z,X2n] = 2X2n,
[Z,X2n+1] = X2n + 2X2n+1;
26. Q2n+3,72n :
[Y,X1] = X1, [Y,Xi] = (i− 2)Xi, 2 ≤ i ≤ 2n− 1, [Y,X2n] = (2n− 3)X2n,
[Y,X2n+1] = X2n + (2n− 3)X2n+1, [Z,Xi] = Xi, 2 ≤ i ≤ 2n− 1, [Z,X2n] = 2X2n,
[Z,X2n+1] = λX2n + 2X2n+1;
27. Q2n+4,12n :
[Y,X1] = X1, [Y,Xi] = (i− 2)Xi, 3 ≤ i ≤ 2n− 1, [Y,X2n] = (2n− 3)X2n,
[Z,Xi] = Xi, 2 ≤ i ≤ 2n− 1, [Z,X2n] = 2X2n, [U,X2n+1] = X2n+1.
4.3 Alge`bres de Lie complexes ayant Ln,r comme nilradical
L’ensemble des de´rivations Der(Ln,r) (n > 5, r impair, 3 ≤ r ≤ 2[n−12 ]− 1) est un espace vectoriel de
dimension 4n+1−r2 engendre´ par les endomorphismes ad(Xi), 0 ≤ i ≤ n− 3 et par :
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t0(X0) = X0, t0(Xi) = (i− 1)Xi 2 ≤ i ≤ n− 2, t0(Xn−1) = (r − 2)Xn−1 ;
t1(X0) = X1, t1(Xr) = Xn−1;
t2(Xi) = Xi, 2 ≤ i ≤ n− 2, t2(Xn−1) = 2Xn−1 ;
hk(Xi) = Xk+i, 1 ≤ i ≤ n− 2− k, 2 ≤ k ≤ n− 2 et k impair si k ≤ r − 3 ;
g1(X0) = Xr ;
g2(X0) = Xn−1.
Toute alge`bre de Lie complexe ayant Ln,r comme nilradical, est isomorphe a` l’une des alge`bres sui-
vantes :
1. Ln+1,1n,r :
[Y,X0] = X0, [Y,Xi] = [(i− 1) + f11 ]Xi, 1 ≤ i ≤ n− 2, [Y,Xn−1] = (r − 2 + 2f11 )Xn−1;
2. Ln+1,2n,r :
[Y,Xi] = Xi, 1 ≤ i ≤ n− 2, [Y,Xn−1] = 2Xn−1;
3. Ln+1,3n,r :
[Y,X0] = X0, [Y,X1] = (2− r)X1 +Xn−1, [Y,Xi] = (i+ 1− r)Xi, 2 ≤ i ≤ n− 2,
[Y,Xn−1] = (2− r)Xn−1;
4. Ln+1,4n,r :
[Y,X0] = X0 +X1, [Y,Xi] = iXi, i ∈ {1, . . . , n− 2} \ {r}, [Y,Xr] = rXr +Xn−1,
[Y,Xn−1] = rXn−1;
5. Ln+1,5n,r :
[Y,X0] = X0 +Xn−1, [Y,Xi] = 2l+1−r2 Xi, 1 ≤ i ≤ n− 2, [Y,Xn−1] = Xn−1; Pour les alge`bres
suivantes, au moins l’un des coefficients f j1 est diffe´rent de ze´ro, on peut supposer que le premier
f j1 non nul est e´gal a` 1.
6. Ln+1,6n,r :
[Y,Xi] = Xi +
∑n−2
k=i+3 f
k+i−1
1 Xk, 1 ≤ i ≤ n− 2, ou` fk+i−11 = 0 si k + i es pair et k + i ≤ r,
[Y,Xn−1] = 2Xn−1;
7. Ln+2,1n,r :
[Y,X0] = X0, [Y,Xi] = (i− 1)Xi, 2 ≤ i ≤ n− 2, [Y,Xn−1] = (r − 2)Xn−1,
[Z,Xi] = Xi, ≤ i ≤ n− 2, [Z,Xn−1] = 2Xn−1.
4.4 Alge`bres de Lie complexes ayant Qn,r comme nilradical
L’ensemble des de´rivations Der(Qn,r) (n ≥ 7, n impair, r impair, 3 ≤ r ≤ n−4) est un espace vectoriel
de dimension 3n+32 si r ≤ n−12 et 3n+12 si r > n−12 , engendre´ par les endomorphismes ad(Xi), 0 ≤ i ≤ n−3
et par :
t0(X0) = X0, t0(Xi) = (i− 1)Xi, 2 ≤ i ≤ n− 3, t0(Xn−2) = (n− 4)Xn−2,
t0(Xn−1) = (r − 2)Xn−1 ;
t1(Xi) = Xi, 1 ≤ i ≤ n− 3, t1(Xi) = 2Xi, i = n− 2, n− 1 ;
hk(Xi) = Xk+i, 1 ≤ i ≤ n− 2− k, 3 ≤ k ≤ n− 2 et k impair ;
hn−2−r(Xi) = Xi+n−2−r, 1 ≤ i ≤ r si r ≤ n−12 ;
g1(X0) = Xn−2 ;
g2(X0) = Xn−1.
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Toute alge`bre de Lie complexe ayant Qn,r comme nilradical, est isomorphe a` l’une des alge`bres sui-
vantes :
1. Qn+1,1n,r :
[Y,X0] = X0, [Y,Xi] = [(i− 1) + f11 ]Xi, 1 ≤ i ≤ n− 3, [Y,Xn−2] = (n− 4 + 2f11 )Xn−2,
[Y,Xn−1] = (r − 2 + 2f11 )Xn−1;
2. Qn+1,2n,r :
[Y,Xi] = Xi, 1 ≤ i ≤ n− 3, [Y,Xn−2] = 2Xn−2, [Y,Xn−1] = 2Xn−1;
3. Qn+1,3n,r :
[Y,X0] = X0 +Xn−1, [Y,Xi] = 2i+1−r2 Xi, 1 ≤ i ≤ n− 3, [Y,Xn−2] = (n− r − 1)Xn−2,
[Y,Xn−1] = Xn−1 ;
4. Qn+1,4n,r :
[Y,X0] = X0, [Y,X1] = (2− r)X1 +Xn−1, [Y,Xi] = (i+ 1− r)Xi, 2 ≤ i ≤ n− 3,
[Y,Xn−2] = (n− r)Xn−2, [Y,Xn−1] = (2− r)Xn−1;
5. Qn+1,5n,r :
[Y,X0] = X0 +Xn−2, [Y,Xi] = 2i+3−n2 Xi, 1 ≤ i ≤ n− 3, [Y,Xn−2] = Xn−2,
[Y,Xn−1] = (r − n+ 3)Xn−1;
6. Qn+1,6n,r :
On peut supposer que le premier coefficient f j1 non nul est e´gal a` 1 et f
n−r−1
1 = 0 si r >
n−1
2 .
[Y,Xi] = Xi +
∑n−3
k=i+3
k−i6=n−r−2, impair
fk−i+11 Xk + f
n−r−1
1 Xn+i−r−2, 1 ≤ i ≤ n− 3
[Y,Xn−2] = 2Xn−2, [Y,Xn−1] = 2fn−r−11 Xn−2 + 2Xn−1;
7. Qn+2,1n,r :
[Y,X0] = X0, [Y,Xi] = (i− 1)Xi, 2 ≤ i ≤ n− 3, [Y,Xn−2] = (n− 4)Xn−2,
[Y,Xn−1] = (r − 2)Xn−1, [Z,Xi] = Xi, 1 ≤ i ≤ n− 3, [Z,Xn−2] = 2Xn−2,
[Z,Xn−1] = 2Xn−1.
4.5 Alge`bres de Lie complexes ayant Tn,n−3 comme nilradical
L’ensemble des de´rivations Der(Tn,n−3) (n pair, n ≥ 6) est un espace vectoriel de dimension n + 4
engendre´ par les endomorphismes ad(Xi), 0 ≤ i ≤ n− 3, n− 1 et par :
t0(X0) = X0, t0(Xi) = (i− 1)Xi, 2 ≤ i ≤ n− 3, t0(Xn−2) = (n− 4)Xn−2, t0(Xn−1) = (n− 5)Xn−1 ;
t1(Xi) = Xi, 1 ≤ i ≤ n− 3, t1(Xi) = 2Xi, i = n− 2, n− 1 ;
hn−4(X1) = Xn−3 ;
g1(X0) = Xn−1 ;
g2(X1) = Xn−1, g2(X2) = Xn−2.
Toute alge`bre de Lie complexe ayant Tn,n−3 comme nilradical, est isomorphe a` l’une des alge`bres
suivantes :
1. Tn+1,1n,n−3 :
[Y,X0] = X0, [Y,Xi] = (i− 1 + f11 )Xi, 1 ≤ i ≤ n− 3, [Y,Xn−2] = (n− 4 + 2f11 )Xn−2,
[Y,Xn−1] = (n− 5 + 2f11 )Xn−1;
2. Tn+1,2n,n−3 :
[Y,Xi] = Xi, 1 ≤ i ≤ n− 3, [Y,Xn−2] = 2Xn−2, [Y,Xn−1] = 2Xn−1;
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3. Tn+1,3n,n−3 :
[Y,X0] = X0 +Xn−1, [Y,Xi] = 2i−n+42 Xi, 1 ≤ i ≤ n− 3, [Y,Xn−2] = 2Xn−2,
[Y,Xn−1] = Xn−1;
4. Tn+1,4n,n−3 :
[Y,X0] = X0, [Y,X1] = (5− n)X1 +Xn−1, [Y,X2] = (6− n)X2 +Xn−2,
[Y,Xi] = (i− n+ 4)Xi, 3 ≤ i ≤ n− 4, [Y,Xn−2] = (6− n)Xn−2, [Y,Xn−1] = (5− n)Xn−1;
5. Tn+1,5n,n−3 :
[Y,X1] = X1 +Xn−3, [Y,Xi] = Xi, 2 ≤ i ≤ n− 3, [Y,Xn−2] = 2Xn−2, [Y,Xn−1] = 2Xn−1;
6. Tn+2,1n,n−3 :
[Y,X0] = X0, [Y,Xi] = (i− 1)Xi, 1 ≤ i ≤ n− 3, [Y,Xn−2] = (n− 4)Xn−2,
[Y,Xn−1] = (n− 5)Xn−1, [Z,Xi] = Xi, 1 ≤ i ≤ n− 3, [Z,Xn−2] = 2Xn−2,
[Z,Xn−1] = 2Xn−1.
4.6 Alge`bres de Lie complexes ayant Tn,n−4 comme nilradical
L’ensemble des de´rivations Der(Tn,n−4) (n impair, n ≥ 7) un espace vectoriel de dimension n + 4
engendre´ par les endomorphismes ad(Xi), i = 0, . . . , n− 3, n− 1 et par :
t0(X0) = X0, t0(Xi) = (i− 1)Xi, 2 ≤ i ≤ n− 4,
t0(Xi) = (i− 2)Xi, i = n− 3, n− 2, t0(Xn−1) = (n− 6)Xn−1 ;
t1(Xi) = Xi, 1 ≤ i ≤ n− 4, t1(Xi) = 2Xi, i = n− 3, n− 2, n− 1 ;
hn−3(X1) = Xn−2 ;
g1(X0) = Xn−1 ;
g2(X1) = Xn−1, g2(X2) = Xn−3, g2(X3) = Xn−2.
Toute alge`bre de Lie complexe ayant Tn,n−4 comme nilradical, est isomorphe a` l’une des alge`bres
suivantes :
1. Tn+1,1n,n−4 :
[Y,X0] = X0, [Y,Xi] = (i− 1 + f11 )Xi, 1 ≤ i ≤ n− 4, [Y,Xn−3] = (n− 5 + 2f11 )Xn−3,
[Y,Xn−2] = (n− 4 + 2f11 )Xn−2, [Y,Xn−1] = (n− 6 + 2f11 )Xn−1;
2. Tn+1,2n,n−4 :
[Y,Xi] = (i− 1)Xi, 1 ≤ i ≤ n− 4, [Y,Xi] = 2Xi, i = n− 3, n− 2, n− 1;
3. Tn+1,3n,n−4 :
[Y,X0] = X0 +Xn−1, [Y,Xi] = 2i−n+52 Xi, 1 ≤ i ≤ n− 4, [Y,Xn−3] = 2Xn−3,
[Y,Xn−2] = 3Xn−2, [Y,Xn−1] = Xn−1;
4. Tn+1,4n,n−4 :
[Y,X0] = X0, [Y,X1] = (4− n)X1 +Xn−2, [Y,Xi] = (i− n+ 3)Xi, 2 ≤ i ≤ n− 4,
[Y,Xn−3] = (3− n)Xn−3, [Y,Xn−2] = (4− n)Xn−2, [Y,Xn−1] = (2− n)Xn−1;
5. Tn+1,5n,n−4 :
[Y,X0] = X0, [Y,X1] = (6− n)X1 +Xn−1, [Y,X2] = (7− n)X2 +Xn−3,
[Y,X3] = (8− n)X3 +Xn−2, [Y,Xi] = (i+ 5− n)Xi, 4 ≤ i ≤ n− 4,
[Y,Xn−3] = (7− n)Xn−3, [Y,Xn−2] = (8− n)Xn−2, [Y,Xn−1] = (6− n)Xn−1;
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6. Tn+2,1n,n−4 :
[Y,X0] = X0, [Y,Xi] = (i− 1)Xi, 1 ≤ i ≤ n− 4, [Y,Xn−3] = (n− 5)Xn−3,
[Y,Xn−2] = (n− 4)Xn−2, [Y,Xn−1] = (n− 6)Xn−1, [Z,Xi] = Xi, 1 ≤ i ≤ n− 4,
[Z,Xi] = 2Xi, i = n− 3, n− 2, n− 1.
4.7 Alge`bres de Lie complexes ayant E7,3 comme nilradical
L’ensemble des de´rivations Der(E7,3) un espace vectoriel de dimension 11 engendre´ par les endomor-
phismes ad(Xi) pour 0 ≤ i ≤ 4, ad(Y ) et par :
t0(X0) = X0, t0(Xi) = iXi, 1 ≤ i ≤ 5, t0(Y ) = 3Y ;
h2(Xi) = Xi+2, 1 ≤ i ≤ 3 ;
h4(X1) = X5 ;
g1(X0) = X3, g1(X2) = −X4, g1(X3) = −X5 ;
g2(X0) = Y , g2(X2) = X4, g2(X3) = 2X5,
g2(Y ) = −X5.
On en de´duit que E7,3~⊕〈t0〉 est la seule alge`bre de Lie complexe ayant E7,3 comme nilradical.
4.8 Alge`bres de Lie complexes ayant E19,5 comme nilradical
L’ensemble des de´rivations Der(E19,5) un espace vectoriel de dimension 13 engendre´ par les endomor-
phismes ad(Xi) pour 0 ≤ i ≤ 6, ad(X8) et par :
t0(X0) = X0, t0(Xi) = (i− 1)Xi, 1 ≤ i ≤ 5, t0(Xi) = 4Xi i = 6, 7,
t0(X8) = 3X8, t1(Xi) = Xi, 1 ≤ i ≤ 5, t1(Xi) = 2Xi i = 6, 8,
t1(X7) = 3X7,
h1(X1) = X5, h2(X0) = X7,
h3(X0) = X8, h3(X3) = 3X7.
Toute alge`bre de Lie complexe ayant E19,5 comme nilradical, est isomorphe a` l’une des alge`bres sui-
vantes :
1. E1,19,5 :
[Y,X0] = X0, [Y,Xi] = (i− 1 + f11 )Xi, 1 ≤ i ≤ 5, [Y,X6] = (4 + 2f11 )X6,
[Y,X7] = (4 + 3f11 )X7, [Y,X8] = (3 + 2f
1
1 )X8;
2. E1,29,5 :
[Y,Xi] = Xi, 1 ≤ i ≤ 5, [Y,Xi] = 2Xi, i = 6, 8, [Y,X7] = 3X7;
3. E1,39,5 :
[Y,X0] = X0 +X7 + f80X8, [Y,Xi] = (i− 2)Xi, i = 1, 4, 5, [Y,X3] = X3 + 3f80X7,
[Y,X6] = 2X6, [Y,Xi] = Xi, i = 7, 8;
4. E1,49,5 :
[Y,X1] = X1 +X5, [Y,Xi] = Xi, i = 2, 3, 4, 5, [Y,Xi] = 2Xi, i = 6, 8,
[Y,X7] = 3X7;
5. E1,59,5 :
[Y,X0] = X0, [Y,Xi] = (i− 1)Xi, 2 ≤ i ≤ 5, [Y,Xi] = 4Xi, i = 6, 7,
[Y,X8] = 3X8, [Z,Xi] = Xi, 1 ≤ i ≤ 5, [Z,Xi] = 2Xi, i = 6, 8,
[Z,X7] = 3X7.
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4.9 Alge`bres de Lie complexes ayant E29,5 comme nilradical
L’ensemble des de´rivations Der(E29,5) un espace vectoriel de dimension 12 engendre´ par les endomor-
phismes ad(Xi) pour 0 ≤ i ≤ 6, ad(Y ) et par :
t0(X0) = X0, t0(Xi) = iXi, 1 ≤ i ≤ 7, t0(Y ) = 5Y ;
h4(Xi) = Xi+4, 1 ≤ i ≤ 3 ;
h6(X1) = X7,
g1(X0) = Y , g1(X1) = −Y , g1(X2) = 2X6,
g1(X3) = 4X7.
On en de´duit que E29,5~⊕〈t0〉 est la seule alge`bre de Lie complexe ayant E29,5 comme nilradical.
4.10 Alge`bres de Lie complexes ayant E39,5 comme nilradical
L’ensemble des de´rivations Der(E39,5) un espace vectoriel de dimension 13 engendre´ par les endomor-
phismes ad(Xi) pour 0 ≤ i ≤ 6, ad(X8) et par :
t0(X0) = X0, t0(Xi) = (i− 1)Xi, 1 ≤ i ≤ 5, t0(X6) = 4X6,
t0(X7) = 5X7, t0(X8) = 3X8,
t1(Xi) = Xi, 1 ≤ i ≤ 5, t1(Xi) = 2Xi i = 6, 7, 8,
h1(X1) = X8, h1(X2) = X6, h1(X3) = X7,
h2(X0) = X8, h3(X1) = X7.
Toute alge`bre de Lie complexe ayant E39,5 comme nilradical, est isomorphe a` l’une des alge`bres sui-
vantes :
1. E3,19,5 :
[Y,X0] = X0, [Y,Xi] = (i− 1 + f11 )Xi, 1 ≤ i ≤ 5, [Y,X6] = (4 + 2f11 )X6,
[Y,X7] = (5 + 2f11 )X7, [Y,X8] = (3 + 2f
1
1 )X8;
2. E3,29,5 :
[Y,Xi] = Xi, 1 ≤ i ≤ 5, [Y,Xi] = 2Xi, i = 6, 7, 8;
3. E3,39,5 :
[Y,X0] = X0 +X8, [Y,Xi] = (i− 2)Xi, i = 1, 3, 4, 5, [Y,X6] = 2X6,
[Y,X7] = 3X7, [Y,X8] = X8;
4. E3,49,5 :
[Y,X0] = X0, [Y,X1] = −3X1 +X8, [Y,X2] = −2X2 +X6, [Y,X3] = −X3 +X7,
[Y,X5] = X5, [Y,X6] = −2X6, [Y,X7] = −X7, [Y,X8] = −3X8;
5. E3,59,5 :
[Y,X0] = X0, [Y,X1] = −5X1 +X7, [Y,Xi] = (i− 6)Xi, 2 ≤ i ≤ 5, [Y,X6] = −8X6,
[Y,X7] = −5X7, [Y,X8] = −7X8;
6. E3,69,5 :
[Y,X0] = X0, [Y,Xi] = (i− 1)Xi, 1 ≤ i ≤ 5, [Y,X6] = 4X6, [Y,X7] = 5X7,
[Y,X8] = 3X8, [Z,Xi] = Xi, 1 ≤ i ≤ 5, [Z,Xi] = 2Xi, i = 6, 7, 8.
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4.11 De´monstration
Afin d’illustrer la me´thode ge´ne´rale, nous montrons ici le calcul des alge`bres de Lie complexes ayant
Ln,r comme nilradical avec n > 5. Notons que le chapitre prochain est entie`rement de´die´ au cas ou` n = 5.
De´monstration. Soit g une alge`bre de Lie, non scinde´e, dont le nilradical est Ln,r avec n > 5. Si g est de
dimension n, elle est e´videmment isomorphe a` Ln,r, dans le cas contraire, elle se de´compose de la fac¸on
L5,3~⊕t. De plus, pour tout Y ∈ t, la transformation line´aire f = ad(Y ) |Ln,r est une de´rivation du nilra-
dical Ln,r, et donc, elle peut eˆtre repre´sente´e, dans la base {X0, . . . , Xn−1}, par la matrice triangulaire :

f00 0 0 0 0 · · · 0 0 0 · · · 0 0
f10 f
1
1 0 0 0 · · · 0 0 0 · · · 0 0
f20 f
2
1 f
0
0 + f
1
1 0 0 · · · 0 0 0 · · · 0 0
f30 0 f
2
1 2f
0
0 + f
1
1 0 · · · 0 0 0 · · · 0 0
f40 f
4
1 0 f
2
1 3f
0
0 + f
1
1 · · · 0 0 0 · · · 0 0
...
...
...
...
...
. . .
...
...
...
...
...
fr−20 0 f
r−3
1 0 f
r−5
1 · · · (r − 2)f00 + f11 0 0 · · · 0 0
fr−10 f
r−1
1 0 f
r−3
1 0 · · · f21 (r − 1)f00 + f11 0 · · · 0 0
fr0 f
r
1 f
r−1
1 0 f
r−3
1 · · · 0 f21 rf00 + f11 · · · 0 0
...
...
...
...
...
...
...
...
. . .
...
...
fn−20 f
n−2
1 f
n−3
1 f
n−4
1 f
n−5
1 · · · · · · (n− 3)f00 + f11 0
fn−10 f
n−1
1 −fr−10 fr−20 −fr−31 · · · −f20 f10 0 · · · 0 (r − 2)f00 + 2f11

On peut supposer que f est une de´rivation externe, les coefficients f21 , f
2
0 , f
3
0 , . . . , f
n−2
0 sont alors e´gaux
a` ze´ro.
La dimension de t est infe´rieure ou e´gale a` 2. En effet, si elle e´tait supe´rieure ou e´gale a` 3, on pourrait
trouver une de´rivation, associe´e a` un e´le´ment de t, externe et nilpotente qui commute avec les autres
de´rivations associe´es aux e´le´ments de t, Ln,r ne serait donc pas le nilradical de g.
Pour chaque dimension de t, on se´pare la de´monstration selon les possibles valeurs de f00 et de f
1
1 , l’un
des deux, au moins e´tant non nul.
dim t = 1 : t est engendre´ par un vecteur Y tel que f = ad(Y ) |Ln,r est une de´rivation externe de Ln,r.
1. Soit f00 6= 0, en faisant un changement d’e´chelle, on pose f00 = 1.
(a) Si f11 6= 1, 2 − r, r−32 , toutes les valeurs propres de f sont diffe´rentes et il est possible de
diagonaliser f sans changer les crochets du nilradical. D’ou` f ∼ diag(1, f11 , 1+ f11 , . . . , n−
3 + f11 , r − 2 + 2f11 ) et on en de´duit l’alge`bre Ln+1,1n,r .
(b) Si f11 = 2− r, on pose f10 = fn−10 = 0. En imposant fn−11 = 0, on obtient l’alge`bre Ln+1,1n,r
avec f11 = 2 − r. On peut alors supposer fn−11 6= 0 et en faisant une changement de base
du nilradical on peut prendre fn−11 = 1.
f ∼

1 0 0 · · · 0 0
0 2− r 0 · · · 0 0
0 0 3− r · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · n− 1− r 0
0 1 0 · · · 0 2− r

On obtient l’alge`bre Ln+1,3n,r .
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(c) Si f11 =
3−r
2 , un changement de variables nous permet de prendre f
1
0 et f
n−1
1 e´gaux a` ze´ro
et fn−10 = 1. Dans ce cas, f est repre´sente´e par la matrice :
1 0 0 · · · 0 0
0 3−r2 0 · · · 0 0
0 0 5−r2 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 2n−3−r2 0
1 0 0 · · · 0 1

et on obtient l’alge`bre Ln+1,5n,r .
(d) Si f11 = 1, on peut prendre f
n−1
0 = f
n−1
1 = 0 et f
1
0 = 1, d’ou` :
f ∼

1 0 0 · · · 0 · · · 0 0
1 1 0 · · · 0 · · · 0 0
0 0 2 · · · 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · r · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 · · · 0 · · · n− 2 0
0 0 0 · · · 1 · · · 0 r

.
On obtient l’alge`bre Ln+1,4n,r .
2. Supposons maintenant f00 = 0. Comme f ne peut pas eˆtre nilpotente, f
1
1 est non nul. Un
changement d’e´chelle, nous permet supposer f11 = 1. On peut aussi prendre f
1
0 = f
n−1
1 = f
1
0 =
0 et on obtient les alge`bres Ln+1,2n,r et L
n+1,6
n,r
dim t = 2 : Aux deux ge´ne´rateurs de t, on peut faire correspondre deux de´rivations de Ln,r, nomme´es
f et g. Puisqu’elles sont line´airement inde´pendantes, on peut prendre f00 = g
1
1 = 1 et g
0
0 = 0. On
peut aussi choisir f de fac¸on a` ce que tous ses valeurs propres soient diffe´rentes et elle est donc
diagonalisable. Comme le crochet entre f et g ne peut pas donner une transformation nilpotente, il
est ne´cessairement nul. On en de´duit que les deux de´rivations se diagonalisent simultane´ment. En
ajoutant a` f un multiple de g, elles se repre´sentent par les matrices diagonales
f ∼ diag(1, 0, 1, 2, 3, . . . , n− 3, r − 2)
g ∼ diag(0, 1, 1, 1, 1, . . . , 1, 2).
Il n’est existe donc qu’une seule alge`bre de dimension n + 2 ayant Ln,r comme nilradical. Cette
alge`bre est appele´e Ln+2,1n,r .
On remarque finalement que toutes les alge`bres ici obtenues sont re´solubles.
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Chapitre 5
Classification des alge`bres ayant un
nilradical isomorphe a` L5,3
Dans le chapitre pre´ce´dent, on a montre´ que les alge`bres filiformes ne peuvent pas eˆtre le radical, ni
le nilradical de la somme semi-directe, non de´composable, g = s ⊕R r de l’alge`bre semi-simple s et de
l’alge`bre re´soluble r par rapport a` une repre´sentation R de s. Les alge`bres filiformes ne pre´sentent donc
aucun inte´reˆt dans l’e´tude des alge`bres filiformes.
Nous allons voir maintenant que ce fait ne se ge´ne´ralise pas aux alge`bres quasi-filiformes car il existe des
alge`bres de Lie non re´solubles dont le nilradical est quasi-filiforme.
Nous allons, pour cela, conside´rer l’alge`bre L5,3. Rappelons que, dans la base {X0, X1, X2, X3, X4}, elle
est de´finie par les crochets :
[X0, X1] = X2, [X0, X2] = X3, [X1, X2] = X4. (5.1)
5.1 Alge`bres de petite dimension ayant L5,3 comme nilradical
Soit g une alge`bre de Lie re´elle non de´composable de dimension 6 ou 7, dont le nilradical est isomorphe
a` L5,3. Pour ces dimensions, g est re´soluble et donc son alge`bre de´rive´e est nilpotente et de plus :
[t, t] ⊆ [g, g] ⊆ L5,3 (5.2)
Ainsi, g se de´compose comme g = L5,3~⊕t ou` ~⊕ de´note la somme semi-directe et [t, t] ⊆ L5,3.
Proposition 12 Soit g une alge`bre de Lie re´elle non de´composable de dimension 6, ayant un nilradical
isomorphe a` L5,3. Alors, g est isomorphe a` l’une des alge`bres re´solubles g6,15,3, . . . , g6,95,3 repre´sente´es dans
la base {X0, . . . , X4, Y } par (5.1) et les crochets faisant intervenir Y :
1. g6,15,3 :
[Y,X0] = X0, [Y,Xi] = (i− 1 + λ)Xi pour i = 1, 2, 3, [Y,X4] = (1 + 2λ)X4.
2. g6,25,3 :
[Y,Xi] = Xi pour i = 0, 3, [Y,X1] = −X1 +X4, [Y,X4] = −X4.
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3. g6,35,3 :
[Y,X0] = X0 +X4, [Y,X2] = X2, [Y,X3] = 2X3, [Y,X4] = X4.
4. g6,45,3 :
[Y,X0] = X0 −X4, [Y,X2] = X2, [Y,X3] = 2X3, [Y,X4] = X4.
5. g6,55,3 :
[Y,X0] = X0 +X1, [Y,Xi] = iXi pour i = 1, 2, 4, [Y,X3] = 3X3 +X4.
6. g6,65,3 :
[Y,X0] = X0 −X1, [Y,X1] = X0 +X1, [Y,X2] = 2X2, [Y,X3] = 3X3 −X4,
[Y,X4] = X3 + 3X4.
7. g6,75,3 :
[Y,Xi] = −Xi+1 pour i = 0, 3, [Y,Xi] = Xi−1 pour i = 1, 4.
8. g6,85,3 :
[Y,X0] = −X1 +X4, [Y,X1] = X0, [Y,X3] = −X4, [Y,X4] = X3.
9. g6,95,3 :
[Y,X0] = −X1 −X4, [Y,X1] = X0, [Y,X3] = −X4, [Y,X4] = X3.
De´monstration. Supposons que g ve´rifie les hypothe`ses du the´ore`me. En suivant les notations pre´ce´dentes,
t est engendre´ par le vecteur Y tel que f = ad(Y ) |L5,3 est une de´rivation de L5,3. On conside`re la base
{X0, X1, X2, X3, X4} de (5.1) et on pose f(Xj) =
∑4
i=0 f
i
jXi pour j = 0, . . . , 4, le calcul direct nous
permet d’obtenir la forme ge´ne´rale de la matrice {f ij}i,j∈{0,1,2,3,4} :
f00 f
0
1 0 0 0
f10 f
1
1 0 0 0
f20 f
2
1 f
0
0 + f
1
1 0 0
f30 f
3
1 f
2
1 2f
0
0 + f
1
1 f
0
1
f40 f
4
1 −f20 f10 f00 + 2f11

Le changement de variables Y → Y − f21X0 + f20X1 + f30X2, nous donne :
f ∼

f00 f
0
1 0 0 0
f10 f
1
1 0 0 0
0 0 f00 + f
1
1 0 0
0 f31 0 2f
0
0 + f
1
1 f
0
1
f40 f
4
1 0 f
1
0 f
0
0 + 2f
1
1

1. Supposons f01 = 0, on examine alors tous les cas qui de´coulent des possibles valeurs de f
0
0 et f
1
1 ,
l’un des deux parame`tres, au moins, devant eˆtre non nul.
(a) Soit f00 6= 0, en faisant un changement d’e´chelle, on peut prendre f00 = 1.
i. Si f11 6∈ {−1, 0, 1}, un changement de variables du nilradical, nous permet d’annuler les
parame`tres f10 , f
4
0 et f
4
1 . On a alors :
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f ∼ diag(1, f11 , 1 + f11 , 2 + f11 , 1 + 2f11 ),
[Y,X0] = X0,
[Y,X1] = f11X1,
[Y,X2] = (1 + f11 )X2,
[Y,X3] = (2 + f11 )X3,
[Y,X4] = (1 + 2f11 )X4,
et on obtient la famille d’alge`bres g6,15,3(f11) de´crite dans la proposition 12.
ii. Si f11 = −1, les parame`tres f10 et f40 peuvent eˆtre e´limine´s. Quand f41 = 0, on se rame`ne
a` l’alge`bre g6,15,3(−1) ce qui nous permet de supposer f41 6= 0. En faisant le changement de
variables Xi → f41Xi pour i = 1, 2, 3, X4 → (f41 )2X4, on a f41 = 1. Par conse´quent,
f ∼

1 0 0 0 0
0 −1 0 0 0
0 0 0 0 0
0 0 0 1 0
0 1 0 0 −1


[Y,X0] = X0
[Y,X1] = −X1 +X4
[Y,X2] = 0
[Y,X3] = X3
[Y,X4] = −X4
et on obtient l’alge`bre g6,25,3.
iii. Si f11 = 0, on annule le parame`tre f
4
1 . Quand f
4
0 = 0, on re´cupe`re l’alge`bre g
6,1
5,3(0) et on
peut alors supposer f40 = 1, dans C et f40 = ±1 dans R.
On en de´duit que :
f ∼

1 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 2 0
δ 0 0 0 1


[Y,X0] = X0 + δX4
[Y,X1] = 0
[Y,X2] = X2
[Y,X3] = 2X3
[Y,X4] = X4
avec δ = 1 dans C et δ = ±1 dans R. On obtient ainsi les alge`bres g6,35,3 et g6,45,3 .
iv. Si f11 = 1, on prend f
4
0 = f
4
1 = 0 et f
1
0 = 1.
f ∼

1 0 0 0 0
1 1 0 0 0
0 0 2 0 0
0 0 0 3 0
0 0 0 1 3


[Y,X0] = X0 +X1
[Y,X1] = X1
[Y,X2] = 2X2
[Y,X3] = 3X3 +X4
[Y,X4] = 3X4
On obtient l’alge`bre g6,55,3.
(b) Supposons maintenant f00 = 0. Comme f ne peut pas eˆtre nilpotente, f
1
1 6= 0 et en faisant un
changement d’e´chelle, on a f11 = 1. On peut aussi prendre f
1
0 = f
4
0 = f
4
1 = 0.
Pour f31 = 0, on en de´duit :
f ∼ diag(0, 1, 1, 1, 2)

[Y,X0] = 0
[Y,X1] = X1
[Y,X2] = X2
[Y,X3] = X3
[Y,X4] = 2X4
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Pour f31 6= 0, on peut poser f31 = 1 dans C et f31 = ±1 dans R, ainsi :
f ∼

0 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 δ 0 1 0
0 0 0 0 2


[Y,X0] = 0
[Y,X1] = X1 + δX3
[Y,X2] = X2
[Y,X3] = X3
[Y,X4] = 2X4
avec δ = 1 dans C et δ = ±1 dans R.
Ces cas nous donnent les alge`bres g6,15,3(0), g
6,3
5,3 et g
6,5
5,3 graˆce au changement de base :
X0 → X1
X1 → X0
X2 → −X2
X3 → −X4
X4 → −X3
2. Si f01 6= 0, le changement de variables X0 → f01X0, Xi → (f01 )i−1Xi pour i = 1, 2, 3 et X4 → f01X4
nous permet de supposer f01 = 1. Le polynoˆme caracte´ristique associe´ a` f est donc :
(f00 + f
1
1 − λ) [(f00 − λ)(f11 − λ)− f10 ]︸ ︷︷ ︸
p(λ)
[(2f00 + f
1
1 − λ)(f00 + 2f11 − λ)− f10 ]︸ ︷︷ ︸
q(λ)
Remarquons que λ est une racine de p si et seulement si λ+ f00 + f
1
1 est une racine de q, il est donc
suffisant de trouver les racines de p :
λ± =
ξ ±√∆
2
ou` ξ = f00 + f
1
1 et ∆ = (f
0
0 + f
1
1 )
2 − 4(f00 f11 − f10 ).
Quand ∆ > 0, les valeurs propres de f sont :
ξ −√∆
2
,
ξ +
√
∆
2
, ξ,
3ξ −√∆
2
,
3ξ +
√
∆
2
.
En faisant le changement de base :
X0 → X0 + αX1
X1 → X1 + βX0
X2 → (1− αβ)X2
X3 → (1− αβ)(X3 + αX4)
X4 → (1− αβ)(X4 + βX3)
avec α = −f
0
0+f
1
1−
√
∆
2 et β =
2
−f00+f11+
√
∆
.
Il en re´sulte :
[Y,X0] = ξ−
√
∆
2 X0 + f
4
0X4
[Y,X1] = ξ+
√
∆
2 X1 + f
3
1X3 + f
4
1X4
[Y,X2] = ξX2
[Y,X3] = 3ξ−
√
∆
2 X3
[Y,X4] = 3ξ+
√
∆
2 X4
On re´cupe`re dans ce cas la famille d’alge`bres g6,15,3(λ).
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Pour ∆ = 0, les valeurs propres de f sont ξ2 , ξ,
3ξ
2 et en faisant le changement de base X0 →
X0 + αX1, X3 → X3 + αX4 avec α = −f
0
0+f
1
1
2 , on obtient :
f ∼

ξ
2 0 0 0 0
0 ξ2 0 0 0
0 0 ξ 0 0
0 f31 0
3ξ
2 0
f40 f
4
1 0 0
3ξ
2
 .
En raison de la non nilpotence de f , on peut prendre ξ e´gal a` 1 et f40 = f
4
1 = f
3
1 = 0 , par
conse´quent :
[Y,X0] = X0
[Y,X1] = X0 +X1
[Y,X2] = 2X2
[Y,X3] = 3X3
[Y,X4] = X3 + 3X4
Le changement de variables suivant, nous rame`ne a` l’alge`bre g6,55,3.
X0 → X1
X1 → X0
X2 → −X2
X3 → −X4
X4 → −X3
Quand ∆ < 0, on n’obtient pas de nouvelles alge`bres dans le cas complexe. Dans R, graˆce au
changemement de variables suivant :
X0 → 2X0 + αX1
X1 →
√−∆X1
X2 → 2
√−∆X2
X3 → 2
√−∆(2X3 + αX4)
X4 → −2∆X4
ou` α = −f00 + f11 ,
on a :
f ∼

ξ
2
√−∆
2 0 0 0
−
√−∆
2
ξ
2 0 0 0
0 0 ξ 0 0
0 f31 0
3ξ
2
√−∆
2
f40 f
4
1 0 −
√−∆
2
3ξ
2
 .
Si ξ est non nul, on fait un changement d’e´chelle de f , ce qui nous donne l’alge`bre g6,65,3.
Si ξ = 0, on peut e´liminer f31 et f
4
1 . On obtient alors les alge`bres g
6,7
5,3 quand f40 = 0 et les alge`bres
g6,85,3 et g
6,9
5,3, dans le cas contraire.
Proposition 13 Soit g une alge`bre de Lie re´elle non de´composable de dimension 7 dont le nilradical
est isomorphe a` L5,3. Alors, g est isomorphe a` l’alge`bre g7,15,3 ou bien a` g7,25,3, chacune d’entre elles e´tant
de´finie dans la base {X0, . . . , X4, Y, Z} par (5.1) et les crochets faisant intervenir Y et Z :
1. g7,15,3 : [Y,Xi] = Xi pour i = 0, 2, 4, [Y,X3] = 2X3,
[Z,Xi] = Xi pour i = 1, 2, 3, [Z,X4] = 2X4.
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2. g7,25,3 : [Y,Xi] = −Xi+1 pour i = 0, 3, [Y,Xi] = Xi−1 pour i = 1, 4,
[Z,X0] = X0, [Z,Xi] = iXi pour i = 1, 2, 3, [Z,X4] = 3X4.
De´monstration. Soit g une alge`bre de Lie non de´composable de dimension 7 ayant L5,3 comme nilra-
dical. Elle se de´compose alors de la fac¸on L5,3~⊕t ou` t est engendre´ par les vecteurs Y et Z tels que
f = ad(Y ) |L5,3 et g = ad(Z) |L5,3 sont des de´rivations de L5,3.
1. Si f01 = g
0
1 = 0, en prenant si ne´cessaire des combinaisons line´aires de f et g on peut supposer
f11 = g
0
0 = 0 et f
0
0 = g
1
1 = 1. Comme les valeurs propres de f + 2g et de f + 3g sont toutes
diffe´rentes, elles sont diagonalisables, par conse´quent f et g le sont aussi. Il s’en suit que :
f ∼ diag(1, 0, 1, 2, 1) g ∼ diag(0, 1, 1, 1, 2)
[Y,X0] = X0
[Y,X1] = 0
[Y,X2] = X2
[Y,X3] = 2X3
[Y,X4] = X4

[Z,X0] = 0
[Z,X1] = X1
[Z,X2] = X2
[Z,X3] = X3
[Z,X4] = 2X4
et on obtient l’alge`bre g7,15,3.
2. Si f01 6= 0 ou g01 6= 0, sans perte de ge´ne´ralite´, on peut supposer f01 = 1 et g01 = 0. La condition
(5.2), implique que le crochet de f et g est une de´rivation interne, alors, g10 = 0 et g
0
0 = g
1
1 . De
plus, g00 est non nul puisque g ne peut pas eˆtre nilpotente. En faisant le changement f → f − f
0
0
g00
g,
g → 1
g00
g, les deux de´rivations s’e´crivent de la fac¸on suivante :
f ∼

0 1 0 0 0
f10 f
1
1 0 0 0
0 0 f11 0 0
0 f31 0 f
1
1 1
f40 f
4
1 0 f
1
0 2f
1
1
 g ∼

1 0 0 0 0
0 1 0 0 0
0 0 2 0 0
0 g31 0 3 0
g40 g
4
1 0 0 3

(a) Si f10 = 0, on prend f
1
1 = 1. Les de´rivations f et g sont diagonalisables, ce qui nous rame`ne au
cas pre´ce´dent.
(b) Si f10 6= 0, on peut prendre f10 e´gal a` 1 sur C, ou bien a` ±1 sur R. Sans changer la forme de f ,
il est possible de diagonaliser g.
i. Pour f10 = 1, f est aussi diagonalisable ce qui nous rame`ne a` l’alge`bre g
7,1
5,3.
ii. Pour f10 = −1 et |f11 | < 2, en faisant le changement de variables :
X0 → 2X0 + f11X1
X1 →
√−∆X1
X2 → 2
√−∆X2
X3 → 2
√−∆(2X3 + f11X4)
X4 → −2∆X4
f → 2√−∆ (f −
f11
2 g) where ∆ = (f
1
1 )
2 − 4
on obtient :
f ∼
 R 0 00 0 0
0 0 R
 , avec R ∼ ( 0 1−1 0
)
g ∼ diag(1, 1, 2, 3, 3)
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
[Y,X0] = −X1
[Y,X1] = X0
[Y,X2] = 0
[Y,X3] = −X4
[Y,X4] = X3

[Z,X0] = X0
[Z,X1] = X1
[Z,X2] = 2X2
[Z,X3] = 3X3
[Z,X4] = 3X4
Il en re´sulte une nouvelle alge`bre g7,15,3.
iii. Pour f10 = −1 et |f11 | > 2, on re´cupe`re l’alge`bre g7,15,3 car f est diagonalisable.
iv. Pour f10 = −1 et |f11 | = ±2, le changement de base X0 → X0 ±X1, X3 → X3 ±X4, nous
permet d’e´crire f et g de la fac¸on suivante :
f ∼

1 ±1 0 0 0
0 1 0 0 0
0 0 2 0 0
0 0 0 3 1
0 0 0 0 3
 g ∼

1 0 0 0 0
0 1 0 0 0
0 0 2 0 0
0 0 0 3 0
0 0 0 0 3

f − g serait alors nilpotente ce qui est impossible.
5.2 Alge`bres ayant L5,3 comme nilradical
Proposition 14 Soit g une alge`bre de Lie re´elle non de´composable dont le nilradical est isomorphe a`
L5,3.
1. Si g est re´soluble alors dimg ≤ 7 et elle est isomorphe a` l’une des alge`bres suivantes :
(a) g6,15,3, . . . , g
6,9
5,3 pour dimg = 6.
(b) g7,15,3 or g
7,2
5,3 pour dimg = 7.
2. Si g n’est pas re´soluble alors g est de dimension 8 ou 9 et elle est isomorphe soit a` :
(a) l’alge`bre g8,15,3 repre´sente´e dans la base {X0, . . . , X4, Y, Z, V } par (5.1) et les crochets faisant
intervenir Y , Z et V :
[Y,X0] = X0, [Y,X1] = −X1, [Y,X3] = X3, [Y,X4] = −X4,
[Z,X1] = X0, [Z,X4] = X3,
[V,X0] = X1, [V,X3] = X4,
[Y, Z] = 2Z, [Y, V ] = −2V , [Z, V ] = Y .
(b) soit a` l’alge`bre g9,15,3 repre´sente´e dans la base {X0, . . . , X4, Y, Y ′, Z, V } par (5.1) et les crochets
faisant intervenir Y , Y ′, Z et V :
[Y,X0] = X0, [Y,X1] = −X1, [Y,X3] = X3, [Y,X4] = −X4,
[Y ′, X1] = X1, [Y ′, X2] = X2, [Y ′, X3] = X3, [Y ′, X4] = 2X4,
[Z,X1] = X0, [Z,X4] = X3,
[V,X0] = X1, [V,X3] = X4,
[Y, Z] = Z, [Y, V ] = −V , [Y ′, Z] = −Z, [Y ′, V ] = V ,
[Z, V ] = Y − Y ′.
La classification des alge`bres de Lie complexes ayant L5,3 comme nilradical est analogue a` la classification
re´elle, en tenant compte des isomorphismes suivants :
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g6,35,3 ⊗ C ∼ g6,45,3 ⊗ C
g6,65,3 ⊗ C ∼ g6,15,3(1+i1−i )⊗ C
g6,75,3 ⊗ C ∼ g6,15,3(−1)⊗ C
g6,85,3 ⊗ C ∼ g6,95,3 ⊗ C ∼ g6,35,3 ⊗ C
g7,15,3 ⊗ C ∼ g7,25,3 ⊗ C
Notons que l’alge`bre g8,15,3 ⊗ C est ismorphe a` sl (2,C)−→⊕D1/2+D1/2+D0L5,3 et qu’elle constitue une
sous-alge`bre de g9,15,3 ⊗ C.
De´monstration. Soit g une alge`bre de Lie re´elle, non de´composable, dont le nilradical est L5,3. Si g est de
dimension 5, il est clair qu’elle est isomorphe a` L5,3, dans le cas contraire, g se de´compose comme L5,3~⊕t.
Nous avons pre´ce´demment cherche´ les alge`bres de cette forme lorsque la dimension de t est e´gale a` 1 ou
bien a` 2.
Supposons maintenant que t est de dimension 3, les vecteurs ge´ne´rateurs de t sont associe´s a` trois
de´rivations de L5,3 que l’on nomme f , g et h. Deux cas sont possibles.
1. Supposons que les de´rivations f , g et h sont de la forme :
f ∼

1 0 0 0 0
f10 0 0 0 0
0 0 1 0 0
0 f31 0 2 0
f40 f
4
1 0 f
1
0 1
 , g ∼

0 0 0 0 0
g10 1 0 0 0
0 0 1 0 0
0 g31 0 1 0
g40 g
4
1 0 g
1
0 2
 , h ∼

0 1 0 0 0
h10 0 0 0 0
0 0 0 0 0
0 h31 0 0 1
h40 h
4
1 0 h
1
0 0
 .
On calcule les crochets entre ces de´rivations :
[f, g] =

0 0 0 0 0
−f10 − g10 0 0 0 0
0 0 0 0 0
f31 g
1
0 − g31f10 2g31 0 0 0
f41 g
1
0 − g41f10 − 2f40 −f41 + f10 g31 + g41 − g10f31 0 −f10 − g10 0
 ,
[g, h] =

−g10 −1 0 0 0
h10 g
1
0 0 0 0
0 0 0 0 0
g31h
1
0 − g40 − h31g10 −g41 0 −g10 −1
g41h
1
0 − h41g10 + 2h40 g10h31 + g40 − g31h10 + h41 0 h10 g10
 ,
[h, f ] =

f10 −1 0 0 0
h10 −f10 0 0 0
0 0 0 0 0
h31f
1
0 + f
4
0 + f
3
1h
1
0 f
4
1 − 2h31 0 f10 −1
h41f
1
0 − f41h10 h10f31 − f40 − h31f10 − h41 0 h10 −f10
 .
Ces crochets ne peuvent donner que des combinaisons line´aires de f , g, h et des de´rivations internes
de L5,3, on en de´duit les conditions suivantes :{
g10 = −f10
h10 = (f
1
0 )
2
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En conside´rant le changement de base X0 → X0 + f10X1, X3 → X3 + f10X4 et h→ h− f10 f + f10 g,
on obtient les crochets :
[f, g] = 0, [f, h] = h, [g, h] = −h.
Or ceci nous me`ne a` une contradiction. En effet, l’espace vectoriel engendre´ par L5,3 et le vecteur
associe´ a` h est ide´al nilpotent.
2. Par ailleurs, si f , g et h sont de la forme :
f ∼

f00 0 0 0 0
0 f11 0 0 0
0 0 f00 + f
1
1 0 0
0 f31 0 2f
0
0 + f
1
1 0
f40 f
4
1 0 0 f
0
0 + 2f
1
1
 , g ∼

0 1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 g31 0 0 1
g40 g
4
1 0 0 0
 ,
h ∼

0 0 0 0 0
1 0 0 0 0
0 0 0 0 0
0 h31 0 0 0
h40 h
4
1 0 1 0
 .
Du crochet :
[g, h] =

1 0 0 0 0
0 −1 0 0 0
0 0 0 0 0
h40 + g
3
1 h
4
1 0 1 0
−g41 h40 + g31 0 −1

on en de´duit que f00 = −f11 = 1.
Les autres crochets faisant intervenir f , g et h sont :
[f, g] =

0 2 0 0 0
0 0 0 0 0
0 0 0 0 0
−f40 2g31 − f41 0 0 2
−2g40 f40 0 0 0
 ,
[f, h] =

0 0 0 0 0
−2 0 0 0 0
0 0 0 0 0
−h40 − g31 2h31 0 0
−g41 −f31 0 −2 0
 .
Il en re´sulte que f31 = f
4
0 = f
4
1 = g
3
1 = g
4
0 = g
4
1 = h
3
1 = h
4
0 = h
4
1 = 0. Les de´rivations f , g et h sont
alors donne´es par :
f ∼

1 0 0 0 0
0 −1 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 −1
 , g ∼

0 1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
 , h ∼

0 0 0 0 0
1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 1 0
 .
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Les crochets entre ces de´rivations sont :
[g, h] = f ; [f, g] = 2g; [f, h] = −2h.
On obtient ainsi l’alge`bre g8,15,3.
Finalement, si la dimension de t est 4, on peut supposer que les de´rivations correspondantes aux
ge´ne´rateurs de t sont :
f ∼

1 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 f31 0 2 0
f40 f
4
1 0 0 1
 , f ′ ∼

0 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 f ′31 0 1 0
f ′40 f
′4
1 0 0 2
 , g ∼

0 1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 g31 0 0 1
g40 g
4
1 0 0 0
 ,
h ∼

0 0 0 0 0
1 0 0 0 0
0 0 0 0 0
0 h31 0 0 0
h40 h
4
1 0 1 0
 .
Le calcul des crochets entre ces de´rivations et un simple changement de base du nilradical, nous donne
f31 = f
4
0 = f
4
1 = f
′3
1 = f
′4
0 = f
′4
1 = g
3
1 = g
4
0 = g
4
1 = h
3
1 = h
4
0 = h
4
1 = 0, d’ou` :
[f, f ′] = 0, [f, g] = g, [f, h] = −h,
[g, h] = f − f ′, [f ′, g] = −g, [f ′, h] = h,
On de´duit ainsi l’alge`bre g9,15,3.
Remarquons que la dimension de t est au plus 4. En effet, si la dimension de t e´tait supe´rieure ou e´gale a`
5, on pourrait trouver une de´rivation externe nilpotente qui commute avec les de´rivations correspondantes
aux ge´ne´rateurs de t.
Remarque. La classification des alge`bres de Lie de dimension six sur les corps des re´els et des complexes
se trouve dans une se´rie d’articles e´crits par Mubarakzyanov entre 1963 et 1966 [40]. Plus tard, elle
fut corrige´e et comple´te´e par plusieurs auteurs [15, 50]. Cependant, elle contient toujours des erreurs,
concernant en particulier des re´pe´titions et des omissions dans la liste. Plus pre´cise´ment, il y a six classes
d’isomorphismes d’alge`bres de Lie ayant L5,3 comme nilradical, qui se de´notent g6,76, g6,77 . . . , g6,81. On
remarque que les alge`bres g6,80 et g6,76 sont isomorphes pour h = 0, ainsi que g6,81 et g6,77. De plus, en
comparant avec le the´ore`me pre´ce´dent, il s’en suit que l’alge`bre g6,76 est isomorphe a` g
6,1
5,3, g6,77 a` g
6,3
5,3 et
g6,45,3, g6,78 a` g
6,2
5,3 et g6,80 a` g
6,5
5,3. Les alge`bres g
6,6
5,3, . . . , g
6,9
5,3 ont donc e´te´ omises dans [40, 15].
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5.3 Invariants de Casimir Ge´ne´ralise´s
Afin de trouver les invariants de l’alge`bre L5,3, il faut re´soudre le syste`me suivant :
X̂0 (F ) := x2
∂F
∂x1
+ x3
∂F
∂x2
= 0, (5.3)
X̂1 (F ) := −x2 ∂F
∂x0
+ x4
∂F
∂x2
= 0,
X̂2 (F ) := x3
∂F
∂x0
+ x4
∂F
∂x1
= 0.
Le rang de la matrice A(L5,3) est 2, il en de´coule, de la formule de Beltrametti-Blasi, que cette alge`bre
posse`de exactement trois invariants inde´pendants. De plus, comme X3 et X4 engendrent le centre, on
peut prendre I1 = x3 et I2 = x4. Il est facile de ve´rifier que l’ope´rateur quadratique
I3 = 2 (x0x4 − x1x3) + x22
est une solution du syste`me (5.3). Ainsi, {I1, I2, I3} forme un ensemble fondamental d’invariants de L5,3.
Proposition 15 Soit g une alge`bre de Lie re´soluble dont le nilradical est isomorphe a` L5,3, les invariants
de g sont alors fonctions des variables associe´es au nilradical.
De´monstration. Nous allons diviser la preuve en deux parties, selon la dimension de g.
1. Lorsque la dimension de g est e´gale a` six, toute de´rivation non nilpotente agit de fac¸on non triviale,
sur au moins, un e´le´ment du centre de g. Tout invariant F ve´rifie alors :
∂F
∂y
= 0,
2. Si g est de dimension deux, le syste`me a` re´soudre pour l’alge`bre g7,15,3 est :
S1 =
{
2x3 ∂F∂y + x3
∂F
∂z = 0
x4
∂F
∂y + 2x4
∂F
∂z = 0
,
et respectivement pour g7,25,3
S2 =
{
−x4 ∂F∂y + 3x3 ∂F∂z = 0
x3
∂F
∂y + 3x4
∂F
∂z = 0
.
En faisant des transformations e´le´mentaires, on en de´duit que les solutions ve´rifient :
∂F
∂y
=
∂F
∂z
= 0,
On en conclut donc que les invariants de g de´pendent uniquement des variables associe´es au nilra-
dical.
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Tab. 5.1 – Invariants des alge`bres re´solubles dont le nilradical est L5,3
g Syste`me fondamental d’invariants
g6,15,3 (λ) J1 = I
1+2λ
1 I
−2−λ
2 , J2 = I
2+λ
3 I
−2−2λ
1
g6,25,3 J1 = I3I
−1
1 I
−1
2 + 2 ln (I1) , J2 = I1I2
g6,35,3 J1 = I1I
−2
2 , J2 = 2 ln (I2)− I3I−22
g6,45,3 J1 = I
2
2I
−1
1 , J2 = I3I
−2
2 + 2 ln (I2)
g6,55,3 J1 = I
3
3I
−4
2 , J2 = ln (I2)− 3I1I−12
g6,65,3 J1 = − 12 ln
(
I21+I
2
2
I21
)
+ 3arctan
(
I2I
−1
1
)− ln (I1) ,
J2 = ln (I3) + 4 arctan
(
I1I
−1
2
)
.
g6,75,3 J1 = I3, J2 = I
2
1 + I
2
2
g6,85,3 J1 = I3 + I1I2 −
(
I21 + I
2
2
)
arctan
(
I2I
−1
1
)
J2 = I21 + I
2
2
g6,95,3 J1 = I3 − I1I2 +
(
I21 + I
2
2
)
arctan
(
I2I
−1
1
)
J2 = I21 + I
2
2
g7,15,3 J1 = I
3
3 (I1I2)
−2
g7,25,3 J1 = I
3
3
(
I21 + I
2
2
)−2
La liste (5.1) nous donne les invariants des alge`bres de Lie re´solubles ayant L5,3 comme nilradical, en
fonction de {I1, I2, I3}.
Proposition 16 L’alge`bre g8,15,3 posse`de exactement deux invariants inde´pendants que l’on peut choisir
de la fac¸on suivante :
J1 = X22 + 2X0X4 − 2X1X3,
J2 = X32 + 3X2(X0X4 −X1X3)− 3X23V + 3X3X4Y + 3X24Z.
L’alge`bre g9,15,3 posse`de un seul invariant inde´pendant qui s’e´crit en fonction de J1 et J2, et que l’on peut
choisir comme J = J31J
−2
2 .
De´monstration. Afin de calculer les invariants g8,15,3, on doit re´soudre le syste`me :
X̂0F = (x2∂x1 + x3∂x2 − x0∂y − x1∂v)F = 0,
X̂1F = (−x2∂x0 + x4∂x2 + x1∂y − x0∂z)F = 0,
X̂2F = (−x3∂x0 − x4∂x1)F = 0,
X̂3F = (−x3∂y − x4∂v)F = 0,
X̂4F = (x4∂y − x3∂z)F = 0,
Ŷ F = (x0∂x0 − x1∂x1 + x3∂x3 − x4∂x4 + 2z∂z − 2v∂v)F = 0,
ẐF = (x0∂x1 + x3∂x4 − 2z∂y + y∂v)F = 0,
V̂ F = (x1∂x0 + x4∂x3 + 2v∂y − y∂z)F = 0.
(5.4)
Si on conside`re les nouvelles variables x′0 = x0x4 − x1x3 et u = −x23v+ x3x4y+ x24z, le syste`me se re´duit
a` :
x2∂x′0F (x
′
0, x2, u)− ∂x2F (x′0, x2, u)− x′0∂uF (x′0, x2, u) = 0. (5.5)
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Puisque x22+x
′
0 et x
3
2+3x
′
0x2+3u sont deux solutions particulie`res de (5.5), le syste`me (5.4) posse`de deux
solutions J1 = x22+2x0x4−2x1x3 et J2 = x32+3x2(x0x4−x1x3)−3x23v+3x3x4y+3x24z, fonctionellement
inde´pendantes, ce qui nous donne l’ensemble fondamental de solutions.
Le syste`me associe´ a` l’alge`bre g9,15,3 est :
X̂0F = (x2∂x1 + x3∂x2 − x0∂y − x1∂v)F = 0,
X̂1F = (−x2∂x0 + x4∂x2 + x1∂y − x0∂z − x1∂y′)F = 0,
X̂2F = (−x3∂x0 − x4∂x1 − x2∂y′)F = 0,
X̂3F = (−x3∂y − x4∂v − x3∂y′)F = 0,
X̂4F = (x4∂y − x3∂z − 2x4∂y′)F = 0,
Ŷ F = (x0∂x0 − x1∂x1 + x3∂x3 − x4∂x4 + 2z∂z − 2v∂v)F = 0,
ẐF = (x0∂x1 + x3∂x4 − 2z∂y + y∂v − z∂y′)F = 0,
V̂ F = (x1∂x0 + x4∂x3 + 2v∂y − y∂z − v∂y′)F = 0,
Ŷ ′F = (x1∂x1 + x2∂x2 + x3∂x3 + 2x4∂x4 − z∂z + v∂v)F = 0.
(5.6)
Le rang de la matrice A(g9,15,3) est 8 donc il existe un seul invariant fondamental. On peut facilement
ve´rifier que J = J31J
−2
2 est une solution du syste`me (5.6).
Remarque. Dans le prochain chapitre, on verra que les alge`bres de Lie re´elles et re´solubles, g7,15,3 et g
7,2
5,3
sont rigides.
On note que ces deux alge`bres ne se de´composent pas en somme semi-directe du nilradical et d’un tore
exte´rieur forme´ d’e´le´ments diagonalisables.
Le the´ore`me de de´composabilite´ de Carles [17] n’est donc plus valable pour les alge`bres de Lie re´elles.
Ceci nous ame`ne a` envisager la classification des alge`bres de Lie re´elles, re´solubles et rigides en petite
dimension, qui diffe`re de celle qui a e´te´ faite dans le cas complexe [8].
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Chapitre 6
Sur les alge`bres de Lie re´solubles
re´elles alge´briquement rigides
6.1 Syste`me line´aire de racines d’une alge`bre de Lie rigide re´soluble
complexe
D’apre`s le the´ore`me de structure de Carles [17], toute alge`bre de Lie rigide re´soluble complexe est
alge´brique, c’est-a`-dire, elle se de´compose sous la forme g = t⊕n ou` n est le nilradical et t une sous-alge`bre
abe´lienne telle que, pour tout X ∈ t, adX est semi-simple (t est appele´ tore exte´rieur de de´rivations).
Nous allons brie`vement rappeler la de´finition de syste`me de racines d’une alge`bre de Lie rigide re´soluble
qui a e´te´ introduite par [7].
De´finition 16 Un vecteur X ∈ t est dit re´gulier si la dimension de
V0(X) = {Y ∈ g|[X,Y ] = 0}
est minimale, c’est-a`-dire, dimV0(X) ≤dimV0(Z) pour tout Z ∈ t.
On choisit un vecteur re´gulier X ∈ t et on note p = n−dimV0(X). Comme adX est diagonalisable
et n est invariant par cet ope´rateur, il existe une base {X1, X2, . . . , Xp+q, . . . , Xn = X} de vecteurs
propres de adX telle que {X1, X2, . . . , Xp+q} est une base de n, {Xp+q+1, . . . , Xn} est une base de t et
{Xp+1, . . . , Xn} est une base de V0(X).
De´finition 17 Soit X un vecteur re´gulier de l’alge`bre de Lie non nilpotente g. Le syste`me line´aire de
racines associe´ a` {X1, . . . , Xn} est le syste`me line´aire S(X) a` n− 1 variables xi dont les e´quations sont
xi + xj = xk si la composante du vecteur [Xi, Xj ] sur Xk est non nulle.
The´ore`me 11 [7] Si l’alge`bre de Lie g est rigide alors pour tout vecteur re´gulier X ∈ t, on a rang(S(X)) =
dim n− 1.
On en de´duit que le rang du syste`me line´aire de racines ne de´pend pas du choix de la base {X1, X2, . . . , Xn}
et que t est un tore maximal.
L’e´tude du syste`me line´aire de racines permet de construire les alge`bres de Lie rigides re´solubles complexes
jusqu’a` dimension 8 [8]. Ne´anmoins ceci ne peut pas se reproduire dans le cas complexe comme le montre
l’exemple ci-dessous.
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6.2 Exemple
Dans le chapitre ante´rieur nous avons e´tudie´ les alge`bres ayant comme nilradical L5,3. Cette alge`bre
est isomorphe a` l’alge`bre nilpotente N5,3 de la classification de Cerezo [20]. Rappelons que dans la base
{X1, X2, X3, X4, X5}, elle est de´finie par :
[X1, X2] = X3, [X1, X3] = X4, [X2, X3] = X5.
Par rapport a` cette base, les de´rivations exte´rieures s’e´crivent comme
f11 f
1
2 0 0 0
f21 f
2
2 0 0 0
0 0 f11 + f
2
2 0 0
0 f42 0 2f
1
1 + f
2
2 f
1
2
f51 f
5
2 0 f
2
1 f
1
1 + 2f
2
2
 . (6.1)
Le tore de N5,3 est une sous-alge`bre de Cartan de Der(N5,3) et il est de dimension infe´rieure ou e´gale
a` dim N5,3[N5,3,N5,3] = 2. Il en de´coule de la de´monstation du the´ore`me (13) qu’elle admet les deux tores
suivants, non conjugue´s par autmorphismes :
1. le tore t1 engendre´ par deux de´rivations diagonales
t1 = R


1 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 2 0
0 0 0 0 1
 ,

0 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 2

 (6.2)
2. le tore t2 engendre´ par
t2 = R


1 0 0 0 0
0 1 0 0 0
0 0 2 0 0
0 0 0 3 0
0 0 0 0 3
 ,

0 1 0 0 0
−1 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 −1 0

 . (6.3)
On obtient les deux alge`bres re´elles de dimension 7
g7,15,3 = t1 ⊗N5,3,
g7,25,3 = t2 ⊗N5,3.
Elles sont alge´briquement rigides et non isomorphes dans R, mais g7,15,3 ⊗C ' g7,25,3 ⊗C. De plus, l’alge`bre
complexifie´e est a` cohomologie nulle et co¨ıncide avec l’alge`bre g67 de la liste [8].
Cet exemple justifie les de´finitions suivantes.
Soit g une alge`bre de Lie re´elle. Elle est appele´e forme re´elle d’une alge`bre de Lie complexe g′ si g′
est isomorphe sur C a` l’alge`bre g ⊗R C. Dans ce cas, il existe une base de g′ par rapport a` laquelle les
constantes de structure sont re´elles. Si {Y1, .., Yn} est une telle base de g′, alors [Yi, Yj ] = CkijXk avec
Ckij ∈ R. L’alge`bre de Lie re´elle de´finie par les meˆmes constantes de structure est une forme re´elle de g′.
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De´finition 18 Soit g une alge`bre de Lie re´elle de dimension n. On appelle tore exte´rieur de de´rivations
toute sous-alge`bre abe´lienne de Der(g) dont les e´le´ments sont semi-simples.
Ceci signifie que les endomorphismes complexes f ⊗ Id ∈ End(gC) commutent et sont simultane´ment
diagonalisables sur C. On en de´duit que tous les tores exte´rieurs maximaux de g ont la meˆme dimension.
Cette dimension est le rang de g.
Dans le cas complexe, le the´ore`me de Mal’cev [36] pre´cise que tous les tores maximaux sont conjugue´s
par un automorphisme interne de l’alge`bre de Lie. Sur le corps re´el ceci n’est plus le cas. Notons que si g
est re´elle de rang non nul le nombre de classes d’automorphismes des tores est fini et c’est un invariant de
g. On appellera ce nombre l’indice toro¨ıdal de g. Notons enfin que si l’alge`bre de Lie complexe g′ admet
une forme re´elle g, alors
dimRH2(g, g) = dimCH2(g′, g′). (6.4)
En effet, si {X1, .., Xn} est une base de g, les constantes de structure de g′ sur la base {Yi := Xi ⊗ 1,
1 ≤ i ≤ n} sont e´gales a` celles de g. Il s’en suit que le syste`me line´aire de´finissant les cocycles (et les
cobords) de g et g′ ont le meˆme rang.
The´ore`me 12 Soit n une alge`bre de Lie nilpotente de rang non nul k et d’indice toro¨ıdal p. Alors, si
t1, .., tp sont les tores non conjugue´s par rapport au groupe Aut(n), les alge`bres de Lie gi := ti⊕n sont non
isomorphes. Si gC := gi ⊗C est alge`briquement rigide, les alge`bres re´elles gi sont alge`briquement rigides
et non isomorphes. Ce sont les seules, a` isomorphisme pre`s, ayant gC comme alge`bre complexifie´e.
Comme les alge`bres alge´briquement rigides sont a` cohomologie nulle, pour les formes re´elles gi de
gC = gi ⊗ C on a
H2 (gi, gi) = H2
(
gC, gC
)
= 0, (6.5)
par l’e´quation (6.4), d’ou` le the´ore`me.
6.3 La classification des alge`bres de Lie rigides re´solubles re´elles
jusqu’a` dimension 8
L’exemple ci-dessus montre que les classifications re´elles et complexes diffe`rent. Rappelons que, selon
le crite`re de rigidite´ de Nijenhuis et Richardson [42], l’annulation du deuxie`me groupe de cohomologie
H2(g, g) entraˆıne la rigidite´, g e´tant une alge`bre de Lie sur un corps commutatif K de caracte´ristique
nulle. La re´ciproque ne se ve´rifie pas en ge´ne´ral et il existe des contre-exemples pour K = C,R et n > 11.
Par contre toute alge`bre de Lie rigide sur C de dimension n ≤ 8 ve´rifie H2(g, g) = 0.
Conse´quence. Si dim g ≤ 8, alors g est rigide si et seulement si elle est alge´briquement rigide.
Dans ce paragraphe nous proposons la classification des alge`bres de Lie re´elles re´solubles rigides de
dimension n ≤ 8 en nous basant d’une part sur la classification complexe [8], et d’autre part sur la
classification des alge`bres de Lie re´elles nilpotentes de dimension m ≤ 6 [20, 51].
Lemme 2 Soit g une alge`bre de Lie re´soluble re´elle alge´briquement rigide de dimension 8 dont le tore
contient au moins une de´rivation non-diagonalisable. Alors le nilradical n est de dimension m ≤ 6.
De´monstration. Supposons que g soit de rang 1, c’est-a`-dire, dim n = 7. Alors l’espace comple´mentaire
de n dans g est de dimension 1, donc engendre´ par un vecteur X tel que l’ope´rateur adjoint ad (X) est
61
diagonalisable sur C. D’apre`s [7], pour toute alge`bre de Lie re´soluble complexe rigide, il existe une base du
tore exte´rieur t telle que les valeurs propres des ope´rateurs adjoints sont entie`res. On en de´duit l’existence
d’un vecteur Y , tel que X = λY ou` λ ∈ C et la forme canonique est diag(n1, . . . , n7, 0), ou` n1, . . . , n7 ∈ Z.
De plus, les valeurs propres sont non nulles d’apre`s [8]. Comme l’ope´rateur ad(X) n’est diagonalisable que
sur le corps des complexes, on peut supposer que λ est imaginair pur. Alors ad (X) = diag(λn1, . . . , λn7, 0)
sur C. Des proprie´te´s des polynoˆmes a` coefficients re´els d’ordre impair on de´duit que λni et λ¯ni sont des
valeurs propres de ad (X), d’ou` ad(X) = diag(λn1, λ¯n1, λn2, λ¯n2, λn3, λ¯n3, λn4, λ¯n4). Ceci implique qu’il
existe au moins un λni = 0, d’ou` la contradiction.
D’apre`s le lemme le proble`me est alors re´duit a` de´terminer les formes re´elles des alge`bres de Lie rigides
complexes.
Proposition 17 Toute alge`bre de Lie rigide re´elle de dimension n ≤ 8 posse´dant au moins une de´rivation
non diagonale est isomorphe a` l’une des alge`bres suivantes :
– Dimension 4 :
g24 : [X1, X3] = X2, [X3, X2] = X1, [X4, X1] = X1, [X4, X2] = X2.
– Dimension 5 :
g25 : [X1, X2] = X3, [X4, X1] = X1, [X4, X2] = X2, [X4, X3] = 2X3,
[X5, X1] = −X2, [X5, X2] = X1.
– Dimension 6 :
g46 : [X1, X3] = X2, [X3, X2] = X1, [X4, X1] = X1, [X4, X2] = X2,
[X5, X6] = X5.
– Dimension 7 :
g97 : [X1, X2] = X3, [X1, X3] = X4, [X2, X3] = X4 , [X6, X1] = −X2,
[X6, X2] = X1, [X6, X4] = −X5, [X6, X5] = X4, [X7, X1] = X1,
[X7, X2] = X2, [X7, X3] = 2X3, [X7, X4] = 3X4, [X7, X5] = 3X5.
g107 : [X5, X1] = X1, [X5, X2] = X2, [X5, X3] = 2X3, [X6, X1] = −X2,
[X6, X2] = X1, [X7, X4] = X4.
– Dimension 8 :
g348 : [X1, X3] = X2, [X3, X2] = X1, [X4, X1] = X1, [X4, X2] = X2,
[X5, X7] = X6, [X7, X6] = X5, [X8, X5] = X5, [X8, X6] = X6.
g358 : [X1, X3] = X2, [X3, X2] = X1, [X4, X1] = X1, [X4, X2] = X2,
[X5, X6] = X6, [X7, X8] = X8.
g368 : [X1, X2] = X4, [X1, X3] = X5, [X6, Xi] = Xi (i = 1, 4, 5) ,
[X7, X2] = −X3, [X7, X3] = X2, [X7, X4] = −X5, [X7, X5] = X4,
[X8, Xi] = Xi (i = 2, 3, 4, 5) .
g378 : [X1, X2] = X5, [X3, X4] = X5, [X6, Xi] = Xi (i = 1, .., 4) ,
[X6, X5] = 2X5, [X7, X1] = −X2, [X7, X2] = X1, [X8, X3] = −X4,
[X8, X4] = X3 .
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g388 : [X1, X2] = X5, [X3, X4] = X5, [X6, Xi] = Xi (i = 1, .., 4) ,
[X6, X5] = 2X5, [X7, X1] = X1, [X7, X2] = −X2, [X8, X3] = −X4,
[X8, X4] = X3 .
g398 : [X1, Xi] = Xi+1, (2 ≤ i ≤ 4) , [X3, X2] = X6, [X6, X2] = X5,
[X7, X1] = X1, [X7, X2] = X2, [X7, X3] = 2X3, [X7, X4] = 3X4,
[X7, X5] = 4X5, [X7, X6] = 3X6, [X8, X1] = X2, [X8, X2] = −X1,
[X8, X4] = −X6, [X8, X6] = X4.
g408 : [X1, Xi] = Xi+2, (2 ≤ i ≤ 4) , [X2, X3] = X6, [X4, X2] = X5,
[X7, X1] = X1, [X7, X2] = X2, [X7, X3] = 2X3, [X7, X4] = 2X4,
[X7, X5] = 3X5, [X7, X6] = 3X6, [X8, X1] = X2, [X8, X2] = −X1,
[X8, X5] = X6, [X8, X6] = −X5.
De plus, les alge`bres sont deux-a`-deux non isomorphes.
The´ore`me 13 Soit g une alge`bre de Lie re´elle, re´soluble et alge´briquement rigide de dimension infe´rieure
ou e´gale a` 8. Alors g est isomorphe a` l’une des alge`bres gji de´crites par les lois µ
j
i de la liste [8] (celles-ci
sont les formes re´elles obtenues par restriction des scalaires des alge`bres complexes re´solubles rigides de
dimension infe´rieure ou e´gale a` 8) ou bien a` l’une des alge`bres du lemme pre´ce´dent. De plus, toutes ces
alge`bres sont deux-a`-deux non isomorphes.
De´monstration. Soit g une alge`bre ve´rifiant les hypothe`ses du the´ore`me.
Si la dimension du niradical est infe´rieure ou e´gale a` 6, les alge`bres posse´dant des de´rivations non dia-
gonalisables sont donne´es par le lemme pre´ce´dent, et celles ayant un tore forme´ par des de´rivations
diagonalisables sont classifie´es dans [8]. Si la dimension du niradical est e´gale a` 7, alors ne´cessairement
dim g = 8 et le tore est engendre´ par une seule de´rivation f . D’apre`s le lemme ci-dessus, f est diagonale et
donc g est obtenue par restriction des scalaires des alge`bres complexes de la liste [8] qui ont un nilradical
de dimension 7.
De la the´orie ge´ne´rale de la rigidite´ sur le corps complexe on de´duit que toute alge`bre de Lie re´soluble
rigide est determine´e de fac¸on biunivoque par son nilradical, et par conse´quent par le syste`me de racines
[7]. Par contre, dans le cas re´el le nilradical ne de´termine pas la structure du tore. La table 6.1 donne
les alge`bres de Lie re´elles rigides non isomorphes de dimension n ≤ 8 qui s’appuient sur un nilradical
donne´. On appelera forme normale l’alge`bre de Lie re´elle obtenue par restriction des scalaires de l’alge`bre
complexe de la classification dans [8].
La raison de l’existence des alge`bres rigides re´elles s’appuyant sur le meˆme nilradical est une conse´quence
de l’invalidite´ du the´ore`me de de´composabilite´, et plus pre´cise´ment, de l’existence de de´rivations exte´rieures
non diagonalisables. Par conse´quent, le nombre des alge`bres de Lie re´elles rigides ayant le meˆme nilradical
est donne´ pre´cise´ment par l’indice toro¨ıdal.
Corollaire 4 Toute alge`bre de Lie nilpotente re´elle de dimension n ≤ 6 est le nilradical d’une alge`bre de
Lie alge´briquement rigide.
63
Tab. 6.1 – Alge`bres de Lie re´elles rigides ayant le meˆme nilradical.
Dimension Nilradical Formes re´elles
4 abe´lien
g14 (forme normale)
g24
5 N3 = h1 g
1
5 (forme normale)
g25
6 abe´lien
g36 (forme normale)
g46
7 N3 ⊕ R g
8
7 (forme normale)
g107
N5,3 g
6
7 (forme normale)
g97
abe´lien
g338 ' g12 ⊕ g12 ⊕ g12 ⊕ g12 (forme normale)
g348
g358
N5,5 g
31
8 (forme normale)
g368
8 N5,6 = h2
g328 (forme normale)
g378
g388
N6,6 g
22
8 (forme normale)
g398
N6,14 g
29
8 (forme normale)
g408
64
Exemple 1 L’alge`bre de Heisenberg hn est de´finie par les crochets
[X2i−1, X2i] = X2n+1 i = 1, . . . , n
Sur le corps complexe, il n’existe qu’une alge`bre g3n+2 rigide ayant hn pour nilradical, donne´e par le tore
de dimension n+ 1 engendre´ par {Y1, .., Yn+1} :
[Yi, X2i−1] = X2i−1, [Yi, X2i] = −X2i, 1 ≤ i ≤ n;
[Yn+1, Xi] = Xi, [Yn+1, X2n+1] = 2X2n+1, 1 ≤ i ≤ 2n.
Les formes re´elles de g3n+2, que nous de´notons par g3n+2,k (ou` 0 ≤ k ≤ n) sont donne´es par :
[X2i−1, X2i] = X2n+1, 1 ≤ i ≤ n;
[Yi, X2i−1] = X2i, [Yi, X2i] = −X2i−1, 1 ≤ i ≤ k;
[Yi, X2i−1] = X2i−1, [Yi, X2i] = −X2i, k + 1 ≤ i ≤ n+ 1;
[Yn+1, Xi] = Xi, [Yn+1, X2n+1] = 2X2n+1 1 ≤ i ≤ 2n.
En particulier, la forme re´elle g3n+2,k posse`de k de´rivations non diagonalisables. Cela montre que
l’indice toro¨ıdal est e´gal a p+ 1. Cette e´tude nous conduit a` e´mettre la conjecture suivante :
Conjecture. Toute alge`bre de Lie re´elle re´soluble rigide posse`de au moins une de´rivation diagonale.
6.4 Invariants de Casimir Ge´ne´ralise´s
Comme dans les chapitres pre´ce´dents, nous avons calcule´ les invariants des alge`bres obtenues. Les
invariants des alge`bres de Lie rigides re´solubles complexes se trouve dans [14]. Nous avons ve´rifie´ et
corrige´ cette liste afin d’obtenir les invariants des formes normales. De plus, pour comple´ter le cas re´el,
nous avons calcule´ les invariants des formes re´elles qui ne sont pas normales. Les re´sultats sont pre´sente´s
dans les tableaux suivants.
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Tab. 6.2 – Invariants des alge`bres de Lie rigides re´solubles re´elles de dimension n ≤ 6.
Alge`bre dimension crochets Invariants
r12 2 [V1, Y1] = Y1 aucun
r14 = r
1
2 ⊕ r12 4 [V1, Yi] = Yi, i = 1, 2 aucun
r24 4 [V1, Y1] = −Y2, aucun
[V1, Y2] = Y1,
[V2, Yi] = Yi i = 1, 2.
r15 5 [V1, Yi] = iYi, i = 1, 2, 3 I1 =
y1y2
y3
+ v1 − 3v2
[V2, Yi] = Yi, i = 2, 3
[Y1, Y2] = Y3,
r25 5 [V1, Yi] = Yi, i = 1, 2 I1 =
y21+y
2
2
y3
− 2v2
[V1, Y3] = 2Y3,
[V2, Y1] = −Y2,
[V2, Y2] = Y1,
[Y1, Y2] = Y3.
r16 6 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5 aucun
[Y1, Yi] = Yi+1, i = 2, 3, 4
[Y2, Y3] = Y5
r26 6 [V1, Yi] = iYi, i = 1, 2, 3, 4 aucun
[V2, Yi] = Yi, i = 2, 3, 4
[Y1, Yi] = Yi+1, i = 2, 3
r36 6 [V1, Yi] = iYi, i = 1, 2, 3 aucun
[V2, Y2] = Y2,
[V3, Y3] = Y3
r46 = r
2
4 ⊕ r12 6 [Y5, Y1] = −Y2, aucun
[Y5, Y2] = Y1,
[Y3, Y4] = Y4,
[Y6, Y1] = Y1,
[Y6, Y2] = Y2
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Tab. 6.3 – Invariants des alge`bres de Lie rigides re´solubles re´elles de dimension 7.
Alge`bre crochets Invariants
r17 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, 6 I1 =
(3y26y3+y
3
5−3y4y5y6)2
y56
[Y1, Yi] = Yi+1, i = 2, 3, 4, 5
[Y2, Yi] = Yi+2, i = 3, 4.
r27 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, 7 I1 =
(6y3y5y7−2y35−3y7y24+6y27y1)7
y157
[Y1, Yi] = Yi+1, i = 2, 3, 4
[Y2, Yi] = Yi+2, i = 3, 5
[Y3, Y4] = −Y7
r37 [V1, Yi] = iYi, i = 1, 3, 4, 5, 6, 7 I1 =
(2y5y7−y26)7
y127
[Y1, Yi] = Yi+1, i = 3, 4, 5, 6,
[Y3, Y4] = Y7
r47 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5 I1 =
(y24−2y3y5)5
y85
[V1, Y ′3 ] = 3Y
′
3 ,
[Y1, Yi] = Yi+1, i = 2, 3, 4,
[Y2, Y3] = [Y2, Y ′3 ] = Y5.
r57 [V1, Yi] = Yi, i = 1, 3, I1 =
(y23−2y2y4)(y24−2y3y5)2
y65
[V1, Yi] = (i− 2)Yi, i = 4, 5
[V2, Yi] = Yi, i = 2, 3, 4, 5,
[Y1, Yi] = Yi+1, i = 2, 3, 4.
r67 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, I1 =
(2y1y5+y
2
3−2y2y4)3
y24y
2
5
[V2, Yi] = Yi, i = 2, 3, 4,
[V2, Y5] = 2Y5,
[Y1, Yi] = Yi+1, i = 2, 3,
[Y2, Y3] = Y5.
r77 [V1, Yi] = Yi, i = 1, 4, I1 =
−2y25v2+v1y25+2y2y3y5+y1y4y5−y2y24
y25
[V1, Vi] = 2Yi, i = 2, 5
[V2, Yi] = Yi, i = 3, 4, 5,
[Y1, Yi] = Yi+1, i = 3, 4,
[Y2, Y3] = Y5
r87 [V1, Yi] = iYi, i = 1, 2, 3, 4 I1 =
y1y2+v1y3−3v2y3−4v′2y3
y3
[V2, Yi] = Yi, i = 2, 3,
[V ′2 , Y4] = Y4,
[Y1, Y2] = Y3.
r97 [V1, Yi] = −Yi+1, i = 1, 4 I1 = (y
2
3+2y1y5−2y2y4)3
(y24+y
2
5)
2
[V1, Yi] = Yi−1, i = 2, 5
[V2, Yi] = Yi, i = 1, 2
[V2, Y3] = 2Y3,
[V2, Yi] = 3Yi, i = 3, 4
[Y1, Y2] = Y3
[Y1, Y3] = Y4
[Y2, Y3] = Y5.
r107 = r
2
5 ⊕ r12 [V1, Yi] = Yi, i = 1, 2 I1 = y
2
1+y
2
2−2y3v2
y3
[V1, Y3] = 2Y3,
[V2, Y1] = −Y2,
[V2, Y2] = Y1,
[V3, Y4] = Y4,
[Y1, Y2] = Y3.
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Tab. 6.4 – Invariants des alge`bres de Lie rigides re´solubles re´elles de dimension 8 et rang 1.
Alge`bre crochets Invariants
r18 [V1, Yi] = iYi, i = 1, 2, 3, 5, 6, 7, 8, aucun
[Y1, Yi] = Yi+1, i = 2, 6, 7
[Y2, Y3] = Y5, [Y2, Y5] = Y7,
[Y2, Y6] = Y8, [Y3, Y5] = Y8.
r28 [V1, Yi] = iYi, i = 1, 3, 4, 5, 6, 7, 8 I1 =
y78
(y27−2y6y8)4
[Y1, Yi] = Yi+1, i = 3, 4, 5, 6, 7 I2 =
(y26−2y5y7+2y4y8)2
y38
[Y3, Yi] = Yi+3, i = 4, 5.
r38 [V1, Yi] = iYi, i = 1, 3, 4, 5, 6, 7, 9 I1 =
y79
y97
[Y1, Yi] = Yi+1, i = 3, 4, 5, 6 I2 =
(2y29y1−y26y7+2y4y6y9−y25y9+2y27y5−2y3y7y9)7
y7y149
[Y3, Yi] = Yi+3, i = 4, 6,
[Y4, Y5] = −Y9.
r48 [V1, Yi] = iYi, i = 1, 4, 5, 6, 7, 8, 9 I1 =
(y28−2y7y9)9
y169
[Y1, Yi] = Yi+1, i = 4, 5, 6, 7, 8 I2 =
y89
(3y6y29+y
3
8−3y7y8y9)3
[Y4, Y5] = Y9.
r58 [V1, Yi] = iYi, i = 2, 3, 4, 5, 6, 7, 8 I1 =
y87
y78
[Y2, Yi] = Yi+2, i = 3, 4, 5, 6 I2 =
(2y28y4−y26y8+2y6y27−2y5y7y8)7
y47y
14
8
[Y3, Yi] = Yi+3, i = 4, 5.
r68 [V1, Yi] = iYi, i = 2, 3, 4, 6, 7, 8, 10 aucun
[Y2, Yi] = Y2+i, i = 4, 6, 8,
[Y3, Yi] = Yi+3, i = 4, 7,
[Y4, Y6] = Y10.
r78 [V1, Yi] = iYi, i = 2, 3, 5, 6, 7, 8, 9 I1 =
y89
y98
[Y2, Yi] = Yi+2, i = 3, 5, 6, 7,
[Y3, Yi] = Yi+3, i = 5, 6. I2 =
(2y5y
2
9−y27y9+2y7y28−2y6y8y9)8
y58y
16
9
r88 [V1, Yi] = iYi, i = 2, 3, 5, 7, 8, 9, 11 I1 =
y1811
(y29−2y7y11)11
[Y2, Yi] = Yi+2, i = 3, 5, 7, 9 I2 =
(y29−2y7y11)3
(3y5y211+y
3
9−3y7y9y11− 32y28y11)2
[Y3, Yi] = Yi+3, i = 5, 8.
r98 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, 6 aucun
[V1, Y ′3 ] = 3Y
′
3
[Y1, Yi] = Yi+1, i = 2, 3, 4, 5,
[Y2, Yi] = Yi+2, i = 3, 4,
[Y2, Y ′3 ] = Y5, [Y3, Y
′
3 ] = Y6
r108 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, 6, I1 =
(2y6y
′
4+y
2
5−2y4y6)3
y56
[V1, Y ′4 ] = 4Y
′
4 I2 =
(3y26y3+y
3
5−3y4y5y6)2
y56
[Y1, Yi] = Yi+1, i = 2, 3, 4, 5
[Y2, Yi] = Yi+2, i = 3, 4,
[Y2, Y ′4 ] = Y6
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Tab. 6.4 – suite
Alge`bre crochets Invariants
r118 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, 6, I1 =
(y′5−y5)6
y56
[V1, Y ′5 ] = 5Y
′
5 , [Y1, Y
′
5 ] = Y6 I2 =
(6y26y3+2y
3
5+3y
2
5(y
′
5−y5)−6y4y5y6−6y4(y′5−y5)y6)2
y56
[Y1, Yi] = Yi+1, i = 2, 3, 4, 5,
[Y2, Y3] = Y ′5 , [Y2, Y4] = Y6
r128 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, 7, I1 =
(2y3y7−y25)7
y107
[V1, Y ′3 ] = 3Y
′
3 , [Y1, Y2] = Y
′
3 I2 =
(6y1y
2
7+6y
′
3y5y7−3y24y7−2y35)7
y157
[Y1, Y ′3 ] = Y4, [Y1, Y4] = Y5
[Y2, Y3] = Y5, [Y
′
2 , Y
′
3 ] = Y5
[Y2, Y5] = [Y
′
3 , Y4] = Y7.
r138 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, 7, I1 =
(y5−y′5)7
y57
[V1, Y ′5 ] = 5Y
′
5 , I2 =
(6y27y1−2y35+3y25(y5−y′5)+6y3y5y7−3y7y24)7
y157
[Y1, Yi] = Yi+1, i = 2, 3, 4,
[Y2, Y3] = Y ′5 , [Y3, Y4] = −Y7
[Y2, Y5] = [Y2, Y ′5 ] = Y7,
r148 [V1, Yi] = iYi, i = 1, 3, 4, 5, 6, 7, I1 =
(2y5y7−y26)7
y127
[V1, Y ′4 ] = 4Y
′
4 , I2 =
(3y27(y
′
4−y4)−y36+3y5y6y7)7
y187
[Y1, Yi] = Yi+1, i = 3, 4, 5, 6
[Y3, Y4] = [Y3, Y ′4 ] = Y7.
r158 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, I1 =
(2y′3y5+y
2
4−2y4y′4)5
y85
[V1, Y ′3 ] = 3Y
′
3 , [V1, Y
′
4 ] = 4Y
′
4 , I2 =
(y4−y′4)5
y45
[Y1, Yi] = Yi+1, i = 2, 3, 4,
[Y1, Y ′3 ] = Y
′
4 , [Y1, Y
′
4 ] = [Y2, Y3] = Y5
r168 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, I1 =
(2y′3y5−y24+2y3y5)5
y85
[V1, Y ′1 ] = Y
′
1 , [V1, Y
′
3 ] = 3Y
′
3 , I2 =
(y′1y5−y2y4+y′3y3−y1y5)5
y65
[Y1, Yi] = Yi+1, i = 2, 4,
[Y1, Y ′i ] = Yi+1, i = 1, 3,
[Y ′1 , Yi] = Yi+1, i = 3, 4,
[Y ′1 , Y2] = Y
′
3 ,
[Y2, Y3] = −[Y2, Y ′3 ] = Y5
r178 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, I1 =
y′5
y5
[V1, Y ′i ] = iY
′
i , i = 3, 5, I2 =
(2y3y
2
5−2y′3y′5y5−y24(y′5+y5)+4y3y5y′5)5
y85(y
′
5)
5
[Y1, Yi] = Yi+1, i = 2, 3, 4,
[Y1, Y ′3 ] = Y4, [Y2, Y3] = Y
′
5 ,
[Y2, Y ′3 ] = Y5 + 2Y
′
5
r188 [V1, Yi] = iYi, i = 1, 2, 3 I1 =
y′3
y3
[V1, Y ′i ] = iY
′
i , i = 1, 2, 3 I2 =
(−2y”1(y′3)2+y′3(y22+(y′2)2)−2y1(y23−(y′3)2)+2y3(y′1y′3−y′2y2))3
y3(y′3)6
[V1, Y ”1 ] = Y
”
1 , [Y1, Y
′
1 ] = Y2,
[Y1, Y ”1 ] = Y
′
2 , [Y
”
1 , Y
′
2 ] = Y
′
3 ,
[Y1, Y ′2 ] = Y
′
3 , [Y
′
1 , Y2] = Y
′
3 ,
[Y ′1 , Y
′
2 ] = [Y
”
1 , Y2] = Y3
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Tab. 6.5 – Invariants des alge`bres de Lie rigides re´solubles re´elles de dimension 8 et rang 2.
Alge`bre crochets Invariants
r198 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, 6, I1 =
(y25−2y4y6)3
(3y26y3+y
3
5−3y4y5y6)2
[V2, Yi] = Yi, i = 2, 3, 4, 5, 6, I2 =
(−4y2y36+4y5y3y26+y45−4y4y25y6+2y24y26)
(2y4y6−y25)2
[Y1, Yi] = Yi+1, i = 2, 3, 4, 5.
r208 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, 6, aucun
[V2, Yi] = Yi, i = 3, 4, 5, 6,
[Y1, Yi] = Yi+1, i = 3, 4, 5,
[Y2, Yi] = Yi+2, i = 3, 4
r218 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, 6, aucun
[V2, Yi] = Yi, i = 4, 5, 6,
[Y1, Yi] = Yi+1, i = 2, 4, 5, [Y2, Y4] = Y6
r228 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, 6, I1 =
2y1y5−2y2y4+y23+2y6(v1−3v2)
y6
[V2, Yi] = Yi, i = 2, 3, 4, I2 = y3y6−y4y5y36
[V2, Yi] = 2Yi, i = 5, 6,
[Y1, Yi] = Yi+1, i = 2, 3, 5,
[Y2, Yi] = Yi+2, i = 3, 4
r238 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, 6, aucun
[V2, Y6] = Y6, [Y2, Y3] = Y5
[Y1, Yi] = Yi+1, i = 2, 3, 4,
r248 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, 7, aucun
[V2, Yi] = Yi, i = 3, 4, 5, [V2, Y7] = 2Y7
[Y1, Yi] = Yi+1, i = 3, 4,
[Y2, Y3] = Y5, [Y3, Y4] = Y7
r258 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, 7, aucun
[V2, Yi] = Yi, i = 2, 3, 4, [V2, Y5] = 2Y5,
[V2, Y7] = 3Y7, [Y1, Yi] = Yi+1, i = 2, 3,
[Y2, Yi] = Yi+2, i = 3, 5
r268 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, 7, aucun
[V2, Yi] = Yi, i = 2, 3, 4, 5, [V2, Y7] = 2Y7,
[Y1, Yi] = Yi+1, i = 2, 3, 4,
[Y2, Y5] = −[Y3, Y4] = Y7
r278 [V1, Yi] = iYi, i = 1, 2, 3, 5, 6, aucun
[V2, Yi] = Yi, i = 2, 3, [V2, Y5] = 2Y5, [V2, Y6] = 3Y6
[V2, Y7] = 3Y7, [Y1, Yi] = Yi+1, i = 2, 6,
[Y2, Yi] = Yi+2, i = 3, 5
r288 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, 7, aucun
[V2, Y2] = Y2, [V2, Yi] = 2Yi, i = 3, 4,
[V2, Y5] = 3Y5, [V2, Y7] = 4Y7, [Y1, Y3] = y4
[Y3, Y4] = −Y7, [Y2, Y3] = Y5, [Y2, Y5] = Y7
[Y2, Yi] = Yi+2, i = 3, 5,
r298 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, aucun
[V1, Y ′3 ] = 3Y
′
3 , [V2, Y
′
3 ] = Y
′
3 , [V2, Y5] = 2Y5
[V2, Yi] = Yi, i = 2, 3, 4, [Y1, Y2] = Y3
[Y1, Y3] = Y4, [Y1, Y ′3 ] = Y4, [Y2, Y3] = Y5
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Tab. 6.5 – suite
Alge`bre crochets Invariants
r398 [V1, Yi] = Yi, i = 1, 2 I1 =
2(y1y6+y2y4+y5v2)−y23
y5
[V1, Yi] = (i− 1)Yi, i = 3, 4, 5 I2 = (y
2
4+y
2
6−2y3y5)2
y35
[V1, Y6] = 3Y6,
[V2, Y1] = Y2,
[V2, Y2] = −Y1,
[V2, Y4] = −Y6,
[V2, Y6] = Y4,
[Y1, Yi] = Yi+1, i = 2, 3, 4,
[Y3, Y2] = Y6,
[Y6, Y2] = Y5,
r408 [V1, Yi] = Yi, i = 1, 2, aucun
[V1, Yi] = 2Yi, i = 3, 4
[V1, Yi] = 3Yi, i = 5, 6
[V2, Yi] = Yi+1, i = 2, 5, [V2, Yi] = −Yi−1, i = 2, 6,
[Y1, Yi] = Yi+2, i = 2, 3, 4,
[Y2, Y3] = Y6, [Y4, Y2] = Y5.
Tab. 6.6 – Invariants des alge`bres de Lie rigides re´solubles re´elles de dimension 8 et rang 3.
Alge`bre crochets Invariants
r308 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, aucun
[V2, Y5] = Y5, [V3, Yi] = Yi, i = 2, 3, 4,
[Y1, Yi] = Yi+1, i = 2, 3
r318 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, aucun
[V2, Yi] = Yi, i = 2, 3,
[V3, Yi] = Yi, i = 4, 5,
[Y1, Yi] = Yi+1, i = 2, 4
r328 [V1, Yi] = iYi, i = 1, 2, 3, 4, 5, I1 =
v1y5+y1y4+2y2y3−5y5v3
y5
[V2, Yi] = Yi, i = 2, 4, 5, I2 = v2y5−v3y5+y2y3y5
[V3, Yi] = Yi, i = 3, 4, 5,
[Y1, Y4] = [Y2, Y3] = Y5
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Tab. 6.6 – suite
Alge`bre crochets Invariants
r368 [V1, Yi] = Yi, i = 1, 4, 5, aucun
[V2, Yi] = Yi, i = 2, 3, 4, 5
[V3, Yi] = −Yi+1, i = 2, 4
[V3, Yi] = Yi−1, i = 3, 5
[Y1, Yi] = Yi+2, i = 2, 3
r378 [V1, Yi] = Yi, i = 1, 2, 3, 4 I1 =
y21+y
2
2
y5
− 2v2
[V1, Y5] = 2Y5, I2 =
y23+y
2
4
y5
− 2v3
[V2, Y1] = −Y2,
[V2, Y2] = Y1,
[V3, Y3] = −Y4,
[V3, Y4] = Y3,
[Y1, Y2] = [Y3, Y4] = Y5
r388 [V1, Yi] = Yi, i = 1, 2, 3, 4 I1 =
y1y2
y5
+ v1
[V1, Y5] = 2Y5, I2 =
y23+y
2
4
y5
− 2v3
[V2, Y1] = Y1,
[V2, Y2] = −Y2,
[V3, Y3] = −Y4,
[V3, Y4] = Y3,
[Y1, Y2] = [Y3, Y4] = Y5
Tab. 6.7 – Invariants des alge`bres de Lie rigides re´solubles re´elles de dimension 8 et rang 4.
Alge`bre crochets Invariants
r338 = r
1
2 ⊕ r12 ⊕ r12 ⊕ r12 [V1, Yi] = iYi, i = 1, 2, 3, 4, aucun
[V2, Y2] = Y2, [V3, Y3] = Y3, [V4, Y4] = Y4
r348 = r
2
4 ⊕ r24 [V1, Y1] = −Y2, aucun
[V1, Y2] = Y1,
[V2, Yi] = Yi i = 1, 2
[V3, Y3] = −Y4,
[V3, Y4] = Y3,
[V4, Yi] = Yi i = 3, 4
r358 = r
2
4 ⊕ r12 ⊕ r12 [V1, Y1] = −Y2, aucun
[V1, Y2] = Y1,
[V2, Yi] = Yi i = 1, 2
[V3, Y3] = Y3, [V4, Y4] = Y4.
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6.5 Les alge`bres de Lie re´solubles rigides re´elles ne sont pas
ne´cessairement comple`tement re´solubles
De´finition 19 Une alge`bre de Lie r de dimension n est dite comple`tement re´soluble s’il existe une suite
de´croissante d’ide´aux
g = I0 ⊃ I1 ⊃ . . . In−1 ⊃ In = 0
telle que dimK Ik/Ik+1 = 1 pour tout k = 0, .., n− 1.
En particulier, toute alge´bre comple`tement re´soluble est re´soluble, et sur un corps alge´briquement ferme´,
la re´solubilite´ et la re´solubilite´ comple`te sont des proprie´te´s e´quivalentes [23]. Ceci implique que toute
alge`bre de Lie re´soluble rigide complexe est comple`tement re´soluble.
Dans ce paragraphe on montre, par construction d’un exemple, que pour les alge`bres de Lie re´elles
re´solubles rigides la proprie´te´ de re´solubilite´ comple`te ne reste pas valable si la forme re´elle n’est pas
la normale, c’est-a`-dire, la forme obtenue par restriction de scalaires. L’exemple construit est aussi de
dimension minimale.
Conside´rons les lois d’alge`bres de Lie nilpotentes g1 = (R6, µ1) et g2 = (R6, µ2) de´finies dans une base
{X1, .., X6} par les crochets :
µ1 (X1, Xi) = Xi+1 (2 ≤ i ≤ 4) , µ1 (X3, X2) = X6, µ1 (X6, X2) = X5,
µ2 (X1, Xi) = Xi+1 (2 ≤ i ≤ 4) , µ2 (X3, X2) = −X6, µ2 (X6, X2) = X5,
Les alge`bres ne sont pas isomorphes, et correspondent aux classes d’isomorphisme N6,6 et N6,7 de la liste
[20]. Si on conside`re le produit tensoriel, on a g1 ⊗ C ' g2 ⊗ C.
Lemme 3 L’alge`bre g1 =
(
R6, µ1
)
admet une de´rivation diagonalisable f11 et une de´rivation non-nilpotente
f21 donne´es respectivement par
f11 (Xi) = Xi (i = 1, 2) , f
1
1 (Xi) = (i− 1)Xi (i = 3, 4, 5) , f11 (X6) = 3X6.
f21 (X1) = X2, f
2
1 (X2) = −X1 f21 (X4) = −X6. f21 (X6) = X4.
sur la base {X1, .., X6}. De plus, f11 ◦ f21 = f21 ◦ f11 .
Il est facile de voir que toute de´rivation non nilpotente de l’alge`bre
(
R6, µ1
)
fait intervenir une com-
binaison line´aire des de´rivations f11 et f
2
1 . Comme le polynoˆme caracte´ristique de f
2
1 sur la base donne´e
est P (T ) = T 2
(
T 2 + 1
)2, cette de´rivation n’est pas diagonalisable sur R. De cette fac¸on, on obtient une
alge`bre abe´lienne t ∈ Der(g1) constitue´e par de´rivations non nilpotentes, mais dont seulement une est
diagonalisable.
Lemme 4 L’alge`bre g2 =
(
R6, µ2
)
admet un tore exte´rieur t de rang 2.
Toute de´rivation non nilpotente de l’alge`bre
(
R6, µ2
)
fait intervenir une combinaison line´aire des
de´rivations
g11 (Xi) = Xi (i = 1, 2) , g
1
1 (Xi) = (i− 1)Xi (i = 3, 4, 5) , g11 (X6) = 3X6.
g21 (X1) = X2, g
2
1 (X2) = X1 g
2
1 (X4) = X6. g
2
1 (X6) = X4.
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Il est imme´diat que les de´rivations sont diagonalisables, et sur la base de vecteurs propres{
X ′1 =
1
2 (X1 +X2) , X
′
2 =
1
2 (X2 −X1), X ′3 = 12X3, X ′4 = 14 (X4 −X6),
X ′5 =
1
4 (X6 +X4), X
′
6 =
1
4X5
}
on obtient les crochets
µ2 (X ′1, X
′
i) = X
′
i+1 (i = 2, 3, 5) , µ2 (X
′
3, X
′
2) = −X ′5, µ2 (X ′2, X ′4) = X ′6.
Les valeurs propres des de´rivations g11 et g
2
1 sont, respectivement
σ
(
g11
)
= (1, 1, 2, 3, 3, 4)
σ
(
g21
)
= (−1, 1, 0,−1, 1, 0) .
Par commodite´, on conside`re les de´rivations f12 =
1
2
(
3g11 + g
2
1
)
et f22 =
1
2
(
g11 + g
2
1
)
. Pour cette base du
tore t, les valeurs propres sont :
f12 (X
′
i) = iX
′
i (1 ≤ i ≤ 6) ,
f22 (X
′
i) = X
′
i (2 ≤ i ≤ 4) , f22 (X ′i) = 2X ′i (i = 5, 6) .
Soient ĝ1 =
(
R8, µ̂1
)
et ĝ2 =
(
R8, µ̂2
)
les alge`bres re´solubles non nilpotentes de´finies par
µ̂1 (X1, Xi) = Xi+1 (2 ≤ i ≤ 4) , µ̂1 (X3, X2) = X6, µ̂1 (X6, X2) = X5,
µ̂1 (X7, Xi) = Xi (i = 1, 2) , µ̂1 (X7, X3) = 2X3, µ̂1 (X7, X5) = 4X5,
µ̂1 (X7, Xi) = 3Xi (i = 4, 6) , µ̂1 (X8, X1) = X2, µ̂1 (X8, X2) = −X1,
µ̂1 (X8, X4) = −X6, µ̂1 (X8, X6) = X4.
µ̂2 (X1, Xi) = Xi+1 (i = 2, 3, 5) , µ̂2 (X3, X2) = −X5, µ̂2 (X2, X4) = X6,
µ̂2 (X7, Xi) = Xi 1 ≤ i ≤ 6, µ̂2 (X8, Xi) = Xi, (i = 2, 3, 4) ,
µ̂2 (X8, Xi) = 2Xi (i = 5, 6) .
sur une base {X1, .., X8}. On observe que le nilradical de ĝi est isomorphe a` gi pour i = 1, 2. Pour la
deuxie`me alge`bre, nous utilisons une base de vecteurs propres de g2.
Lemme 5 Les alge`bres ĝ1⊗C ' ĝ2⊗C sont isomorphes. De plus, l’alge`bre ĝ1⊗C est rigide a` cohomologie
nulle.
En effet, l’alge`bre ĝ1⊗C co¨ıncide avec l’alge`bre re´soluble rigide r228 de la liste [8]. En particulier, il en
re´sulte que H2(g1 ⊗ C, g1 ⊗ C) = 0.
The´ore`me 14 Les alge`bres de Lie ĝ1 et ĝ2 sont rigides comple`tes sur R. De plus, ĝ1 n’est pas comple`tement
re´soluble.
De´monstration. D’apre`s le lemme 3, l’alge`bre complexifie´e ĝ2 ⊗ C de ĝ2 est rigide et satisfait H2(ĝ2 ⊗
C, ĝ2 ⊗C) = 0. D’apre`s les proprie´te´s de la cohomologie, le deuxie`me groupe de cohomologie de ĝ1 et ĝ1
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est aussi nul, ce qui montre la rigidite´ en applicant le the´ore`me de rigidite´ de Nijenhuis et Richardson.
Conside´rons l’ope´rateur adjoint adµ̂1 (X8). Sur la base {X1, .., X8}, cet ope´rateur est donne´ par la matrice
adµ̂1 (X8) =

0 −1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

,
et comme le polynoˆme minimal est m (T ) = T + T 3, adµ̂1 (X8) n’est pas diagonalisable sur R, alors
l’alge`bre n’est pas comple´tement re´soluble.
D’un autre coˆte´, l’alge`bre ĝ2 et l’alge`bre r228 dans [8] ont les meˆmes constantes de structure, ce qui prouve
que cette forme re´elle est la normale. La comple´tude est une conse´quence de la suite bien connue [18] :
dimDer(g) = dim g+ dimH2(g, g)
et la nullite´ du groupe de cohomologie. L’alge`bre ĝ1 admet une de´composition ĝ1 = g1
−→⊕ t, ou` t est une
sous-alge`bre abe´lienne de Derg1 engendre´e par X7 et X8. Cependant, tout vecteur de ĝ1 qui soit ad-
semi-simple fait intervenir une combinaison line´aire des vecteurs X7 et X8, et comme adµ̂1 (X8) n’est
pas diagonalisable, la seule possibilite´ est de conside´rer des multiples du vecteur X7. De cette fac¸on, au
contraire du cas complexe, l’alge`bre ĝ1 n’admet pas une de´composition du type ĝ1 = g1 ⊕ k, ou` k est une
sous-alge`bre abe´lienne de Der(g1) ge´ne´re´e par des e´le´ments ad-semi-simples. Dans ce cas l’alge`bre t joue
le roˆle du tore maximal de de´rivations et tout syste`me line´aire de racines associe´ au vecteur re´gulier X7
est de corang 1 et dim t = 2. Cette remarque montre que, pour couvrir le cas re´el, la the´orie des syste`mes
line´aires obtenue en [7], ainsi comme les notions du graphe des poids [5, 11], doient eˆtre modifie´es. En
particulier, on obtient le crite`re suivant :
Proposition 18 Soit g une alge`bre de Lie re´soluble rigide complexe de dimension infe´rieure ou` e´gale a`
8. Alors seulement la forme re´elle normale gR est comple`tement re´soluble.
De´monstration. En effet, si g admet des formes re´elles, la forme normale a les meˆmes constantes de
structure, alors elle est comple`tement re´soluble. Comme dans tous les cas la partie nilpotente a des
constantes de structure sur R, si la forme re´elle g′ n’est pas la normale, alors son nilradical posse`de une
de´rivation non diagonale sur R mais sur C qui appartient au tore exte´rieur. En conse´quence, g′ n’est pas
comple`tement re´soluble.
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Chapitre 7
Sur les alge`bres de Lie
quasi-filiformes admettant un tore de
de´rivations
7.1 Ante´ce´dents
Dans [29], on e´tudie une classe d’alge`bres complexes filiformes plus large que les gradue´es naturelle-
ment, la graduation e´tant de´finie par les racines d’un tore externe non nul de dimension quelconque.
Proposition 19 Soit g une alge`bre de Lie filiforme de dimension n admettant une de´rivation diagonale
f non nulle. Il existe alors une base de g, {Y0, Y1, . . . , Yn−1}, forme´e de vecteurs propres de f dont les
crochets ve´rifient l’un des cas suivants :
1. g = Ln, n ≥ 3
[Y0, Yi] = Yi+1, 1 ≤ i ≤ n− 2;
2. g = Akn(α1, . . . , αt−1), n ≥ 3, t = n−k+12 , 2 ≤ k ≤ n− 3
[Y0, Yi] = Yi+1, 1 ≤ i ≤ n− 2,
[Yi, Yi+1] = αiY2i+k, 1 ≤ i ≤ t− 1,
[Yi, Yj ] = ai,jYi+j+k−1, 1 ≤ i < j, i+ j ≤ n− k;
3. g = Qn, n = 2m, m ≥ 3
[Y0, Yi] = Yi+1, 1 ≤ i ≤ n− 3,
[Yj , Yn−j−1] = (−1)j−1Yn−1, 1 ≤ j ≤ m− 1;
4. g = Bkn(α1, . . . , αt−1), n = 2m, m ≥ 3, t = n−k2 , 2 ≤ k ≤ n− 3
[Y0, Yi] = Yi+1, 1 ≤ i ≤ n− 3,
[Yj , Yn−j−1] = (−1)j−1Yn−1, 1 ≤ j ≤ m− 1,
[Yi, Yi+1] = αiY2i+k, 1 ≤ i ≤ t− 1,
[Yi, Yj ] = ai,jYi+j+k−1, 1 ≤ i < j, i+ j ≤ n− k − 1;
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ou` (α1, . . . , αt−1) sont des parame`tres ve´rifiant les relations polynomiales de´coulant des identite´s de Jacobi
et les contantes ai,j ve´rifient le syste`me :
ai,i = 0,
ai,i+1 = αi,
ai,j = ai+1,j + ai,j+1.
De plus, si λ0 et λ1 repre´sentent les valeurs propres de f associe´es respectivement aux vecteurs propres
Y0 et Y1, alors f prend, dans chacun des cas, la forme diagonale suivante :
1. f ∼ diag(λ0, λ1, λ0 + λ1, 2λ0 + λ1, . . . , (n− 2)λ0 + λ1)
2. f ∼ diag(λ0, kλ0, (k + 1)λ0, (k + 2)λ0, . . . , (n+ k − 2)λ0)
3. f ∼ diag(λ0, λ1, λ0 + λ1, 2λ0 + λ1, . . . , (n− 3)λ0 + λ1, (n− 3)λ0 + 2λ1)
4. f ∼ diag(λ0, kλ0, (k + 1)λ0, (k + 2)λ0, . . . , (n+ k − 3)λ0, (n+ 2k − 3)λ0)
Remarque. Dans la re´fe´rence [29], on conside`re aussi les alge`bres Cn(α1, . . . , αm−2) ou` n = 2m, de´finies
dans la base {Y0, Y1, . . . , Yn−1} par :
[Y0, Yi] = Yi+1, 1 ≤ i ≤ n− 3,
[Yi, Yn−i−1] = (−1)iYn−1, 1 ≤ i ≤ m− 1,
[Yi, Yn−(2k+1)−i] = (−1)i+1αkYn−1, 1 ≤ i ≤ m− k − 1, 1 ≤ k ≤ m− 2.
Il existe un changement de variables tel que ces alge`bres adoptent la meˆme forme avec α1 = · · · = αm−2 =
0. En effet, pour e´liminer le parame`tre α1, il suffit de faire le changement de variables suivant :
Z0 = Y0,
Z1 = Y1 + α12 Y3,
Zi+1 = [Z0, Zi], 1 ≤ i ≤ n− 3,
Zn−1 = Yn−1,
et, de plus, si αj+1 = · · · = αm−2 = 0, le changement de variables Yi → Yi + αj2 Yi+2j pour i =
1, . . . , n− 2− 2j, nous permet d’annuler le parame`tre αj .
On en conclut que les alge`bres Cn sont isomorphes a` Qn et donc de rang 2. Le re´sultat de [29] doit donc
eˆtre lu comme dans la proposition 19.
Le but de ce chapitre est de donner la classification des alge`bres quasi-filiformes de rang non nul.
7.2 Alge`bres de Lie quasi-filiformes et bases adapte´es
De la classification des alge`bres de Lie quasi-filiformes gradue´es naturellement, on de´duit le corollaire
suivant.
Corollaire 5 Soit g une alge`bre de Lie quasi-filiforme de dimension n . Alors, grg est isomorphe a` l’une
des alge`bres de la proposition 2, Cki,j de´notent les constantes de structure de cette alge`bre dans la base
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ou` on l’a de´finie. Il existe alors une base {X0, X1, X2, . . . , Xn−1} de g telle que :
[X0, Xi]−
∑n−1
k=0 C
k
0,iXk ∈ gi+1, 1 ≤ i ≤ n− 3,
[Xi, Xj ]−
∑n−1
k=0 C
k
i,jXk ∈ gi+j , 1 ≤ i < j ≤ n− 2− i,
[Xi, Xn−1]−
∑n−1
k=0 C
k
i,n−1Xk ∈ gi+r, 1 ≤ i ≤ n− 2− r,
[Xi, Xn−2] = 0, 0 ≤ i ≤ n− 1,
et, de plus :
1. Si grg ' Ln−1 ⊕ C,
[X0, Xi] = Xi+1, 1 ≤ i ≤ n− 3;
2. Si grg ' Qn−1 ⊕ C,
[X0, Xi] = Xi+1, 1 ≤ i ≤ n− 4,
[X1, Xn−2] = Xn−2;
3. Si grg ' Ln,r,
[X0, Xi] = Xi+1, i = 1, . . . , n− 3,
[X1, Xr−1] = Xn−1;
4. Si grg ' Qn,r,
[X0, Xi] = Xi+1, i = 1, . . . , n− 4,
[X1, Xr−1] = Xn−1,
[X1, Xn−3] = Xn−2;
5. Si grg ' Tn,n−4,
[X0, Xi] = Xi+1, i = 1, . . . , n− 5,
[X0, Xn−3] = Xn−2,
[X0, Xn−1] = Xn−3,
[X1, Xn−5] = Xn−1;
6. Si grg ' Tn,n−3,
[X0, Xi] = Xi+1, i = 1, . . . , n− 4,
[X0, Xn−1] = Xn−2,
[X1, Xn−4] = Xn−1;
7. Si grg ' Ej9,5 avec j ∈ {1, 2, 3},
[X0, Xi] = Xi+1, i = 1, 2, 3, 4, 5, 6,
[X1, X4] = X8;
8. Si grg ' E7,3,
[X0, Xi] = Xi+1, i = 1, 2, 3, 4,
[X1, X2] = X6.
La base {X0, X1, X2, . . . , Xn−1} ainsi de´finie est appele´e base adapte´e.
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7.3 Classification des alge`bres de Lie quasi-filiformes de rang
non nul
Rappelons qu’un tore maximal de de´rivations de g est une sous-alge`bre abe´lienne maximale de l’alge`bre
des de´rivations Der(g) forme´e de de´rivations ad-diagonalisables [36]. Tous ces tores maximaux sont
conjugue´s par automorphismes, ce qui permet de de´finir le rang d’une alge`bre de Lie comme la dimension
commune des tores maximaux de g.
The´ore`me 15 Soit g une alge`bre de Lie quasi-filiforme de dimension n admettant une de´rivation diago-
nale f non nulle. Il existe alors une base de g, {Y0, Y1, . . . , Yn−1}, forme´e de vecteurs propres de f dont
les crochets ve´rifient l’un des cas suivants :
1. Si grg ' Ln−1 ⊕ C (n ≥ 4) alors
(a) g = Ln−1 ⊕ C
[Y0, Yi] = Yi+1, 1 ≤ i ≤ n− 3,
f ∼ diag(λ0, λ1, λ0 + λ1, 2λ0 + λ1, . . . , (n− 3)λ0 + λ1, λn−1),
(b) g = Akn−1(α1, . . . , αt−1)⊕ C, t = [n−k2 ], 2 ≤ k ≤ n− 4
[Y0, Yi] = Yi+1, 1 ≤ i ≤ n− 3,
[Yi, Yi+1] = αiY2i+k, 1 ≤ i ≤ t− 1,
[Yi, Yj ] = ai,jYi+j+k−1, 1 ≤ i < j, i+ j ≤ n− k − 1,
f ∼ diag(λ0, kλ0, (k + 1)λ0, (k + 2)λ0, . . . , (k + n− 3)λ0, λn−1),
(c) g = Ln−1
−→⊕ lC (2 ≤ l ≤ n− 3)
[Y0, Yi] = Yi+1, 1 ≤ i ≤ n− 3,
[Yi, Yn−1] = Yi+l, 1 ≤ i ≤ n− l − 2,
f ∼ diag(λ0, λ1, λ0 + λ1, 2λ0 + λ1, . . . , (n− 3)λ0 + λ1, lλ0),
(d) g = Akn−1(α1, . . . , αt−1)
−→⊕ lC t = [n−k2 ] 2 ≤ k ≤ n− 4 2 ≤ l ≤ n− 3
[Y0, Yi] = Yi+1, 1 ≤ i ≤ n− 3,
[Yi, Yn−1] = Yi+l, 1 ≤ i ≤ n− l − 2,
[Yi, Yi+1] = αiY2i+k, 1 ≤ i ≤ t− 1,
[Yi, Yj ] = ai,jYi+j+k−1, 1 ≤ i < j, i+ j ≤ n− k − 1,
f ∼ diag(λ0, kλ0, (k + 1)λ0, (k + 2)λ0, . . . , (k + n− 3)λ0, lλ0).
2. Si grg ' Qn−1 ⊕ C (n ≥ 7, n impair) alors
(a) g = Qn−1 ⊕ C
[Y0, Yi] = Yi+1, 1 ≤ i ≤ n− 4,
[Yi, Yn−i−1] = (−1)i−1Yn−2, 1 ≤ i ≤ n−32 ,
f ∼ diag(λ0, λ1, λ0 + λ1, 2λ0 + λ1, . . . , (n− 4)λ0 + λ1, (n− 4)λ0 + 2λ1, λn−1),
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(b) g = Bkn−1(α1, . . . , αt−1)⊕ C t = [n−k−12 ] 2 ≤ k ≤ n− 5
[Y0, Yi] = Yi+1, 1 ≤ i ≤ n− 4,
[Yi, Yn−i−2] = (−1)i−1Yn−2, 1 ≤ i ≤ n−32 ,
[Yi, Yi+1] = αiY2i+k−1, 1 ≤ i ≤ t− 1,
[Yi, Yj ] = ai,jYi+j+k−1, 1 ≤ i < j, i+ j ≤ n− k − 2,
f ∼ diag(λ0, kλ0, (k + 1)λ0, (k + 2)λ0, . . . , (n− 4 + k)λ0, (n− 4 + 2k)λ0, λn−1),
(c) g = Qn−1
−→⊕al C 2 ≤ l ≤ n− 4
[Y0, Yi] = Yi+1, 1 ≤ i ≤ n− 4,
[Yi, Yn−i−2] = (−1)i−1Yn−2, 1 ≤ i ≤ n−32 ,
[Yi, Yn−1] = Yi+l, 1 ≤ i ≤ n− l − 3,
f ∼ diag(λ0, λ1, λ0 + λ1, 2λ0 + λ1, . . . , (n− 4)λ0 + λ1, (n− 4)λ0 + 2λ1, lλ0),
(d) g = Bkn−1(α1, . . . , αt−1)
−→⊕al C t = [n−k−12 ] 2 ≤ k ≤ n− 5, 2 ≤ l ≤ n− 4
[Y0, Yi] = Yi+1, 1 ≤ i ≤ n− 4,
[Yi, Yn−i−2] = (−1)i−1Yn−2, 1 ≤ i ≤ n−32 ,
[Yi, Yi+1] = αiY2i+k, 1 ≤ i ≤ t− 1,
[Yi, Yj ] = ai,jYi+j+k−1, 1 ≤ i < j, i+ j ≤ n− k − 2,
[Yi, Yn−1] = Yi+l, 1 ≤ i ≤ n− l − 3,
f ∼ diag(λ0, kλ0, (k + 1)λ0, (k + 2)λ0, . . . , (n− 4 + k)λ0, (n− 4 + 2k)λ0, lλ0),
(e) g = Qn−1
−→⊕ blC 2 ≤ l ≤ n− 4
[Y0, Yi] = Yi+1, 1 ≤ i ≤ n− 4,
[Yi, Yn−i−2] = (−1)i−1Yn−2, 1 ≤ i ≤ n−32 ,
[Y0, Yn−1] = Yn−2,
[Yi, Yn−1] = Yi+l, 1 ≤ i ≤ n− l − 3,
f ∼ diag(λ0, βλ0, (k + 1)λ0, (β + 2)λ0, . . . , (n− 4 + β)λ0, (n− 4 + 2β)λ0, (n− 5 + 2β)λ0)
ou` β = l−n+52 ,
(f) g = Qn−1
−→⊕ cC
[Y0, Yi] = Yi+1, 1 ≤ i ≤ n− 4,
[Yi, Yn−i−2] = (−1)i−1Yn−2, 1 ≤ i ≤ n−32 ,
[Y0, Yn−1] = Yn−2,
f ∼ diag(λ0, λ1, λ0 + λ1, 2λ0 + λ1, . . . , (n− 4)λ0 + λ1, (n− 4)λ0 + 2λ1, (n− 5)λ0 + 2λ1),
(g) g = Bkn−1(α1, . . . , αt−1)
−→⊕ cC t = [n−k−12 ] 2 ≤ k ≤ n− 5
[Y0, Yi] = Yi+1, 1 ≤ i ≤ n− 4,
[Yi, Yn−i−2] = (−1)i−1Yn−2, 1 ≤ i ≤ n−32 ,
[Yi, Yi+1] = αiY2i+k, 1 ≤ i ≤ t− 1,
[Yi, Yj ] = ai,jYi+j+k−1, 1 ≤ i < j, i+ j ≤ n− k − 2,
[Y0, Yn−1] = Yn−2,
f ∼ diag(λ0, kλ0, (k + 1)λ0, (k + 2)λ0, . . . , (n− 4 + k)λ0, (n− 4 + 2k)λ0, (n− 5 + 2k)λ0),
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3. Si grg ' Ln,r (n ≥ 5, r impair, 3 ≤ r ≤ 2[n−12 ]− 1) alors ty(g) = 2 et
(a) g = Ln,r
[Y0, Yi] = Yi+1, i = 1, . . . , n− 3,
[Yi, Yr−i] = (−1)i−1Yn−1, i = 1, . . . , r−12
f ∼ diag(λ0, λ1, λ0 + λ1, 2λ0 + λ1, . . . , (n− 3)λ0 + λ1, (r − 2)λ0 + 2λ1),
(b) g = Ckn,r(α1, . . . , αt−1), 2 ≤ k ≤ n− 4, t = [n−k2 ]
[Y0, Yi] = Yi+1, i = 1, . . . , n− 3
[Yi, Yr−i] =
{
(−1)i−1Yn−1 + ai,r−iYr+k−1
(−1)i−1Yn−1
si k ≤ n− r − 1, i = 1, . . . , r−12
si k > n− r − 1, i = 1, . . . , r−12
[Yi, Yi+1] = αiY2i+k, i = 1, . . . , t− 1
[Yi, Yj ] = ai,jYi+j+k−1, 1 ≤ i < j < n− 1, r 6= i+ j ≤ n− k − 1,
[Yi, Yn−1] = Y2k+r+i−2, i = 1, . . . , n− r − 2k
f ∼ diag(λ0, kλ0, (1 + k)λ0, (2 + k)λ0, . . . , (n− 3 + k)λ0, (r − 2 + 2k)λ0),
(c) g = Dkn,r, 1 ≤ k ≤ [n−r−22 ]
[Y0, Yi] = Yi+1, i = 1, . . . , n− 3
[Yi, Yr−i] = (−1)i−1Yn−1, i = 1, . . . , r−12
[Yi, Yn−1] = Y2k+r+i−1, i = 1, . . . , n− r − 2k − 1
f ∼ diag(λ0, (k + 12)λ0, (k +
3
2
)λ0, (k +
5
2
)λ0, . . . , (k +
2n− 5
2
)λ0, (r − 1 + 2k)λ0)
4. Si grg ' Qn,r (n ≥ 7, n impair, r impair, 3 ≤ r ≤ n− 4) alors ty(g) = 2 et
(a) g = Qn,r
[Y0, Yi] = Yi+1, i = 1, . . . , n− 4
[Yi, Yr−i] = (−1)i−1Yn−1, i = 1, . . . , r−12
[Yi, Yn−2−i] = (−1)i−1Yn−2, i = 1, . . . , n−32
f ∼ diag(λ0, λ1, λ0 + λ1, 2λ0 + λ1, . . . , (n− 4)λ0 + λ1, (n− 4)λ0 + 2λ1, (r − 2)λ0 + 2λ1),
(b) g = Ekn,r(α1, . . . , αt−1), 2 ≤ k ≤ n− 5, t = [n−k−12 ]
[Y0, Yi] = Yi+1, i = 1, . . . , n− 4
[Yi, Yr−i] =
{
(−1)i−1Yn−1 + ai,r−iYr+k−1
(−1)i−1Yn−1
si k ≤ n− r − 2, i = 1, . . . , r−12
si k > n− r − 2, i = 1, . . . , r−12
[Yi, Yn−2−i] = (−1)i−1Yn−2, i = 1, . . . , n−32
[Yi, Yi+1] = αiY2i+k, i = 1, . . . , t− 1
[Yi, Yj ] = ai,jYi+j+k−1, 1 ≤ i < j < n− 1, r 6= i+ j ≤ n− k − 2
[Yi, Yn−1] = Y2k+r+i−2, i = 1, . . . , n− r − 2k − 1
f ∼ diag(λ0, kλ0, (1 + k)λ0, (2 + k)λ0, . . . , (n− 4 + k)λ0, (n− 4 + 2k)λ0, (r − 2 + 2k)λ0),
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(c) g = Fkn,r, 1 ≤ k ≤ [n−r−42 ]
[Y0, Yi] = Yi+1, i = 1, . . . , n− 4
[Yi, Yr−i] = (−1)i−1Yn−1, i = 1, . . . , r−12
[Yi, Yn−2−i] = (−1)i−1Yn−2, i = 1, . . . , n−32
[Yi, Yn−1] = Y2k+r+i−1, i = 1, . . . , n− r − 2k − 2
f ∼ diag(λ0, (k+ 12)λ0, (k+
3
2
)λ0, (k+
5
2
)λ0, . . . , (k+
2n− 7
2
)λ0, (n+2k−3)λ0, (r+2k−1)λ0),
5. Si grg ' Tn,n−4 (n ≥ 7, n impair) alors ty(g) = 2 et
(a) g = Tn,n−4
[Y0, Yi] = Yi+1, i = 1, . . . , n− 5
[Y0, Yn−3] = Yn−2,
[Y0, Yn−1] = Yn−3,
[Yi, Yn−4−i] = (−1)i−1Yn−1, i = 1, . . . , n−52
[Yi, Yn−3−i] = (−1)i−1 n−3−2i2 Yn−3, i = 1, . . . , n−52
[Yi, Yn−2−i] = (−1)i(i− 1)n−3−i2 Yn−2, i = 2, . . . , n−32
f ∼ diag(λ0, λ1, λ0+λ1, 2λ0+λ1, . . . , (n−5)λ0+λ1, (n−5)λ0+2λ1, (n−4)λ0+2λ1, (n−6)λ0+2λ1),
(b) g = Gkn,r(α1, . . . , αt−1), 2 ≤ k ≤ n− 6, t = [n−k−22 ]
[Y0, Yi] = Yi+1, i = 1, . . . , n− 5
[Y0, Yn−3] = Yn−2,
[Y0, Yn−1] = Yn−3,
[Y1, Yn−1] = Yn−2 si k = 2
[Yi, Yn−4−i] = (−1)i−1Yn−1, i = 1, . . . , n−52
[Yi, Yn−3−i] = (−1)i−1 n−3−2i2 Yn−3, i = 1, . . . , n−52
[Yi, Yn−2−i] = (−1)i(i− 1)n−2−i2 Yn−2, i = 1, . . . , n−32 ,
[Yi, Yi+1] = αiY2i+k, i = 1, . . . , t− 1
[Yi, Yj ] = ai,jYi+j+k−1, 1 ≤ i < j < n− 2, i+ j ≤ n− k − 3
f ∼ diag(λ0, kλ0, (1+k)λ0, (2+k)λ0, . . . , (n−5+k)λ0, (n−5+2k)λ0, (n−4+2k)λ0, (n−6+2k)λ0),
6. Si grg ' Tn,n−3 (n ≥ 6, n pair) alors ty(g) = 2 et
(a) g = Tn,n−3
[Y0, Yi] = Yi+1, i = 1, . . . , n− 4
[Y0, Yn−1] = Yn−2,
[Yi, Yn−3−i] = (−1)i−1Yn−1, i = 1, . . . , n−42
[Yi, Yn−2−i] = (−1)i−1 n−2−2i2 Yn−2, i = 1, . . . , n−42
f ∼ diag(λ0, λ1, λ0 + λ1, 2λ0 + λ1, . . . , (n− 4)λ0 + λ1, (n− 4)λ0 + 2λ1, (n− 5)λ0 + 2λ1),
(b) g = Hkn,r(α1, . . . , αt−1), 2 ≤ k ≤ n− 5, t = [n−k−12 ]
[Y0, Yi] = Yi+1, i = 1, . . . , n− 4
[Y0, Yn−1] = Yn−2,
[Yi, Yn−3−i] = (−1)i−1Yn−1, i = 1, . . . , n−42
[Yi, Yn−2−i] = (−1)i−1 n−2−2i2 Yn−2, i = 1, . . . , n−42
[Yi, Yi+1] = αiY2i+k, i = 1, . . . , t− 1
[Yi, Yj ] = ai,jYi+j+k−1, 1 ≤ i < j < n− 2, i+ j ≤ n− k − 2
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f ∼ diag(λ0, kλ0, (1 + k)λ0, (2 + k)λ0, . . . , (n− 4 + k)λ0, (n− 4 + 2k)λ0, (n− 5 + 2k)λ0),
7. Si grg ' E19,5 alors g ' E19,5 et ty(g) = 2
[Y0, Yi] = Yi+1, i = 1, . . . , 4, [Y0, Y8] = Y6, [Y1, Y4] = Y8, [Y1, Y5] = 2Y6,
[Y1, Y6] = 3Y7, [Y2, Y3] = −Y8, [Y2, Y4] = −Y6, [Y2, Y8] = −3Y7,
f ∼ diag(λ0, λ1, λ0 + λ1, 2λ0 + λ1, 3λ0 + λ1, 4λ0 + λ1, 4λ0 + 2λ1, 4λ0 + 3λ1, 3λ0 + 2λ1),
8. Si grg ' E29,5 alors g ' E29,5 et ty(g) = 2
[Y0, Yi] = Yi+1, i = 1, . . . , 6 [Y0, Y8] = Y6,
[Y1, Y4] = Y8, [Y1, Y5] = 2Y6, [Y1, Y6] = Y7,
[Y2, Y3] = −Y8, [Y2, Y4] = −Y6, [Y2, Y5] = Y7,
[Y2, Y8] = −Y7, [Y3, Y4] = −2Y7,
f ∼ diag(λ0, λ0, 2λ0, 3λ0, 4λ0, 5λ0, 6λ0, 7λ0, 5λ0),
9. Si grg ' E39,5 alors g ' E39,5 et ty(g) = 2
[Y0, Yi] = Yi+1, i = 1, . . . , 4, [Y0, Y6] = Y7, [Y0, Y8] = Y6,
[Y1, Y4] = Y8, [Y1, Y5] = 2Y6,
[Y2, Y3] = −Y8, [Y2, Y4] = −Y6, [Y2, Y5] = 2Y7,
[Y3, Y4] = −3Y7,
f ∼ diag(λ0, λ1, λ0 + λ1, 2λ0 + λ1, 3λ0 + λ1, 4λ0 + λ1, 4λ0 + 2λ1, 5λ0 + 2λ1, 3λ0 + 2λ1),
10. Si grg ' E7,3 alors g ' E7,3 et ty(g) = 2
[Y0, Yi] = Yi+1, i = 1, . . . , 4 [Y0, Y6] = Y4,
[Y1, Y2] = Y6, [Y1, Y3] = Y4, [Y1, Y4] = Y5,
[Y2, Y6] = −Y5,
f ∼ diag(λ0, λ0, 2λ0, 3λ0, 4λ0, 5λ0, 3λ0).
Les parame`tres (α1, . . . , αt−1) ve´rifient les relations polynomiales de´coulant des identite´s de Jacobi et
les contantes ai,j ve´rifient le syste`me :
ai,i = 0,
ai,i+1 = αi,
ai,j = ai+1,j + ai,j+1.
Dans la de´monstration du the´ore`me, on souligne les cas ou` grg est isomorphe a` Ln−1
−→⊕C et a` grg '
Ln,r, pour les autres cas la me´thode est analogue.
De´monstration. Supposons que g est de la forme t1, alors son alge`bre gradue´e est isomorphe a` Ln−1 ⊕C
ou bien a` Qn−1 ⊕ C.
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Soit f une de´rivation diagonale de g et conside´rons {X0, X1, . . . , Xn−1} une base adapte´e de g. On peut
trouver trois vecteurs propres de f , note´s Y0, Y1, Yn−1, n’appartenant pas a` l’alge`bre de´rive´e et tels que :
Yn−1 = cn−1Xn−1 + c0X0 + c1X1 +
n−2∑
i=2
ciXi,
Y0 = an−1Xn−1 + a0X0 + a1X1 +
n−2∑
i=2
aiXi,
Y1 = bn−1Xn−1 + b0X0 + b1X1 +
n−2∑
i=2
biXi,
avec
det
 cn−1 an−1 bn−1c0 a0 b0
c1 a1 b1
 6= 0.
On peut alors choisir Y0 et Y1 de fac¸on que ∆ = det
(
a0 b0
a1 b1
)
soit non nul.
Quand grg est isomorphe a` Ln−1 ⊕ C, on pose :
Yi+1 = [Y0, Yi] = (a0b1 − a1b0)Xi+1 +
n−2∑
k=i+2
γki+1Xk, i = 1, . . . , n− 3
On en de´duit que {Y0, Y1, . . . , Yn−1} est une base de vecteurs propres de f . Si λn−1, λ0, λ1 sont les valeurs
propres de f associe´es respectivement aux vecteurs propres Yn−1, Y0, Y1, alors Yi est un vecteur propre
de f ayant comme valeur propre (i− 1)λ0 + λ1 pour i = 1, . . . , n− 2.
La matrice de changement de variables de la base adapte´e {Xn−1, X0, X1, . . . , Xn−2} a` la base de vecteurs
propres de f , {Yn−1, Y0, Y1, . . . , Yn−2}, est la suivante :
cn−1 an−1 bn−1
c0 a0 b0 0
c1 a1 b1
...
...
... ∆
...
. . .
∆

On remarque que le de´terminant de cette matrice est non nul et on calcule les crochets restants dans la
base de vecteurs propres {Yn−1, Y0, Y1, . . . , Yn−2}.
Comme [Y0, Yn−1] ∈ g3 et f est une de´rivation, on peut supposer que [Y0, Yn−1] = 0 en faisant, si
ne´cessaire, un changement de variables sur Yn−1 . Par ailleurs, [Y1, Yn−1] appartient aussi a` g3 alors :
[Y1, Yn−1] =
n−2∑
i=3
diYi
84
En imposant que f est une de´rivation, on obtient que :
[(i− 1)λ0 − λn−1]di = 0 i = 3, . . . , n− 2
Si on conside`re en plus les conditions de Jacobi on trouve les cas suivants :
a) Lorsque λn−1 = lλ0 pour un certain l ∈ {2, . . . , n− 3}, on obtient :
[Yj , Yn−1] = Yl+j−2, 1 ≤ j ≤ n− l,
[Yj , Yn−1] = 0, n− l + 1 ≤ j ≤ n− 2.
b) Si la condition ante´rieure ne se ve´rifie pas on trouve que :
[Yj , Yn−1] = 0, 1 ≤ j ≤ n− 2.
Dans ce dernier cas g est de la forme g′ ⊕ C ou` gr(g′) est isomorphe a` Ln−1 puis, en utilisant des
arguments similaires, on de´duit que g′ est isomorphe a` Ln−1 ou bien elle est du type Akn−1. Par contre,
dans le premier cas on obtient que g est l’une des formes Ln−1
−→⊕ lC ou Akn−1(α1, . . . , αt−1)−→⊕ lC, pre´cise´es
dans l’e´nonce´ du the´ore`me.
Quand grg est isomorphe a` Qn−1⊕C, le meˆme changement de variables et une de´monstration analogue
nous permettent de de´duire les re´sultats.
Supposons maintenant que g est de la forme tr avec r ∈ {3, . . . , n−2}. Si f est une de´rivation diagonale
de g et {X0, X1, . . . , Xn−1} une base adapte´e alors on peut trouver deux vecteurs propres de f , de´note´s
par Y0 et Y1, qui n’appartiennent pas a` l’alge`bre de´rive´e et ve´rifiant :
Y0 = a0X0 + a1X1 +
n−1∑
i=2
aiXi,
Y1 = b0X0 + b1X1 +
n−1∑
i=2
biXi,
avec
∆ = det
(
a0 b0
a1 b1
)
6= 0.
On peut supposer que a0 = 1.
Quand grg est isomorphe a` Ln,r, on pose :
Yi+1 = [Y0, Yi] i = 1, . . . , n− 3
Yn−1 = [Y1, Yr−1]
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et donc :
Yi = ∆Xi +
n−1∑
k=i+1
γki Xk, i = 2, . . . , r − 1,
Yi = ∆Xi +
n−2∑
k=i+1
γki Xk, i = r + 1, . . . , n− 2,
Yr = ∆(Xr + a1Xn−1) +
n−2∑
k=r+1
γkrXk,
Yn−1 = ∆(b0Xr + b1Xn−1) +
n−2∑
k=r+1
γkrXk.
La matrice de changement de la base de {X0, X1, . . . , Xr−1, Xr, Xn−1, Xr+1, . . . , Xn−2} a` la base
{Y0, Y1, . . . , Yr−1, Yr, Yn−1, Yr+1, . . . , Yn−2} est la suivante :
1 b0
a1 b1 0
...
... ∆
...
. . .
∆ ∆b0
∆a1 ∆b1
...
... ∆
...
. . .
∆

{Y0, Y1, . . . , Yn−1} est une base de vecteurs propres de f , si λ0 et λ1 repre´sentent respectivement les
valeurs propres associe´es aux vecteurs Y0 et Y1 alors, dans cette base, f est de la forme :
f ∼ diag(λ0, λ1, λ0 + λ1, 2λ0 + λ1, . . . , (n− 3)λ0 + λ1, (r − 2)λ0 + 2λ1)
On calcule les crochets dans cette nouvelle base :
[Y0, Yn−2] = 0,
[Y0, Yn−1] =
{
∆b0Yr+1 +
∑n−2
k=2 ckYr+k si r 6= n− 2
0 si r = n− 2 .
Si r 6= n− 2, on impose que f est une de´rivation :
f([Y0, Yn−1]) = [(r − 1)λ0 + 2λ1][Y0, Yn−1]⇒
{
b0(λ1 − λ0) = 0
ck(λ1 − kλ0) = 0 pour k = 2, . . . , n− r − 2
Si 2 ≤ i ≤ r − 1 :
[Y1, Yi] = b0Yi+1 +
n−i−1∑
k=2
dkYi+k ⇒
 b0(λ1 − λ0) = 0dk(λ1 − kλ0) = 0 pour k = 2, . . . , n− i− 2
dn−i−1λ0 = 0
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Si r ≤ i ≤ n− 3 :
[Y1, Yi] = b0Yi+1 +
n−i−2∑
k=2
dkYi+k ⇒
{
b0(λ1 − λ0) = 0
dk(λ1 − kλ0) = 0 pour k = 2, . . . , n− i− 2
[Y1, Yn−2] = 0
[Y1, Yn−1] = b20Yr+1 +
n−r−1∑
l=3
elYl+r−1 ⇒
{
b0(λ1 − λ0) = 0
dl(2λ1 − lλ0) = 0 pour l = 3, . . . , n− r − 1
Si 2 ≤ i ≤ r−12 :
[Yi, Yr−i] = (−1)i−1(Yn−1 − b0Yr) +
n−r−1∑
k=2
gkYr+k−1 ⇒
{
b0(λ1 − λ0) = 0
gk(λ1 − kλ0) = 0 pour k = 2, . . . , n− r − 1
Si 1 < i < j < n− 1 et i+ j ≤ r − 1 :
[Yi, Yj ] =
n−i−j∑
k=2
hkYk+i+j−1 ⇒
{
hk(λ1 − kλ0) = 0 pour k = 2, . . . , n− i− j − 1
hn−i−jλ0 = 0
Si 1 < i < j < n− 1 et i+ j ≥ r + 1 :
[Yi, Yj ] =
n−i−j−1∑
k=2
hkYk+i+j−1 ⇒ hk(λ1 − kλ0) = 0 pour k = 2, . . . , n− i− j − 1
Si 1 < i < n− 1 :
[Yi, Yn−1] =
n−i−r∑
l=3
plYl+i+r−2 ⇒ pl(2λ1 − lλ0) = 0 pour l = 3, . . . , n− i− r
Ces calculs nous font envisager diffe´rentes possibilite´s, en conside´rant, en plus, les conditions de Jacobi.
1. Si λ1 = λ0, il suffit de faire le changement de variables Y1 → Y1 − b0Y0, Yn−1 → Yn−1 − b0Yr pour
trouver l’alge`bre Ln,r
2. Si λ0 = 0, on peut supposer λ1 = 1 et il existe un changement de variables avec lequel on obtient
l’alge`bre Ln,r.
3. Si λ1 = kλ0 avec 2 ≤ k ≤ n− 4, on obtient une alge`bre du type Ckn,r(α1, . . . , αt−1) ou` t = [n−k2 ].
4. Si 2λ1 = (2k + 1)λ0 avec 1 ≤ k ≤ [n−r−22 ], on obtient une alge`bre du type g = Dkn,r.
Dans le reste des cas, le meˆme changement de variables nous permet d’obtenir les familles d’alge`bres
de´crites dans le the´ore`me 15.
Remarque. Sauf isomorphisme, il y a seulement deux alge`bres quasi-filiformes de rang 3, respectivement
isomorphes a` Ln−1 ⊕ C et a` Qn−1 ⊕ C.
Les alge`bres quasi-filiformes de rang 2 sont Ln,r, Qn,r, Tn,n−4, Tn,n−3, E19,5, E
3
9,5 ou bien de la forme
1b, 1c, 2b, 2c, 2f, 2g d’apre`s la terminologie du the´ore`me 15.
Les alge`bres quasi-filiformes de rang 1 sont E29,5, E7,3 ou bien correspondent a` l’une des alge`bres du
type 1d, 2d, 2e, 3b, 3c, 4b, 4c, 5b, 6b de´crites dans le the´ore`me 15.
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Chapitre 8
Sur les alge`bres de Lie
quasi-filiformes comple´tables
8.1 Introduction
La comple´tude d’une alge`bre de Lie, e´tant une proprie´te´ de´duite de la structure des de´rivations,
constitue un invariant d’inte´reˆt pour l’e´tude du comportement d’une classe d’isomorphismes par rapport
aux de´formations et contractions. Bien que la notion d’alge`bre de Lie comple`te euˆt e´te´ introduite en 1951
dans le contexte de la the´orie d’alge`bres sous-invariantes de Schenckman [47], Jacobson fut le premier a`
donner une de´finition formelle dans les anne´es 60, en utilisant des outils cohomologiques.
Par la suite, de nombreux auteurs se sont inte´resse´s a` l’e´tude des alge`bres de Lie comple`tes. Favre a
e´tudie´ les alge`bres de Lie comple`tes par rapport a` leur nilradical [25], tandis que Carles a analyse´ la suite
croissante des alge`bres de Lie de de´rivations [18]. Plus re´cemment, Zhu et Meng ont e´tudie´ la comple´tude
des alge`bres de Lie re´solubles de rang maximal [52] et non-maximal [53].
De´finition 20 Une alge`bre de Lie g est dite comple`te si
1. le centre de g est nul, Z(g) = {0}
2. toutes ses de´rivations sont inte´rieures, c’est-a`-dire, Der(g) = ad(g).
Soit g une alge`bre de Lie et Hn(g, g) son n-ie`me groupe de cohomologie. Rappelons que H0(g, g) = Z(g).
De plus, l’ensemble des cocycles Z1(g, g) correspond a` l’ensemble des de´rivations de g et l’ensemble des
cobords B1(g, g) correspond a` l’ensemble des de´rivations inte´rieures. On en de´duit que l’alge`bre de Lie g
est comple`te si et seulement si H0(g, g) = H1(g, g) = {0} .
L’e´tude du deuxie`me groupe de cohomologie est lie´e a` celle des de´formations. Si l’alge`bre de Lie g est
donne´e par les crochets [, ], une de´formation formelle de g est de´finie par la se´rie formelle :
φt(X,Y ) = [X,Y ]t = F0(X,Y ) + F1(X,Y )t+ . . . , ∀X,Y ∈ g
avec F0(X,Y ) = [X,Y ], ∀X,Y ∈ g.
En imposant la condition de Jacobi sur [, ]t, on en de´duit que F1 ∈ Z2(g, g). Ainsi, a` chaque de´formation on
peut faire correspondre un 2-cocycle. Les de´formations infinite´simales sont celles qui ve´rifient la condition
de Jacobi jusqu’au premier ordre et s’identifient aux e´le´ments de Z2(g, g).
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Par ailleurs, on dit que deux de´formations φt et φ′t de g sont e´quivalentes s’il existe une se´rie formelle
g(t) =
∑∞
p=0Gpt
p avec Gp ∈ GL(n,C) telle que
φt(X,Y ) = (g(t)φ′t)(g(t)
−1X, g(t)−1Y ), ∀X,Y ∈ g.
Si deux de´formations sont e´quivalentes alors les 2-cocycles correspondants sont e´gaux modulo B2(g, g),
la re´ciproque e´tant vraie aussi pour les de´formations line´aires [44].
Soit n une alge`bre de Lie nilpotente de dimension finie sur C et Der(n) son alge`bre de de´rivations. Un
tore t sur n est une sous-alge`bre commutative de Der(n) forme´e par des endomorphismes semi-simples.
Il est clair que n se de´compose de la fac¸on suivante
n =
∑
α∈t∗
nα
ou` t∗ repre´sente l’espace dual de t et nα = {X ∈ n | [f,X] = α(f)X, ∀f ∈ t}. Lorsque t est un tore
maximal par rapport a` l’inclusion, l’ensemble ∆ = {α ∈ t∗ | nα > 0} est un syste`me de poids de n [24].
Si t et t′ sont deux tores maximaux, ils sont conjugue´s par automorphismes, c’est-a`-dire, il existe un
automorphisme θ ∈ Aut(n) tel que θtθ−1 = t′. Le rang d’un tore maximal est donc un invariant de n
que l’on appelle le rang de n. Par ailleurs, le type de n, note´ par ty(n), est la dimension du quotient
H1(g,C) = n/[n, n]. On montre que le rang de n est toujours majore´ par son type [24]. L’alge`bre de Lie
n est de rang maximal si le rang et le type sont e´gaux.
Soit t un tore maximal , on de´finit g = t−→⊕n comme :
[f1 + x1, f2 + x2] = f1(x2)− f2(x1) + [x1, x2] ∀f1, f2 ∈ t, ∀x1, x2 ∈ n
L’ alge`bre de Lie g est alors re´soluble et t est une sous-alge`bre de Cartan de g. On dira que le rang de g
est celui de n et que g est de rang maximal si n l’est aussi.
The´ore`me 16 [52] Si g est une alge`bre de Lie re´soluble comple`te, elle se de´compose de la fac¸on h−→⊕n, n
e´tant le nilradical et h une sous-alge`bre isomorphe a` un tore maximal de n. De plus, h est une sous-alge`bre
de Cartan de g.
De´finition 21 Une alge`bre de Lie nilpotente n est comple´table lorsque la somme semi-directe h−→⊕n, h
e´tant un tore maximal de n, est comple`te.
Les alge`bres nilpotentes les plus e´tudie´es sont les filiformes.
8.2 Alge`bres de Lie quasi-filiformes comple´tables
De la classification des alge`bres de Lie quasi-filiformes de rang non nul du the´ore`me 15, on obtient
celles qui sont de rang maximal.
Corollaire 6 Soit g une alge`bre de Lie quasi-filiforme de rang non nul. L’alge`bre g est de rang maximal
si et seulement si elle est isomorphe a` l’une des alge`bres suivantes : g = Ln−1
−→⊕C, g = Qn−1−→⊕C, Ln,r,
Qn,r, Tn,n−4, Tn,n−3, E19,5 ou bien E
3
9,5.
Les deux the´ore`mes ci-dessous nous donnent des conditions suffisantes pour la comple´tude d’une
alge`bre de Lie.
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The´ore`me 17 Soit n une alge`bre de Lie nilpotente de rang maximal et h un tore maximal de n. Alors
l’alge`bre g = h−→⊕n est comple`te.
The´ore`me 18 Soient g une alge`bre de Lie et h une sous-alge`bre de Cartan qui ve´rifient les conditions
suivantes :
1. h est abe´lienne.
2. g se de´compose de la fac¸on h⊕∑α∈∆ gα avec ∆ ⊂ h∗ − {0}.
3. Il existe un syste`me de ge´ne´rateurs {α1, .., αl} ⊆ ∆ de h∗ tel que dim gαj = 1 pour 1 ≤ j ≤ l.
4. Soit {α1, .., αr} une base de h∗. Pour r + 1 ≤ s ≤ l, on a :
αs =
t∑
i=1
kisαji −
r∑
i=1+t
kisαji
ou` kis ∈ N ∪ {0}, (j1, .., jr) est une permutation de (1, .., r),et il existe une formule
[xj1 , .., xj1︸ ︷︷ ︸
k1s
, ..xjt , .., xjt︸ ︷︷ ︸,
kts
..., xkm ]
= [xjt+1, .., xjt+1︸ ︷︷ ︸
kt+1s
, ..xjr , .., xjr︸ ︷︷ ︸, xs, xk1
krs
..., xkm ]
l’ordre de calcul des crochets n’ayant pas d’importance, 0 6= xj ∈ gαj et m 6= 0 si t = r.
Alors g est une alge`bre de Lie comple`te.
Ces the´ore`mes sont de´montre´s dans les articles [52] et [53].
The´ore`me 19 Toute alge`bre de Lie quasi-filiforme de rang non nul est comple´table.
De´monstration. Soit n une alge`bre de Lie quasi-filiforme de rang non nul, elle est donc isomorphe a` l’une
des alge`bres du the´ore`me 15. On conside`re la somme semi-directe g = h−→⊕n ou` h est un tore maximal
associe´ a` n.
Quand n est isomorphe a` E29,5 ou bien a` E7,3, par le calcul des deux premiers groupes de cohomologie,
on ve´rifie que g est comple`te et donc n est comple´table.
Si n est isomorphe a` Ln−1 ⊕ C, Qn−1 ⊕ C, Ln,r, Qn,r, Tn,n−4, Tn,n−3, E19,5 ou bien a` E39,5, n est de rang
maximal et d’apre`s le the´ore`me 17, g est comple`te.
Si n ' Akn−1(α1, . . . , αt−1)⊕C, g se de´compose alors en somme directe g = g1⊕g2, ou` g1 = Akn−1(α1, . . . ,
αt−1)
−→⊕ t , t e´tant un tore maximal de Akn−1(α1, . . . , αt−1) et g2 l’alge`bre non-abe´lienne de dimension 2.
Dans [3], on de´montre que g1 est comple`te et comme H0(g2, g2) = H1(g2, g2) = 0, il en re´sulte que g est
comple`te.
De fac¸on analogue, on prouve la comple´tude de g lorsque n est isomorphe a` Bkn−1(α1, . . . , αt−1)⊕ C.
Si n ' Dkn,r, ∆ = {α0 = 2λ0, (αj = (2k + 2j − 1)λ0)1≤j≤n−2, αn−1 = 2(r − 1 + 2k)λ0} est un syste`me de
poids de n. Les deux premie`res conditions du the´ore`me 18 se ve´rifient et d’apre`s le lemme 2.3 de [53]
Der(g) = D0 + ad(g)
ou` D0 = {φ ∈ Der(g)/φ(h) = 0∀h ∈ h}. Pour prouver que g est comple`te, il suffit de voir que D0 ⊆ ad(g).
Soit D ∈ D0, pour tout Xi ∈ gαi(0 ≤ i ≤ n− 1) et h ∈ h, on a :
[h,D(Xi)] = [h,D(Xi)] + [D(h), Xi] = D([h,Xi]) = αi(h)D(Xi).
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Comme dimgαi = 1, D(Yi) = diYi pour 0 ≤ i ≤ n− 1. A partir des crochets
[Y0, Yi] = Yi+1, i = 1, . . . , n− 3
[Y1, Yn−1] = Y2k+r, [Y1, Yr−1] = Yn−1,
on obtient les relations
di = d0 + (i− 1)d1 ∀i ∈ {1, . . . , n− 2}, dn−1 = (2k + r − 1)d0, 2d1 = (2k + 1)d0.
On en de´duit que D est une de´rivation inte´rieure de g. De meˆme, on de´montre que g est comple`te lorsque
n ' Fkn,r.
Supposons maintenant que n ' Ln−1−→⊕ lC, ∆ = {λ0, λ1, (jλ0 + λ1)0≤j≤n−3, lλ0} est un syste`me de poids
de n. Les trois premie`res conditions du the´ore`me 18 se ve´rifient clairement, quant a` la quatrie`me, il suffit
de remarquer que :
[
j︷ ︸︸ ︷
Y0, [Y0, . . . [Y0, Y1]]] = Yj+1 1 ≤ j ≤ n− 3
[
l︷ ︸︸ ︷
Y0, [Y0, . . . [Y0, Yi]]] = Yi+l = [−Yn−1, Yi] 1 ≤ i ≤ n− l
Ainsi, le the´ore`me 18 nous donne la comple´tude de g.
Pour les cas restants, on de´montre de la meˆme fac¸on que g est comple`te et on en conclut que n est
comple´table.
8.3 Sur le deuxie`me groupe de cohomologie des alge`bres de Lie
ayant un nilradical quasi-filiforme
Nous avons vu que pour toute alge`bre de Lie quasi-filiforme n, l’alge`bre g = h−→⊕n, h e´tant un tore
maximal associe´ a` n, est comple`te et donc H0(g, g) = H1(g, g) = {0}. Nous nous demandons ce qu’il en
est du deuxie`me groupe de coholomogie.
Comme dans [3], nous conside´rons la famille d’alge`bres n = Akn−1(α1, . . . , αt−1) ⊕ C avec t = [n−k2 ] et
2 ≤ k ≤ n− 4 de´finie par
[Y0, Yi] = Yi+1, 1 ≤ i ≤ n− 3,
[Yi, Yi+1] = αiY2i+k, 1 ≤ i ≤ t− 1,
[Yi, Yj ] = ai,jYi+j+k−1, 1 ≤ i < j, i+ j ≤ n− k − 1,
ou`
ai,i = 0, ai,i+1 = αi, ai,j = ai+1,j + ai,j+1. (8.1)
Si α1 est non-nul, on peut prendre α1 = 1 et les parame`tres α2, . . . , αt−1 distinguent les classes d’isomor-
phismes de la famille. Pour chaque l ∈ {2, . . . , t−1}, l’alge`bre Akn−1(1, 0, . . . , αl, . . . , 0) est une de´formation
line´aire de Akn−1(1, 0, . . . , 0) qui correspond au 2-cocycle suivant :
F l1(Xi, Xj) = γ
l
i,jXi+j+k−1
Les coefficients γli,j sont donne´s par les relations ai,j =
∑t−1
l=1 γ
l
i,jαl qui de´coulent des e´quations (8.1).
Toutes ces de´formations e´tant non-e´quivalentes, on trouve t − 2 e´le´ments de Z2(g, g) non-e´quivalents
modulo B2(g, g) ou` g = h−→⊕(Akn−1(1, 0, . . . , 0)⊕ C). On en conclut que dimH2(g, g) ≥ t− 2.
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Proposition 20 Pour tout m ∈ N+, il existe une alge`bre de Lie g comple`te dont le nilradical est quasi-
filiforme et telle que dimH2 (g, g) ≥ m.
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Chapitre 9
Structures complexes sur les
alge`bres de Lie quasi-filiformes
9.1 Structures complexes ge´ne´ralise´es sur une alge`bre de Lie
9.1.1 De´finitions et lien avec les Structures Complexes
La notion de structure complexe est de´finie dans le cadre ge´ne´ral des varie´te´s diffe´rentiables. Dans
ce travail, nous allons nous inte´resser essentiellement au cas des structures complexes ge´ne´ralise´es inva-
riantes a` gauche sur un groupe de Lie. La de´finition est alors de nature purement alge´brique et s’exprime
uniquement en termes d’alge`bres de Lie. C’est dans ce cadre que nous allons rappeler cette de´finition.
Soit g une alge`bre de Lie re´elle de dimension 2n. Notons par g∗ l’espace vectoriel dual qui s’identifie a`
l’espace des formes diffe´rentielles de degre´ 1 invariantes a` gauche sur un groupe de Lie connexe d’alge`bre
de Lie g. Il existe donc sur g∗ une notion de diffe´rentielle exte´rieure. Par exemple, si α ∈ g∗, alors
dα ∈ Λ2(g∗) et est donne´e par dα(X,Y ) = −α[X,Y ] ou` [, ] est le crochet de g. Sur l’espace vectoriel
g⊕ g∗, on de´finit une multiplication, appele´e crochet de Courant, par :
[X + ξ, Y + η]c = [X,Y ] + LXη − LY ξ − 12d(IXη − IY ξ).
pour tout X,Y ∈ g, ξ, η ∈ g∗ et IXη de´signe le produit inte´rieur de X sur η. Cette ope´ration est
antisyme´trique et ve´rifie l’identite´ de Jacobi (notons que dans le cadre ge´ne´ral des varie´te´s diffe´rentiables,
ce crochet se de´finit sur la somme du fibre´ tangent et du fibre´ exte´rieur, mais ce crochet ne ve´rifie pas
ne´cessairement l’identite´ de Jacobi). Ainsi g ⊕ g∗, muni du crochet de Courant, est une alge`bre de Lie
re´elle de dimension 4n. Cette alge`bre de Lie est une alge`bre de Lie quadratique. En effet il existe aussi
un produit scalaire donne´ par :
〈X + ξ, Y + η〉 = 1
2
(ξ(Y ) + η(X)).
De´finition 22 Soit g une alge`bre de Lie re´elle de dimension paire 2n. Une structure complexe ge´ne´ralise´e
sur g est un endomorphisme line´aire J de g⊕ g∗ tel que :
1. J 2 = −Id,
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2. J est orthogonal pour le produit scalaire 〈 , 〉, c’est-a`-dire :
〈J (X + ξ),J (Y + η)〉 = 〈X + ξ, Y + η〉 ∀X,Y ∈ χ(M) ∀ξ, η ∈ χ∗(M),
3. Si L est l’espace propre de J correspondant a` la valeur propre +i, alors L doit eˆtre involutif par
rapport au crochet de Courant, c’est-a`-dire [L,L]c ⊂ L.
Remarquons que le produit scalaire est de signature (2n, 2n). La sous-alge`bre L de h est un espace isotrope
puisque
〈X + ξ, Y + η〉 = 0
pour tout X + ξ, Y + η ∈ L. Comme il est de dimension 2n, il est maximal isotrope. Conside´rons sa
projection sur g. On notera par k la codimension de la projection de L sur g. Il est clair que
0 ≤ k ≤ n.
De´finition 23 Si k est la codimension de la projection de L sur g, on dit que la structure complexe
ge´ne´ralise´e J est de type k.
Exemples
1. Soit g une alge`bre de Lie re´elle de dimension 2n munie d’une structure complexe (classique) que
nous noterons J :
J : g→ g
et cette application ve´rifie
J2 = −Id
et la condition de Nijenhuis
N(J)(X,Y ) = 0
pour tout X,Y ∈ g. Cette structure permet de de´finir une structure complexe ge´ne´ralise´e
JJ : g⊕ g∗ → g⊕ g∗
en posant
JJ(X + ξ) = −J(X) + J∗(ξ) ∀X ∈ g ∀ξ ∈ g∗.
Il est facile de ve´rifier que J 2J = −Id et l’orthogonalite´ de JJ . Si on note par T+ et T− les espaces propres
de J associe´s aux valeurs propres +i et −i alors le +i-espace propre de JJ est :
L = T− ⊕ (T+)∗
On constate que l’involutivite´ de L par rapport au crochet de Courant est e´quivalente a` ce que T−
soit une sous-alge`bre de g. Cette structure ge´ne´ralise´e est donc de type n.
2. Soit g une alge`bre de Lie re´elle de dimension 2n munie d’une forme symplectique ω, c’est-a`-dire
d’une forme de degre´ 2 antisyme´trique ve´rifiant{
ωn = ω ∧ ω · · · ∧ ω 6= 0
dω(X,Y, Z) = ω([X,Y ], Z) + ω([Y, Z], X) + ω([Z,X], Y ) = 0 (9.1)
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Une telle forme induit un isomorphisme, toujours note´ ω :
ω : g −→ g∗
donne´ par ω(X) = IXω. On de´finit alors la structure complexe ge´ne´ralise´e
Jω : g⊕ g∗ → g⊕ g∗
de la fac¸on suivante :
Jω(X + ξ) = ω(X) + ω−1(ξ) ∀X ∈ g ∀ξ ∈ g∗.
Il s’agit d’une structure complexe ge´ne´ralise´e du type 0 puisque son +i-espace propre est
L = {X − i IXω : X ∈ g⊗ C}.
Nous avons, ci-dessus, donne´ les deux cas extreˆmes de structures complexes ge´ne´ralise´es. En ge´ne´ral,
d’apre`s [32], toute structure complexe ge´ne´ralise´e du type k peut s’e´crire comme une somme directe d’une
structure complexe de dimension k et d’une structure symplectique de dimension 2n− 2k. On en de´duit
que toute structure de type 0 est de´finie a` partir d’une structure complexe sur g et que toute structure
de type n est donne´e par une forme symplectique sur g.
9.1.2 Approche Spinorielle
Soit T l’alge`bre tensorielle de g⊕ g∗ et I l’ideal engendre´ par les e´le´ments de la forme {X + ξ ⊗X +
ξ − 〈X + ξ,X + ξ〉.1 : X + ξ ∈ g ⊕ g∗}. L’espace quotient C = T/I est l’alge`bre de Clifford de g ⊕ g∗
associe´e au produit scalaire 〈 , 〉. Comme C est une alge`bre associative simple, toutes les repre´sentations
irre´ductibles de C sont e´quivalentes. Par de´finition, une repre´sentation spinorielle φ : C → EndR(S) est
une repre´sentation simple de C sur S et l’espace S est appele´ l’espace des spineurs.
Dore´navant, on conside´rera S = ∧g∗ avec la repre´sentation spinorielle de´finie par l’action de Clifford
suivante :
◦ : g⊕ g∗ × ∧g∗ → ∧g∗
(X + ξ, ρ) 7→ (X + ξ) ◦ ρ = iXρ+ ξ ∧ ρ.
Soit ρ ∈ ∧g∗ un spineur non-nul. On de´finit l’ensemble Lρ ⊂ g⊕ g∗ par :
Lρ = {X + ξ ∈ g⊕ g∗ : (X + ξ) ◦ ρ = 0}.
On constate que Lρ est un espace isotrope. On dit que ρ est un spineur pur si Lρ est maximal isotrope.
Re´ciproquement, si L est un espace maximal isotrope, on peut conside´rer l’ensemble UL des spineurs
purs ρ tels que L = Lρ. Dans le cas particulier ou` L est le +i-espace propre d’une structure complexe
ge´ne´ralise´e, on peut alors prouver que l’ensemble UL est une droite engendre´e par le spineur pur :
ρ = Ω eB+iω
ou` B,ω sont des 2-formes re´elles et Ω = θ1 ∧ · · · ∧ θk, ou` θ1, . . . , θk sont des formes complexes. De plus,
on de´duit de [21] (proposition III.2.3) que L ∩ L = {0} si et seulement si :
ω2n−2k ∧ Ω ∧ Ω 6= 0, (9.2)
L e´tant le +i-espace propre de la structure complexe ge´ne´ralise´e. Dans [32], on de´montre aussi que la
condition d’involutivite´ sur L est e´quivalente a` la condition d’inte´grabilite´ suivante :
∃X + ξ ∈ g⊕ g∗ / dρ = (X + ξ) ◦ ρ. (9.3)
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9.1.3 Cas des alge`bres de Lie nilpotentes
On conside`re une alge`bre de Lie re´elle nilpotente de dimension paire g. La suite centrale descendante
est donne´e par :
g0 = g,
gi =
[
gi−1, g
]
.
On note m l’indice de nilpotence de g. Dans g∗, on conside`re la suite croissante des sous-espaces Vi ou`
les Vi sont des annulateurs des gi, c’est-a`-dire :{
V0 = {0}
Vi =
{
ϕ ∈ g∗\ ϕ(X) = 0 , ∀X ∈ gi} .
Il est clair que Vm = g∗. Notons la de´finition e´quivalente
Vi = {ϕ ∈ g∗\ IXdϕ ∈ Vi−1 , ∀X ∈ g} .
De´finition 24 Soit α une p-forme sur g. Le degre´ de nilpotence de α, note´ par nil(α), est le plus petit
entier i tel que α ∈ ∧pVi.
Supposons que g soit munie d’une structure complexe ge´ne´ralise´e du type k. On peut ordonner les
formes {θ1, . . . , θk} par leur degre´ de nilpotence et les choisir de fac¸on que {θj : nil(θj) > i} soient
line´airement inde´pendantes modulo Vi. On montre dans [19] qu’il existe une de´composition Ω = θ1∧· · ·∧θk
telle que :
a) nil(θi) ≤ nil(θj) si i < j,
b) pour chaque i, les formes {θj : nil(θj) > i} sont line´airement inde´pendantes modulo Vi.
Une telle de´composition sera dite approprie´e.
The´ore`me 20 Si g est une alge`bre de Lie nilpotente munie d’une structure complexe ge´ne´ralise´e, le
spineur pur ρ correspondant est une forme ferme´e.
On en de´duit
Corollaire 7 Si on choisit une de´composition approprie´e pour Ω, alors
a) dθi ∈ I({θj : nil(θj) < nil(θj)}). En particulier
dθi ∈ I(θ1 . . . θi−1).
b) Si dim(Vj+1Vj ) = 1 alors, ou bien il existe un θi de degre´ de nilpotence j ou bien il n’en n’existe pas
de degre´ j + 1.
Remarque. Suppposons qu’il existe un certain j > 0 a` partir duquel :
dim(
Vi+1
Vi
) = 1 ∀i ≥ j;
S’il n’y a pas de θi de degre´ s ≥ j alors, en utilisant le re´sultat pre´ce´dent, on de´duit qu’il n’en n’existe pas
pour tous les degre´s supe´rieurs a` s. Ceci nous permet de donner une majoration des degre´s de nilpotence.
Du corollaire 7, on de´duit nil(θ1) = 1. Si j > 1, on a alors nil(θ2) ≤ j. En effet, dans le cas contraire
il n’existerait pas de θi de degre´ j et donc de degre´ supe´rieur ce qui nous me`nerait a` une contradiction
car nil(θ2) > j. Par induction, on peut e´galement de´montrer que nil(θi) ≤ j + i − 2. Si j = 1, par un
raisonnement analogue on obtient nil(θi) ≤ i.
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The´ore`me 21 Soit g une alge`bre de Lie re´elle nilpotente de dimension 2n munie d’une structure com-
plexe ge´ne´ralise´e du type k > 1. S’il existe un entier j > 0 tel que :
dim(
Vi+1
Vi
) = 1 , ∀i ≥ j
alors k est majore´ par :
k ≤
{
2n− nil(g) + j − 2 si j > 1
2n− nil(g) si j = 1.
De´monstration. Supposons j > 1. D’apre`s la remarque pre´ce´dente, nil(θk) ≤ j + k − 2. Alors tous les
θ1 . . . θk appartiennent a` Vj+k−2. Comme Ω ∧ Ω 6= 0 , on a
dimVj+k−2 ≥ 2k.
Par ailleurs, dim Vj+k−2 = 2n−dim ( g
∗
Vj+k−2
) et de plus
g∗
Vj+k−2
' Vnil(g)
Vnil(g)−1
⊕ · · · ⊕ Vj+k−1
Vj+k−2
,
donc la dimension de Vj+k−2 est e´gale a` 2n−nil(g)+ j+k−2. En remplac¸ant dans l’ine´quation ci-dessus,
on obtient finalement :
k ≤ 2n− nil(g) + j − 2.
Pour j = 1, on proce`de de la meˆme fac¸on en prenant nil(θk) ≤ k.
Remarque : Application au cas filiforme. Si g est filiforme, ce the´ore`me permet de retrouver le
re´sultat de [30]. En effet m = 2n−1, j = 1 et donc k < 2. Il n’existe donc pas de structure de type n sauf
si n = 1 mais dans ce cas l’alge`bre est abe´lienne. Nous allons maintenant regarder le cas quasi-filiforme
donne´ par m = 2n− 2.
9.2 Etude des structures complexes sur les alge`bres quasi-filiformes
9.2.1 Classification des alge`bres quasi-filiformes gradue´es
La proposition suivante nous donne la classification des alge`bres de Lie re´elles de dimension paire qui
sont quasi-filiformes et naturellement gradue´es.
Proposition 21 Soit g une alge`bre de Lie quasi-filiforme gradue´e naturellement de dimension 2n et de
la forme tr ou` r ∈ {1, . . . , 2n− 2}. Il existe alors une base homoge`ne {X0, X1, X2, . . . , X2n−1} de g avec
X0 et X1 dans W1, Xi ∈Wi pour i ∈ {2, . . . , 2n−2} et X2n−1 ∈Wr dans laquelle g est l’une des alge`bres
de´crites ci-dessous.
1. Si g est de la forme t1
L2n−1 ⊕ R (n ≥ 2)
[X0, Xi] = Xi+1, 1 ≤ i ≤ 2n− 3.
2. Si g est de la forme tr ou` r ∈ {2, . . . , 2n− 2}
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(a) L2n,r; n ≥ 3, r impair, 3 ≤ r ≤ 2n− 3
[X0, Xi] = Xi+1, i = 1, . . . , 2n− 3
[Xi, Xr−i] = (−1)i−1X2n−1, i = 1, . . . , r−12
(b) T2n,2n−3; n ≥ 3
[X0, Xi] = Xi+1, i = 1, . . . , 2n− 4
[X0, X2n−1] = X2n−2,
[Xi, X2n−3−i] = (−1)i−1X2n−1, i = 1, . . . , n− 2
[Xi, X2n−2−i] = (−1)i−1(n− 1− i)X2n−2, i = 1, . . . , n− 2
(c) N6,3
[X0, Xi] = Xi+1, i = 1, 2, 3
[X1, X2] = X5,
[X1, X5] = X4,
Les crochets non e´crits e´tants nuls, excepte´s ceux qui de´coulent de l’antisyme´trie.
Pour obtenir cette classification, il suffit de reprendre celle qui a e´te´ faite dans cas complexe [27] et [26].
Par exemple, si g est une alge`bre quasi-filiforme de la forme t3 et de dimension 6, il existe une base
{X0, X1, . . . , X5} telle que
[X0, Xi] = Xi+1, i = 1, 2, 3,
[X1, X3] = bX4,
[X1, X2] = bX3 −X5,
[X5, X1] = aX4.
Quand a = b = 0, g est isomorphe a` l’alge`bre L6,3. Dans le cas contraire, on conside`re le changement de
bases
Y0 = αX0, Y1 = βX1 +X0, Y2 = αβX2, Y3 = α2βX3, Y4 = α3βX4, Y5 = −αβ2X5
avec β =
 −
1
b−
√
|a| si b 6=
√|a|
− 1
2
√
|a| si b =
√|a| et α = bβ + 1. Les crochets sont alors donne´s par
[Y0, Yi] = Yi+1, i = 1, 2, 3,
[Y1, Y3] = Y4,
[Y1, Y2] = Y3 + Y5,
[Y5, Y1] = δY4, δ = ±1.
En faisant un deuxie`me changement de base, on voit que g correspond aux alge´bres T6,3 pour δ = 1 et
N6,3 pour δ = −1. Notons que dans le cas complexe, les alge`bres T6,3 et N6,3 sont isomorphes. Au dela`
de la dimension 6, le proce´de´ de construction dans le cas complexe donne la classification re´elle.
Corollaire 8 Soit g une alge`bre de Lie quasi-filiforme de dimension 2n . Il existe une base {X0, X1, X2, . . . ,
X2n−1} de g telle que :
1. Si grg ' L2n−1 ⊕ R (n ≥ 2),
[X0, Xi] = Xi+1, 1 ≤ i ≤ 2n− 3,
[Xi, Xj ] =
∑2n−2
k=i+j+1 C
k
i,jXk, 1 ≤ i < j ≤ 2n− 3− i,
[Xi, X2n−1] =
∑2n−2
k=i+2 C
k
i,2n−1Xk, 1 ≤ i ≤ 2n− 4,
98
2. Si grg ' L2n,r n ≥ 3, r impair, 3 ≤ r ≤ 2n− 3,
[X0, Xi] = Xi+1, i = 1, . . . , 2n− 3
[X0, X2n−1] =
∑2n−2
k=r+2 C
k
0,2n−1Xk,
[Xi, Xj ] =
∑2n−1
k=i+j+1 C
k
i,jXk, 1 ≤ i < j ≤ r − i− 1,
[Xi, Xj ] =
∑2n−2
k=i+j+1 C
k
i,jXk, 1 ≤ i < j ≤ 2n− 3− i, r < i+ j,
[Xi, X2n−1] =
∑2n−2
k=r+i+1 C
k
i,2n−1Xk, 1 ≤ i ≤ 2n− 3− r,
[X1, Xr−1] = X2n−1,
[Xi, Xr−i] = (−1)(i−1)X2n−1 +
∑2n−2
k=r+1 C
k
i,r−iXk, 2 ≤ i ≤ r−12 ,
3. Si grg ' T2n,2n−3 n ≥ 3,
[X0, Xi] = Xi+1, i = 1, . . . , 2n− 4
[X0, X2n−1] = X2n−2,
[Xi, Xj ] =
∑2n−1
k=i+j+1 C
k
i,jXk, 1 ≤ i < j ≤ 2n− 4− i,
[X1, X2n−4] = X2n−1,
[Xi, X2n−3−i] = (−1)(i−1)X2n−1 + C2n−2i,2n−3−iX2n−2, 2 ≤ i ≤ n− 2,
4. Si grg ' N6,3 alors g ' N6,3,
[X0, Xi] = Xi+1, i = 1, 2, 3
[X1, X2] = X5,
[X1, X5] = X4.
La base {X0, X1, X2, . . . , X2n−1} ainsi de´finie est appele´e base adapte´e de g.
9.2.2 Structures complexes sur les alge`bres de Lie quasi-filiformes
Dans cette partie, nous allons chercher les alge`bres de Lie quasi-filiformes qui posse`dent une structure
complexe et donc une structure complexe gene´ralise´e du type k = n. Si g est de la forme t1, le the´ore`me
21 implique k = n = 2. L’alge`bre g est alors isomorphe a` L3 ⊕R. On ve´rifie que cette alge`bre admet une
structure complexe associe´e au spineur
Ω = (ω0 + iω1) ∧ (ω2 + iω3)
{ω0, ω1, ω2, ω3} e´tant la base duale de la base homoge`ne {X0, X1, X2, X3} de la proposition 21. Supposons
que g soit une alge`bre quasi-filiforme de la forme tr avec r ≥ 3. D ’apre`s le the´ore`me 21, n = k ≤ r.
Lemme 6 Soit une g une alge`bre quasi-filiforme de la forme tr avec r ≥ 3 admettant une structure
complexe ge´ne´ralise´e de type k. On peut alors trouver des formes θ1 . . . θk associe´es a` la structure complexe
ge´ne´ralise´e ve´rifiant l’une des deux conditions :
nil(θ1) = 1, nil(θ2) = r, nil(θ3) = r + 1 . . .nil(θk) = r + k − 2
ou
nil(θ1) = 1, nil(θ2) = r, nil(θ3) = r . . .nil(θk) = r + k − 3
Dans ce dernier cas, on a k < r.
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De´monstration. Conside´rons une de´composition approprie´e {θ1 . . . θk}. On de´duit du corollaire ( 7) que
nil(θ1) = 1 et nil(θ2) ∈ {1, 2, r}. La condition 9.2 impose alors nil(θ2) = r car dimV1 = 2 et dimV2 = 3.
Le corollaire ( 7) implique alors :
nil(θi−1) ≤ nil(θi) ≤ r + i− 2 i = 3, . . . , k
Il y a donc deux valeurs possibles pour nil(θ3) :
1. nil(θ3) = r + 1
Supposons que nil(θ4) = nil(θ3) = r+1, les formes θ4 et θ3 appartiennent alors a` Vr+1 et puisqu’elles
sont inde´pendantes modulo Vr, on a dim(
Vr+1
Vr
) ≥ 2 ou` dim(Vr+1Vr ) = 1. On en de´duit que nil(θ4) =
r + 2. Ainsi, on peut de´montrer que
nil(θi) = r + i− 2, pour i = 3, . . . , k.
2. nil(θ3) = r
De fac¸on analogue, on montre que nil(θi) = r + i − 3 pour i = 3, . . . , k. Dans ce cas, on remarque
que, si k = r, le nilindice de θr est e´gal a` 2r − 3 et alors dimV2r−3 ≥ 2r. Ceci est impossible car
dimV2r−3 = 2r − 1. Ainsi k < r.
Exemple. Conside´rons une alge`bre quasi-filiforme g de dimension 6 de´finie dans la base {X0, X1, . . . , X5}
par :
[X0, Xi] = Xi+1, i = 1, 2, 3,
[X1, X2] = X5,
[X1, X5] = δX4, δ ∈ {0, 1,−1}.
Supposons que g admette une structure complexe, on peut lui associer une structure complexe ge´ne´ralise´e
du type k = 3 et un spineur :
Ω = θ1 ∧ θ2 ∧ θ3,
θ1, θ2 et θ3 e´tant des formes complexes. Notons que cette alge`bre est de la forme t3 et d’apre`s le lemme
pre´ce´dent les nilindices correspondants sont :
nil(θ1) = 1, nil(θ2) = 3, nil(θ3) = 4.
Les formes complexes θ1, θ2 et θ3 peuvent donc s’e´crire de la fac¸on suivante :
θ1 = λ0ω0 + λ1ω1,
θ2 = β0ω0 + β1ω1 + β2ω2 + β3ω3 + β5ω5,
θ3 = γ0ω0 + γ1ω1 + γ2ω2 + γ3ω3 + γ4ω4 + γ5ω5
ou` λi, βi, γi ∈ C, γ4 non-nul et β3, β5 ne s’annulant pas simultane´ment. De plus, la condition θ1 ∧ θ1 6= 0,
est e´quivalente a` ce que la partie imaginaire de λ0λ1 soit non-nulle. Le corollaire ( 7) implique :
β5λ0 − β3λ1 = 0
−γ3β3λ1 + γ4β2λ1 + γ5β3λ0 = 0
γ4(β5λ1 + δβ3λ0) = 0
−γ3β5λ1 − δγ4β2λ0 + γ5β5λ0 = 0
Des premie`re et troisie`me e´quations, on de´duit :
λ21 + δλ
2
0 = 0
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Pour δ = 0, ceci nous me`ne a` une contradiction avec θ1 ∧ θ1 6= 0. Si δ = −1, on obtient λ1 = ±λ0 et
comme le spineur est de´fini a` une constante de multiplication pre`s, on peut prendre θ1 = ω0 ± ω1 ce qui
contredit aussi θ1 ∧ θ1 6= 0. Finalement, quand δ = 1, le spineur Ω = (ω0 + iω1) ∧ (ω3 + iω5) ∧ (ω2 + iω4)
est associe´ a` une structure complexe de g. Ainsi l’alge`bre de Lie g admet une structure complexe si et
seulement si δ = 1.
The´ore`me 22 Soit g une alge`bre de Lie re´elle quasi-filiforme admettant une structure complexe. Elle
est alors isomorphe ou bien a` l’alge`bre de dimension 4, L3 ⊕R, ou bien a` l’alge`bre de dimension 6, n6,3.
De´monstration. Soit g une alge`bre re´elle quasi-filiforme et de dimension 2n de la forme tr ou` r ∈
{1, 3, . . . , 2n − 3}. Supposons que g posse`de une structure complexe, on peut lui faire correspondre une
structure complexe ge´ne´ralise´e du type k = n.
Pour r = 1, nous avons vu que g est isomorphe a` L3 ⊕ R et que cette alge`bre posse`de une structure
complexe. Dore´navant, on supposera r ∈ {3, . . . , 2n− 3}. En appliquant le the´ore`me 21 et l’ine´galite´ :
nil(θk) = nil(θn) ≤ nil(g)
a` chacune des possibilite´s du lemme 6, il en re´sulte que :
1. Si nil(θ3) = r + 1 alors nil(θk) = r + k − 2 et donc :
n = k ≤ r ≤ n ⇒ r = n.
2. Si nil(θ3) = r alors nil(θk) = r + k − 3 et de plus dans ce cas k < r, donc :
n = k < r ≤ n+ 1 ⇒ r = n+ 1.
Par ailleurs, l’alge`bre gradue´e gr(g) doit eˆtre isomorphe a` l’une des alge`bres de la proposition 21. Ainsi
on obtient les cas suivants :
1. gr(g) ∼ L2n,r; n ≥ 3, r impair, 3 ≤ r ≤ 2n− 3.
(a) Quand nil(θ3) = r + 1 alors gr(g) ∼ L2n,n avec n ≥ 3 impair.
Notons que pour n = 3, on retrouve l’alge`bre de l’exemple 9.2.2 avec δ = 0 qui ne posse´dait
pas de structures complexes. Supposons n > 3. Si {X0, X1, . . . , X2n−1} est une base adapte´e
de g,et si {ω0, ω1, . . . , ω2n−1} est la base duale, alors
θ1 = λ01ω0 + λ
1
1ω1,
θ2 =
∑n
k=0 λ
k
2ωk + λ
2n−1
2 ω2n−1.
Comme θ1∧dθ2 = 0, en regroupant les termes ω0∧ω1∧ωn−1, ω0∧ω2∧ωn−2 et ω0∧ω3∧ωn−3
dans θ1 ∧ dθ2 on de´duit que
λn2 = λ
2n−1
2 = 0.
Ceci est impossible car nil(θ2) = n. Il n’existe pas dans ce cas de structures complexes, sauf si
n = 3.
(b) Supposons nil(θ3) = r alors gr(g) ∼ L2n,n+1 avec n ≥ 4 pair. On peut e´crire θ1 et θ2 de la
fac¸on suivante :
θ1 = λ01ω0 + λ
1
1ω1,
θ2 =
∑n+1
k=0 λ
k
2ωk + λ
2n−1
2 ω2n−1.
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ou` {ω0, ω1, . . . , ω2n−1} est la base duale d’une base adapte´e de g. Comme θ1 ∧ dθ2 = 0 les
coefficients correspondants aux termes ω0 ∧ ω1 ∧ ωn et ω0 ∧ ω2 ∧ ωn−1, donnent :{
λ01λ
2n−1
2 − λ11λn+12 = 0
λ11λ
2n−1
2 = 0
Comme θ1 ∧ θ1 6= 0, on de´duit que λn+12 = λ2n−12 = 0 ce qui contredit nil(θ2) = n+ 1.
2. gr(g) ∼ T2n,2n−3; n ≥ 3
(a) Quand nil(θ3) = r+1 alors gr(g) ∼ T6,3. Dans ce cas g est isomorphe a` l’alge`bre de l’exemple
9.2.2 avec δ = −1 qui ne posse`de pas de structures complexes.
(b) Quand nil(θ3) = r, gr(g) ∼ T8,5 et il existe une base adpate´e {X0, X1, . . . , X7}de g dont les
crochets ve´rifient :
[X0, Xi] = Xi+1, i = 1, . . . , 4
[X0, X7] = X6,
[X1, Xi] =
∑7
k=i+2 C
k
1,iXk, i = 2, 3
[X1, X4] = X7,
[X1, X5] = 2X6,
[X2, X4] = −X6,
Dans la base duale {ω0, ω1, . . . , ω7}, on peut e´crire θ1, θ2 et θ3 de la fac¸on suivante :
θ1 = λ01ω0 + λ
1
1ω1,
θ2 =
∑5
k=0 λ
k
2ωk + λ
7
2ω7,
θ3 =
∑5
k=0 λ
k
3ωk + λ
7
3ω7.
D’apre`s le corollaire 7, θ1 ∧ dθ2 = 0 et θ1 ∧ dθ3 = 0. Ainsi :{
λ01λ
7
2 − λ11λ52 = 0
λ01λ
7
3 − λ11λ53 = 0
En supposant λ11 = λ
7
2 = λ
7
3 = 1, on obtient λ
0
1 = λ
5
2 = λ
5
3, ce qui contredit le choix de θ2 et θ3
puisqu’ils sont inde´pendants modulo V4.
3. gr(g) ∼ n6,3. g est isomorphe a` l’alge`bre n6,3, l’alge`bre de l’exemple 9.2.2 avec δ = 1 qui admet
une structure complexe.
Dans [46], l’alge`bre n6,3 est de´finie dans la base {X1, . . . , X6} par :
[X1, X2] = X3, [X1, X3] = X4, [X1, X4] = X6,
[X2, X3] = −X5, [X2, X5] = −X6.
Parmi la classification de Salamon, il s’agit de la seule alge`bre de Lie de dimension 6, quasi-filiforme qui
posse`de une structure complexe.
9.3 L’alge`bre de Lie n106
Dans l’article [46], on trouve la liste des alge`bres de Lie nilpotentes de dimension 6 posse´dant une
structure complexe. Nous avons ve´rifie´ que l’alge`bre n106 est bien la seule alge`bre de Lie quasi-filiforme
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qui est dans cette classification. Notre but est maintenant de de´crire toutes les structures complexes de
cette alge`bre.
On dit que deux structures complexes, J1 et J2 d’une alge`bre de Lie g sont e´quivalentes s’il existe un
automorphisme σ ∈ Aut(g) tel que σ J1 = J2σ.
Proposition 22 L’alge`bre n106 ne posse`de que deux structures complexes non-equivalentes.
Ce re´sultat a e´te´ de´montre´ par Magnin [36]. Dans la base {X0, X1, . . . , X5}, on conside`re les crochets
de cette alge`bre :  [X0, Xi] = Xi+1, i = 1, 2, 3,[X1, X2] = X5,[X1, X5] = X4,
les deux structures complexes sont alors repre´sente´es par la matrice
J(ζ) ∼

0 −1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 ζ 0
0 0 0 0 0 −1
0 0 ζ 0 0 0
0 0 0 1 0 0
 (9.4)
ou` ζ = ±1.
L’e´tude des structures de Ka¨hler sur les nilvarie´te´s a e´te´ initie´e par [22] et fut comple´te´e par [10].
Nous allons nous inte´resser a` l’existence de ces structures dans ce cas.
Afin d’obtenir toutes les structures simplectiques de l’alge`bre n106 , on conside`re une 2-forme anti-
syme´trique ω =
∑
0≤i<j≤5 λi,jωi ∧ ωj , {ω0, ω1, . . . , ω5} e´tant la base duale de {X0, X1, . . . , X5}. En
imposant les conditions (9.1), on de´duit que les structures simplectiques de l’alge`bre n106 sont donne´es
par :
ω =λ0,1ω0 ∧ ω1 + λ0,2ω0 ∧ ω2 + λ0,3ω0 ∧ ω3 + λ0,4ω0 ∧ ω4ω0 ∧ ω4 + λ0,5ω0 ∧ ω5
+ λ1,2ω1 ∧ ω2 + λ0,5ω1 ∧ ω3 + λ1,4ω1 ∧ ω4 + λ1,5ω1 ∧ ω5 − λ1,4ω2 ∧ ω3 + λ0,4ω2 ∧ ω5
ou`
λ0,3λ0,4λ1,4 + λ20,4λ0,5 + λ0,4λ1,4λ1,5 − λ0,5λ21,4 6= 0. (9.5)
Une forme simplectique ω d’une alge`bre de Lie g est de Ka¨hler s’il existe une structure complexe J
compatible avec ω, c’est-a`-dire
ω(JX, JY ) = ω(X,Y ) ∀X,Y ∈ g.
Si ω est une structure simplectique compatible avec une structure complexe J1 et J1 est e´quivalente a`
une deuxie`me structure complexe J2, alors ω est aussi compatible avec J2. Ainsi, pour de´terminer les
structures Ka¨hler de n106 il est suffisant de calculer les formes simplectiques compatibles avec les structures
complexes J(±1) de (9.4). On obtient alors la condition suivante{
λ0,2 = λ0,4 = λ0,5 = λ1,2 = λ1,4 = 0
λ0,3 = λ1,5
(9.6)
qui contredit (9.5). On en conclut que n106 ne posse`de pas de structure de Ka¨hler.
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Chapitre 10
Conclusions
Dans ce me´moire, nous avons conside´re´ les alge`bres de Lie complexes et re´elles quasi-filiformes, qui
apre`s les filiformes sont celles qui posse`dent un nilindice maximal. Les premiers re´sultats des alge`bres
filiformes datent des anne´es soixante avec la classification des alge`bres filiformes naturellement gradue´es
(dans [51], Vergne a montre´ que, sauf isomorphismes, il n’existe que deux alge`bres de Lie filiformes natu-
rellement gradue´es de dimension paire 2n, nomme´es L2n et Q2n, et une seule en dimension impaire 2n+1,
appele´e L2n+1). D’autres auteurs ont, par la suite, continue´ l’e´tude des alge`bres filiformes depuis des ap-
proches comple`tement diffe´rentes : classification d’alge`bres [27] [29], existence de structures ge´ome´triques
[30], e´tude de certaines proprie´te´s alge´briques [3]. Nous avons, dans ce travail, reproduit la the´orie qui
avait e´te´ faite pour les alge`bres filiformes aux alge`bres quasi-filiformes. Les alge`bres filiformes, de par leur
structure statique, n’offrent pas une casuistique tre`s riche et ne pre´sentent aucun inte´reˆt dans l’e´tude
des alge`bres re´solubles. Ceci n’est plus vrai pour les alge`bres quasi-filiformes. L’e´tude de ces alge`bres est
minutieuse car il faut conside´rer de nombreuses possibilite´s. Elle est ne´anmoins inte´ressante et nous a
permis de de´couvrir certaines particularite´s, lie´es notamment, a` la notion de rigidite´.
Dans le premier chapitre, nous avons rappele´ les rudiments qui ont e´te´ utilise´s dans ce travail. Les
re´sultats originaux commencent a` partir du deuxie`me chapitre ou` nous comple´tons la classification des
alge`bres de Lie re´solubles ayant un nilradical filiforme naturellement gradue´. En effet, Sˇnobl et Winternitz
ont entame´ ce proble`me en conside´rant uniquement l’alge`bre filiforme L2n. Ils ont, dans leur article [48],
trouve´ toutes les extensions re´solubles de l’alge`bre L2n puis ils ont calcule´ les invariants des alge`bres
ainsi obtenues. Nous avons donc proce´de´ de fac¸on analogue avec l’autre alge`bre filiforme naturellement
gradue´e Q2n pour de´montrer que toute alge`bre de Lie inde´composable re´soluble ayant comme nilradical
Q2n est de dimension 2n+1 ou bien 2n+2. En dimension 2n+1, ces alge`bres posse`dent un seul invariant
tandis que pour l’alge`bre de dimension 2n + 2, il n’en existe pas. Nous en de´duisons l’existence d’une
structure simplectique pour l’alge`bre de dimension 2n + 2 et nous avons aussi trouve´ des structures de
contact associe´es a` certaines des alge`bres de dimension 2n+1. En revanche, les alge`bres re´solubles dont le
nilradical est L2n ne posse`dent pas ce type de structures car le nombre d’invariants de´pend directement
de la dimension. La perte de cette structure est due au fait que la sous-alge`bre de Heisenberg de Q2n se
contracte sur la sous-alge`bre abe´lienne maximale de L2n.
Dans le troisie`me chapitre, nous prouvons que toute alge`bre complexe inde´composable de dimension
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supe´rieure ou e´gale a` 7 qui posse`de un nilradical filiforme, est force´ment re´soluble 1. Etant donne´ que
toute alge`bre filiforme se contracte sur Ln et que sl (2,C) est une sous-alge`bre de toute alge`bre semi-
simple, il suffit pour cela de de´montrer qu’il n’existe pas d’alge`bre du type sl (2,C)−→⊕RLn ou` n > 3 et R
est une repre´sentation non triviale.
Puisque les alge`bres filiformes ne pre´sentent aucun inte´reˆt dans l’e´tude des alge`bres re´solubles, nous
conside´rons les alge`bres quasi-filiformes dont le nilindice est abaisse´ d’une unite´ par rapport aux fili-
formes. Nous avons d’abord classe´ les alge`bres de Lie complexes dont le nilradical est quasi-filiforme
naturellement gradue´, par des me´thodes analogues a` celles du deuxie`me chapitre, en utilisant la liste [27].
Notons que dans cette liste des omissions ont e´te´ de´tecte´es.
Nous avons de´die´ un chapitre au cas ou` le nilradical est l’alge`bre de dimension 5, L5,3, qui re´ve`le des
particularite´s inte´ressantes. En effet, nous trouvons l’alge`bre non re´soluble sl (2,C)−→⊕D1/2+D1/2+D0L5,3
dont le nilradical est clairement quasi-filiforme, ce qui prouve l’invalidite´ du re´sultat de´montre´ dans le
deuxie`me chapitre pour les alge`bres quasi-filiformes. Le calcul des invariants pour les alge`bres ayant
comme nilradical L5,3 est justifie´ car elle est la seule a` posse´der un ope´rateur de Casimir invertible. Par
ailleurs, en cherchant les alge`bres de Lie re´elles dont le nilradical est L5,3, nous obtenons les alge`bres
g7,15,3 et g
7,2
5,3. Nous remarquons que ces deux alge`bres sont rigides mais qu’elles ne se de´composent pas en
somme semi-directe du nilradical et d’un tore exte´rieur forme´ d’e´le´ments diagonalisables. Le the´ore`me de
de´composabilite´ de Carles [17] n’est donc plus valable pour les alge`bres de Lie re´elles. Ceci nous ame`ne a`
envisager la classification des alge`bres de Lie re´elles, re´solubles et rigides en petite dimension, qui diffe`re
de celle qui a e´te´ faite dans le cas complexe [8].
Rappelons que si g et g′ sont respectivement des alge`bres de Lie re´elles et complexes, g est une forme re´elle
de g′ lorsque g⊗RC est isomorphe a` g′ sur C. Graˆce aux proprie´te´s des alge`bres rigides et alge´briquement
rigides, la classification des alge`bres de Lie re´elles, re´solubles et rigides de dimension infe´rieure ou e´gale a`
8 s’obtient en cherchant toutes les formes re´elles de la liste [8] (les formes re´elles qui sont donne´es par les
crochets de [8] s’appellent normales). Pour ce faire, nous re´duisons ce travail a` la recherche des alge`bres
de Lie re´elles rigides de dimension infe´rieure ou e´gale a` 8 dont la dimension du nilradical est infe´rieure
ou e´gale a` 6. Ceci nous permet de voir que toutes les alge`bres nilpotentes de dimension infe´rieure a` 6 [20]
sont le nilradical d’une alge`bre de Lie rigide.
Nous comple´tons ce travail par le calcul des invariants des alge`bres de Lie re´elles, re´solubles et rigides de
dimension infe´rieure ou e´gale a` 8, qui avait e´te´ fait dans le cas complexe [14].
De la the´orie ge´ne´rale de la rigidite´ dans le cas complexe, nous de´duisons que toutes les alge`bres de Lie
re´solubles rigides sont de´termine´es de fac¸on biunivoque par leur nilradical. Ceci n’est plus vrai pour les
alge`bres de Lie rigides re´elles puisque a` chaque alge`bre nilpotente, nous pouvons lui faire correspondre
plusieurs tores dont les e´le´ments ne sont pas force´ment diagonalisables. Ce phe´nome`ne nous permet aussi
de montrer que les alge`bres de Lie re´solubles re´elles ne sont pas ne´cesairement comple`tement re´solubles.
Dans les chapitres suivants, nous conside´rons une classe d’alge`bres de Lie complexes nilpotentes ayant un
tore non nul. Nous rappelons tout d’abord que toute alge`bre de Lie filiforme admettant une de´rivation
diagonale est isomorphe a` Ln ou a` Q2m lorsque elle est naturellement gradue´e, et que dans le cas contraire
elle appartient aux familles d’alge`bres Akn(α1, . . . , αt−1) ou B
k
2m(α1, . . . , αt−1). Nous ge´ne´ralisons alors ce
re´sultat aux alge`bres quasi-filiformes et nous obtenons 25 types d’alge`bres. Pour ce faire nous remarquons
que, e´tant donne´e une certaine alge`bre de Lie quasi-filiforme de rang non nul, son alge`bre gradue´e permet
de de´finir une certaine base adapte´e. Ensuite, nous essayons de construire une base de vecteurs propres
de la de´rivation diagonale qui soit adapte´e. Les conditions impose´es par l’existence de cette de´rivation
diagonale de´terminent les diffe´rentes familles d’alge`bres re´sultantes.
1En dimension 6, l’alge`bre sl (2,C)−→⊕D1/2+D0h1 est clairement un contre-exemple.
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Apre`s avoir calcule´ cette longue liste, nous nous demandons si les alge`bres de Lie re´solubles ayant un
nilradical quasi-filiforme de rang non nul sont comple`tes, c’est-a`-dire, si leurs groupes de cohomologie de
Chevalley d’ordre 0 et 1 sont nuls. Par des arguments utilise´s dans [52] et [53], nous prouvons que toute
alge`bre quasi-filiforme de rang non nul est comple´table. Notons que cette affirmation est aussi vraie pour
les alge`bres filiformes [3]. Par ailleurs, nous de´montrons l’existence d’alge`bres de Lie comple`tes ayant un
nilradical quasi-filiforme de rang non nul et dont la dimension du groupe de cohomologie d’ordre 2 est
aussi grande que nous le souhaitons.
Finalement, nous e´tudions l’existence de structures complexes sur les alge`bres de Lie re´elles quasi-
filiformes de dimension paire. Notons que M. Goze et E. Remm ont, auparavant, prouve´ la non-existence
de structures complexes pour les alge`bres de Lie filiformes [30]. La ge´ome´trie complexe ge´ne´ralise´e englobe
la ge´ome´trie complexe et la ge´ome´trie simplectique comme deux cas extreˆmes. Les structures complexes
ge´ne´ralise´es ont e´te´ de´finies par N. Hitchin [33], puis R. Cavalcanti [19] et M. Gualtieri [32] ont de´veloppe´
leur e´tude. Nous avons vu qu’une structure complexe ge´ne´ralise´e est de´termine´e par un spineur pur
ve´rifiant certaines conditions. Le calcul spinoriel nous permet d’e´tudier l’existence des structures com-
plexes, en particulier, nous rede´montrons le re´sultat de [30]. Pour les alge`bres de Lie re´elles quasi-filiformes
de dimension paire, nous ne trouvons que deux alge`bres en dimension 4 et 6 munies d’une telle structure.
Nous voyons de plus qu’elles ne posse`dent aucune structure simplectique associe´e et elles n’admettent
donc pas de formes de Ka¨hler.
Dans ce travail, nous avons ainsi comple´te´ l’e´tude des alge`bres quasi-filiformes qui avait e´te´ faite
pre´ce´demment pour les alge`bres filiformes. Cette e´tude nous offre une casuistique tre`s riche et pre´sente
certaines particularite´s lie´es par
exemple a` la notion de rigidite´. Dans ce sens, il reste un proble`me ouvert : trouver une me´thode, analogue
a` celle des racines dans le cas complexe, qui nous permette de classer les alge`bres re´solubles, re´elles et
rigides. Par ailleurs, les cas les plus inte´ressants n’apparaissent qu’en petites dimensions ce qui nous
ame`nerait a` envisager des alge`bres ayant un nilindice plus petit.
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Introduccio´n
En esta tesis se plantea el estudio pormenorizado de una importante clase de a´lgebras de Lie nilpo-
tentes, llamadas cuasi-filiformes, y que constituyen, tras la clase de a´lgebras filiformes, aquellas que tienen
un ı´ndice de nilpotencia maximal. El estudio de las a´lgebras filiformes, as´ı como el de sus propiedades
geome´tricas y algebraicas, se remonta a principios de los an˜os setenta, donde se obtienen los modelos
graduados que constituyen, en cierto sentido, el armazo´n que permite obtener las restantes a´lgebras de
este tipo mediante un proceso de deformaciones formales y contracciones. Actualmente, y considerando
los resultados obtenidos en esta memoria,, el estudio de las a´lgebras filiformes puede considerarse como
finalizado, habie´ndose demostrado su ineficacia de cara a la teor´ıa general de a´lgebras de Lie, as´ı como
la ausencia de estructuras geome´tricas espec´ıficas sobre las mismas. La finalidad principal de esta memo-
ria es demostrar que, a partir del nil´ındice inmediatamente posterior al maximal, aparecen propiedades
nuevas y relevantes en el estudio de la variedad de leyes resolubles y no resolubles. Dicho estudio cubre
diversos aspectos : el algebraico, codificado en los teoremas de clasificacio´n obtenidos, el geome´trico, que
se traduce en la existencia/ausencia de tensores especiales compatibles con el tensor estructural y la
clausura de las orbitas por la accio´n del grupo general lineal, y el anal´ıtico, correspondiente al estudio de
las funciones invariantes que son constantes en las o´rbitas de la representacio´n coadjunta.
En el primer cap´ıtulo se exponen los rudimentos te´cnicos que se empleara´n a lo largo de la memo-
ria. Cabe destacar la combinacio´n de te´cnicas puramente algebraicas, como la cohomolog´ıa adjunta, con
me´todos geome´tricos como las ecuaciones estructurales de Maurer-Cartan, la teor´ıa de invariantes de la
representacio´n coadjunta en su expresio´n anal´ıtica o la teor´ıa de contracciones de Ino¨nu¨-Wigner genera-
lizadas. El empleo de tales herramientas tiene en cuenta desarrollos recientes, as´ı como su adaptacio´n al
tipo de a´lgebras que se consideran.
Los resultados originales de la memoria comienzan en el cap´ıtulo segundo, donde se completan algunos
aspectos referentes a la teor´ıa de a´lgebras filiformes no cubiertos en la bibliograf´ıa [6]. Ma´s concretamente,
dentro del estudio de las clases de a´lgebras de Lie resolubles con invariantes de Casimir generalizados
de cierto tipo, se completa un trabajo reciente de Sˇnobl y Winternitz sobre la teor´ıa de invariantes de
a´lgebras resolubles reales. En el citado art´ıculo so´lo se contempla uno de los dos modelos graduados
nilpotentes existentes para el nil´ındice maximal. El caso restante, correspondiente al modelo graduado
que tiene una suba´lgebra de osciladores de codimensio´n uno, y que por tanto so´lo existe en dimensio´n
par (puede de hecho interpretarse como una deformacio´n del modelo Ln para dimensiones pares), se
completa plenamente en este segundo cap´ıtulo. En primer lugar se determinan todas las a´lgebras de Lie
que poseen esta estructura como ideal resoluble maximal, y se concluye que una tal a´lgebra de Lie ha de
ser forzosamente resoluble. En analog´ıa con el caso analizado por Sˇnobl y Winternitz, aparecen familias
dependientes de un para´metro para rango total igual a uno, correspondientes a combinaciones lineales
de elementos nilindenpendientes en el a´lgebra de derivaciones. El modelo de rango ma´ximo, como se
sab´ıa de la teor´ıa de la rigidez, es u´nico. A continuacio´n se determinan expl´ıcitamente los invariantes
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de Casimir generalizados. Mientras que para el modelo r´ıgido no existen tales funciones invariantes no
constantes, para las familias de rango uno se hallan invariantes no triviales, que en algunos casos son
de tipo trascendente, dependiendo de la accio´n del toro externo de derivaciones. Este resultado es de
intere´s de cara a la existencia de ideales propios de codimensio´n dos o tres que exhiben un operador
de Casimir cuadra´tico, lo que permite interpretar la parte no racional del invariante con respecto a la
me´trica inducida por este Casimir especial. Por otra parte, la estructura de estos invariantes permite dar
respuesta a otra cuestio´n estructural todav´ıa abierta y referente a las a´lgebras filiformes. Se demuestra
mediante un proceso de contracciones que dentro de la clase de a´lgebras de Lie perfectas, las filiformes
no pueden aparecer nunca como nilradical complementario a la suba´lgebra semisimple maximal, lo que
descarta la clase de a´lgebras filiformes para el estudio estructural de a´lgebras no resolubles. Este estudio
se completa con la clasificacio´n de las a´lgebras de Lie cuyo nilradical es isomorfo al a´lgebra casi filiforme
de dimensio´n ma´s pequen˜a. Este modelo presenta caracter´ısticas interesantes que justifican dedicarle todo
un para´grafo. En primer lugar, es la u´nica que admite un operador de Casimir invertible, lo que implica
la existencia de un campo de vectores dina´mico asociado a esta estructura. Por otra, existen productos
semidirectos de a´lgebras simples de rango uno con la citada a´lgebra de dimensio´n cinco, lo que pone de
manifiesto que, a partir de nil´ındice n-2, las a´lgebras de Lie perfectas pueden tener radicales nilpotentes.
El estudio sistema´tico de las a´lgebras cuasi-filiformes comienza en el cap´ıtulo quinto, partiendo de
ciertos modelos clasificados por J. R. Go´mez y A. Jime´nez Mercha´n en 2002. Es interesante destacar
que se ha hallado una omisio´n en la citada lista, correspondiente a ciertos casos degenerados que so´lo
existen en dimensiones pequen˜as. El estudio de las derivaciones y los toros exteriores depara una novedad
importante referente a la rigidez de a´lgebras resolubles. En este cap´ıtulo se hallan, por primera vez,
ejemplos de a´lgebras de Lie resolubles reales y cohomolo´gicamente r´ıgidas que infringen el teorema de
descomposicio´n de Carles. Este hallazgo justifica que se clasifiquen todas las a´lgebras resolubles r´ıgidas
hasta dimensio´n ocho, poniendo de manifiesto cua´les de las formas reales nuevas corresponden a los
sistemas de pesos de las complexificaciones, ya conocidas en la literatura. Al margen del citado resultado
de Carles, pierden validez sobre los escalares reales la teor´ıa de sistemas de pesos de Favre, la construccio´n
de los grafos de pesos asociados a los mismos, y la caracterizacio´n de las resolubles r´ıgidas mediante la
nocio´n de resolubilidad completa [4]. A la luz de las observaciones realizadas para la clase de a´lgebra
r´ıgidas reales, se conjetura que toda a´lgebra de Lie resoluble r´ıgida y real debe poseer al menos una
derivacio´n diagonalizable. Observamos que esta conjetura, reformulada en te´rminos de semi-invariantes
y funciones racionales, enlaza con ciertos resultados de la teor´ıa de sistemas completamente integrables
de Arkhangel’skii sobre grupos triangulares superiores.
En los cap´ıtulos sexto y se´ptimo se desarrolla la teor´ıa de derivaciones para las familias de a´lgebras
de Lie cuasi-filiformes. Partiendo de la existencia de una derivacio´n diagonal no nula, se clasifican las
posibles a´lgebras de Lie resolubles con citado nilradical. De este modo se halla una treintena de clases de
isomorf´ıa, de las cuales un reducido nu´mero corresponde a estructuras que so´lo aparecen en dimensio´n
que no excede 12. La existencia de estos modelos particulares se debe a la relajacio´n de las condiciones
impuestas por el operador diagonal, y, por tanto, a la posibilidad de soluciones particulares del sistema
que determinan. Una vez obtenida esta extensa clasificacio´n, el paso siguiente consiste en estudiar si
las a´lgebras resolubles resultantes son completas en el sentido de Schenkman y Jacobson. Mediante el
estudio de la cohomolog´ıa de Chevalley-Eilenberg, se determinan los tres primeros grupos de cohomolog´ıa,
de los cuales la completitud se deduce de la nulidad de los grupos de o´rdenes cero y uno. Por otra parte,
se observa que la dimensio´n del segundo grupo de cohomolog´ıa, cuyas clases determinan las clases de
equivalencia de deformaciones infinitesimales, no esta´ acotada por la estructura subyacente. Esto permite
deducir nuevas v´ıas para el ana´lisis de una importante propiedad referente a la existencia de a´lgebras
resolubles r´ıgidas que no son cohomolo´gicamente r´ıgidas [9, 1].
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El u´ltimo cap´ıtulo esta´ dedicado al estudio de endomorfismos anti-involutivos compatibles con la
condicio´n de integrabilidad de Nijenhuis, primer paso para la obtencio´n de me´tricas compatibles con
estructuras simple´cticas y otros tensores estructurales asociados a un a´lgebra de Lie. Mediante el estudio
de las distintas graduaciones y bases asociadas a las mismas, se demuestra que las a´lgebras de Lie cuasi-
filiformes no admiten gene´ricamente una estructura compleja, salvo una cantidad reducida de modelos en
dimensiones no superiores a seis. Este ana´lisis es complementario a los trabajos publicados recientemente
por el grupo de Geometr´ıa Diferencial del FaMaF de la Universidad de Co´rdoba (Rep. Argentina), donde
se analizan grupos de baja dimensio´n obtenidos mediante extensiones por derivaciones. La conclusio´n
fundamental de este cap´ıtulo es la imposibilidad de imponer estructuras de Ka¨hler sobre a´lgebras basadas
en las nilpotentes cuasi-filiformes. Este hecho confirma la sospecha de que la estructura de los vectores
caracter´ısticos constituye por s´ı misma una obstruccio´n al tensor de Nijenhuis.
El primer problema que surge de manera natural cuando se estudian las a´lgebras de Lie nilpotentes
es la clasificacio´n de estas estructuras en pequen˜a dimensio´n. La clasificacio´n de las a´lgebras de Lie
nilpotentes se ha obtenido hasta dimensio´n 7. Para dimensiones inferiores o iguales a 6, hay, salvo iso-
morfismos, un nu´mero finito de de a´lgebras de Lie nilpotentes complejas. En [2], se clasifican las a´lgebras
de Lie complejas nilpotentes mediante su sucesio´n caracter´ıstica. Se obtiene entonces una lista bastante
extensa formada por familias de a´lgebras de Lie no isomorfas entre ellas.
Nos planteamos a continuacio´n, el estudio de las a´lgebras de Lie nilpotentes segu´n su ı´ndice de nilpoten-
cia, empezando por aquellas cuyo nil´ındice es maximal, tambie´n llamadas filiformes. A partir de 1970,
Vergne inicio´ el estudio de las a´lgebras de Lie filiformes mostrando que toda a´lgebra de Lie filiforme
naturalmente graduada es isomorfa o bien a Ln o bien a Q2n con n ∈ N [51].
Ma´s recientemente, Sˇnobl y Winternitz han determinado las a´lgebras de Lie resolubles cuyo nilradical es
isomorfo a Ln. Con el f´ın de completar esta clasificacio´n a todas las a´lgebras de Lie filiformes naturalmente
graduadas hemos procedido analogamente con el a´lgebra Q2n.
A continuacio´n, demostramos que si un a´lgebra de Lie no escindida tiene un nilradical filiforme entonces
es necesariamente resoluble. Por tanto, las a´lgebras de Lie filiformes no presentan ningu´n intere´s en el
estudio de las a´lgebras de Lie no resolubles. Este resultado deja de ser cierto para las a´lgebras cuasi-
filiformes. En efecto, calculando las a´lgebras de Lie con nilradical cuasi-filiforme naturalmente graduado,
hemos hallado a´lgebras no resolubles con nilradical cuasi-filiforme.
Este mismo contra-ejemplo muestra claras diferencias entre las nociones de rigidez real y compleja. Puesto
que la clasificacio´n de las a´lgebras de Lie r´ıgidas complejas ya esta´ hecha hasta dimensio´n 8, nos plantea-
mos calcular esta clasificacio´n en el caso real.
Por otro lado, hemos determinado las a´lgebras de Lie cuasi-filiformes de rango no nulo, obteniendo una
lista mucho ma´s rica que en el caso filiforme [29]. Esta lista nos permite probar la completitud de las
a´lgebras de Lie cuasi-filiformes. Recordemos que todas las a´lgebras filiformes son completas [3].
Por u´ltimo, nos interesamos a la existencia de estructuras complejas asociadas a las a´lgebras filiformes y
cuasi-filiformes. En el art´ıculo [30]se demuestra la no existencia de estructuras complejas para las a´lgebras
filiformes. Desde un punto de vista muy distinto, hemos demostrado este resultado de forma ma´s directa
y hemos visto que s´ı existen a´lgebras de Lie cuasi-filiformes dotadas de estructuras complejas.
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Chapitre 11
Resumen en castellano
El propo´sito de esta memoria es clasificar ciertos tipos de a´lgebras de Lie reales y complejas cuyo
nilradical posee una estructura determinada, dada por una graduacio´n natural. Las estructuras graduadas
nilpotentes ocupan un lugar privilegiado dentro de la variedad de leyes de a´lgebras de Lie (nilpotentes),
ya que constituyen el armazo´n principal de e´sta, en el sentido de que toda estructura no graduada
puede obtenerse por deformacio´n del a´lgebra graduada asociada. De este modo se establece una relacio´n
geome´trica entre las o´rbitas, resultando que la estructura graduada asociada a cada a´lgebra de Lie es un
punto de la clausura topolo´gica de la o´rbita por la accio´n del grupo general lineal. En consecuencia, una
clasificacio´n de las a´lgebras graduadas nilpotentes es un punto de partida conveniente para abordar la
clasificacio´n de a´lgebras resolubles o con descomposicio´n de Levi no trivial cuyo nilradical sea graduado
naturalmente.
En los u´ltimos an˜os, respondiendo a motivaciones distintas, diversos autores han abordado el estudio
de las a´lgebras de Lie con nilradical graduado. Estos trabajos abarcan diversos aspectos de la teor´ıa de
Lie, desde la clasificacio´n de familias de a´lgebras en dimensio´n arbitraria1 hasta la construccio´n efectiva
de sistemas hamiltonianos completamente integrables, as´ı como la bu´squeda de nuevos criterios de rigidez
o una formulacio´n satisfactoria de las teor´ıas gauge no abelianas.
En este trabajo se aborda la clasificacio´n real de a´lgebras de Lie cuyo nilradical n es naturalmente
graduado y cuya sucesio´n caracter´ıstica es (dim n− 2, 1, 1). La clasificacio´n de a´lgebras de Lie nilpotentes
graduadas naturalmente con nil´ındice maximal, llamadas filiformes, constituye un resultado cla´sico [51]
de gran importancia para el estudio de las componentes de la variedad de leyes, y las a´lgebras resolubles
asociadas son r´ıgidas. El siguiente paso es considerar las a´lgebras cuyo nil´ındice es una unidad ma´s baja,
correspondiente a la sucesio´n caracter´ıstica arriba sen˜alada, en ocasiones llamadas, por analog´ıa, cuasi-
filiformes. A diferencia del caso filiforme, en la clasificacio´n de las a´lgebras de Lie con nilradical de este
nil´ındice deben tenerse asimismo en cuenta las a´lgebras nilpotentes descomponibles, lo que da lugar a una
casu´ıstica considerablemente ma´s amplia al hallado para las a´lgebras filiformes. Entre todas las a´lgebras
nilpotentes graduadas naturalmente de sucesio´n caracter´ıstica (dim n−2, 1, 1) se ha dedicado un para´grafo
aparte a un caso especial en dimensio´n cinco, ya que el mismo presenta propiedades interesantes desde
el punto de vista geome´trico y de sus aplicaciones a los sistemas dina´micos.
En los cap´ıtulo sucesivos se aborda la clasificacio´n sistema´tica de las a´lgebras de Lie en general cuyo
1Es un hecho conocido que la clasificacio´n de a´lgebras resolubles por dimensio´n constituye una tarea irrealizable a partir
de dimensio´n 7, debido a la inexistencia de criterios efectivos que permitan separar las o´rbitas.
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nilradical es cuasi-filiforme. Se deduce de dicho estudio que toda a´lgebra indescomposible con nilradical
de este tipo es resoluble. Dos aspectos se han destacado en dicha clasificacio´n. En primer lugar, el hallazgo
de la existencia de un nuevo caso patolo´gico en dimensio´n 9, lo que aumenta su nu´mero a tres.
Por otra parte, se analizan brevemente los invariantes de la representacio´n coadjunta de a´lgebras
resolubles con ciertos tipos destacados de nilradical. En todos los casos, dichos invariantes resultan ser
funciones de los operadores de Casimir de su parte nilpotente, lo que concuerda con la hipo´tesis emitida
en [13] respecto a la estructura de invariantes de a´lgebras resolubles obtenidas como extensiones por
derivaciones. Asimismo, se trata ma´s detalladamente la rigidez de las a´lgebras estudiadas, as´ı como su
relevancia en la clasificacio´n real de a´lgebras r´ıgidas. Se concluye la invalidez del teorema de estructura
de Carles [18] para el caso real, as´ı como de la teor´ıa de sistemas de pesos de Favre [24].
1 Notacio´n
En este para´grafo fijamos la notacio´n y los convenios que se empleara´n a lo largo de esta memoria.
Denotaremos por K un cuerpo fijo, que en todo caso sera´ el cuerpo real R o complejo C.
Definicio´n 1 Sea L un K-espacio vectorial de dimensio´n n y µ una aplicacio´n bilineal de L × L en L
verificando :
1. µ(X,X) = 0 ∀X ∈ L
2. µ(X,µ(Y,Z)) + µ(Y, µ(Z,X)) + µ(Z, µ(X,Y )) = 0 ∀X,Y, Z ∈ L
(condicio´n de Jacobi)
El espacio vectorial L junto con la ley µ definen entonces un a´lgebra de Lie g sobre K de dimensio´n n.
Observemos que la condicio´n 1 implica la antisimetr´ıa de µ, es decir :
µ(X,Y ) = −µ(Y,X) ∀X,Y ∈ L
y que la rec´ıproca es cierta cuando la caracter´ıstica de K es distinta de 2.
Se suele representar la ley µ mediante corchetes de la manera siguiente :
[X,Y ] = µ(X,Y ) ∀X,Y ∈ L
Por comodidad, a la hora de definir una ley µ escribiremos unicamente aquellos corchetes que son no
nulos o que no se deducen de los anteriores a partir de la antisimetr´ıa de µ. Para simplicar la notacio´n,
tambie´n identificaremos el a´lgebra de Lie con el espacio vectorial al cual esta´ asociada.
A toda a´lgebra de Lie g, le podemos asociar de modo natural las siguientes sucesiones de ideales :
D0g = g ⊇ D1g = [g, g] ⊇ .. ⊇ Dkg = [Dk−1g, Dk−1g] ⊇ ...
C0g = g ⊇ C1g = D1g ⊇ C2g = [C1g, g] ⊇ ... ⊇ Ckg = [Ck−1g, g] ⊇ ...
llamadas respectivamente sucesio´n derivada y sucesio´n central descendente de g.
Definicio´n 2 Sea g un a´lgebra de Lie. Se dice que :
1. g es resoluble si existe un entero k ≥ 1 tal que Dkg = {0}.
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2. g es nilpotente si existe un entero ( llamado ı´ndice de nilpotencia o nil´ındice n (g) de g) k ≥ 1 tal
que Ckg = {0} .
Recordemos que el radical (respectivamente el nilradical) de g al ideal resoluble (respectivamente el nil-
radical) ma´s grande por la inclusio´n. El teorema de Levi asegura que toda a´lgebra se descompone como
suma semi-directa de su radical y una cierta a´lgebra semi-simple (esto es que no tiene ideales resolubles
a parte del {0}) llamada suba´lgebra de Levi. De esta manera, el estudio de las a´lgebras de Lie se reduce
al de las semi-simples y al de las resolubles. Mientras la clasificacio´n de las a´lgebras semi-simples se ha
completado en los trabajos de Cartan, la clasificacio´n de las a´lgebras resolubles, y en particular de las
a´lgebras nilpotentes, sigue siendo un problema abierto.
En este trabajo vamos a estudiar las a´lgebras de Lie nilpotentes con nil´ındice maximal, llamadas fili-
formes. El siguiente paso es considerar las a´lgebras cuyo nil´ındice es una unidad ma´s baja, en ocasiones
llamadas, por analog´ıa, cuasi-filiformes.
Definicio´n 3 Sea g una a´lgebra nilpotente de dimensio´n n, se dice que es filiforme si el nil´ındice es n−1
o equivalentemente si :
dimCkg = n− k − 1, 1 ≤ k ≤ n− 1
Se dice que g es cuasi-filiforme si su nil´ındice es n− 2.
La clasificacio´n de las a´lgebras de Lie filiformes graduadas naturalmente constituye un resultado
cla´sico [51] de gran importancia para el estudio de las componentes de la variedad de leyes, y las a´lgebras
resolubles asociadas son r´ıgidas.
Sea g un a´lgebra de Lie nilpotente de dimension n y nil´ındice m, la serie central descente define la si-
guiente filtracio´n finita :
g1 = g ⊇ g2 = [g, g] ⊇ g3 = [g2, g] ⊇ ... ⊇ gk+1 = [gk, g] ⊇ ... ⊇ gm+1 = {0}
Podemos definir el a´lgebra de Lie graduada asociada a g , que denotamos gr(g), como :
grg =
m∑
i=1
gi
gi+1
=
m∑
i=1
Wi
[X + gi+1, Y + gj+1] = [X,Y ] + gi+j+1 ∀X ∈ gi ∀Y ∈ gj
Diremos que es un a´lgebra de la forma {p1, . . . , pm} si dim gigi+1 = pi. Observamos que g y su a´lgebra
graduada gr(g) son de la misma forma.
En particular, las a´lgebras de Lie filiformes son necesariamente de la forma {2, 1, 1, . . . , 1}, con lo cual,
las a´lgebras de Lie graduadas asociadas a un a´lgebra filiforme son a su vez filiformes.
Definicio´n 4 Una a´lgebra g es naturalmente graduada si es isomorfa a gr g.
Vergne clasifico´ las a´lgebras de Lie naturalmente graduadas filiformes, obteniendo el resultado siguiente
[51] :
Teorema 1 Toda a´lgebra de Lie naturalmente graduada y filiforme es isomorfa a una de la siguientes
a´lgebras :
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1. Ln (n ≥ 3) :
[X1, Xi] = Xi+1, 2 ≤ i ≤ n− 1
2. Q2m (m ≥ 3) :
[X1, Xi] = Xi+1, 2 ≤ i ≤ 2m− 2
[Xj , X2m+1−j ] = (−1)j X2m, 2 ≤ j ≤ m
En consecuencia, salvo isomorfismos, so´lo existen dos a´lgebras naturalmente graduadas filiformes de
dimensio´n par y una u´nica a´lgebra naturalmente graduada filiforme de dimensio´n impar.
Utilizando las notaciones anteriores, si g es un a´lgebra de Lie cuasi-filiforme, so´lo se pueden dar uno
de los casos siguientes :
1. g es de la forma t1 = {p1 = 3, p2 = 1, p3 = 1, . . . , pn−2 = 1}.
2. g es de la forma tr = {p1 = 2, p2 = 1, . . . , pr−1 = 1, pr = 2, pr+1 = 1, . . . , pn−2 = 1} con r ∈
{2, . . . , n− 2}.
Siguiendo las ideas de Vergne, en [27] se clasificaron las a´lgebras naturalmente graduadas y cuasi-filiformes.
Proposicio´n 1 [27] Sea g un a´lgebra de Lie cuasi-filiforme naturalmente graduada de dimension n y de la
forma tr donde r ∈ {1, . . . , n−2}. Entonces g es isomorfa a una de las a´lgebras descritas a continuacio´n.
1. g es de la forma t1
(a) Ln−1 ⊕ C (n ≥ 4)
[X0, Xi] = Xi+1, 1 ≤ i ≤ n− 3.
(b) Qn−1 ⊕ C (n ≥ 7, n impar)
[X0, Xi] = Xi+1, 1 ≤ i ≤ n− 4,
[Xi, Xn−i−2] = (−1)i−1Xn−2, 1 ≤ i ≤ n−32 .
2. g es de la forma tr con r ∈ {2, . . . , n− 2}
(a) Ln,r; n ≥ 5, r impar, 3 ≤ r ≤ 2[n−12 ]− 1
[X0, Xi] = Xi+1, i = 1, . . . , n− 3
[Xi, Xr−i] = (−1)i−1Xn−1, i = 1, . . . , r−12
(b) Qn,r; n ≥ 7, n impar, r impar, 3 ≤ r ≤ n− 4
[X0, Xi] = Xi+1, i = 1, . . . , n− 4
[Xi, Xr−i] = (−1)i−1Xn−1, i = 1, . . . , r−12
[Xi, Xn−2−i] = (−1)i−1Xn−2, i = 1, . . . , n−32
(c) Tn,n−4; n ≥ 7, n impar
[X0, Xi] = Xi+1, i = 1, . . . , n− 5
[X0, Xn−3] = Xn−2,
[X0, Xn−1] = Xn−3,
[Xi, Xn−4−i] = (−1)i−1Xn−1, i = 1, . . . , n−52
[Xi, Xn−3−i] = (−1)i−1 n−3−2i2 Xn−3, i = 1, . . . , n−52
[Xi, Xn−2−i] = (−1)i(i− 1)n−3−i2 Xn−2, i = 2, . . . , n−32
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(d) Tn,n−3; n ≥ 6, n par
[X0, Xi] = Xi+1, i = 1, . . . , n− 4
[X0, Xn−1] = Xn−2,
[Xi, Xn−3−i] = (−1)i−1Xn−1, i = 1, . . . , n−42
[Xi, Xn−2−i] = (−1)i−1 n−2−2i2 Xn−2, i = 1, . . . , n−42
(e) E19,5
[X0, Xi] = Xi+1, i = 1, 2, 3, 4, 5, 6
[X0, X8] = X6, [X2, X8] = −3X7,
[X1, X4] = X8, [X1, X5] = 2X6,
[X1, X6] = 3X7, [X2, X3] = −X8,
[X2, X4] = −X6, [X2, X5] = −X7.
(f) E29,5
[X0, Xi] = Xi+1, i = 1, 2, 3, 4, 5, 6
[X0, X8] = X6, [X2, X8] = −X7,
[X1, X4] = X8, [X1, X5] = 2X6,
[X1, X6] = X7, [X2, X3] = −X8,
[X2, X4] = −X6, [X2, X5] = X7,
[X3, X4] = −2X7.
(g) E39,5
[X0, Xi] = Xi+1, i = 1, 2, 3, 4, 5, 6
[X0, X8 = X6, [X1, X4] = X8,
[X1, X5] = 2X6, [X2, X3] = −X8,
[X2, X4] = −X6, [X2, X5] = 2X7,
[X3, X4] = −3X7.
(h) E7,3
[X0, Xi] = Xi+1, i = 1, 2, 3, 4
[X0, X6] = X4, [X2, X6] = −X5,
[X1, X2] = X6, [X1, X3] = X4,
[X1, X4] = X5.
Observamos que no existen a´lgebras cuasi-filiformes de la forma t2.
Observacio´n. El a´lgebra E39,5 se ha omitido en la clasificacio´n de [27]. En efecto, buscando las a´lgebras
de dimensio´n 9 que tienen una derivacio´n diagonal de la forma diag(1, 1, 2, 3, 4, 5, 6, 7, 5), obtenemos tres
a´lgebras, respectivamente isomorfas a E19,5, E
2
9,5 y E
3
9,5. Adema´s, estas a´lgebras tienen una importancia
considerable en los problemas de rigidez [8] [31].
2 Algebras de Lie con nilradical nilpotente
2.1 Algebras de Lie con nilradical filiforme
Sˇnobl y Winternitz han clasificado las a´lgebras de Lie resolubles cuyo nilradical es isomorfo al a´lgebra
filiforme Ln. Estos autores representan dicha a´lgebra mediante nn,1 y la definen en la base {e1, . . . , en}
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como
[ei, en] = ei−1 i = 2, . . . , n− 1.
Teorema 2 [48] Sea r une a´lgebra de Lie resoluble cuyo le nilradical es nn,1, r es entonces isomorfa a
una de las a´lgebras siguientes
1. si dimr = n+ 1 :
rn+1,1 : rn+1,2 :
[f, ei] = (n− 2 + β)ei i = 1, . . . , n− 1 [f, ei] = ei i = 1, . . . , n− 1
[f, en] = en
rn+1,3 : rn+1,4 :
[f, ei] = (n− i)ei i = 1, . . . , n− 1 [f, ei] = ei +
∑
ai−k+1ek i = 1, . . . , n− 1
[f, en] = en + en−1
2. si dimr = n+ 2 :
rn+1,3 :
[f1, ei] = (n− 1− i)ei i = 1, . . . , n− 1 [f2, ei] = ei i = 1, . . . , n− 1
[f1, en] = en
Con el f´ın de completar este estudio a todas las a´lgebras de Lie filiformes naturalmente graduadas,
hemos procedido analogamente con las a´lgebras Q2n(n ≥ 3).
Proposicio´n 2 Toda a´lgebra de Lie real resoluble, no nilpotente y tal que su nilradical sea isomorfo a
Q2n(n ≥ 3), tiene dimensio´n 2n+ 1 o´ 2n+ 2.
Toda a´lgebra de Lie real resoluble de dimensio´n 2n + 1 y con nilradical Q2n es isomorfa a una de las
siguientes a´lgebras :
1. r2n+1(λ2) :
[X1, Xk] = Xk+1, 2 ≤ k ≤ 2n− 2
[Xk, X2n+1−k] = (−1)kX2n, 2 ≤ k ≤ n
[Y,X1] = X1,
[Y,Xk] = (k − 2 + λ2)Xk, 2 ≤ k ≤ 2n− 1
[Y,X2n] = (2n− 3 + 2λ2)X2n.
2. r2n+1(2− n, ε)
[X1, Xk] = Xk+1, 2 ≤ k ≤ 2n− 2
[Xk, X2n+1−k] = (−1)kX2n, 2 ≤ k ≤ n
[Y,X1] = X1 + εX2n, ε = −1, 0, 1
[Y,Xk] = (k − n)Xk, 2 ≤ k ≤ 2n− 1
[Y,X2n] = X2n.
3. r2n+1(λ52, .., λ
2n−1
2 )
[X1, Xk] = Xk+1, 2 ≤ k ≤ 2n− 2
[Xk, X2n+1−k] = (−1)kX2n, 2 ≤ k ≤ n
[Y,X2+t] = X2+t +
∑[ 2n−3−t2 ]
k=2 λ
2k+1
2 X2k+1+t, 0 ≤ t ≤ 2n− 6
[Y,X2n−k] = X2n−k, k = 1, 2, 3
[Y,X2n] = 2X2n.
donde el primer para´metro λ2k+12 no nulo es igual a 1.
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Existe una u´nica a´lgebra de Lie real resoluble r2n+2 de dimensio´n 2n + 2 cuyo nilradical es isomorfo a
Q2n :
[X1, Xk] = Xk+1, 2 ≤ k ≤ 2n− 2
[Xk, X2n+1−k] = (−1)kX2n, 2 ≤ k ≤ n
[Y1, Xk] = kXk 1 ≤ k ≤ 2n− 1
[Y1, X2n] = (2n+ 1)X2n,
[Y2, Xk] = Xk, 2 ≤ k ≤ 2n− 1
[Y2, X2n] = 2X2n.
Asimismo se determinan los invariantes de esta clase de a´lgebras por la representacio´n coadjunta
(invariantes de Casimir generalizados), completando de este modo los resultados obtenidos en el trabajo
[48]. Se destaca en particular la existencia de una serie de a´lgebras resolubles dotadas con una estructura
simple´ctica exacta, que se traduce en la inexistencia de operadores invariantes no triviales. Del nu´mero
y estructura de dichos invariantes para el resto de clases de isomorf´ıa, se determinan aquellas dotadas de
una estructura de contacto, que segu´n la teor´ıa de Reeb [45], permiten determinar un sistema dina´mico
sin singularidades asociado.
En el cap´ıtulo 2, demostramos que toda a´lgebra de Lie cuyo nilradical es filiforme es necesariamente
resoluble. Este hecho conlleva a pensar que las a´lgebras de Lie filiformes tienen intere´s tan so´lo dentro
del marco resoluble, y no en la teor´ıa estructural general.
2.2 Algebras con nilradical cuasi-filiforme
Puesto que las a´lgebras filiformes no presentan ningu´n intere´s en el estudio de las a´lgebras no reso-
lubles, nos proponemos plantear el problema del apartado anterior a las a´lgebras de Lie cuasi-filiformes.
Hemos clasificado las a´lgebras complejas cuyo nilradical es una de las a´lgebras del teorema 1. Dado que
esta clasificacio´n es muy extensa, presentamos aqu´ı, unicamente un caso muy especial.
Existen razones espec´ıficas para esta separacio´n. En concreto, se trata del a´lgebra de Lie nilpotente de
dimensio´n ma´s baja que admite una forma bilineal sime´trica, asociativa y no degenerada2. Esta propie-
dad, que se traduce en la existencia de un operador de Casimir cuadra´tico no degenerado, nos permite
construir un Lagrangiano L(x) invariante por transformaciones gauge que reproduce las ecuaciones de
movimiento de la teor´ıa de Yang-Mills. Si bien desde el punto de vista f´ısico la no compacidad implica
la existencia de simetr´ıas fantasma, las a´lgebras cuasi-cla´sicas son de intere´s en el estudio de los modelos
integrables y para obtener soluciones de las ecuaciones de Yang-Baxter.
Consideramos el a´lgebra de Lie cuasi-filiforme naturalmente graduada L5,3 definida en la base {X0, X1, X2,
X3, X4} por los corchetes :
[X0, X1] = X2, [X0, X2] = X3, [X1, X2] = X4. (11.1)
Proposicio´n 3 Sea g un a´lgebra de Lie real no escindida con nilradical isomorfo a L5,3.
1. Si g es resoluble entonces dimg ≤ 7 y es isomorfa a una de las a´lgebras siguientes :
(a) g6,15,3, . . . , g
6,9
5,3 si dimg = 6.
g6,15,3 :
[Y,X0] = X0, [Y,Xi] = (i− 1 + λ)Xi para i = 1, 2, 3, [Y,X4] = (1 + 2λ)X4.
2Estas a´lgebras se llaman comu´nmente cuasi-cla´sicas.
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g6,25,3 :
[Y,Xi] = Xi para i = 0, 3, [Y,X1] = −X1 +X4, [Y,X4] = −X4.
g6,35,3 :
[Y,X0] = X0 +X4, [Y,X2] = X2, [Y,X3] = 2X3, [Y,X4] = X4.
g6,45,3 :
[Y,X0] = X0 −X4, [Y,X2] = X2, [Y,X3] = 2X3, [Y,X4] = X4.
g6,55,3 :
[Y,X0] = X0 +X1, [Y,Xi] = iXi para i = 1, 2, 4, [Y,X3] = 3X3 +X4.
g6,65,3 :
[Y,X0] = X0 −X1, [Y,X1] = X0 +X1, [Y,X2] = 2X2, [Y,X3] = 3X3 −X4,
[Y,X4] = X3 + 3X4.
g6,75,3 :
[Y,Xi] = −Xi+1 para i = 0, 3, [Y,Xi] = Xi−1 para i = 1, 4.
g6,85,3 :
[Y,X0] = −X1 +X4, [Y,X1] = X0, [Y,X3] = −X4, [Y,X4] = X3.
g6,95,3 :
[Y,X0] = −X1 −X4, [Y,X1] = X0, [Y,X3] = −X4, [Y,X4] = X3.
(b) g7,15,3 o g
7,2
5,3 si dimg = 7.
g7,15,3 :
[Y,Xi] = Xi para i = 0, 2, 4, [Y,X3] = 2X3
[Z,Xi] = Xi para i = 1, 2, 3, [Z,X4] = 2X4
g7,25,3 :
[Y,Xi] = −Xi+1 para i = 0, 3, [Y,Xi] = Xi−1 para i = 1, 4
[Z,X0] = X0, [Z,Xi] = iXi para i = 1, 2, 3, [Z,X4] = 3X4
2. Si g no es resoluble entonces g tiene dimensio´n 8 o´ 9 y es isomorfa a :
(a) el a´lgebra g8,15,3 representada en la base {X0, . . . , X4, Y, Z, V } por (11.1) y los corchetes que
involucran Y , Z y V :
[Y,X0] = X0, [Y,X1] = −X1, [Y,X3] = X3, [Y,X4] = −X4,
[Z,X1] = X0, [Z,X4] = X3,
[V,X0] = X1, [V,X3] = X4,
[Y,Z] = 2Z, [Y, V ] = −2V , [Z, V ] = Y .
(b) o bien al a´lgebra g9,15,3 representada en la base {X0, . . . , X4, Y, Y ′, Z, V } por (11.1) y los crochetes
que involucran Y , Y ′, Z y V :
[Y,X0] = X0, [Y,X1] = −X1, [Y,X3] = X3, [Y,X4] = −X4,
[Y ′, X1] = X1, [Y ′, X2] = X2, [Y ′, X3] = X3, [Y ′, X4] = 2X4,
[Z,X1] = X0, [Z,X4] = X3,
[V,X0] = X1, [V,X3] = X4,
[Y,Z] = Z, [Y, V ] = −V , [Y ′, Z] = −Z, [Y ′, V ] = V ,
[Z, V ] = Y − Y ′.
La clasificacio´n de las a´lgebras complejas con nilradical L5,3, es ana´loga a la clasificacio´n real, teniendo
en cuenta los isomorfismos siguientes :
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g6,35,3 ⊗ C ∼ g6,45,3 ⊗ C
g6,65,3 ⊗ C ∼ g6,15,3(1+i1−i )⊗ C
g6,75,3 ⊗ C ∼ g6,15,3(−1)⊗ C
g6,85,3 ⊗ C ∼ g6,95,3 ⊗ C ∼ g6,35,3 ⊗ C
g7,15,3 ⊗ C ∼ g7,25,3 ⊗ C
De entre las a´lgebras obtenidas en esta proposicio´n, destacamos las a´lgebras g8,15,3 y g
9,1
5,3. Para estas
a´lgebras, el nilradical coincide con el radical y es isomorfo al a´lgebra cuasi-filiforme L5,3. Adema´s, estas
a´lgebras no son resolubles puesto que sl(2,R)~⊕2D 1
2
⊕D0L5,3 es isomorfa a g8,15,3 y es un ideal de g9,15,3.
De esta manera hemos encontrado dos ejemplos de a´lgebras no resolubles con nilradical (radical) cuasi-
filiforme.
Nos fijamos en particular en las a´lgebras de dimensio´n 6 con nilradical L5,3. Las a´lgebras de Lie reales
de dimensio´n 6 con nilradical de dimensio´n 5 ya fueron clasificadas por Mubarakzyanov en 1963 [40]. Di-
cha clasificacio´n fue´ completada y corregida por Turkowski [50] as´ı como en [15]. No obstante, en ambas
correcciones se encuentran errores en la clasificacio´n de las a´lgebras con nilradical g5,3 (que es isomorfa
a L5,3), en efecto el a´lgebra g6,81 es redundante por ser isomorfa a g6,77 y adema´s faltan las a´lgebras
g6,65,3, . . . , g
6,9
5,3.
Se tiene que las a´lgebras de Lie reales y resolubles, g7,15,3 y g
7,2
5,3 son tambie´n r´ıgidas. Adema´s, obser-
vamos que estas dos a´lgebras no se descomponen como suma semi-directa del nilradical y de un toro
exterior formado por elementos diagonalizables. Este ejemplo nos muestra entonces que el teorema de
descomponibilidad de Carles [17] no se puede aplicar a las a´lgebras reales. Recordemos que, segu´n este
teorema, toda a´lgebra de Lie r´ıgida resoluble compleja se descompone como g = t ⊕ n donde n es el
nilradical y t es una suba´lgebra abeliana tal que, para todo X ∈ t, adX es semi-simple (t se llama toro
exterior de derivaciones).
3 Sobre las a´lgebras resolubles reales r´ıgidas
A partir del teorema de Carles y estudiando el sistema de ra´ıces, se clasifican las a´lgebras de Lie
reales, resolubles y r´ıgidas hasta dimensio´n 8 [8]. De la casu´ıstica anterior se deduce que la clasificacio´n
de estructuras r´ıgidas difiere notablemente en los casos real y complejo. Partiendo de la clasificacio´n
compleja conocida, y analizando la estructura de las formas cano´nicas de Jordan de los generadores del
toro exterior de derivaciones, hemos deducido las formas reales r´ıgidas correspondientes a cada uno de
los sistemas de pesos considerados. Es importante destacar que, en estos casos, la rigidez algebraica es
es ide´ntica sobre ambos cuerpos, como consecuencia del cara´cter racional de los sistemas que definen las
clases de cohomolog´ıa. Estos resultados se resumen en el teorema siguiente :
Teorema 3 Sea g un a´lgebra de Lie real, resoluble y r´ıgida de dimensio´n inferior o igual a 8. Entonces
g es isomorfa a una de las a´lgebras gji descritas en la lista [8] o bien a una de las a´lgebras siguientes :
– Dimensio´n 4 :
g24 : [X1, X3] = X2, [X3, X2] = X1, [X4, X1] = X1, [X4, X2] = X2.
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– Dimensio´n 5 :
g25 : [X1, X2] = X3, [X4, X1] = X1, [X4, X2] = X2, [X4, X3] = 2X3,
[X5, X1] = −X2, [X5, X2] = X1.
– Dimensio´n 6 :
g46 : [X1, X3] = X2, [X3, X2] = X1, [X4, X1] = X1, [X4, X2] = X2,
[X5, X6] = X5.
– Dimensio´n 7 :
g97 : [X1, X2] = X3, [X1, X3] = X4, [X2, X3] = X4 , [X6, X1] = −X2,
[X6, X2] = X1, [X6, X4] = −X5, [X6, X5] = X4, [X7, X1] = X1,
[X7, X2] = X2, [X7, X3] = 2X3, [X7, X4] = 3X4, [X7, X5] = 3X5.
g107 : [X5, X1] = X1, [X5, X2] = X2, [X5, X3] = 2X3, [X6, X1] = −X2,
[X6, X2] = X1, [X7, X4] = X4, .
– Dimensio´n 8 :
g348 : [X1, X3] = X2, [X3, X2] = X1, [X4, X1] = X1, [X4, X2] = X2,
[X5, X7] = X6, [X7, X6] = X5, [X8, X5] = X5, [X8, X6] = X6.
g358 : [X1, X3] = X2, [X3, X2] = X1, [X4, X1] = X1, [X4, X2] = X2,
[X5, X6] = X6, [X7, X8] = X8.
g368 : [X1, X2] = X4, [X1, X3] = X5, [X6, Xi] = Xi (i = 1, 4, 5) ,
[X7, X2] = −X3, [X7, X3] = X2, [X7, X4] = −X5, [X7, X5] = X4,
[X8, Xi] = Xi (i = 2, 3, 4, 5) .
g378 : [X1, X2] = X5, [X3, X4] = X5, [X6, Xi] = Xi (i = 1, .., 4) ,
[X6, X5] = 2X5, [X7, X1] = −X2, [X7, X2] = X1, [X8, X3] = −X4,
[X8, X4] = X3 .
g388 : [X1, X2] = X5, [X3, X4] = X5, [X6, Xi] = Xi (i = 1, .., 4) ,
[X6, X5] = 2X5, [X7, X1] = X1, [X7, X2] = −X2, [X8, X3] = −X4,
[X8, X4] = X3 .
g398 : [X1, Xi] = Xi+1, (2 ≤ i ≤ 4) , [X3, X2] = X6, [X6, X2] = X5,
[X7, X1] = X1, [X7, X2] = X2, [X7, X3] = 2X3, [X7, X4] = 3X4,
[X7, X5] = 4X5, [X7, X6] = 3X6, [X8, X1] = X2, [X8, X2] = −X1,
[X8, X4] = −X6, [X8, X6] = X4.
g408 : [X1, Xi] = Xi+2, (2 ≤ i ≤ 4) , [X2, X3] = X6, [X4, X2] = X5,
[X7, X1] = X1, [X7, X2] = X2, [X7, X3] = 2X3, [X7, X4] = 2X4,
[X7, X5] = 3X5, [X7, X6] = 3X6, [X8, X1] = X2, [X8, X2] = −X1,
[X8, X5] = X6, [X8, X6] = −X5.
Adema´s, estas a´lgebras no son isomorfas entre s´ı.
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Como consecuencia de este resultado, se coliga que la rigidez algebraica no implica la resolubilidad
completa. Por tanto, la teor´ıa de grafos asociada a los sistemas de pesos [5] en el sentido de Favre [24]
debe modificarse para permitir la distincio´n de las estructuras r´ıgidas, en analog´ıa a las modificaciones
pertinentes en la teor´ıa cla´sicas (diagramas de Satake) para cubrir las formas reales. Por otra parte, este
resultado demuestra que todas las a´lgebras de Lie nilpotentes reales de dimensio´n n ≤ 6 aparecen como el
nilradical de un a´lgebra resoluble algebraicamente r´ıgida. Observamos que para dimensiones superiores,
este resultado deja de cierto como consecuencia de la existencia de familias parametrizadas.
4 Sobre las a´lgebras nilpotentes de rango no nulo
El estudio de las a´lgebras nilpotentes de rango no nulo viene motivado por la teor´ıa estructural general
de las a´lgebras resolubles y sus posibles nilradicales [28]. Un importante resultado en esta direccio´n estipula
que la existencia de una derivacio´n3 inversible implica la nilpotencia del a´lgebra, en virtud del teorema
de Engel.
Siguiendo este programa, en [29] se clasificaron las a´lgebras filiformes complejas de rango no nulo,
obtenie´ndose el teorema que reproducimos a continuacio´n.
Teorema 4 Sea g un a´lgebra de Lie de dimensio´n n que admite una derivacio´n diagonal, no nula. Existe
entonces una base {Y1, . . . , Yn} de g que cumple uno de los casos siguientes :
i) g = Ln, n ≥ 3
[Y1, Yi] = Yi+1, 2 ≤ i ≤ n− 1
ii) g = Akn(λ1, . . . , λt−1), t = [
n−k+1
2 ], 2 ≤ k ≤ n− 3
[Y1, Yi] = Yi+1 i = 2, . . . , n− 1
[Yi, Yi+1] = λi−1Y2i+k−1 i = 1, . . . , t
[Yi, Yj ] = ai,jYi+j+k−2 2 ≤ i < j, i+ j + k − 2 ≤ n
iii) g = Q2m, m ≥ 3, n = 2m
[Y1, Yi] = Yi+1, 2 ≤ i ≤ 2m− 2
[Yj , Y2m+1−j ] = (−1)jY2m, 2 ≤ j ≤ m
iv) g = Bkn(λ1, . . . , λt−1), t = [
n−k
2 ], 2 ≤ k ≤ n− 3, n = 2m+ 1
[Y1, Yi] = Yi+1 i = 2, . . . , n− 2
[Yi, Yn−i+1] = (−1)i+1Yn, 2 ≤ i ≤ m
[Yi, Yi+1] = λi−1Y2i+k−1 i = 2, . . . , t
[Yi, Yj ] = ai,jYi+j+k−2 2 ≤ i < j ≤ n− 2, i+ j + k ≤ n, j 6= i+ 1
v) g = Cn(λ1, . . . , λt), t = m− 1, n = 2m+ 1
[Y1, Yi] = Yi+1 i = 2, . . . , n− 2
[Yi, Yn−i+1] = (−1)i+1Yn, 2 ≤ i ≤ m
[Yi, Yn−i−2k+1] = (−1)i+1λkYn i = 2, . . . , n− 2− 2k, k = 1, . . . ,m− 1
3Una derivacio´n es un endomorfismo que verifica la condicio´n de Leibniz.
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Adema´s, las constantes ai,j verifican :
ai,j = ai+1,j + ai,j+1
ai,i+1 = λi−1
ai,i = 0
Cabe destacar que la familia Cn anterior no es realmente de rango uno, sino dos, como demostramos
con un sencillo cambio de base. Del mismo resulta que esta Cn es isomorfa al a´lgebra graduada Qn.
El objetivo de este cap´ıtulo es generalizar esta clasificacio´n para las a´lgebras cuasi-filiformes, sucesores
inmediatos de las anteriores respecto de la sucesio´n caracter´ıstica. Para ello, consideramos un a´lgebra
de Lie g cuasi-filiforme tal que grg sea isomorfa a una de las a´lgebras de la proposicio´n 1, de donde
deducimos que existe una base de g en la que el tensor de estructura adopta una forma especial. En
particular, hemos hallado una nueva a´lgebra graduada naturalmente que fue omitida en la clasificacio´n
original [27]. Introducimos una derivacio´n diagonal no nula de g e intentamos construir una base de
autovectores de g que conserven la graduacio´n. La determinacio´n de tales a´lgebras presenta un grado
de dificultad considerable con respecto al caso filiforme, debido fundamentalmente a la existencia de
un autovector cuya posicio´n en los bloques de la graduacio´n no esta´ determinada, lo que nos obliga a
considerar todas sus posibles ubicaciones. Este hecho obliga asimismo a considerar sumas directas, lo que
aumenta significativamente el nu´mero de subcasos que deben estudiarse. Como resultado de este ana´lisis,
se obtienen 21 familias en dimensio´n arbitraria, equitativamente distribuidas por paridad de dimensiones,
as´ı como cuatro casos especiales en baja dimensio´n, cuya existencia es una consecuancia de la relajacio´n
de las condiciones impuestas.
Partiendo de la clasificacio´n obtenida, demostramos en el cap´ıtulo 7 que todas las a´lgebras cuasi-
filiformes de rango no nulo son completables, es decir, aparecen como nilradical de un a´lgebra resoluble
completa, lo que se traduce en la nulidad de los dos primeros grupos de comolog´ıa adjunta. Recordemos
que la completitud de las a´lgebras filiformes hab´ıa sido demostrado en [3].
5 Estructuras Complejas y a´lgebras cuasi-filiformes
El estudio geome´trico y algebraico de las clases de a´lgebras nilpotentes y resolubles consideradas en
esta memoria se completa con el ana´lisis de existencia de estructuras complejas. En analog´ıa con los
resultados obtenidos en [30], hallamos que tales estructuras so´lo existen en dimensiones bajas. Este hecho
confirma la hipo´tesis de que el alto grado de nilpotencia de las a´lgebras constituyen una obstruccio´n
relevante para el problema de integrabilidad del tensor de Nijenhuis. Como consecuencia de ello, no
existen estructuras de tipo Ka¨hler ni otras que pasen por condiciones de compatibilidad con estructuras
complejas. Estos resultados ponen de manifiesto que la geometr´ıa basada en estos modelos es sumamente
esta´tica, lo que parece confirmar observaciones independientes de que son los nil´ındices bajos los que
proporcionan propiedades geome´tricas suplementarias. Por otra parte, este estudio completa los trabajos
recientes sobre estructuras geome´tricas en grupos de Lie de baja dimensio´n [43].
Sea G un grupo de Lie real de dimensio´n par y g su a´lgebra de Lie.
Definicio´n 5 Una estructura compleja sobre G es un endomorfimo J tal que :
1. J2 = −Id,
2. N(J)(X,Y ) = [J(X), J(Y )]− [X,Y ]− J([J(X), Y ])− J([X, J(Y )]) = 0 ∀X,Y ∈ g
(condicio´n de Nijenhuis).
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Los problemas de existencia y clasificacio´n de estructuras complejas son complicados y se han resuelto
fundamentalmente para pequen˜as dimensiones. En el art´ıculo [43], se han estudiado las estructuras
complejas y simple´cticas de las a´lgebras de Lie de dimensio´n 4. En dimensio´n 6, la clasificacio´n de las
estructuras complejas se ha obtenido para las a´lgebras nilpotentes en [46]. En este sentido, uno de
los u´nicos resultados generales es la no-existencia de estructuras complejas para las a´lgebras filiformes
[30]. Este mismo resultado ha sido demostrado posteriormente por [19] mediante argumentos comple-
tamente diferentes basados en la nocio´n de estructuras complejas generalizadas que vamos a describir a
continuacio´n.
5.1 Estructuras Complejas Generalizadas
Las estructuras complejas generalizadas fueron introducidas por Hitchin en el contexto general de
las variedades diferenciales de dimensio´n par [33]. Ma´s adelante, Cavalcanti y Gualtieri prosiguieron el
estudio de dichas estructuras ( [19], [18]). A continuacio´n, presentaremos las definiciones preliminares as´ı
comolos resultados fundamentales de sus trabajos. Nos vamos a interesar, en particular, a las estructuras
complejas generalizadas invariantes por la izquierda de los grupos de Lie.
Sea G un grupo de Lie de dimensio´n 2n y g su correspondiente a´lgebra de Lie. Denotamos por g∗
el espacio dual de g que se identifica con el conjunto de las formas diferenciables de grado 1 invariantes
por la izquierda sobre G. Recordemos tambie´n que, sobre g∗ podemos definir la derivada exterior de la
siguiente manera. Si α ∈ g∗, entonces dα ∈ Λ2(g∗) y viene dada por dα(X,Y ) = −α[X,Y ] donde [, ]
representa el corchete de g.
En primer lugar, definimos sobre el espacio vectorial g ⊕ g∗, un producto que llamaremos corchete de
Courant, como :
[X + ξ, Y + η]c = [X,Y ] + LXη − LY ξ − 12d(IXη − IY ξ).
para todo X,Y ∈ g, ξ, η ∈ g∗ y IXη denota el producto interior de X sobre η. Observamos que esta
operacio´n es antisime´trica y que verifica la identidad de Jacobi (en el contexto de las variedades diferan-
ciables, este corchete se define analogamente sobre la suma del fibrado tangente y del fibrado exterior,
pero el corchete no verifica necesariamente la identidad de Jacobi). Por la tanto , el espacio vectorial
g⊕ g∗ dotado del corchete de Courant es un a´lgebra de Lie real de dimensio´n 4n.
Dicha a´lgebra de Lie es un a´lgebra de Lie cuadra´tica ya que tambie´n podemos definir un producto escalar
de la manera siguiente :
〈X + ξ, Y + η〉 = 1
2
(ξ(Y ) + η(X)).
Definicio´n 6 Sea g un a´lgebra de Lie real de dimensio´n par 2n. Una estructura compleja generalizada
sobre g es un endomorfismo J de g⊕ g∗ tal que :
1. J 2 = −Id,
2. J es ortogonal con respecto al producto escalar 〈 , 〉, es decir :
〈J (X + ξ),J (Y + η)〉 = 〈X + ξ, Y + η〉 ∀X,Y ∈ g ∀ξ, η ∈ g∗,
3. Si L es el espacio propio de J correspondiente al valor propio +i, entonces L debe ser involutivo
con respecto al corchete de Courant, lo que significa que [L,L]c ⊂ L.
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Observamos que la signatura del producto escalar viene dada por (2n, 2n).
Se puede comprobar que la suba´lgebra L de g⊕ g∗ es un espacio iso´tropo, es decir :
〈X + ξ, Y + η〉 = 0
para todo X + ξ, Y + η ∈ L.
Como adema´s tiene dimensio´n 2n, decimos que L es maximal iso´tropo.
Consideramos la proyeccio´n de L sobre g y denotamos por k la codimensio´n de la proyeccio´n de L sobre
g, esta´ claro que
0 ≤ k ≤ n.
Definicio´n 7 Si k es la codimensio´n de la proyeccio´n de L sobre g, decimos que la estructura compleja
generalizada J es del tipo k.
En general, segu´n el teorema 3.8 [32], toda estructura compleja generalizada del tipo k se puede escribir
como una suma directa de una estructura compleja de dimensio´n k y de una estructura simple´ctica de
dimensio´n 2n − 2k. Deducimos entonces que toda estructura compleja del tipo n se puede definir me-
diante una estructura compleja sobre g y que toda estructura compleja del tipo 0 proviene de una forma
simple´ctica de g.
Sea T el a´lgebra tensorial de g⊕ g∗ y I el ideal generado por los elementos de la forma {X + ξ⊗X +
ξ − 〈X + ξ,X + ξ〉.1 : X + ξ ∈ g ⊕ g∗}. Por definicio´n, el espacio cociente C = T/I es el a´lgebra de
Clifford de g⊕ g∗ asociado al producto escalar 〈 , 〉.
Como C es un a´lgebra asociativa simple, todas las representaciones irreducibles son equivalentes. Decimos
que φ : C → EndR(S) es una representacio´n espinorial cuando es una representacio´n simple de C sobre
S que llamaremos espacio de espinores.
En adelante, consideraremos S = ∧g∗ con la representacio´n espinorial definida por la accio´n de Clifford :
◦ : g⊕ g∗ × ∧g∗ → ∧g∗
(X + ξ, ρ) 7→ (X + ξ) ◦ ρ = iXρ+ ξ ∧ ρ.
Dado un espinor no-nulo ρ ∈ ∧g∗, definimos el conjunto Lρ ⊂ g⊕ g∗ como :
Lρ = {X + ξ ∈ g⊕ g∗ : (X + ξ) ◦ ρ = 0}.
Observamos que Lρ es un espacio iso´tropo. Diremos que ρ es un espinor puro si Lρ es maximal iso´tropo.
Reciprocamente, si L es un espacio maximal iso´tropo, podemos considerar el conjunto UL de los espinores
puros ρ tales que L = Lρ.
En particular, cuando L es el +i-espacio propio de una estructura compleja generalizada, se demuestra
que el conjunto UL es una recta generada por el espinor puro :
ρ = Ω eB+iω
donde B,ω son 2-formas reales y Ω = θ1 ∧ · · · ∧ θk, con θ1, . . . , θk 1-formas complejas.
Adema´s, de la proposicio´n III.2.3 [21] deducimos que L ∩ L = {0} si y so´lo si :
ωn−k ∧ Ω ∧ Ω 6= 0, (11.2)
donde L es el +i-espacio propio de una estructura compleja generalizada.
En [32], se demuestra tambie´n que la condicio´n de involutividad sobre L es equivalente a la condicio´n
de integrabilidad :
∃X + ξ ∈ g⊕ g∗ / dρ = (X + ξ) ◦ ρ. (11.3)
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5.2 Aplicacio´n a las nilvariedades
Consideramos una nilvariedad real de dimensio´n par G y su a´lgebra de Lie g. La sucesio´n central
descendente asociada a g viene dada por :
g0 = g,
gi =
[
gi−1, g
]
.
Como g es nilpotente, existe un cierto entero m, llamado ı´ndice de nilpotencia de g, tal que gm−1 6= 0 y
gm = 0.
Tomando el dual, obtenemos una sucesio´n creciente de subespacios de g∗, que denotamos Vi. Cada Vi se
define como el anulador de gi, es decir :{
V0 = {0}
Vi =
{
ϕ ∈ g∗\ ϕ(X) = 0 , ∀X ∈ gi} .
Esta claro que Vm = g∗. Observamos que los espacios Vi tambie´n se pueden escribir como :
Vi = {ϕ ∈ g∗\ IXdϕ ∈ Vi−1 , ∀X ∈ g} .
Definicio´n 8 Sea α una p-forma sobre g. El grado de nilpotencia de α, que denotamos nil(α), es el ma´s
pequen˜o entero i tal que α ∈ ∧pVi.
Sunpogamos que g esta´ dotada de una estructura compleja generalizada del tipo k. Resulta conveniente
ordenar las formas {θ1, . . . , θk} segu´n su grado de nilpotencia y adema´s se pueden escoger de manera que
los {θj : nil(θj) > i} sean linealmente independientes modulo Vi. En [19], se demuestra que existe una
descomposicio´n Ω = θ1 ∧ · · · ∧ θk tal que :
a) nil(θi) ≤ nil(θj) si i < j,
b) para cada i, las formas {θj : nil(θj) > i} son linealmente independientes modulo Vi.
Una tal descomposicio´n se llamara´ apropiada.
Teorema 5 Si g es un a´lgebra de Lie nilpotente dotada de una estructura compleja generalizada, el
espinor puro asociado ρ es una forma cerrada, es decir que dρ = 0.
De la demostracio´n del teorema (ver [19]), se deduce el corolario siguiente.
Corolario 1 Si escogemos una descomposicio´n apropiada de Ω entonces
dθi ∈ I({θj : nil(θj) < nil(θj)})
donde I denota el ideal generado por sus argumentos.
En particular, tenemos que :
dθi ∈ I(θ1 . . . θi−1).
El lema siguiente impone una condicio´n ma´s sutil sobre las formas θi.
Lema 1 Consideramos una descomposicio´n apropiada de Ω. Si dim(Vj+1Vj ) = 1 entonces o bien existe un
θi de grado de nilpotencia j o bien no existe ningu´n θi de grado j + 1.
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A partir de este lema, obtenemos el teorema siguiente.
Teorema 6 Sea g un a´lgebra de Lie real nilpotente de dimensio´n 2n que admite una estructura compleja
generalizada del tipo k > 1. Si existe un entero j > 0 tal que :
dim(
Vi+1
Vi
) = 1 , ∀i ≥ j
entonces k esta´ acotado superiormente por :
k ≤
{
2n− nil(g) + j − 2 si j > 1
2n− nil(g) si j = 1.
Observacio´n. Aplicacio´n al caso filiforme.
Si g es filiforme, este teorema nos permite recuperar el resultado de [30].
En efecto, cogiendo m = 2n − 1 y j = 1 obtenemos k < 2. No existe por tanto ninguna estructura del
tipo n salvo cuando n = 1 pero en este caso el a´lgebra es abeliana.
5.3 Estructuras complejas sobre las a´lgebras de Lie cuasi-filiformes
En este apartado, vamos a determinar las a´lgebras de Lie cuasi-filiformes que poseen una estructura
compleja o equivalentemente una estructura compleja generalizada del tipo k = n.
Si g es de la forma t1, el teorema 6 implica que k = n = 2 y entonces g es isomorfa a L3 ⊕ R. Se puede
verificar que dicha a´lgebra posee una estructura compleja asociada al espinor
Ω = (ω0 + iω1) ∧ (ω2 + iω3)
donde {ω0, ω1, ω2, ω3} es la base dual de la base homoge´nea {X0, X1, X2, X3} de la proposicio´n 1.
Supongamos que g es un a´lgebra cuasi-filiforme de la forma tr con r ≥ 3. Segu´n el teorema 6, n = k ≤ r.
Para saber en este caso que´ a´lgebras esta´n dotadas de una estructura compleja debemos estudiar ma´s
precisamente las formas θ1 . . . θk.
Lema 2 Sea un g un a´lgebra cuasi-filiforme de la forma tr con r ≥ 3, que posee una estructura compleja
del tipo k. Se pueden escoger las formas θ1 . . . θk asociadas a la estructura compleja generalizada de
manera que verifiquen
nil(θ1) = 1, nil(θ2) = r, nil(θ3) = r + 1 . . .nil(θk) = r + k − 2
o bien
nil(θ1) = 1, nil(θ2) = r, nil(θ3) = r . . .nil(θk) = r + k − 3.
En el segundo caso, tenemos que k < r.
Ejemplo. Consideramos un a´lgebra cuasi-filiforme g de dimensio´n 6 definida en la base {X0, X1, . . . , X5}
por :
[X0, Xi] = Xi+1, i = 1, 2, 3,
[X1, X2] = X5,
[X1, X5] = δX4, δ ∈ {0, 1,−1}.
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Si g admite una estructura compleja, le podemos asociar una estructura compleja generalizada del tipo
k = 3 y un espinor :
Ω = θ1 ∧ θ2 ∧ θ3,
donde θ1, θ2 y θ3 son 1-formas complejas. Observamos que g es de la forma t3 y segu´n el lema precedente
los nil´ındices correspondientes son :
nil(θ1) = 1, nil(θ2) = 3, nil(θ3) = 4.
Las formas complejas θ1, θ2 et θ3 se escriben pues de la forma siguiente :
θ1 = λ0ω0 + λ1ω1,
θ2 = β0ω0 + β1ω1 + β2ω2 + β3ω3 + β5ω5,
θ3 = γ0ω0 + γ1ω1 + γ2ω2 + γ3ω3 + γ4ω4 + γ5ω5
donde λi, βi, γi ∈ C, γ4 son no-nulos y β3, β5 no se anulan simultaneamente.
Adema´s, la condicio´n θ1∧θ1 6= 0 es equivalente a que la parte imaginaria de λ0λ1 sea no-nula. El corolario
1 implica : 
β5λ0 − β3λ1 = 0
−γ3β3λ1 + γ4β2λ1 + γ5β3λ0 = 0
γ4(β5λ1 + δβ3λ0) = 0
−γ3β5λ1 − δγ4β2λ0 + γ5β5λ0 = 0.
De la primera y tercera ecuacio´n deducimos :
λ21 + δλ
2
0 = 0
Para δ = 0, se llega a una contradiccio´n con θ1 ∧ θ1 6= 0. Si δ = −1, entonces λ1 = ±λ0 y como el espinor
se define de forma u´nica salvo una constante de multiplicacio´n, podemos coger θ1 = ω0 ± ω1, lo cual
contradice tambie´n θ1 ∧ θ1 6= 0.
Finalmente, cuando δ = 1, el espinor Ω = (ω0+iω1)∧(ω3+iω5)∧(ω2+iω4) esta´ asociado a una estructura
compleja de g. As´ı el a´lgebra de Lie g admite una estructura compleja si y so´lo si δ = 1.
En primer lugar, revisamos la clasificacio´n de 1 para encontrar las a´lgebras de Lie cuasi-filiformes
reales naturalmente graduadas y de dimensio´n par. Combinando el lema anterior con esta clasificacio´n,
determinamos las a´lgebras cuasi-filiformes que poseen una estructura compleja.
Teorema 7 Sea g un a´lgebra de Lie real cuasi-filiforme y de dimensio´n par que admite una estructura
compleja. Entonces, g es isomorfa o bien al a´lgebra de dimensio´n 4, L3⊕R, o bien al a´lgebra de dimensio´n
6, n6,3.
Desde el punto de vista de las estructuras complejas generalizadas y de los espinores asociados, hemos
podido generalizar el resultado encontrado por [30] para las a´lgebras filiformes a las a´lgebras cuasi-
filiformes.
Concluimos que, salvo isomorfismos, so´lo existen dos a´lgebras cuasi-filiformes que poseen una estructura
compleja :
1. En dimesio´n 4, obtenemos el a´lgebra L3 ⊕ R dada en la base {X0, X1, X2, X3} por
[X0, X1] = X2.
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2. En dimensio´n 6, se obtiene el a´lgebra n6,3 definida en la base {X0, X1, . . . , X5} por
[X0, Xi] = Xi+1, i = 1, 2, 3
[X1, X2] = X5,
[X1, X5] = X4.
Notemos que en [46], el a´lgebra n6,3 se define en la base {X1, . . . , X6} mediante :
[X1, X2] = X3, [X1, X3] = X4, [X1, X4] = X6,
[X2, X3] = −X5, [X2, X5] = −X6.
De la clasificacio´n de Salamon, se comprueba que e´sta es la u´nica a´lgebra cuasi-filiforme de Lie de
dimensio´n 6 que admite una estructura compleja.
Finalmente, producto de investigaciones paralelas, se incluye un anexo sobre la variedad de leyes de
a´lgebras de Jordan en baja dimensio´n. Este trabajo se interrelaciona, a trave´s de la teor´ıa de deformaciones
y contracciones, con las variedad de leyes de a´lgebras de Lie. En este contexto, se observan ciertas
similitudes entre las propiedades geome´tricas y de o´rbitas en una y otra variedades, lo que nos ha permitido
extrapolar los estudios conocidos a estas nuevas estructuras.
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Résumé
On détermine les classes d’isomorphisme des algèbres de Jordan en dimension deux sur le corps des
nombres réels. En utilisant des techniques d’Analyse Non Standard, on étudie les propriétés de la variété
des lois d’algèbres de Jordan, et aussi les contractions parmi ces algèbres.
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1. Définitions et propriétés préliminaires
Le but de ce travail c’est d’étudier certaines propriétés de la variété des lois d’algèbres de
Jordan en dimension 2. D’abord, on classifie ces algèbres sur le corps des nombres réels, et on
introduit la notion de perturbation d’algèbres de Jordan en utilisant la théorie des ensembles in-
ternes de Nelson [7]. Ceci, nous permet de déterminer les composantes ouvertes de la variété J 2,
d’où en résulte que la variété est formée par trois composantes, deux de dimension 4 et une de
dimension 2. Les autres algèbres résultent de limites par contraction des algèbres rigides définis-
sant les composantes ouvertes.
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ϕ :Rn ×Rn →Rn qui vérifie l’identité
ϕ
(
ϕ(X,X),ϕ(X,Y )
)− ϕ(X,ϕ(ϕ(X,X),Y ))= 0, X,Y ∈Rn. (1)
On désignera par Jn l’ensemble des lois d’algèbres de Jordan sur Rn.
On appelle algèbre de Jordan de dimension n a toute paire (Rn,ϕ), où ϕ ∈ J n. De façon
naturelle, on peut aussi définir les notions d’idéal et sous-algèbre d’une algèbre de Jordan [6].
Rappelons qu’un sous-espace vectoriel V est dit isotrope s’il existe un vecteur non nul v tel
que ϕ(v,w) = 0 pour tout w ∈ V . Si le sous-espace Rv est lui même isotrope, on dit que v est
un vecteur isotrope.
Définition 2. Une algèbre de Jordan sans éléments isotropes est dite simple si elle ne possède
pas d’idéaux non nuls.
Proposition 1. Toute sous-algèbre d’une algèbre de Jordan sans éléments isotropes possède un
élément unité.
Voir [9] pour le détail de la démonstration.
Soit {e1, . . . , en} une base de Rn. On peut identifier toute algèbre de Jordan ϕ avec ses
constantes de structure sur une base donnée. De l’identité (1) on obtient que les coordonées
définies par ϕ(ei, ej ) = akij ek sont des solutions du système :
ahiia
l
kj a
r
lk − ahiialjkarlh − 2ahij alikarhl + 2arilalhj ahik = 0, 1 i, j, k, l, r, h n. (2)
2. Classification des algèbres de Jordan réelles en dimension 2
Dans le cas particulier de dimension 2, toute algèbre de Jordan est donnée par les relations :
e1 ◦ e1 = a1e1 + a2e2,
e2 ◦ e2 = b1e1 + b2e2,
e1 ◦ e2 = c1e1 + c2e2. (3)
Cette dimension a été déjà considerée dans [1] d’un point de vue géométrique, et dans [10]
pour des applications aux équations différentielles. On peut donc exprimer la structure par une
matrice de coefficients du type
(
a1 a2
b1 b2
c1 c2
)
En développant le système (2), on obtient les douze équations suivantes :
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b1(c1c2) = b1(a2b1),
a2(a1b1 + b2c1) = a2
(
b1c2 + c21
)
,
b1(a1b1 + b2c1) = b1
(
b1c2 + c21
)
,
a2
(
a2c1 + c22
)= a2(a1c2 + a2b2),
b1
(
a2c1 + c22
)= b1(a1c2 + a2b2),
a1c1c2 + 2a2b1c2 = 2c1c22 + a1a2b1,
a1a2c1 + 3a1c22 + 2a2b2c2 = 2a2c1c2 + 2c32 + a21c2 + a1a2b2,
2c21c2 + 2b1c22 + a21b1 + a1b2c1 = 3a1b1c2 + 2b2c1c2 + a1c21,
2c1c22 + 2a2c21 + a1b2c2 + a2b22 = b2c22 + 2a1c1c2 + 3a2b2c1,
2a1b1c1 + 3b2c21 + b1b2c2 = a1b1b2 + b22c1 + 2c31 + 2b1c1c2,
2a2b1c1 + b2c1c2 = a2b1b2 + 2c21c2. (4)
Il en résulte que J 2 est une variété algébrique plongée dans R6.
Théorème 1. Toute algèbre de Jordan réelle de dimension 2 est isomorphe à une des algèbres
suivantes :
1. ψ0: e1 ◦ e1 = e1, e2 ◦ e2 = e1, e1 ◦ e2 = e2.
2. ψ1: e1 ◦ e1 = e1, e2 ◦ e2 = 0, e1 ◦ e2 = e2.
3. ψ2: e1 ◦ e1 = 0, e2 ◦ e2 = e2, e1 ◦ e2 = 0.
4. ψ3: e1 ◦ e1 = e2, e2 ◦ e2 = 0, e1 ◦ e2 = 0.
5. ψ4: e1 ◦ e1 = e1, e2 ◦ e2 = 0, e1 ◦ e2 = 12e2.
6. ψ5: e1 ◦ e1 = e1, e2 ◦ e2 = −e1, e1 ◦ e2 = e2.
De plus, l’algèbre ψ5 est une algèbre de Jordan simple.
Dans ce qui suit, le symbole ψi désignera les algèbres du théorème.
Si ϕ est une algèbre de Jordan sans éléments isotropes, d’après la proposition 1, il existe un
élément unité. On peut trouver alors une base de R2 telle que la matrice de ϕ soit de la forme
( 1 0
a b
0 1
)
. (5)
Soit x = x1e1 + x2e2 un élément générique. Alors
ϕ(x, x) = (x21 + ax22)e1 + (2x1x2 + bx22)e2.
Si l’algèbre de Jordan ϕ n’a pas d’éléments isotropes, l’équation précédente équivaut à la condi-
tion
b2 + 4a = 0. (6)
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Démonstration. Si ϕ ne possède pas d’isotropie, on peut trouver une base {e1, e2} telle que la
loi s’exprime par la matrice (5) avec 4a + b2 = 0.
1. Si 4a + b2 > 0, on prend dans ψ0 le changement de base e′1 = e1, e′2 = b2e1 +
√
a + b24 e2, et
sur cette base on obtient :
e′1 ◦ e′1 = e′1, e′2 ◦ e′2 = ae′1 + be′2, e′1 ◦ e′2 = e′2.
2. Si 4a+b2 < 0, on prend dans ψ5 le changement de base e′1 = e1, e′2 = b2e1 +
√
−(a + b24 )e2.
Les relations sur la base transformée sont alors
e′1 ◦ e′1 = e′1, e′2 ◦ e′2 = ae′1 + be′2, e′1 ◦ e′2 = e′2.
D’où le résultat. 
Lemme 2. Toute algèbre de Jordan de dimension 2 avec isotropie et élément unité est isomorphe
à ψ1.
Sans perte de généralité on peut supposer que e1 est l’élément unité et e2 l’élément isotrope.
Alors
e1 ◦ e1 = e1, e2 ◦ e2 = 0, e1 ◦ e2 = e2.
Lemme 3. Soit ϕ ∈ J 2 une algèbre de Jordan avec isotropie sans élément unité. Alors ϕ est
isomorphe à ψ2,ψ3 ou ψ4.
Démonstration. Si ϕ est sans unité et isotrope, on peut trouver une base {e1, e2} telle que les
relations soient données par
e1 ◦ e1 = a1e1 + a2e2, e2 ◦ e2 = 0, e1 ◦ e2 = c1e1 + c2e2.
Le système d’équations (4) est réduit aux relations
c1 = 0, a2c22 = a1a2c2, 3a1c22 = 2c32 + a21c2.
On obtient deux possibilités non-équivalentes :
1. ϕ =
(
a1 a2
0 0
0 0
)
, a1, a2 ∈R,
2. ϕ =
(
a1 0
0 0
a1
)
, a1 ∈R.0 2
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que
e′1 ◦ e′1 = e′1, e′2 ◦ e′2 = ae′1 + be′2, e′1 ◦ e′2 = e′2,
d’où ϕ  ψ2. Si a1 = 0, on considère la changement e′1 = 1√|a2|e1, e
′
2 = e2.
Pour le deuxième cas, il suffit de considérer le changement de base donné par e′1 = 1a1 e1,
e′2 = e2 pour obtenir l’isomorphisme ϕ  ψ4.
Pour finir la preuve du théorème, il suffit de voir que ψ5 est simple. On peut facilement vérifier
que ψ5 ne possède pas d’idéaux propres non triviaux. 
Remarque 1. Il en résulte que sur le corps des nombres complexes, les algèbres de Jordan ψ5
et ψ0 sont isomorphes. On obtient alors un exemple d’une algèbre simple dont la complexifiée
n’est pas simple.
Si on considère l’action du groupe linéaire GL(2,R) sur la variété J 2, cette action est définie
par :
(ϕ,f ) = f −1 ◦ ϕ ◦ (f,f ).
On notera par O(ϕ) l’orbite d’un élément ϕ par cette action. Les éléments de l’orbite sont
évidemment les algèbres de Jordan isomorphes à ϕ.
3. Perturbations d’algèbres de Jordan
Dans ce paragraphe, on applique la théorie des ensembles internes (I.S.T) de Nelson [7] à
l’analyse de la variété J 2.2 Dans ce qui suit, on suppose que n est standard, d’où on en déduit
que la variété Jn est standard. Soient ϕ ∈ J n un élément standard et x, y deux vecteurs standard
de Rn. Alors ϕ(x, y) est standard. Si ces deux vecteurs sont limités, alors ϕ(x, y) est aussi limité.
Définition 3. Soit ϕ une loi standard de Jn. Une perturbation ϕ0 de ϕ est une loi d’algèbre
de Jordan sur Rn infiniment proche à ϕ, c’est-à-dire, pour tous les vecteurs standards x et y
infiniment, ϕ(x, y) et ϕ0(x, y) sont infinement proches. On notera une perturbation par ϕ ∼ ϕ0.
Définition 4. Pour tout élément limité x de Rn (n standard), il existe un unique standard, noté 0x,
tel que x ∼ 0x. On appelera 0x l’ombre de x.
Proposition 2. Soit ϕ ∈ Jn tel que ϕ(x, y) soit limité pour tous x, y ∈ Rn limité. Alors
ϕ0 ∼ ϕ ∈ J n.
Démonstration. Soient x, y ∈Rn. Comme ϕ est une loi d’algèbre de Jordan, on a
ϕ
(
ϕ(x, x),ϕ(x, y)
)− ϕ(x,ϕ(ϕ(x, x), y))= 0.
2 On peut également consulter le livre [5] pour des applications précises de l’analyse non-standard aux algèbres de Lie.
Un approche plus moderne purement algèbrique peut être trouvé dans les articles [3,4].
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ϕ0
(o
ϕ(x, x),o ϕ(x, y)
)− ϕ0(x,o ϕ(ϕ(x, x), y))= 0,
alors
ϕ0
(
ϕ0(x, x),ϕ0(x, y)
)− ϕ0(x,ϕ0(oϕ(x, x), y))= 0,
et appliquant une fois de plus les propriétés de l’ombre en agissant sur les applications linéaires,
il en résulte que
ϕ0
(
ϕ0(x, x),ϕ0(x, y)
)− ϕ0(x,ϕ0(ϕ0(x, x), y))= 0. 
Lemme 4. Soit V un espace vectoriel de Rn (n standard). Alors l’ombre oV est un sous-espace
de Rn de la même dimension.
Démonstration. D’après [5], oV est le seul sous-ensemble standard de Rn dont les éléments
sont des ombres des éléments limités de V . Comme l’addition et la multiplication externe par
des scalaires sont continues, oV est un sous-espace vectoriel. La méthode d’orthogonalisation
de Graam–Schmidt nous donne une base orthogonale de V . Même si cette base n’est pas géné-
ralement standard, leurs vecteurs sont limités et admettent une ombre de norme 1. Comme ces
ombres sont orthogonales, on en déduit que V et oV ont la même dimension. 
Comme conséquence immédiate de ce résultat on obtient le résultat suivant :
Proposition 3. Soit ϕ0 une loi standard de Jn et soit ϕ une perturbation de ϕ0. Alors l’ombre
d’une sous-algèbre (respectivement un idéal) de (Rn,ϕ) est une sous-algèbre (respectivement
un idéal) de (Rn,ϕ0) de la même dimension.
Lemme 5. Dans les conditions précédentes, si (Rn,ϕ0) est sans isotropie, alors la perturbation
(Rn,ϕ) est aussi sans isotropie.
Démonstration. Comme (Rn,ϕ0) est une algèbre de Jordan standard sans isotropie, pour tout
x ∈Rn − {0} standard, ϕ0(x, x) est standard non nul et vérifie
ϕ(x, x) ∼ ϕ0(x, x).
On en conclut que pour tout standard non nul la relation ϕ(x, x) = 0 est satisfaite. Par conti-
nuité de ϕ, la même propriété est valable pour tout x ∈ Rn qui ne soit pas infiniment petit. Pour
x ∈Rn − {0} on considère x‖x‖ , qui est limité non infiniment petit. Alors
ϕ
(
x
‖x‖ ,
x
‖x‖
)
= 0,
et par bilinéairité
ϕ(x, x)
‖x‖2 = 0,
d’où ϕ(x, x) = 0. 
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G0 = (Rn,ϕ0) est simple, alors G = (Rn,ϕ) est simple.
Démonstration. D’après le lemme 5, G est sans isotropie. Si I est un idéal propre de G, alors oI
est un idéal de G0 de la même dimension. En particulier, si G0 est simple, ceci implique que oI
est réduit à zéro, d’où la simplicité de G. 
Définition 5. Une algèbre de Jordan standard ϕ0 est dite rigide si toute perturbation est isomorphe
à ϕ0.
Cette définition est la traduction au langage non-standard de la notion classique de rigidité. En
effet, si toute perturbation de ϕ0 est isomorphe à ϕ0, le halo de ϕ0 est contenu dans l’orbiteO(ϕ0).
Ceci implique que l’orbite est ouverte, et par le principe de transfert, on obtient l’équivalence.
Exemple 1. Soit ψ0 ∈ J 2 la loi de Jordan définie dans le théorème 1. Il existe alors une base
{e1, e2} sur laquelle la loi est donnée par la matrice :
(1 0
1 0
0 1
)
.
Considérons une perturbation ϕ ∈ J 2 de ψ0, dans cette même base elle est donnée par :
(1 + 1 2
1 + 3 4
5 1 + 6
)
,
où les 1, . . . , 6 sont infiniments petits.
En faisant le changement de variables e′1 = 11+6 e1, e′2 = e2, on peut supposer que ϕ est de la
forme :
(1 + 1 2
1 + 3 4
5 1
)
.
Si on impose les équations qui définissent la variété J 2, on obtient la condition :
5 = 2(1 + 3). (7)
Par ailleurs, comme ψ0 est sans isotropie, ϕ l’est aussi et possède un élément unité, d’après [9]
de la forme αe′1 + βe′2 qui vérifie :
ϕ
(
e′1, αe′1 + βe′2
)= e′1,
ϕ
(
e′2, αe′1 + βe′2
)= e′2,
d’où
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0 = α2 + β,
0 = α5 + β(1 + 3),
1 = α + β4. (8)
En remplaçant (7) dans la troisième équation de (8) puis β dans la quatrième, le système est
réduit à :
0 = β + α2,
1 = α(1 − 24).
On en déduit α ∼ 1 et β ∼ 0. Dans la base {αe′1 + βe′2, e′2}, on peut alors trouver  et ′
infiniment petits tels que ϕ soit de la forme :
( 1 0
1 +  ′
0 1
)
.
Comme (′)2 + 4(1 + ) > 0, ϕ est isomorphe à ψ0. On en conclut donc que ψ0 est rigide.
Les algèbres de Jordan rigides sont donc d’un grand intérêt pour l’étude de la variété des
lois, parce que les orbites sont des composantes ouvertes, et la clôture donne des composantes
algébriques de la variété.3
Soit ϕ0 ∈ Jn une loi standard. Soient Id ∈ GL(n,R) et f ∈ gl(n,R) standard. Pour tout ε
infiniment petit, l’endomorphisme Id + εf appartient au groupe GL(n,R), et alors
(Id + εf )−1ϕ0
(
(Id + εf ), (Id + εf ))= ϕ0 + ε(δϕ0f ) + ε2(Δ(ϕ0, f, ε)),
où
δϕ0f (x, y) := ϕ0
(
f (x), y
)+ ϕ0(x,f (y))− f (ϕ0(x, y)), ∀x, y ∈Rn.
Comme l’ombre de la droite qui joint ϕ0 et un point infiniment proche ϕ′0 est une droite tangente
à l’orbite O(ϕ0) en ϕ0, l’espace tangent est donné par
Tϕ0O(ϕ0) =
{
δϕ0f : f ∈ gl(n,R)
}
.
Exemple 2. Soit ϕ0 une loi standard sans isotropie. D’après la classification, on peut trouver une
base {e1, e2} sur laquelle la loi est donnée par la matrice
ψ0 =
(1 0
1 0
0 1
)
ou ψ5 =
( 1 0
−1 0
0 1
)
.
3 Dans ce sens, on trouve des analogies avec la théorie des algébres de Lie [2].
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c d
) ∈ gl(2,R) on trouve que
δψ0f (e1, e1) = ae1 + be2,
δψ0f (e2, e2) = (2d − a)e1 + (2c − b)e2,
δψ0f (e1, e2) = be1 + ae2,
et
δψ5f (e1, e1) = ae1 + be2,
δψ5f (e2, e2) = (−2d + a)e1 + (2c + b)e2,
δψ5f (e1, e2) = −be1 + ae2,
et pourtant
Tψ0f =
(
a b
2d − a 2c − b
b a
)
, Tψ5f =
(
a b
−2d + a 2c + b
−b a
)
.
La dimension des orbites sont en conséquence dimO(ψ0) = dimO(ψ5) = 4. Comme ces al-
gèbres sont rigides, on trouve que la variété J 2 possède deux composantes ouvertes de dimen-
sion 4.
3.1. Théorème de décomposition d’un point
Dans ce paragraphe, on énonce un résultat de M. Goze [2] concernant la rigidité des lois
d’algèbres non-associatives. Ceci admet une application naturelle aux algèbres de Jordan.
Théorème 2. Soit M0 un point standard de Rn avec n standard. Tout point M infiniment proche
de M0 admet une décomposition de la forme
M = M0 + 1v1 + 12v2 + · · · + 1 . . . pvp
qui vérifie les conditions
1. 1, . . . , p sont des nombres réels infiniment petits.
2. v1, . . . , vp sont des vecteurs standard de Rn linéairement indépendants.
De plus, si
M = M0 + ′1v′1 + ′1′2v′2 + · · · + ′1 . . . ′qv′q
est une autre décomposition de M qui vérifie les conditions précédentes, alors p = q , et
1. v′i =
∑i
j=1 a
j
i vj dont les a
j
i sont des nombres standard pour tout i, j telles que a
i
i = 0.
2. 1 . . . i = aii ′1 . . . ′i + aii+1′1 . . . ′i+1 + · · · + aip′1 . . . ′p .
Le nombre entier p qui décrit la classe d’équivalence d’un point M est appelé longueur de M .
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dard infiniment proche à M , un repère standard (v1, . . . , vn) tel que le drapeau (v1, (v1, v2), . . . ,
(v1, . . . , vn)) soit complètement déterminé. Si on impose que M et M0 sont des points apparte-
nant à une variété différentielle ou algébrique plongée dans Rn, la référence antérieure s’adapte
à la géométrie tangente en M0. En particulier, v1 est un vecteur tangent à l’orbite [2].
3.2. Rigidité des lois d’algèbres de Jordan
Soit ϕ une perturbation de la loi standard ϕ0 ∈ J n. Alors on peut décomposer ϕ comme [2] :
ϕ = ϕ0 + 1ϕ1 + 12ϕ2 + · · · + 1 . . . pϕp, (9)
où i sont des nombres infinitésimaux et ϕ1, . . . , ϕp sont des applications bilinéaires standard
indépendantes de Rn. Il en résulte que ϕ ∈ J n si et seulement si
δϕ0ϕ1 = 0,
ε2δϕ0ϕ2 + ε1δϕ1ϕ0 + ε21ϕ31 + ε1ε2δϕ1ϕ3 + ε21ε2δϕ1ϕ2
+ ε1ε22δϕ2ϕ1 + ε1ε2ε3(ϕ0, ϕ1, ϕ2) + · · ·
+ ε21ε32ε33 . . . ε3p−1ε2pδϕpϕp−1 + ε21ε32ε33 . . . ε3pϕ3p = 0, (10)
où
ϕi ◦ ϕj ◦ ϕk(X,Y ) = ϕi
(
ϕj (X,X),ϕk(X,Y )
)− ϕi(X,ϕj (ϕk(X,X),Y )),
ϕ3i = ϕi ◦ ϕi ◦ ϕi,
(ϕi, ϕj , ϕk) = ϕi ◦ ϕj ◦ ϕk + ϕj ◦ ϕk ◦ ϕi + ϕk ◦ ϕi ◦ ϕj
+ ϕi ◦ ϕk ◦ ϕj + ϕj ◦ ϕi ◦ ϕk + ϕk ◦ ϕj ◦ ϕi,
δϕi ϕj = ϕi
(
ϕi(X,X),ϕj (X,Y )
)+ ϕi(ϕj (X,X),ϕi(X,Y ))
+ ϕj
(
ϕi(X,X),ϕi(X,Y )
)− ϕj (X,ϕi(ϕi(X,X),Y ))
− ϕi
(
X,ϕj
(
ϕi(X,X),Y
))− ϕi(X,ϕi(ϕj (X,X),Y )). (11)
En effet, en substituant la décomposition (9) dans (1), en divisant par 1 (1 = 0 car ϕ = ϕ0)
et en considérant l’ombre on obtient (10). On désignera par G(ϕ0) l’espace vectoriel
G(ϕ0) =
{
ϕ ∈R n
2+n3
2 : δϕ0ϕ = 0
}
. (12)
Lemme 6. Soient ϕ1, ϕ2 ∈ Jn. Le plan engendré par {0, ϕ1, ϕ2} est contenu dans Jn si et seule-
ment si δϕ1ϕ2 = δϕ2ϕ1 = 0.
Démonstration. Soit ϕ = λϕ1 + μϕ2, λ,μ ∈R. Alors
ϕ
(
ϕ(x, x),ϕ(x, y)
)− ϕ(x,ϕ(ϕ(x, x), y))= λ2μδϕ1ϕ2(x, y) + μ2λδϕ2ϕ1(x, y),
d’où l’affirmation. 
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la matrice
ψ4 =
(1 0
0 0
0 12
)
,
alors ψ4 est rigide. De plus, dimO(ψ4) = 2.
Démonstration. Par transfert, il suffit de démontrer la proposition pour ϕ0 et {e1, e2} standard.
Soit ϕ une perturbation de ϕ0 et
ϕ = ϕ0 + ε1ϕ1 + · · · + ε1 . . . ε6ϕ6
la décomposition correspondante. Soit
G(ϕ0) = L
{(1 0
0 0
0 12
)
,
( 0 0
0 1
1
2 0
)}
.
Si ϕ1 ∈ G(ϕ0), alors on a δϕ1ϕ0 = 0. D’après le lemme, il en résulte que ϕ1 ∈ J 2 et pourtant
ϕ31 = 0. Si on divise la deuxième équation de (10) par ε2, en passant à l’ombre on obtient que
ϕ2 ∈ G(ϕ0). Le même raisonnement nous montre que ϕ32 = 0, δϕ1ϕ2 = δϕ2ϕ0 = δϕ2ϕ1 = 0 et
(ϕ0, ϕ1, ϕ2) = 0. En divisant maintenant par ε3, la méthode montre que ϕ3 ∈ G(ϕ0). Pourtant, on
obtient que toute perturbation est au plus de longueur 2. Par ailleurs, dans la base {e1, e2} cette
perturbation s’écrit comme
(1 + ε 0
0 ε′
ε′
2
1+ε
2
)
.
Le changement de base donné par
(
1 0
−ε′
1+ε 1 + ε
)
nous donne l’isomorphisme cherché.
Théorème 3. L’algèbre de Jordan ψ2 =
(
0 0
0 1
0 0
)
ne se perturbe pas sur ψ5 =
(
1 0
−1 0
0 1
)
. En parti-
culier, ψ5 ne se contracte pas sur ψ2.
Démonstration. On considère la perturbation ϕ =
(
1 2
3 1+4
5 6
)
de ψ2, où i ∼ 0 sont des infini-
tésimaux. Le changement e′2 = 11+4 e2 permet de supposer que 4 = 0. Si 5 = 0, l’équation (4)
implique la relation
5
(
213 + 35 − 1 − 225 − 236
)= 3(1 − 6).
2406 J.M. Ancochea Bermúdez et al. / Journal of Algebra 319 (2008) 2395–2409Comme 5 = 0, cela équivaut à
−1 ∼ 213 + 35 − 1 − 225 − 236 =
3
5
(1 − 6).
Comme 1 − 6 ∼ 0, le nombre 35 est infiniment grand, d’où
5
3
∼ 0. Le changement de base
e′1 = e1 −
5
3
e2 ∼ e1, e′2 = λe2, λ ∼ 1,
permet de supposer que 5 = 0. Si 3 = 0, le système (4) implique les relations 2 = 0 et 1 = 6.
Il faut distinguer deux cas :
1. Si 1 = 0, on considère la base donnée par
e′′1 =
1
1
e′1, e′′1 = e′2.
Il en résulte que
e′′1 ◦ e′′1 = e′′1 , e′′2 ◦ e′′2 = 13e′′1 + e′′2, e′′2 ◦ e′′2 = e′′2 ,
et comme 13 + 14 > 0, la perturbation est isomorphe à ψ0 d’après le lemme 1.
2. Si 1 = 0, la pertubation est isomorphe à ψ2. Ceci résulte immédiament de la classification.
Si 3 = 0, alors la loi de la perturbation est donnée par ϕ =
(
1 2
0 1
0 6
)
. Dans ce cas, I = (e′2) est
un idéal de ϕ, et, par simplicité, la perturbation n’est pas isomorphe à ψ5. 
Proposition 6. Les seules algèbres rigides dans J 2 sont ψ0,ψ4 et ψ5.
Démonstration. Soit ϕ0 ∈ J 2 une loi standard non isomorphe à aucune des lois
(1 0
1 0
0 1
)
,
(1 0
0 0
0 12
)
,
( 1 0
−1 0
0 1
)
.
Il existe une base standard {e1, e2} de R2 telle que ϕ0 s’exprime d’une des formes suivantes
(a) ϕ0 =
(1 0
0 0
0 1
)
, (b) ϕ0 =
(0 0
0 1
0 0
)
, (c) ϕ0 =
(0 1
0 0
0 0
)
.
Dans le cas (a), on obtient la perturbation ϕ donnée par
ϕ =
(1 0
ε 0
)
,0 1
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considère la perturbation
ϕ =
(
ε 0
0 1
0 0
)
,
qui est aussi sans isotropie, et pourtant non isomorphe à ψ0. Finalement, dans le cas (c) on peut
considérer la perturbation ϕ =
(
ε 1
0 0
0 0
)
, qui n’est pas isomorphe à ψ0 pour être sans isotropie. La
rigidité de ψ5 est évidente par simplicité. 
4. Contractions d’algèbres de Jordan
Par analogie avec les algèbres de Lie, on peut définir formellement une notion de limite dans
la variété des lois J n de la façon suivante : Soit ϕ ∈ J n une loi d’algèbre de Jordan et soit
ft ∈ GL(n,R) une famille d’endomorphismes non-singuliers dépendant du paramètre continu t .
Si pour tous X,Y ∈Rn la limite
ϕ′(X,Y ) := lim
t→0 f
−1
t ◦ ϕ
(
ft (X),ft (Y )
) (13)
existe, alors ϕ′ vérifie les conditions (1) et ϕ′ est une loi d’algèbre de Jordan, appellée contraction
de ϕ par {ft }. En utilisant l’action du groupe GL(n,R) sur la variété des lois d’algèbres de
Jordan, c’est facile de voir qu’une contraction de ϕ correspond à un point de l’adhérence de
l’orbite O(ϕ). Il en résulte en particulier que les algèbres rigides ne sont pas des contractions
non triviales [8].
C’est évident que le changement de base e′i = tei , i = 1, . . . , n induit une contraction de
toute algèbre de Jordan sur l’algèbre de Jordan abélienne. De plus, toute contraction non-triviale
ϕ → ϕ′ vérifie l’inégalité suivante
dimO(ϕ) > dimO(ϕ′). (14)
Ceci nous donne un premier critère pour classifier les contractions des algèbres de Jordan. On
peut vérifier sans difficulté que pour les algèbres du théorème 1, les dimensions des orbites sont
les suivantes :
dimO(ψ5) = dimO(ψ0) = 4,
dimO(ψ1) = dimO(ψ2) = 3,
dimO(ψ3) = dimO(ψ4) = 2. (15)
Proposition 7. Soient ψi les algèbres de Jordan du théorème 1. Alors ψ1,ψ2 et ψ3 sont les
seules algèbres de Jordan qui apparaîssent comme contraction d’une algèbre de Jordan. Plus
précisement :
1. ψ1 est une contraction des algèbres ψ0 et ψ5,
2. ψ2 est une contraction de ψ0,
3. ψ3 est une contraction de ψ0,ψ1,ψ2 et ψ5.
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d’une autre algèbre de Jordan.
1. Soit dans ψ5 la famille des transformations linéaires
ft (e1) = e1, ft (e2) = te2.
Dans la base transformée {e′1 = ft (e1), e′2 = ft (e2)}, la loi de ψ5 s’exprime par la matrice⎛
⎝ e′1 ◦ e′1e′2 ◦ e′2
e′1 ◦ e′2
⎞
⎠=
( 1 0
−t2 0
0 1
)
.
En appliquant la formule, on obtient que la limite pour t → 0 de (13) donne une algèbre
isomorphe à ψ1. De manière analogue, la contraction ψ0 → ψ1 est définie par les transfor-
mations
ft (e1) = e1, ft (e2) = te2.
2. En définissant les changements de base paramétrés
ft (e1) = te1, ft (e2) = 12 (e1 + e2),
on vérifie facilement que la limite (13) existe et donne une contraction ψ0 → ψ2.
3. La contraction de ψ5 sur ψ3 est donnée par les transformations
ft (e1) =
√
t
2
e1 +
√
t
2
e2, ft (e2) = te1.
La contraction ψ1 → ψ3 est définie par
ft (e1) = t (e1 + e2), ft (e2) = t2e2.
La contraction ψ0 → ψ3 est donnée par
ft (e1) = te2, ft (e2) = t2e1.
Finalement, les changements de base dans ψ2 définis par
ft (e1) = e1 + te2, ft (e2) = t2e2
induisent une contraction ψ2 → ψ3.
L’algèbre ψ4, étant rigide, n’est pas une contraction des autres algèbres. Par ailleurs, cette algèbre
ne possède que la contraction sur l’algèbre abélienne. 
Dans la figure 1, ou résume les contractions des algèbres de Jordan obtenues, et aussi la
contraction canonique sur l’algèbre abélienne.
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⎛
⎝ 1 0−1 0
0 1
⎞
⎠
⎛
⎝1 01 0
0 1
⎞
⎠
⎛
⎝1 00 0
0 1
⎞
⎠
⎛
⎝0 00 1
0 0
⎞
⎠
⎛
⎝0 10 0
0 0
⎞
⎠
⎛
⎝1 00 0
0 12
⎞
⎠
⎛
⎝0 00 0
0 0
⎞
⎠
Fig. 1. Contraction des algèbres de Jordan de J 2.
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