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Abstract
Der Entwurfsprozess informationsverarbeitender Systeme ist gekennzeichnet durch die
Beschreibung von speichernden, verarbeitenden und übertragenden Komponenten auf un-
terschiedlichen Abstraktionsstufen. Sowohl für spezifische Anwendungsdomänen als auch
für die jeweiligen Abstraktionsstufen wurden in der Vergangenheit Werkzeuge entwickelt,
die den Systemdesigner von der Phase der Anforderungsspezifikation bis hin zu Imple-
mentierung und funktionaler Erprobung begleiten.
Beim Entwurf komplexer Systeme im allgemeinen und eingebetteter Systeme im beson-
deren stellt sich zusätzlich das Problem der Wiederverwendung von Komponenten aus
früheren Entwürfen, der Transformation des Entwurfswissens über die Grenzen der Ab-
straktionsstufen hinweg sowie die Integration einer variablen Anzahl domänenspezifischer
Werkzeuge in den Entwurfsprozess. Voraussetzung eines korrekten Designs ist dabei die
anwendungsinvariante Integritätserhaltung aller beteiligten Entwurfsdaten unabhängig
von ihrer Repräsentation.
Nach der Diskussion des Integritätsbegriffs für konventionelle Informationssysteme und
den nötigen Erweiterungen für eingebettete Systeme werden Verfahren zur Modellierung
des Entwurfsprozesses vorgestellt, mit deren Hilfe eine der spezifischen Entwicklungsauf-
gabe optimal entsprechende Wissensbasis generiert und fortwährend neuen Anforderun-
gen von Fremdwerkzeugen und Entwurfsverfahren angepasst werden kann. Sie erfordert
vom Anwender keine Detailkenntnisse des zugrunde liegenden Datenmodells. Die Gene-
rierbarkeit der Wissensbasis und ihrer Werkzeuge beruht auf einem Metamodell, das sich
auf eine erweiterbare Objektalgebra zur Struktur- und Verhaltensbeschreibung informati-
onsverarbeitender Systeme stützt und in domänenspezifische Zielsysteme transformierbar
ist.
ii
Inhaltsverzeichnis
1 Einleitung 2
1.1 Einführung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Einordnung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Stand der Technik in der Entwurfsmethodik . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3.1 Entwurf eingebetteter Systeme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3.2 Sichten auf den Entwurfsprozess . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.3 Verwandte Arbeiten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.3.1 POLIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.3.2 Ptolemy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.3.3 Visual HDL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.3.4 POOSL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.3.5 Synopsys . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.3.6 PLAKON / PROKON / KONWERK . . . . . . . . . . . . . . . . . . . . 10
1.3.3.7 SPI-Modell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3.3.8 WiSyRa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3.3.9 RODOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3.3.10 REFLECTIVE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3.3.11 TeNDaX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3.4 Klassifizierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4 Problemstellung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.5 Motivation des Lösungsansatzes und der Vorgehensweise . . . . . . . . . . . . . . . . . . . 16
1.6 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.7 Gliederung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2 Datenbanken zur Entwurfsunterstützung 18
2.1 Beschreibung von Entwurfsdaten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1.1 Anforderungen an die Verwaltung von Entwurfsdaten . . . . . . . . . . . . . . . . 23
2.1.2 Speicherung von Entwurfsdaten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.1.3 Ziele des neuen Ansatzes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2 Mechanismen zur Integritätserhaltung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3 Kategorien der Integrität . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3.1 Physische Konsistenz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.2 Logische Konsistenz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.3 Semantische Konsistenz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.4 Operationale Konsistenz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4 Integritätserhaltung in Wissensbasen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4.1 Definitionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.4.2 Allgemeine Grundlagen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.3 Klassifizierung von Integritätsregeln . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.3.1 Datenintegrität . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4.3.2 Änderungsintegrität . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4.3.3 Kompatibilitätsprüfungen . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4.3.4 Bedingte Existenzprüfungen . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4.4 Relationen zwischen den Objekten der Wissensbasis . . . . . . . . . . . . . . . . . 36
2.5 Integrität der Wissenseinheiten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
iii
Inhaltsverzeichnis
2.5.1 Strategien in passiven DBMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.5.2 Strategien in aktiven DBMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.5.3 Ereignisse an Wissenseinheiten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.5.4 Bedingungen an Wissenseinheiten . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.5.5 Aktionen an Wissenseinheiten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.6 Integrität der Regeln . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.7 Regelverarbeitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.7.1 Prüfende Regeln . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.7.2 Berechnende Regeln . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.7.3 Regelkonstrukte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.8 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3 Ein Metamodell für Entwurfsobjekte 47
3.1 Metamodellierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2 Aufbau des Metamodells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3 Operationen auf dem Metamodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.4 Verwaltung des Metamodells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.1 Darstellung im relationalen Datenmodell . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.2 Darstellung in flachen Files . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.5 Schemagenerierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.5.1 Konstruktionsprimitive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.5.2 Dynamische Wertebereiche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.5.3 Speicherung der Datenobjekte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5.4 Transformation ins relationale Datenmodell . . . . . . . . . . . . . . . . . . . . . . 57
3.5.5 Transformation ins objektorientierte Datenmodell . . . . . . . . . . . . . . . . . . 59
3.5.6 Speicherung der Instanzen des Metamodells . . . . . . . . . . . . . . . . . . . . . . 61
3.5.6.1 Instanzen der Datenobjekte . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.5.6.2 Instanzen der Metaobjekte . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.6 Beziehungen zwischen Metaobjekten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.6.1 Klassifikation der semantischen Integrität . . . . . . . . . . . . . . . . . . . . . . . 65
3.6.1.1 Beschränkung des Wertebereichs . . . . . . . . . . . . . . . . . . . . . . . 65
3.6.1.2 Primärschlüssel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.6.1.3 Fremdschlüssel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.6.1.4 Zustandsübergänge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.6.1.5 Nutzerdefinierte Integritätsbedingungen . . . . . . . . . . . . . . . . . . . 68
3.6.1.6 Werkzeugspezifische Integritätsbedingungen . . . . . . . . . . . . . . . . . 68
3.6.1.7 Zeitbehaftete Integritätsbedingungen . . . . . . . . . . . . . . . . . . . . 69
3.6.2 Universelle Beschreibung der semantischen Integrität . . . . . . . . . . . . . . . . . 70
3.6.2.1 Definition von Funktionsobjekten . . . . . . . . . . . . . . . . . . . . . . 72
3.6.2.2 Verwendung der Funktionsobjekte . . . . . . . . . . . . . . . . . . . . . . 74
3.6.2.3 Statische Funktionskonstruktion . . . . . . . . . . . . . . . . . . . . . . . 75
3.6.2.4 Dynamische Funktionskonstruktion . . . . . . . . . . . . . . . . . . . . . 75
3.7 Induzierte Funktionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.7.1 Funktionen für Metaobjekte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.7.1.1 Instanziieren eines Metaobjekts . . . . . . . . . . . . . . . . . . . . . . . 76
3.7.1.2 Löschen der Instanz eines Metaobjekts . . . . . . . . . . . . . . . . . . . 76
3.7.1.3 Bereitstellen der Extensionsmenge eines Metaobjekts . . . . . . . . . . . 77
3.7.2 Funktionen für Mengen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.7.2.1 Ermitteln Anzahl der Elemente der Menge . . . . . . . . . . . . . . . . . 77
3.7.2.2 Bildung der Vereinigungsmenge . . . . . . . . . . . . . . . . . . . . . . . 78
3.7.2.3 Bildung der Durchschnittsmenge . . . . . . . . . . . . . . . . . . . . . . . 78
3.7.2.4 Bildung der Mengendifferenz . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.7.2.5 Konvertierung Menge in Liste . . . . . . . . . . . . . . . . . . . . . . . . 79
3.7.2.6 Iteration über alle Mengenelemente . . . . . . . . . . . . . . . . . . . . . 79
iv
Inhaltsverzeichnis
3.7.2.7 Selektion von Mengenelementen . . . . . . . . . . . . . . . . . . . . . . . 80
3.7.2.8 Kartesisches Produkt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.7.3 Funktionen für Listen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.7.3.1 Ermitteln Anzahl der Elemente der Liste . . . . . . . . . . . . . . . . . . 82
3.7.3.2 Vereinigung von Listen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.7.3.3 Entfernen Listenelement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.7.3.4 Aktualisieren von Listenelementen . . . . . . . . . . . . . . . . . . . . . . 84
3.7.3.5 Projektion von Listenelementen . . . . . . . . . . . . . . . . . . . . . . . 84
3.7.3.6 Konvertierung Liste in Menge . . . . . . . . . . . . . . . . . . . . . . . . 85
3.7.3.7 Iteration über alle Listenelemente . . . . . . . . . . . . . . . . . . . . . . 85
3.7.3.8 Selektion von Listenelementen . . . . . . . . . . . . . . . . . . . . . . . . 86
3.7.4 Funktionen für Tupel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.7.4.1 Ermitteln Anzahl der Elemente im Tupel . . . . . . . . . . . . . . . . . . 87
3.7.4.2 Tupel-Vereinigung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.7.4.3 Entfernen Tupelbestandteil . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.7.4.4 Projektion von Tupelbestandteilen . . . . . . . . . . . . . . . . . . . . . . 88
3.7.4.5 Iteration über alle Tupelbestandteile . . . . . . . . . . . . . . . . . . . . . 89
3.7.5 Funktionen für Skalare . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.7.5.1 Lesen Wert . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.7.5.2 Schreiben Wert . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.7.5.3 Konvertierung Skalar in einelementige Menge . . . . . . . . . . . . . . . . 91
3.8 Komplexe Funktionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.8.1 Funktionen für Zeichenketten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.8.1.1 Monadische Funktionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.8.1.2 Dyadische Funktionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.8.2 Arithmetische Operationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.8.2.1 Addition / Subtraktion / Multiplikation / Division . . . . . . . . . . . . . 93
3.8.2.2 Aggregatfunktionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.8.3 Logische Operationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.8.3.1 Monadische Funktionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.8.3.2 Polyadische Funktionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.8.4 Vergleichsoperationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.8.4.1 Vergleiche über Skalaren . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.8.4.2 Vergleiche über komplexen Objekten . . . . . . . . . . . . . . . . . . . . . 96
3.8.4.3 Typvergleiche an Metaobjekten . . . . . . . . . . . . . . . . . . . . . . . . 97
3.8.5 Quantoren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.8.6 Zuweisungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.9 Befehlssatzmodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.10 ECA-Regeln zur Integritätserhaltung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.10.1 Prüfende Regeln . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.10.1.1 Partielle Eindeutigkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.10.1.2 Schlüsselintegrität . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.10.1.3 Referenzintegrität . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.10.1.4 Beschränkung des Wertebereichs . . . . . . . . . . . . . . . . . . . . . . . 102
3.10.1.5 Teilmengen komplexer Objekte . . . . . . . . . . . . . . . . . . . . . . . . 102
3.10.1.6 Begrenzung der Anzahl von Elementen . . . . . . . . . . . . . . . . . . . 103
3.10.1.7 Null-Werte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
3.10.1.8 Beschränkung erlaubter Zustandsübergänge . . . . . . . . . . . . . . . . . 104
3.10.2 Berechnende Regeln . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
3.10.3 Funktionale Abhängigkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
3.10.3.1 Normalformen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
3.10.3.2 Sichten auf Datenbankobjekte . . . . . . . . . . . . . . . . . . . . . . . . 107
3.10.3.3 Vererbung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
3.10.3.4 Berechnungsabhängigkeiten . . . . . . . . . . . . . . . . . . . . . . . . . . 111
v
Inhaltsverzeichnis
3.10.3.5 Strukturabhängigkeiten . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
3.10.3.6 Steuerungsabhängigkeiten . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
3.10.4 Verwaltung der ECA-Regeln . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
3.10.4.1 Verwaltung der Ereignisse . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
3.10.4.2 Verwaltung der Bedingungen . . . . . . . . . . . . . . . . . . . . . . . . . 114
3.10.4.3 Verwaltung der Aktionen . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
3.10.5 Elementare Ereignisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
3.10.5.1 Datenbankereignisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
3.10.5.2 Zeitgeberereignisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.10.5.3 Benutzerdefinierte Ereignisse . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.10.6 Komplexe Ereignisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.10.6.1 Ereignisalgebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.10.6.2 Disjunktion von Ereignissen . . . . . . . . . . . . . . . . . . . . . . . . . 117
3.10.6.3 Konjunktion von Ereignissen . . . . . . . . . . . . . . . . . . . . . . . . . 118
3.10.6.4 Sequenz von Ereignissen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
3.10.6.5 Gleichzeitigkeit von Ereignissen . . . . . . . . . . . . . . . . . . . . . . . 119
3.10.6.6 Negation von Ereignissen . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
3.10.7 Die Ereigniswarteschlange . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
3.10.7.1 Ereignisinstanzerzeugung . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
3.10.7.2 Ereignisinstanzkonsumption . . . . . . . . . . . . . . . . . . . . . . . . . 125
3.10.8 Ereignisbehandlung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
3.10.9 Terminierung der Ereignisverarbeitung . . . . . . . . . . . . . . . . . . . . . . . . . 127
3.10.9.1 Regeln mit ausschließlicher Nutzung von Lesezugriffen . . . . . . . . . . . 127
3.10.9.2 Regeln mit Schreibzugriffen . . . . . . . . . . . . . . . . . . . . . . . . . . 128
3.10.9.3 Konflikte bei der Regelausführung . . . . . . . . . . . . . . . . . . . . . . 128
3.11 Integrität des Metamodells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
3.11.1 Datenbeschreibende Metaobjekte . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
3.11.2 Funktionsbeschreibende Metaobjekte . . . . . . . . . . . . . . . . . . . . . . . . . . 131
3.11.3 Automatische Integritätserhaltung . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
3.11.3.1 Statischer Betrieb . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
3.11.3.2 Dynamischer Betrieb . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
3.12 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4 Anwendung des Metamodells 134
4.1 Modellierung der Semantik von Beschreibungssprachen . . . . . . . . . . . . . . . . . . . . 134
4.1.1 Inter Layer-Relationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
4.1.1.1 Relation multirel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
4.1.1.2 Relation architector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
4.1.1.3 Relation implementor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
4.1.2 Intra Layer-Relationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.1.2.1 Spezialisierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.1.2.2 Aggregation/Dekomposition . . . . . . . . . . . . . . . . . . . . . . . . . 140
4.1.3 Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
4.1.4 Strukturgleichungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
4.1.4.1 Statische Verfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
4.1.4.2 Dynamische Verfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
4.1.4.3 Warteschlangen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
4.1.5 Arbeitszustand einer Wissensklasse . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
4.1.5.1 Abschnitt activity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
4.1.5.2 Abschnitt ready . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
4.1.5.3 Task-Graphen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
4.1.6 Semantische Integritätsprüfung von CLINT-Konstrukten . . . . . . . . . . . . . . . 151
4.1.7 Automatische Bewertung des Domänenmodells . . . . . . . . . . . . . . . . . . . . 152
4.2 Integration sprachfremder Beschreibungsmittel . . . . . . . . . . . . . . . . . . . . . . . . 153
vi
Inhaltsverzeichnis
4.2.1 Zustandsautomaten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
4.2.1.1 Beschreibung im Metamodell . . . . . . . . . . . . . . . . . . . . . . . . . 154
4.2.1.2 Integritätsbedingungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
4.2.2 Petri-Netze . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
4.2.2.1 Formale Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
4.2.2.2 Beschreibung im Metamodell . . . . . . . . . . . . . . . . . . . . . . . . . 157
4.2.2.3 Integritätsbedingungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
4.2.3 Semantische Netze . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
4.2.3.1 Formale Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
4.2.3.2 Beschreibung im Metamodell . . . . . . . . . . . . . . . . . . . . . . . . . 159
4.2.4 EBNF-Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
4.2.4.1 Von der EBNF zum Metamodell . . . . . . . . . . . . . . . . . . . . . . . 160
4.2.4.2 Vom Metamodell zur EBNF . . . . . . . . . . . . . . . . . . . . . . . . . 165
4.3 Verhaltensbeschreibung von Wissensklassen . . . . . . . . . . . . . . . . . . . . . . . . . . 165
4.3.1 Die Objektmenge von HDL und PL . . . . . . . . . . . . . . . . . . . . . . . . . . 168
4.3.2 Die Operationsmenge von HDL und PL . . . . . . . . . . . . . . . . . . . . . . . . 170
4.3.3 Besonderheiten von Hardware-Objekten . . . . . . . . . . . . . . . . . . . . . . . . 172
4.3.3.1 Zuweisungsoperationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
4.3.3.2 Ports . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
4.3.3.3 Signale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
4.3.3.4 Nebenläufigkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
4.3.3.5 Warten auf Ereignisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
4.3.3.6 Komponentenbeschreibung durch Metaobjekte . . . . . . . . . . . . . . . 185
4.3.4 Besonderheiten von Software-Objekten . . . . . . . . . . . . . . . . . . . . . . . . . 186
4.3.4.1 Zuweisungsoperationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
4.3.4.2 Ablaufsteuerung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
4.3.4.3 Nebenläufigkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
4.3.5 Codegenerierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
4.3.5.1 Software-Synthese . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
4.3.5.2 Hardware-Synthese . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
4.3.5.3 Kommunikations-Synthese . . . . . . . . . . . . . . . . . . . . . . . . . . 204
4.4 Heterogene Systemsimulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
4.4.1 Aktivierung einer Komponente . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
4.4.2 Deaktivierung einer Komponente . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
4.4.3 Simulatorsteuerung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
4.5 Zusammenfassung und Systematisierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
4.5.1 Kategorien von Objekten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
4.5.2 Systembeschreibung durch aktive Metaobjekte . . . . . . . . . . . . . . . . . . . . 213
4.5.3 Semantikbeladene Relationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
5 Implementierung des Metamodells 217
5.1 Strukturbeschreibende Metaobjekte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
5.1.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
5.1.2 Minimale Integritätsbedingungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
5.1.3 Interaktive Bearbeitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
5.1.4 Speicherung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
5.1.5 Referenzen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
5.1.5.1 Referenzen zur Designzeit . . . . . . . . . . . . . . . . . . . . . . . . . . . 225
5.1.5.2 Referenzen zur Laufzeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
5.2 Funktionsbeschreibende Metaobjekte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
5.2.1 Verwaltung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
5.2.2 Ausführung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232
5.2.3 Overloading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
5.2.4 Behandlung von Ausdrücken . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
vii
Inhaltsverzeichnis
5.2.4.1 Semantische Integrität . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
5.2.4.2 Berechenbarkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
5.3 ECA-Regeln . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246
5.3.1 Funktionen im Bedingungsteil . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246
5.3.2 Funktionen im Aktionsteil . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
5.3.3 Regelgenerierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
5.3.4 Automatische Regeltransformation . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
5.3.4.1 Schlüsselintegrität . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
5.3.4.2 Referenzintegrität . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252
5.3.4.3 Domänenintegrität . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252
5.3.5 Ereignis-Compiler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254
5.4 RODOS-eigene Werkzeuge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
5.4.1 CLINT-Parser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
5.4.2 Source Code-Scanner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
5.4.3 Source Code-Tester . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
5.4.4 Prototyp-Generator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
5.4.5 Konfigurierer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258
5.4.6 Simulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263
5.4.7 Modellgenerator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 264
5.4.8 PDL-Generator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265
5.4.9 XML-Generator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265
5.4.10 UML-Scanner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265
5.4.11 Concept-Editor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266
5.4.12 CLINT-Generator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
5.4.13 Animationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
5.4.13.1 Robotersteuerung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
5.4.13.2 Kohletransport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
5.5 RODOS-fremde Werkzeuge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
5.5.1 SQL-Datenbanken . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
5.5.1.1 Von SQL-Datenbanken zum Metamodell . . . . . . . . . . . . . . . . . . 268
5.5.1.2 Vom Metamodell zu SQL-Datenbanken . . . . . . . . . . . . . . . . . . . 270
5.5.2 ML . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 274
5.6 Grenzen der Implementierung durch ADBMS . . . . . . . . . . . . . . . . . . . . . . . . . 280
5.6.1 Operative Belastbarkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 280
5.6.2 Determiniertheit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
5.6.3 Vollständigkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282
5.7 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 283
6 Ausblick auf Weiterentwicklungen 284
6.1 Entwurfsautomatisierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284
6.2 Problemabhängige Indizierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 286
6.3 Modelltransformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 288
6.4 Simulation und Test mit realer Hardware . . . . . . . . . . . . . . . . . . . . . . . . . . . 289
6.5 Aktive Informationssysteme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 289
6.6 Debugger für eingebettete Systeme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 290
6.7 Erweiterbare Wissensbanken . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 290
6.8 High-Level-Systembeschreibung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291
6.9 High-Level-Integritätsbeschreibung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291
6.10 Ereignisorientierte Systembeschreibung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292
6.11 Komponentenbörse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292
6.12 Wiederverwendung des Entwurfswissens . . . . . . . . . . . . . . . . . . . . . . . . . . . . 294
6.13 Ressourcenbasiertes Konfigurieren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 294
6.14 Alternative Modellierungsansätze . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295
6.15 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295
viii
Inhaltsverzeichnis
Anhang 298
A Eigenschaften von Ereignissen 298
B Unterstützung in kommerziellen DBMS 302
B.1 Caché . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 302
B.2 DB2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 302
B.3 GUPTA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303
B.4 Informix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303
B.5 Ingres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 304
B.6 Microsoft Access . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 304
B.7 Microsoft SQL Server . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 304
B.8 MySQL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 304
B.9 ORACLE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305
B.10 Polyhedra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305
B.11 PostgreSQL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305
B.12 Sybase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305
B.13 Weiterentwicklung von SQL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 306
C Abkürzungen / Begriffserläuterungen 307
Literaturverzeichnis 329
Index 346
ix
Abbildungsverzeichnis
1.1 Entwurfspyramide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Strukturierung von Hardware-Synthese . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 P-Chart Entwurfsstrukturierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Spezifikationsgraph in WiSyRa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.5 Modellierung des Entwurfsprozesses in der Wissensbasis . . . . . . . . . . . . . . . . . . . 12
1.6 Compiler-Technik im Vergleich zum Hardware-Software-Codesign . . . . . . . . . . . . . . 14
1.7 Werkzeugübergreifende semantische Integritätserhaltung . . . . . . . . . . . . . . . . . . . 15
2.1 RODOS-Entwurfsmethodik für eingebettete Systeme . . . . . . . . . . . . . . . . . . . . . 19
2.2 Prinzipieller Aufbau einer Robotersteuerung . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Geometrische Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4 Architektur von WiSyRa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5 Struktur der Wissensbasis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.6 Stellung der Wissensbasis im Entwurfsprozess . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.7 Von der Wissensbasis zur Konfiguration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.8 Wirkungsweise der Prüfmechanismen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.9 Änderungsintegrität bei autonomer Werkzeugnutzung . . . . . . . . . . . . . . . . . . . . 33
2.10 Änderungsintegrität bei integrierter Werkzeugnutzung . . . . . . . . . . . . . . . . . . . . 34
2.11 Aktivierung der semantischen Integritätsprüfung . . . . . . . . . . . . . . . . . . . . . . . 37
2.12 3-Tier-Architektur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.13 Kopplungsmodi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.14 Hierarchie des Regelwerkes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.15 Steuerschleife der Regelverarbeitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.16 Zuverlässigkeit eines Systems als Funktion seiner Komponenten . . . . . . . . . . . . . . . 45
2.17 Prinzip der Berechnung abhängiger Attributwerte in RDBMS . . . . . . . . . . . . . . . . 45
3.1 Ablauf der Metamodellierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2 Interpretationen des Metamodells für DBMS . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3 Metamodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.4 Bearbeitung von Metamodellen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5 Import des Metamodells aus Textfiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.6 Textuelle Repräsentation des Metamodells (Ausschnitt) . . . . . . . . . . . . . . . . . . . 52
3.7 Objektkonstruktion im Extended NF2 Data Model . . . . . . . . . . . . . . . . . . . . . . 53
3.8 Konstruktion komplexer Datenobjekte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.9 Beschreibung der Schichtendefinition im RODOS-Systemmodell . . . . . . . . . . . . . . . 56
3.10 Ausschnitt aus der Definition der Wissensklasse . . . . . . . . . . . . . . . . . . . . . . . . 56
3.11 Generierung der Schemadefinition in RODOS . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.12 Zustandsübergänge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.13 Axiome zu zeitlichen Perioden . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.14 Mögliche Relationen zwischen zeitlichen Intervallen . . . . . . . . . . . . . . . . . . . . . . 70
3.15 Integrität zwischen Daten- und Regelobjekten . . . . . . . . . . . . 71
3.16 Definition des Funktions-Metaobjekts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.17 Beschreibung des einzigen Elements der Eingabeliste der Iterator-Funktion für Mengen . . 80
3.18 Bildung des kartesischen Produkts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.19 Vereinigung von Listen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
x
Abbildungsverzeichnis
3.20 Beschreibung des einzigen Elements der Eingabeliste der Funktion zur Listenvereinigung . 83
3.21 Beschreibung des einzigen Elements der Eingabeliste bei Teilen von Datenlisten . . . . . . 83
3.22 Beschreibung des einzigen Elements der Eingabeliste der Iterator-Funktion für Listen . . . 86
3.23 Beschreibung des einzigen Elements der Eingabeliste bei Bestandteilen von Tupeln . . . . 88
3.24 Beschreibung des einzigen Elements der Eingabeliste der Iterator-Funktion für Tupel . . . 89
3.25 Beschreibung des einzigen Elements der Eingabeliste der Funktion für Teilzeichenketten . 92
3.26 Operatorbaum der Integritätsbedingung ii des Abschnitts 3.6 . . . . . . . . . . . . . . . . 100
3.27 Aufbau und Aktualisierung materialisierter Sichten . . . . . . . . . . . . . . . . . . . . . . 110
3.28 Einfluss der Vererbung auf Strukturgleichungen . . . . . . . . . . . . . . . . . . . . . . . . 111
3.29 Primitive Ereignisse im Metamodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
3.30 Drehzahlmessung mit Lichtschranken . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
3.31 Event-Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.32 Simulation der Ereignisbehandlung in passiven DBMS . . . . . . . . . . . . . . . . . . . . 127
4.1 EBNF-Darstellung der Relation multirel . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
4.2 EBNF-Darstellung der Constraints in CLINT++ . . . . . . . . . . . . . . . . . . . . . . . 141
4.3 Syntax der Strukturgleichungen in CLINT++ . . . . . . . . . . . . . . . . . . . . . . . . . 143
4.4 Kommunikation auf Port-Niveau . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
4.5 Warteschlangen zwischen Wissensklassen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
4.6 Eingangswarteschlangen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
4.7 Task-Graph zu Beispiel 34 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
4.8 Strukturgraph zu Beispiel 34 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
4.9 Task-Graph zur Deadlock-Prüfung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
4.10 Aktivitäten zur Modellbewertung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
4.11 Automatenbeschreibung im Metamodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
4.12 Automatentafel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
4.13 Kantentypen in Petri-Netzen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
4.14 Semantisches Netz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
4.15 Modellierung von Systemkomponenten durch Aggregationsbeziehungen . . . . . . . . . . . 168
4.16 Post-Run-Animation der Auslastung von Verarbeitungsknoten . . . . . . . . . . . . . . . . 183
4.17 Automatentabelle und Zustandsdiagramm des J-K-Flipflops . . . . . . . . . . . . . . . . . 186
4.18 Beschreibung eines Multiplexers im Metamodell . . . . . . . . . . . . . . . . . . . . . . . . 186
4.19 Software Execution Unit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
4.20 Vom Metamodell zur Systemsimulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
4.21 Informationsquellen und -ziele des Metamodells . . . . . . . . . . . . . . . . . . . . . . . . 211
4.22 Semantikfreie Relation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
4.23 Änderungsanomalie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
4.24 Klassendefinition in CLINT++ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
4.25 Instanzdefinition in CLINT++ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
5.1 Dimensionen der Konstruktionsprimitive . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
5.2 Entstehung von Multimengen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
5.3 Syntax der Aktivierungsbedingung in CLINT++ . . . . . . . . . . . . . . . . . . . . . . . 228
5.4 Exklusivität der Benutzung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236
5.5 Master-Detail-Beziehungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
5.6 RODOS-eigene Werkzeuge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
5.7 Parametrisierung des CLINT-Parsers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
5.8 Arbeitsweise des Source Code-Scanners . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
5.9 Task-Management im Prototyp-Generator . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
5.10 Auswahl einer konkreten Implementierung in WiSyRa . . . . . . . . . . . . . . . . . . . . 259
5.11 Menge der Architekturen bei 3 Funktionen und identischen Ressourcen . . . . . . . . . . . 260
5.12 Interpretation der Anzahl zu bindender Funktionen . . . . . . . . . . . . . . . . . . . . . . 261
5.13 Unterschiedliche Ressourcen in einer Architekturvariante . . . . . . . . . . . . . . . . . . . 262
5.14 Bijektive Abbildung von 3 Funktionen auf unterschiedliche Ressourcen . . . . . . . . . . . 263
5.15 Simulation eines aus RODOS generierten GPSS-Modells . . . . . . . . . . . . . . . . . . . 264
xi
Abbildungsverzeichnis
5.16 Analyse nichtfunktionaler Eigenschaften mit PDL . . . . . . . . . . . . . . . . . . . . . . . 265
5.17 Spezialisierung von Klassen in ArgoUML . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266
5.18 Editor für RODOS-Wissenseinheiten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
5.19 Simulation einer Robotersteuerung mit VHDL-Java-Kopplung . . . . . . . . . . . . . . . . 268
5.20 Simulation der Kohletransport-Steuerung in Microsoft Access . . . . . . . . . . . . . . . . 269
5.21 Komplexes Funktionsobjekt für Beispiel 89 . . . . . . . . . . . . . . . . . . . . . . . . . . 278
5.22 Berechnung eines Funktionsausdrucks in ML . . . . . . . . . . . . . . . . . . . . . . . . . 280
5.23 Ereignisfolge-Graph eines Metamodells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
6.1 Berechnung der inversen Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 286
6.2 Konfigurationen der Software Execution Unit . . . . . . . . . . . . . . . . . . . . . . . . . 286
6.3 Grobentwurf einer Robotersteuerung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293
6.4 Beschreibung der Betriebsmittelverwaltung in PROKON . . . . . . . . . . . . . . . . . . . 295
6.5 2-Ebenen-Modell der Entwurfsumgebung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 296
A.1 Signalwerte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 298
xii
Tabellenverzeichnis
2.1 Funktionale Anforderungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Nichtfunktionale Anforderungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Abbildung Spezifikationsmodell 7→ Funktionsmodell . . . . . . . . . . . . . . . . . . . . . 21
3.1 Operationen auf dem Metamodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2 Konstruktionsprimitive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3 Semantik der Slots des Constructor-Aspekts . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.4 Transformation der Metaobjekte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5 Implementierung der induzierten Funktionen in RDBMS . . . . . . . . . . . . . . . . . . . 63
3.6 Beispiele funktionaler Abhängigkeiten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
3.7 Komplexe Ereignisse nach Zimmer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.1 Abstrakte Operationen von HDL und PL . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
5.1 Überladene Metaoperationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
5.2 Zugriffsprimitive für Instanzen der Metaobjekte . . . . . . . . . . . . . . . . . . . . . . . . 218
5.3 Iteration über Listen- und Mengenelementen . . . . . . . . . . . . . . . . . . . . . . . . . 219
5.4 Vergleich mit Sortenausdrücken . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
5.5 Minimale Integritätsbedingungen gebräuchlicher Datenmodelle . . . . . . . . . . . . . . . 221
5.6 Abbildung von induzierten Funktionen auf SQL-Konstrukte . . . . . . . . . . . . . . . . . 272
5.7 Transformation von Projektion und Selektion . . . . . . . . . . . . . . . . . . . . . . . . . 274
5.8 Projektion des Metamodells in die Sprache ML . . . . . . . . . . . . . . . . . . . . . . . . 276
xiii
„Domain Engineering is the activity of collecting, organizing, and
storing past experience in building systems or parts of systems in
a particular domain in the form of reusable assets (i.e., reusable
work products), as well as providing an adequate means for reusing
these assets (i.e., retrieval, qualification, dissemination, adaptation,
assembly, and so on) when building new systems.“
Quelle: [38, Seite 20]
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1 Einleitung
1.1 Einführung
Fortschritte in der Geschichte der Menschheit sind eng verknüpft mit Fortschritten auf dem Gebiet der
Naturwissenschaften und der Technik im allgemeinen sowie mit der besseren mathematischen Durchdrin-
gung solcher Prozesse im besonderen.
Seitdem Zahlen als Abbild quantifizierbarer Erscheinungen das Bewusstsein des Menschen bereicherten
und mit der Entwicklung mathematischer Prinzipien die Möglichkeit zur Verknüpfung derselben mit dem
Ziel entstand, neue Aussagen und Erkenntnisse zu gewinnen, wuchs auch das Bestreben zur Schaffung
von Hilfsmitteln, welche die Ausführung mathematischer und logischer Operationen unterstützten. Kerb-
hölzer1 zur Informationsspeicherung und Rechensteine (lat. calculi) zur Darstellung von Rechenprozessen
sind frühe Zeugnisse einer Entwicklung, die mit der Informationstechnik und der Informatik zu eige-
nen Wissenschaftsdisziplinen führte. Sie begann mit dem Abakus2 (Kugelbrett) und setzte sich nach der
Formulierung praktischer Rechenregeln durch Adam Ries3 in den mechanischen Rechenmaschinen von
Schickard4, Pascal5 und Leibniz6 fort. Programmgesteuerte, zunächst mechanische7 und später elektroni-
sche Rechenautomaten8 schufen die Voraussetzungen zur Bearbeitung komplexer naturwissenschaftlich-
technischer Probleme mit einer großen Anzahl elementarer Rechenoperationen und der Berücksichtigung
spezieller Algorithmen. Die Möglichkeit der Steuerung der Operationsfolge durch ein vom Benutzer er-
stelltes Programm verlieh dem Automat eine reversible Spezialisierung. Der Rechenautomat selbst bildete
ein geschlossenes System, dessen Schnittstelle zur Umgebung im Lesen von Eingabedaten und Program-
men und in der Ausgabe von Ergebnissen bestand.
Mit der fortschreitenden Miniaturisierung der Bauelemente und der gleichzeitigen erheblichen Steigerung
ihrer Leistungsfähigkeit wurde es möglich, rechentechnische Komponenten als Teilsysteme umfassenderer
Systeme einzusetzen, in denen sie abgegrenzte Dienstleistungen für das umgebende System erbringen.
Sie arbeiten dabei meist reaktiv, indem sie an ihrer Systemgrenze Signale des umgebenden Systems emp-
fangen, diese nach vorgegebenen Algorithmen verarbeiten und ihre Ergebnisse wiederum in Form von
Signalen dem Wirtssystem bereitstellen. Für eine solche Konstellation hat sich der Begriff der ‚embedded
systems‘ eingebürgert [183]. Nach einer Phase des Einsatzes zentraler Großrechenanlagen (Mainframes),
dem späteren Übergang zu dezentralisierter und vernetzter Rechentechnik (Personalcomputer) markie-
ren eingebettete Systeme eine neue Qualität der Nutzung von Rechenleistung, die in der Interaktion mit
anderen, nicht notwendig elektronischen Systemen besteht. Hauptanwendungsgebiete dieser Technolo-
gie liegen in den Bereichen Telekommunikation, Telematik, Multimedia, Automobilbau, Steuerungs- und
Regelungstechnik, Unterhaltungselektronik und Fertigungssteuerung. Durch ständig steigende Leistungs-
fähigkeit der rechentechnischen wie auch der peripheren Einheiten erschließt sie sich neue Einsatzmög-
lichkeiten insbesondere dadurch, dass alltägliche Gebrauchsgegenstände mit zusätzlicher Funktionalität
ausgestattet werden. Ein Beispiel hierfür sind u. a. Textilien, die sich mit intelligenten Komponenten auf-
werten lassen (wearable electronics).
Rechen- und kommunikationstechnische Einrichtungen entwickeln sich somit von autonom arbeitenden
Systemen zu integralen Bestandteilen komplexerer technischer und ökonomischer Prozesse. Dies erfordert
qualitativ neue Formen der Entwurfsunterstützung.
1Bedeutung des germanischen Worts „Zahl“: Kerbholzeinschnitt; Ursprung um 3000 v. Chr.
2China, ca. 1000 v. Chr.
3Adam Ries (1492 - 1559), Verfasser von Lehrbüchern zum praktischen Rechnen, u. a. „Rechnung nach der lenge“ von 1550
4Wilhelm Schickard entwarf 1623 eine „Rechenuhr“, die alle vier Grundrechenarten beherrschte.
5Blaise Pascal entwarf 1643 die Additionsmaschine.
6Gottfried Wilhelm Leibniz´ Rechenmaschine von 1672 besaß Staffelwalze und Zehnerübertrags-Behandlung.
7erster mechanischer programmgesteuerter Rechenautomat auf Lochkarten-Basis: 1833 von Charles Babbage
8erster elektromagnetischer programmgesteuerter Rechenautomat der Welt: 1941 von Konrad Zuse
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1 Einleitung
1.2 Einordnung
Die ersten programmierbaren Rechenautomaten bezogen ihre Steuerbefehle häufig über verdrahtete
Schalttafeln (z. B. ENIAC), auf denen der Anwender die direkte Zuordnung von auszuführender Ope-
ration und schaltungstechnischem Äquivalent vornahm. Auch nachdem später das Programm selbst im
Hauptspeicher der Rechenanlage abgelegt werden konnte, bestand eine solche direkte Zuordnung zwischen
der Operation und einem Binärmuster, das bei der Interpretation des Operationscodes die entsprechende
Befehlsausführung veranlasste. Die Aufgabe des Programmierers bestand in der Zerlegung der zu lösen-
den Aufgabe in eine Folge von Maschineninstruktionen.
Entsprechend ist bei einer Realisierung des Algorithmus durch Hardware (z. B. ASIC) eine Zerlegung in
bzgl. der Schaltkreisstruktur elementare Operationen erforderlich. Dieses Grundprinzip gilt sowohl für
konventionelle Rechenanlagen als auch für eingebettete Systeme. Theoretische Grundlage ist die Turing9-
Berechenbarkeit von Algorithmen. Eine Funktion ist berechenbar, wenn eine deterministische Turing-
Maschine existiert, die allen Argumenten der Funktion nach einer beliebig großen, aber endlichen Anzahl
von Operationen einen Funktionswert zuweist und eine unendliche Operationsfolge eintritt für Daten, die
dem Definitionsbereich nicht angehören oder für die die Funktion nicht definiert ist.
Mit der Entwicklung der Assemblersprachen entstand eine erste logische Schicht oberhalb dieser Metho-
dik. Die Verwendung symbolischer statt physischer Speicheradressen und mnemonischer Operationscodes
statt binär codierter Befehlswörter entlastete den Programmierer von Interna des Prozessors und ermög-
lichte ihm die Notation seines Algorithmus auf höherem Abstraktionsniveau. Damit verbunden war die
Notwendigkeit zur Entwicklung von Sprachübersetzern, die die symbolische Notation weitgehend automa-
tisch in die interne Repräsentationsform des Rechners transformieren konnten. Erhalten blieb jedoch die
Maschinenorientierung der Programmiersprache, d. h. in einer konkreten Assemblersprache formulierte
Algorithmen waren nur auf der jeweiligen Rechnerarchitektur ausführbar.
Diese Bindung wurde mit der Einführung problemorientierter Sprachen (ALGOL, COBOL, FORTRAN,
PASCAL, PL/1 und C) weitgehend aufgehoben. Über der Schicht der mnemonischen Operationen eta-
blierte sich eine weitere Schicht, die neben Konstrukten zur Programmablaufsteuerung wie Schleifen und
bedingten Verzweigungen auch solche zur Bearbeitung komplexerer Datentypen enthielt, welche der Com-
piler auf Maschinendatentypen und Maschineninstruktionen abbildete.
Die Weiterführung jenes Abstraktionsprozesses, der sich von Besonderheiten der Zielmaschine entfernt
und die Softwareentwicklung näher an die zu modellierenden Objekte der realen Welt bringt, mündete
in die Objekttechnologie, zu deren Umsetzung inzwischen neben Programmiersprachen auch Datenban-
ken, Betriebssystemkomponenten und Entwurfswerkzeuge sowohl für den Software10- als auch für den
Hardwareentwurf11 verfügbar sind.
Definition 1 (Objekt) Ein Objekt ist die informationstechnische Beschreibung von bzgl. einer bestimm-
ten Abstraktionsstufe gleichartigen Teilen des Realweltausschnittes. Objekte sind durch Namen innerhalb
eines Universums eindeutig identifizierbar. Ihr Zustand ist durch Werte von Attributen, ihr Verhalten
durch Methoden zum Lesen und Schreiben von Attributwerten definiert.
Definition 2 (Attribut) Ein Attribut12 ist einerseits die Beschreibung einer bestimmten Eigenschaft
der Entitäten einer Entitätsmenge. Andererseits definiert das Attribut (implizit) auch die Rolle, die der
zugehörige Wertebereich in der Entitätsmengen-Beschreibung spielt.
Die Objekttechnologie hat sich als wesentlicher Lösungsansatz erwiesen, da sie einerseits zur Entwicklung
modular aufgebauter Systeme mit klar definierten Schnittstellen führt und andererseits die Wiederver-
wendung von Komponenten in anderen Systemen unterstützt [147]. Sie kommt damit den Prinzipien der
Entwicklung eingebetteter Systeme unmittelbar entgegen.
Definition 3 (Komponente) Eine Komponente ist eine auf der betrachteten Abstraktionsebene atoma-
re Einheit13, die mit ihrer Umgebung ausschließlich über definierte Schnittstellen interagiert.
9hypothetisches Modell einer Rechenanlage von A. M. Turing, 1936
10Microsofts COM/DCOM-Technologie und Enterprise Java Beans sind Beispiele für Bemühungen zur Umsetzung dieser
Prinzipien in der Praxis der Softwareentwicklung.
11In der Hardware-Entwicklung wird dies deutlich z. B. bei ‚Object-Oriented Extension to VHDL‘.
12Quelle: [187, Seite 70]
13bei Hardware: Gatter, Prozessor, Speicher, ASIC; bei Software: Maschinenbefehl, Programm, RTOS
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Neben den physischen Einheiten bezeichnet der Komponentenbegriff im Folgenden auch virtuelle und
abstrakte Objekte, die z. B. während des Entwurfsprozesses als Stellvertreter für reale Objekte in einer
Wissensbasis auftreten. Er beschränkt sich in obiger Definition nicht auf die Mikroelektronik, sondern
adressiert allgemein diejenige, auf einer dedizierten Abstraktionsstufe nicht weiter zerlegbare Einheit, die
im Sinne der allgemeinen Systemtheorie eine gewisse Teilfunktion erfüllt [104].
1.3 Stand der Technik in der Entwurfsmethodik
1.3.1 Entwurf eingebetteter Systeme
Die Entwurfsmethoden in der Hard- und Software zeigen trotz des unterschiedlichen Arbeitsgegenstandes
weitgehend ähnliche Tendenzen; analog zur Abstraktionsrichtung von der Ebene der Maschinensprache
hin zu problemnahen Hochsprachen in der Softwareentwicklung begann auch der Entwurf von eingebet-
teten Systemen anfangs auf der Ebene der elementaren Funktionseinheiten, der Gatter. Die Spezifikation
für ein neues System musste vom Entwerfer schrittweise verfeinert und schließlich auf die mit den elemen-
taren Einheiten realisierbaren Funktionen abgebildet werden. Wie im Compilerbau, so entstanden auch
hier Entwurfswerkzeuge, die die Erfassung einer Systemspezifikation auf höherem Abstraktionsniveau
und deren Transformation bis zur Gatterebene unterstützten. Es entwickelten sich Beschreibungsformen,
die nicht mehr von den primären Möglichkeiten der atomaren Komponenten ausgingen, sondern eine
funktions- und anforderungsbezogene Sicht auf das zu entwerfende System unterstützen. Eine Systemati-
sierung dieser Verfahren bildet die Entwurfspyramide nach Rammig [137, Seite 16] sowie deren präzisierte
Darstellung bei Ecker [51, Seite 42] (Abb. 1.1).
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Abbildung 1.1: Entwurfspyramide
Die gegenwärtig am höchsten entwickelte Repräsentationsform bilden Intellectual Properties, also veri-
fizierte Bausteine, die Standardfunktionen in Hard- und/oder Software realisieren und dem Anwender
definierte Funktionalität über Schnittstellen zur Verfügung stellen, ohne jedoch Details ihrer inneren
Struktur zu offenbaren.
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Die Arbeitsweise des heutigen Systementwerfers ist damit vergleichbar mit der des Entwurfsingenieurs
sowohl für Soft- als auch für Hardware: in beiden Realisierungen ist eine vorgegebene Spezifikation des
erwarteten Systemverhaltens zu verfeinern, bzgl. ihrer inneren14 und äußeren15 Konsistenz zu validieren
und letztlich auf vorhandene Teilfunktionen abzubilden.
• Im Falle der Softwareentwicklung sind das – je nach Abstraktionsgrad – die Maschinenbefehle des
Rechners, die Konstrukte einer imperativen Programmiersprache oder Objekte mit Eigenschaften und
Methoden aus einer Klassenbibliothek
• Im Falle der Hardwareentwicklung sind das – je nach Abstraktionsgrad – Gatter, Funktionsblöcke
oder Hard- und Soft-IP’s.
• Da zahlreiche Funktionen sowohl durch Hard- als auch durch Software realisierbar sind, obliegt dem
Entwerfer eines eingebetteten Systems auch die Implementierungsentscheidung.
Die Implementierungsneutralität kommt zum Ausdruck in der
Definition 4 (Spezifikation) Die Spezifikation eines zu entwerfenden Systems ist ein Paar (fn, nf)
von nichtleeren Mengen, deren Elemente Anforderungen bezeichnen. Anforderungen sind Eigenschaften,
die der Anwender vom System erwartet. Funktionale Anforderungen (fn) beschreiben die zu realisierende
Funktionalität z. B. durch Use Cases, nichtfunktionale Anforderungen (nf) sind messbare Kenngrößen,
die sich aus der zugrundeliegenden Technologie ergeben, z. B. Herstellungskosten, Energiebedarf, Reakti-
onszeit, Zuverlässigkeit usw.
Diese Betrachtungsweise des Entwurfsprozesses motiviert die Entwicklung von Verfahren und Werkzeugen
für eingebettete Systeme, die den Ingenieur bei der Auswahl geeigneter, auf der jeweiligen Abstraktions-
stufe atomarer Einheiten und der anschließenden Komposition zu einem Gesamtsystem unterstützen. Ist
die Art und Weise der Verknüpfung bei Software allein durch die Reihenfolge der Teiloperationen gegeben
(Instruktionssequenz), so tritt bei Hardware zusätzlich das Problem des Signalaustauschs zwischen Kom-
ponenten, die Art ihrer Verknüpfung sowie die Verwaltung der Nebenläufigkeit auf. Ferner spielen das
Zeitverhalten, die Zuverlässigkeit der Implementierung unter wechselnden Umgebungsbedingungen sowie
Qualität und Verfügbarkeit dedizierter Hardware eine wesentliche Rolle bei der Auswahlentscheidung.
Auf höheren Abstraktionsstufen ist die Kompatibilität der Komponenten notwendige Bedingung für deren
Einsatz in einem konkreten Entwurf.
1.3.2 Sichten auf den Entwurfsprozess
Der Entwurfsprozess beginnt nach Definition 4 mit der Spezifikation von funktionalen und nichtfunktiona-
len Anforderungen und führt über die Abbildung derselben auf implementierungsneutrale Funktionsblöcke
letztlich zur Implementierung durch Hard- und/oder Softwarekomponenten (vgl. Abb. 2.1). Der Über-
gang zur nächsttieferen Abstraktionsschicht im Modell des Entwurfsprozesses ist gleichbedeutend mit der
schrittweisen Verfeinerung der Spezifikation bis hin zur Implementierung. In der Phase der Spezifikation
eines zu entwerfenden Systems werden informale Daten über funktionale und nichtfunktionale Anforde-
rungen gesammelt und schrittweise strukturiert. Dabei steht die Definition von Use Cases, funktionellen
Rollen und Akteuren im Vordergrund. Das Ergebnis der Spezifikationsphase ist ein Spezifikationsmodell,
das aus einer Menge von Objekten und Relationen [195] besteht. Dem folgt die Abbildung auf ein Funk-
tionsmodell, wobei implementierungsneutrale Funktionen entworfen werden, welche die Anforderungen
des Spezifikationsmodells funktionell vollständig erfüllen. Ein weiterer Transformationsschritt führt zum
Architekturmodell. Es legt fest, welche Funktionen des Funktionsmodells eine gemeinsame Ressource
im Zielsystem nutzen sollen [211][214]. Diese Phase ist gekennzeichnet durch die Verwaltung zahlreicher
Beziehungen zwischen den Objekten. Das Implementierungsmodell als letzte Stufe des Entwurfsprozes-
ses beschreibt den Aufbau und das Zusammenwirken der physischen Hard- und Softwarekomponenten,
die die geforderte Funktionalität des Gesamtsystems hervorbringen und nichtfunktionale Anforderungen
optimal erfüllen.
14bzgl. des Zusammenwirkens innerhalb des eingebetteten Systems
15bzgl. des Zusammenwirkens mit der Systemumgebung
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• Die bisher dargelegten Transformationsschritte führen von der anfangs noch informalen Spezifikation
über die algorithmische zur Register-Transfer-Ebene. Sie betonen den Verhaltensaspekt des Systems,
der auf der niedrigsten Abstraktionsstufe im digitalen Bereich durch Boolesche Gleichungen16 und
im analogen Bereich durch Differentialgleichungen zum Ausdruck kommt.
• Aus der Sicht der Struktur eines Systems führt die Verfeinerung im Hardwareentwurf von funktiona-
len Einheiten wie Speicher- (RAM/ROM) und Verarbeitungseinheiten (Mikroprozessoren, Mikrocon-
troller, Digitale Signalprozessoren) über Module (ALU) zum Niveau der logischen Grundgatter und
Flipflops. Deren mikroelektronische Realisierung bildet in der Struktursicht die niedrigste Abstrakti-
onsstufe.
• In der physikalischen Sicht beginnt der Transformationsprozess mit der Partitionierung nach IP,
d. h. der Bindung logischer Funktionen an Blöcke, die deren physische Realisierung übernehmen.
Dem schließt sich die Aufteilung in Cluster bzw. Chips, die Erstellung des Verdrahtungsplanes sowie
die Anordnung der Zellen im Layout an. Werkzeuge für die physikalische Sicht behandeln u. a. das
Problem des Placing/Routing sowie elektrische und magnetische Effekte. Sie nutzen meist hersteller-
abhängige Datenstrukturen und sind für die hier geführte Diskussion nur soweit relevant, wie deren
Tools mit der Wissensbasis kommunizieren (z. B. Modellbeschreibungen mit spezifischem Format).
Die unterschiedlichen Sichten auf den Entwicklungsprozess beschreibt das Y-Diagramm nach Gajski und
Kuhn. Andere Vorgehensmodelle (Wasserfallmodell [141], Spiralmodell [22]) betonen den dynamischen
Aspekt, der sich aus der zeitlichen Abfolge der Entwurfsschritte ergibt.
Insbesondere bei der wiederholten Ausführung von Entwurfsaktivitäten, die z. B. die Optimierung des
Systemverhaltens oder die Beseitigung von Fehlern zum Ziel haben, muss die Konsistenz der bis dahin
vorliegenden Daten gewahrt bleiben, d. h. Änderungen dürfen keine Widersprüche zu vorhandenen Ent-
wurfsdaten verursachen. Das Y-Modell erfuhr durch Rammig eine Weiterentwicklung um Aspekte des
Tests. Abb. 1.2 aus [77, Seite 33, Abb. 3-1] dokumentiert dies.
Verhalten VerhaltenStruktur
StrukturGeometrie Geometrie
Test
System
algorithmische
RT
Gatter
symb. Layout
physikalische
- Ebene
(nach Gajski) (nach Rammig)
Abbildung 1.2: Strukturierung von Hardware-Synthese
Die auf dem Y-Diagramm beruhenden Modelle erfassen die Entwurfsschritte reiner Hardware-Systeme.
Mit der Verbreitung eingebetteter Systeme im Massenmarkt und der Integration von Komponenten aus
zahlreichen anderen Domänen bedarf jedoch auch die Entwurfsmethodik einer Erweiterung. Diese führte
zum P-Chart17 nach Hardt.
Die Segmente im P-Chart symbolisieren Entwurfsdomänen, die gekennzeichneten Abschnitte bezeichnen
die Sichten auf den Entwurfsprozess. Dem Übergang von einer horizontalen Ebene zur nächsten entspricht
genau ein Entwurfsschritt. Eine große Anzahl hoch spezialisierter Entwurfswerkzeuge unterstützt die
Entwurfsschritte innerhalb der Sicht.
16benannt nach George Boole (1815 - 1864)
17Quelle: [77, Seite 49]
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Charakteristisch für eingebettete Systeme ist lt. Hardt, „ . . . dass eine allgemeine Entwurfsmethodik
• variable Anzahl von Entwurfsebenen und
• variable Anzahl von Entwurfssichten
erfordert.“18 Spezifikation SW-Synthese
Modellierung Betriebssystem
Verifikation HW-Synthese
Analyse Rapid-Prototyping
Abbildung 1.3: P-Chart Entwurfsstrukturierung
Dies folgt aus der systemspezifischen Anzahl einzubeziehender Domänen sowie der unterschiedlichen Ent-
wurfssichten und -ebenen, die die Komponenten dieser Domänen hervorbringen können. Die Beschreibung
des Entwurfsprozesses mittels P-Chart trägt der Erweiterbarkeit Rechnung. Im Gegensatz zu klassischen
Entwurfsprinzipien ist bei eingebetteten Systemen demnach eine für das konkrete System typische Fol-
ge von Verfeinerungsschritten zu beobachten. Dabei sind kommerzielle Standard-Werkzeuge ebenso am
Entwurfsprozess beteiligt wie domänenspezifische, ggf. nur für die Dauer des Projekts relevante Tools.
1.3.3 Verwandte Arbeiten
Die Forschungsarbeiten zur rechnergestützten Beschreibung und Ausführung von Entwurfsschritten für
eingebettete Systeme lassen sich wie folgt grob klassifizieren:
sprachbasierte Ansätze: Sie verwenden konventionelle Programmiersprachen bzw. deren Erweiterun-
gen, um Entwurfsobjekte zu modellieren und zu simulieren.
modellbasierte Ansätze: Sie stellen domänenspezifische, vom Anwender nicht änderbare Objekte bereit,
die sich zu simulier- bzw. synthetisierbaren Modellen kombinieren lassen.
wissensbasierte Ansätze: Sie unterstützen den Konfigurierungsprozess mit Methoden der künstlichen
Intelligenz [132]. Ihr Hauptanwendungsgebiet besteht in der Suche nach Lö-
sungen in großen Entwurfsräumen.
Sprachbasierte Ansätze zeichnen sich durch hohe Flexibilität aus; sie belassen die Verantwortung für die
Konstruktion und Simulation von Modellen des zu entwerfenden Systems beim Anwender und lassen sich
so der konkreten Domäne am besten anpassen, bedingen jedoch oftmals höheren Einarbeitungsaufwand
in die jeweiligen Beschreibungssprachen. Meist sind derartige Verfahren durch Erweiterung imperativer
Programmiersprachen entstanden oder auf der Compiler-Technik basierende Spezialentwicklungen [53].
Große Verbreitung haben im Bereich der eingebetteten Systeme die Sprachen SystemC/SpecC gefunden.
Die Beschreibung von digitaler Hardware wird von VHDL und Verilog sowie der Erweiterung VHDL-AMS
für analoge Systeme dominiert.
Bei modellbasierten Ansätzen übernimmt ein auf die Modellierungsumgebung abgestimmter Simulator
die Verantwortung für die Generierung des Berechnungsmodells. Er befreit den Anwender von Details der
18Quelle: [77, Seite 33]
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Steuerung und stellt ihm Modellelemente zur Verfügung, deren Verhalten innerhalb gewisser, vom Model-
lierungssystem vorgegebener Grenzen über Parameter steuerbar ist. Modellbasierte Ansätze haben ihren
Ursprung ebenfalls in speziellen Programmiersprachen. Ein typisches Beispiel ist die Sprache SIMULA,
die sich bereits in den 1960er Jahren objektorientierter Prinzipien bediente, obwohl dieses Paradigma
erst wesentlich später Einzug in die allgemeine Softwareentwicklung hielt. Systeme wie GPSS haben auf
Grund der Allgemeingültigkeit ihrer bedienungstheoretischen Verfahren in zahlreichen Domänen Anwen-
dung gefunden. Sie sind wie [59] und [247] der Familie der Experimentiersoftware zuzuordnen und haben
ihren Schwerpunkt in der Bewertung von Modelleigenschaften mit simulativen Methoden.
Wissensbasierte Ansätze kommen im Entwurfsprozess eingebetteter Systeme meist dann zum Einsatz,
wenn die Exploration des Entwurfsraumes mit enumerativen Verfahren aus Zeit- oder Kostengründen
nicht vertretbar ist. Ein entsprechend großer Entwurfsraum spannt sich infolge mehrerer Implementie-
rungsalternativen von Teilfunktionen bzw. unterschiedlichen Parametrisierungs- und Verknüpfungsmög-
lichkeiten auf. In diesem Falle ermitteln domänenspezifische Heuristiken oder Suchverfahren wie Simulated
Annealing, Hill Climbing, Case Based Reasoning udgl. eine Lösung, die dem Optimum der Erfüllbarkeit
nichtfunktionaler Anforderungen nahe kommt.
Wenn wissensbasierte Methoden nicht nur in einem bestimmten Entwurfsschritt zum Einsatz kommen,
sondern neben der Verwaltung von reinem Faktenwissen Mechanismen zur Verarbeitung desselben, ins-
besondere zur Bewertung der Fakten, zur Wiederverwendung von Komponenten und zur Ableitung neuer
Aussagen verfügbar sind, so hat sich dafür der Begriff des Expertensystems etabliert [156].
Eine weitere Klassifikation von Entwurfswerkzeugen ergibt sich durch deren Zuordnung zu den im P-Chart
definierten Sichten (Abb. 1.3). Sie ist die Grundlage der folgenden Betrachtung ausgewählter Beispiele.
1.3.3.1 POLIS
Werkzeuge der Verhaltenssicht bedienen sich meist des klassischen Automatenmodells, um das System-
verhalten zunächst auf höherer Abstraktionsebene zu beschreiben. Im Zuge der schrittweisen Verfeinerung
von Zustandsmaschinen (FSM) entsteht ein global asynchrones, lokal jedoch synchrones Modell des Sys-
tems, das letztlich die Grundlage der Codegenerierung ist. Dieses Prinzip nutzt POLIS [11]. Die Automa-
tendarstellung bezeichnet POLIS als Co-design Finite State Machine. Neben der direkten Beschreibung
durch Automatengraphen unterstützt POLIS die Gewinnung von CFSMs aus high level specifications wie
z. B. Esterel, jedoch auch aus Untermengen der Sprachen VHDL und Verilog. Nach der Co-Simulation und
Verifikation eines in dieser Weise beschriebenen Systems kann die Synthese der erforderlichen Hardware
(SIS) oder Software durch Generatoren erfolgen. Zuvor lassen sich ausführbare Modelle im Rahmen des
Rapid Prototyping erzeugen. POLIS nutzt die simulation engine aus dem Projekt Ptolemy (s. Abschnitt
1.3.3.2).
Kategorie: Simulationssystem; formale Verifikation durch Datenübergabe z. B. an VIS
Eingabe: Verhaltensbeschreibung durch graphische CFSM oder sprachbasiert z. B. durch Subsets von
Verilog, VHDL oder Esterel
Ausgabe: simulierbares Modell, Design Partitioning, Hard- und Software-Synthese
1.3.3.2 Ptolemy
Ptolemy ist eine Entwicklung der University of California at Berkeley und befasst sich mit dem Entwurf
sowie der Modellierung und Simulation von eingebetteten real-time-Systemen unter besonderer Berück-
sichtigung der parallelen Arbeitsweise der Komponenten. Auch in Ptolemy beginnt die Systemspezifika-
tion auf block-diagram-level. Bei der Verfeinerung dieser Blöcke über hierarchical finite state machines
werden u. a. Aspekte der Typ-Theorie sowie der communicating sequential processes und der process net-
works einbezogen. Das Projekt Ptolemy II berührt Berechnungsmodelle für diskrete, ereignisgesteuerte
Systeme und modelliert diese durch Entities mit einer Menge von zwischen ihnen bestehenden Relationen.
Dieser Ansatz ist geeignet zur Beschreibung synchroner und reaktiver Systeme sowie zur Behandlung der
Probleme bei der Kommunikation zwischen sequenziellen Prozessen.
Ptolemy ist den Sichten Spezifikation, Modellierung und Analyse des P-Charts zuzuordnen. Es bietet dem
Designer eine endliche Menge vorgefertigter Modellelemente an, die unterschiedliche Restriktionen bzgl.
8
1 Einleitung
ihrer Kopplung19 aufweisen. Dies führt zu Konsistenzproblemen innerhalb des Modells, welche Ptolemy
zum Zeitpunkt der Anfrage an das Modell, also z. B. unmittelbar vor der Generierung des Berechnungs-
modells erkennt. Die Speicherung des Modells erfolgt im XML-Format. Dadurch lassen sich Modelle mit
anderen Systemen austauschen, sofern sie die gleichen Regeln der Konsistenzsicherung befolgen.
Kategorie: Simulation auf der Basis vorgefertigter Modellelemente
Eingabe: endliche Menge graphischer Primitive
Ausgabe: simulierbares Modell mit communicating sequential processes und process networks
1.3.3.3 Visual HDL
Den Entwurf digitaler Systeme unterstützt das System Visual HDL [165]. Es dient der Visualisierung
von Verhaltensbeschreibungen durch Automatengraphen, Block- und Zustandsdiagramme, Datenflussgra-
phen20, Wahrheitstabellen und direkt bereitgestelltem VHDL-Code [205]. Insbesondere Blockdiagramme
unterstützen dabei die Verfeinerung des Entwurfs nach der black box-Methode, indem der Designer den
Blöcken solange funktional kleinere Einheiten zuordnet, bis diese durch ein Zustandsdiagramm (für se-
quenzielle Anteile), eine Wahrheitstabelle (für kombinatorische Anteile) oder ein Flussdiagramm (für
Abschnitte mit Verhaltensbeschreibung) darstellbar ist.
Nach der Bereitstellung von Stimuli ist die Simulation eines so beschriebenen Systems ebenso möglich wie
die Generierung von VHDL-Code, der nach Übergabe an weitere kommerzielle Werkzeuge synthetisierbar
ist.
Die Leistung von Visual HDL bei der Transformation des Entwurfswissens ist in die Verhaltenssicht des
Y-Modells nach Abb. 1.2 einzuordnen. Unterstützt wird der Anwender bei der Überführung der Spezifi-
kation von der algorithmischen bis zur RT-Ebene21. Die Konsistenz der Entwurfsobjekte sichert VISUAL,
indem es für jeden Diagrammtyp eine endliche, vom Anwender nicht modifizierbare Menge von Basisele-
menten sowie eine ebenfalls endliche Menge von zulässigen Beziehungen zwischen diesen Basiselementen
bereitstellt.
Kategorie: Transformation graphischer Spezifikation in ausführbare Modelle
Eingabe: Verhaltensbeschreibung durch Wahrheitstabellen, Flussdiagramme, Zustandsdiagramme,
Blockdiagramme
Ausgabe: VHDL-Quelltext
1.3.3.4 POOSL
Als Vertreter der Sprachen zur Verhaltensbeschreibung komplexer Systeme sei POOSL genannt. Gemein-
sam mit zugehörigen Simulatoren wurde sie an der TU Eindhoven, Department For Electrical Engineering
(The Netherlands) entwickelt.
Dem Systementwerfer stellt sie Konstrukte zur Beschreibung sendender und empfangender Einheiten zur
Verfügung, die über sog. Kanäle miteinander kommunizieren. Somit lassen sich dynamische Effekte reak-
tiver Systeme (z. B. time out) in unterschiedlichen Lastsituationen beobachten.
Kategorie: Simulationssystem
Eingabe: Systembeschreibung mit POOSL-Konstrukten
Ausgabe: Systemsimulation und -bewertung
1.3.3.5 Synopsys
Die Produktreihe der Firma Synopsys, Inc. unterstützt die Anwendung der Sprache VHDL zur Beschrei-
bung von Hardware-Systemen. Kernstück dieser Familie ist vhdlan, ein Werkzeug zur syntaktischen Ana-
lyse von VHDL-Quelltexten. Dieser sprachbasierte Ansatz führt zu ausführbaren Simulationsmodellen,
deren Granularität der Anwender durch unterschiedliche Stile bei der Systembeschreibung beeinflussen
kann. Insbesondere bietet VHDL die Möglichkeit zur Verwaltung paralleler Prozesse und der Kommu-
nikation zwischen diesen über Signale. Mit dieser Fähigkeit unterscheidet sich VHDL grundlegend von
19z. B. unterschiedliche Anzahl zulässiger Werte an den Ports der mathematischen Blöcke
20unterstützt werden auch ASM’s
21durch Anschlussmöglichkeit weiterer kommerzieller Synthesetools
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den in der Softwareentwicklung üblichen imperativen Programmiersprachen. Synopsys liefert einen Si-
mulator für VHDL-Modelle, mit dem u. a. das Zeitverhalten der beschriebenen Hardware in Form von
Verzögerungszeiten der Bauelemente geprüft werden kann. Auf diese Weise lässt sich die Einhaltung von
Restriktionen bzgl. der Reaktionszeit eines Systems testen. Mit Hilfe des Synopsys-CLI können fremde
Prozesse mit dem Simulator kommunizieren und dessen Verhalten beeinflussen, indem sie ihm Daten-
objekte senden bzw. Simulationsergebnisse empfangen22.
Ein wesentlicher Bestandteil von Synopsys ist die Transformation von Strukturbeschreibungen bis zur
Gatterebene. Sie wird als Synthese bezeichnet und ist für eine echte Teilmenge der VHDL-Modelle erklärt.
vhdlan prüft die Zugehörigkeit des aktuellen Modells zu dieser Teilmenge.
Kategorie: Werkzeugset für VHDL
Eingabe: VHDL-Quelltext
Ausgabe: Test des Modells durch Simulation; Transformation in die Gatterebene
1.3.3.6 PLAKON / PROKON / KONWERK
Mit wissensbasierten Methoden nahm sich das Projekt PROKON des Konfigurierungsproblems sowie der
Wiederverwendbarkeit von Komponenten an. Es beruht auf dem Expertensystemkern PLAKON und stellt
mit KONWERK einen entsprechenden Werkzeugsatz zur Verfügung. Behandelt werden nach [71, Seite
6 ff.] das optimierungsbasierte Konfigurieren, das Konfigurieren in schwach strukturierten Domänen, die
wissensbasierte Konfliktauflösung, die räumliche Anordnung von Objekten, das fallbasierte Konfigurieren,
die unscharfe Modellierung sowie die Vorverarbeitung von Wissensbasen. Die Ergebnisse aus PROKON
flossen in die Konzeption von WiSyRa ein [4].
Kategorie: wissensbasiertes Konfigurationssystem
Eingabe: Domänenbeschreibung mit systemeigenen Konstrukten
Ausgabe: Konfiguration, die domänenspezifische Anforderungen erfüllt; Lösungsbewertung durch
Optimierungs- und Simulationsverfahren
1.3.3.7 SPI-Modell
Das SPI-Modell erfasst die Spezifikation und die Realisierungsalternativen von eingebetteten und rekonfi-
gurierbaren Systemen auf der Grundlage von Graphenmodellen [188]. Die Knoten hierarchischer Graphen
beschreiben die spezifizierten Anforderungen, sowie das Interface der Komponenten. Die Kanten vertreten
Abbildungsmöglichkeiten im Entwurfsprozess.
Kategorie: graphenbasiertes Beschreibungsmittel
Eingabe: Systembeschreibung
Ausgabe: qualitative und quantitative Systembewertung
1.3.3.8 WiSyRa
Automatisiertes Konfigurieren und Wiederverwendung von Komponenten aus digitaler Hardware waren
Gegenstand des DFG-Projekts WiSyRa an der TU Chemnitz23. Ein Ziel bestand in der Synthese von
Steuer- und Datenpfaden für RISC-Prozessoren, deren Befehlssatz der Anwender als Spezifikation be-
reitstellt [125]. Grundlage dieses Systems ist eine statische, in logischen Schichten strukturierte und an
ein Filesystem gebundene Datenbasis. Schichten entsprechen den Abstraktionsstufen der Verhaltenssicht
im Y-Diagramm. Bestandteile jeder Schicht sind Wissenseinheiten, die zueinander in hierarchischen Ab-
hängigkeitsbeziehungen stehen. Wissenseinheiten der Spezifikationsschicht modellieren funktionale und
nichtfunktionale Anforderungen in Form von Entwurfsalternativen und Intervallen für Werte von An-
forderungsattributen [3]. Neben der Erfassung von Spezifikationen (requirement engineering) unterstützt
WiSyRa die Verwaltung implementierungsneutraler Funktionen sowie deren Abbildung auf Hard- und
Softwarekomponenten. Letztere stellt der Anwender in Form von C-Programmen bereit. Die Beschrei-
bung der Hardware-Komponenten erfolgt mit VHDL bzw. VHDL-AMS24.
22Ein Anwendungsbeispiel enthält http://www.tu-chemnitz.de/informatik/ce/Lehre/SYNOPSYS/CLI/index.php
23Fakultät für Informatik, ehem. Professur Rechnersysteme
24Die Mixed-Signal-Simulation ermöglicht der in Kooperation mit der Siemens AG entwickelte Simulator IVE [185].
10
1 Einleitung
Abbildung 1.4: Spezifikationsgraph in WiSyRa
Zur Beschreibung der Wissenseinheiten sowie der daraus abgeleiteten Konfigurationen wurde im Rahmen
des Forschungsprojekts die deskriptive Sprache CLINT entwickelt.
Kategorie: wissensbasiertes Konfigurationssystem
Eingabe: CLINT-Quelltext
Ausgabe: Konfigurationen des Zielsystems
1.3.3.9 RODOS
Erfahrungen aus WiSyRa führten zum Nachfolgeprojekt RODOS. Dessen Ziel bestand in der wieder-
verwendungsorientierten Speicherung des Entwurfswissens und der Erweiterung des Einsatzgebietes von
ursprünglich reiner Hardware-Synthese auf eingebettete Systeme, die sowohl Software als auch Kom-
ponenten aus Domänen der Mechanik, Optik, Hydraulik, Pneumatik usw. beinhalten (vertreten durch
virtuelle Objekte). Neben dem Dialekt CLINT++ der Beschreibungssprache wurden zusätzliche Werk-
zeuge bereitgestellt, die die Kommunikation mit anderen Beschreibungsmitteln und -sprachen sowie die
automatisierte Konfiguration eingebetteter Systeme [259] unterstützen. Weitere Arbeiten behandeln die
statische und dynamische Analyse des Zeitverhaltens [256][169][223][258].
Heuchlings SPT-Entwicklungsmodell [81, Seite 51 ff.] ist vergleichbar mit der Schichtenstruktur der
RODOS-Wissensbasis und dem mit ihr verbundenen Entwicklungsprozess.
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Entwurfsschritt SPT-Modell RODOS
Anforderungen /Entwurfsentscheidungen Shall25 Spezifikationsschicht
Prototyp-Modell Prototype Funktionsschicht
Partitionierung und Integration Test Architektur- und Implementierungsschicht
mit angeschlossenen Analysewerkzeugen26
x xx
-x
-x
-xSpezifikationen
Funktionen
Architekturen
Implementierungen
x xx
-x
-x
-x x xx
-x
-x
-x
x xx xx x
xxx
x xxx
Modellierung der Entwurfsobjekte
• durch Wissensklassen in den Knoten der Hierar-
chiegraphen [206]
• Zuordnung der Wissensklassen zu logischen
Schichten, die den Abstraktionsniveaus des Ent-
wurfsprozesses entsprechen
Modellierung der Beziehungen
• intra layer: Relationen dieses Typs beschreiben
die Aggregation /Dekomposition [157] von Wis-
senseinheiten (has parts)PP oder die alternative
Spezialisierung derselben (is a) -
• inter layer: Relationen dieses Typs beschreiben
die Transformation der Elemente eines Modells
über die Schichtengrenze, zur nächsttieferen, wei-
ter konkretisierten Schicht
• Constraints zur Darstellung nichthierarchischer
Beziehungen zwischen Wissenseinheiten [152]Abbildung 1.5: Modellierung des Ent-
wurfsprozesses in der Wissensbasis
Die im Rahmen von RODOS entworfene Wissensbasis bildet den Ausgangspunkt der Betrachtungen zur
semantischen Integrität und wird in den folgenden Kapiteln ausführlicher behandelt.
Kategorie: komponentenbasierte Entwurfsumgebung
Eingabe: CLINT++-Quelltext (u. a. zur Systemspezifikation)
Ausgabe: Transformation Spezifikation ⇒ Implementierung; Konfigurationen des Zielsystems;
Test des Modells durch Simulation; qualitative und quantitative Systembewertung
1.3.3.10 REFLECTIVE
REFLECTIVE ist ein von Infineon entwickeltes Testsystem für Hardware/Software-Systeme. Es beruht
auf virtuellen Testobjekten, die in das zu entwerfende System eingefügt werden und dessen Verhalten auf
simulativem Wege analysieren. Aufbau und Implementation von REFLECTIVE dokumentiert [13].
Kategorie: textbasiertes Testsystem
Eingabe: mit REFLECTIVE-eigenen Konstrukten angereicherte Verhaltensbeschreibung
Ausgabe: Aussagen zur Erfüllung funktionaler und nichtfunktionaler Anforderungen
1.3.3.11 TeNDaX
Die Erhaltung der Konsistenz textueller, räumlich getrennt verwalteter Informationen ist Gegenstand
des Projektes TeNDaX der Universität Zürich. Die Speicherung erfolgt in einer Caché-Datenbank, wobei
jedes Zeichen eines Dokuments genau ein Objekt repräsentiert. Dadurch ist die Herkunft, die Modifikation
sowie die Verbreitung von Dokumenten über die bisherigen Grenzen von Filesystemen hinweg möglich.
25Mit shalls bezeichnet dieses Modell die von einem System erwarteten Eigenschaften.
26vgl. Bereich Analyse und Validierung in Abb. 2.1
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Kategorie: Textverarbeitungswerkzeug
Eingabe: unstrukturierte Dokumente
Ausgabe: vollständiges Netz aller Informationsbeziehungen
1.3.4 Klassifizierung
Eine weitere, zum Abschnitt 1.3.3 orthogonale Klassifizierung vorhandener Ansätze stützt sich nach [89,
Seite 14 ff.] auf die zugrundeliegenden Modelle.
Name Merkmale
Part-
hierarchy
Beschreibung der Designobjekte als Baumstruktur aus Komponenten und Subkomponen-
ten; Relationen sind beschränkt auf Kanten zwischen den Knoten
Object-
oriented
Beschreibung der Designobjekte in Form abstrakter Datentypen unter Verwendung der
Konzepte Generalisierung, Aggregation, Vererbung, Kapselung, Interface-Definition und
Kommunikation durch Methodenaufrufe
Functional Beschreibung der Designobjekte durch die zu realisierende Funktionalität unter Verwen-
dung hierarchisch angeordneter Funktionen
Die Notwendigkeit der konsistenten Verwaltung der unterschiedlichen Modelle definiert Jin27:
Design models include design object models and design process models. A design object is
primarily a physical object which is useful in engineering fields. We believed that a design
system will be fully realized only when these two types of modeling are integrated.
Die bisher fehlende Integrierbarkeit der auf diesen Modellen beruhenden Tools zu einer konsistenten und
dennoch flexibel der jeweiligen Entwurfsaufgabe für ein eingebettetes System angepassten Entwicklungs-
umgebung motiviert die Suche nach allgemeingültigen Techniken einer anwendungsinvarianten Integri-
tätserhaltung in Wissensbasen [228].
1.4 Problemstellung
Die iterative Ausführung von Entwurfsschritten und die damit verbundene Transformation des Entwurfs-
wissens zwischen den Abstraktionsebenen (Abb. 1.3) erfordert eine konsistente, über die Grenzen der
Sichten und Ebenen hinweg gültige Verwaltung der Entwurfsobjekte. Insbesondere müssen die Auswir-
kungen von Änderungen, die eines der am Entwurfsprozess beteiligten Tools veranlasst, auf die übrigen
Entwurfsaktivitäten automatisiert überwacht und ggf. propagiert werden, um den Systementwerfer von
Routinearbeiten zu befreien und Fehler als Folge von Inkonsistenzen im inkrementellen Entwurf auszu-
schließen. Solche entstehen, wenn die gewählten Komponenten inkorrekt bzw. für das konkrete System
unangemessen oder unzulässig verknüpft sind. Derartige Inkonsistenzen bzw. Inkompatibilitäten resul-
tieren oft aus unvollständigen oder widersprüchlichen Spezifikationen, d. h. sie existieren nicht a priori,
sondern sind erst beim Einsatz der Komponente innerhalb des zu synthetisierenden Systems diagnosti-
zierbar.
Im Gegensatz zur Compiler-Technik, bei der eine auf höherem Abstraktionsniveau vorliegende Beschrei-
bung eines Prozesses (z. B. Quelltext einer Programmiersprache) in ein funktionell identisches Abbild28
übersetzt wird (z. B. ausführbares Maschinenprogramm) und dabei eine konstante Menge von Elementar-
operationen vorliegt (Befehlssatz des Zielprozessors), ist der Entwurfsprozess eingebetteter Systeme durch
eine Vielzahl von Transformationsschritten29 gekennzeichnet, die von unterschiedlichen Werkzeugen un-
terstützt werden. Das Ziel des Transformationsprozesses ist hierbei eine variable Anzahl von elementaren
Funktionseinheiten mit unterschiedlichem Verhalten (Prozessoren, Speicher, ASIC, ASIP, Maschinenpro-
gramme, Firmware) und unterschiedlicher Verknüpfung untereinander, deren Eigenschaften dem Ent-
wurfssystem bekannt gegeben werden müssen, um die erforderlichen Transformationsschritte auswählen
und ausführen zu können.
27Quelle: [89, Seite 14]
28Zwischen der durch Quell- und Maschinenprogramm repräsentierten Informationsmenge besteht Konsistenz, wenn die
Fehlerfreiheit des Transformationswerkzeuges (Compiler) angenommen wird.
29Konfigurierer, Scanner, Code-Generatoren, Simulatoren, Synthese-Tools usw.
13
1 Einleitung
Während ein Compiler syntaktische und in gewissem Umfang semantische Prüfungen ausschließlich in
seinem Front-End, also bei der Analyse der Quellsprache vornimmt und darauf vertrauen kann, dass die
Objekte am Ziel des Übersetzungsvorgangs30, also die Maschinenbefehle, in sich konsistent sind31, muss
ein Werkzeug zur Transformation der Spezifikation eines eingebetteten Systems auf jeder Abstraktions-
stufe mit Inkonsistenzen rechnen, da die Zielobjekte hierbei nicht von konstanter Funktionalität sind,
sondern vom Anwender in der Wissensbasis bereitgestellt werden.
fester
Instruktionssatz
Auswahl einer variablen Anzahl von
Komponenten und Steuerung der
Relationen zwischen diesen
Abbildung 1.6: Compiler-Technik im Vergleich zum Hardware-Software-Codesign
Quell-
text
Spezifi-
kation
Entwurfs-
werkzeuge
Compiler RODOS
? ?
? ?
ﬀ -
Da Inkonsistenzen im Modell Ursache von Fehlfunktionen des Gesamtsystems sind, muss die Entwurfsum-
gebung diese in einem möglichst frühen Stadium der Entwicklung erkennen und den Systementwerfer in
geeigneter Weise informieren. Aus der Compiler-Technik bekannte Verfahren zur Quelltextanalyse reichen
hierfür nicht aus, da Inkonsistenzen auf unterschiedlichen Abstraktions- und Entwurfsstufen auftreten
können und folglich spezieller Mechanismen zu ihrer Erkennung bedürfen, z. B.
• Eine Spezifikation ist widersprüchlich, wenn sie Anforderungsattribute enthält, deren Wertebereiche
einander so überlagern, dass die Ergebnismenge leer wird.
• Ein aus korrekten Elementen zusammengesetztes System kann Fehler bei der Kommunikation verur-
sachen, wenn Ports mit gleicher Übertragungsrichtung verbunden wurden.
• Ein getestetes Teilsystem kann sich nach seiner Wiederverwendung in einem anderen Wirtssystem
falsch verhalten, weil dort ursprünglich vorausgesetzte Umgebungsbedingungen nicht vorliegen.
Während die Transformation einer symbolischen Algorithmus-Repräsentation in die systeminterne Binär-
darstellung vom Compiler bewerkstelligt wird (Abb. 1.6), stellt sich bei der Integration der zahlreichen
Werkzeuge, die im Verlaufe des Entwurfsprozesses eines eingebetteten Systems zusammenwirken, das
Problem der semantischen Integrität des Entwurfswissens und letztlich des daraus gewonnenen Zielsys-
tems. Ein typisches Szenario zeigt Abb. 1.7. Die mit der Wissensbasis kommunizierenden Tools realisieren
semantische Prüfungen mit unterschiedlichen Verfahren: sie nutzen Integritätsmechanismen von Daten-
banken, stellen werkzeugspezifische Ereignisbehandlungsroutinen bereit oder führen Prüfungen direkt in
ihrem Programmcode aus. Daraus resultiert neben dem Problem der Integrität der Daten das Problem
der Integrität des Regelwerkes.
Die vollständige Unterstützung des Entwurfsprozesses eingebetteter Systeme erfordert auf Grund der
Vielfalt der beteiligten Domänen zahlreiche weitere Werkzeuge, zwischen denen ein Datenaustausch trotz
unterschiedlicher eigener Speicherungsformen möglich sein muss.
Obwohl Teilsysteme eines komplexen eingebetteten Systems mit domänenspezifischen Entwurfs- und Si-
mulationswerkzeugen bearbeitet werden, muss der Ingenieur in jeder Phase des Entwurfsprozesses Zugriff
zu allen Entwicklungsdokumenten unabhängig von deren physischer Repräsentation in dedizierten Werk-
zeugen haben. Dazu sind in Abhängigkeit vom Diskursbereich spezifische Tools in den Entwurfsprozess
zu integrieren.
30Voraussetzung: korrekte Implementierung des Compilers
31Synthese-Phase wie z. B. Code-Generierung im Back-End
14
1 Einleitung
Hinzu kommt eine Vielzahl etablierter Spezifikations-, Verifikations-, Modellierungs-, Simulations- und
Syntheseverfahren, welche im Hardware-Software-Codesign Verwendung finden und die bei komplexen
Entwurfsprozessen nur dann effektiv nutzbar sind, wenn sie sich eines gemeinsamen Datenbestandes be-
dienen und ihre Ergebnisse über eine gemeinsame Datenbasis austauschen können. Dies stellt wesentlich
höhere Anforderungen an die Wissensbasis und insbesondere deren Integritätserhaltung als sie bei der
konventionellen Nutzung solcher Werkzeuge üblich ist.
· · ·
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Konzept-
Editor
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rierer
weitere
Tools
CLINT-
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?
Quelltexte
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Abbildung 1.7: Werkzeugübergreifende semantische Integritätserhaltung
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Außerdem sind nichtfunktionale Anforderungen an das System bzgl. Reaktionszeit, Kosten für Entwick-
lung und Betrieb, Energiebedarf u. a. für Design-Entscheidungen relevant. Diese Anforderungen sind lt.
Definition 4 Teil der Systemspezifikation. Änderungen am Systementwurf verbessern evtl. die Einhaltung
funktionaler Restriktionen, können aber gleichzeitig nichtfunktionale Anforderungen verletzen. So ver-
leiht beispielsweise die Verwendung eines Prozessors mit höherer Taktrate dem Gesamtsystem zwar eine
kürzere Reaktionszeit, er lässt die Gesamtkosten aber ggf. zu stark ansteigen.
Eine Änderung von am Entwurfsprozess beteiligten Informationen in einer bestimmten Abstraktionsebe-
ne zieht lt. Abb. 1.3 stets Änderungen in den tieferliegenden Ebenen nach sich. Diese müssen konsistent
erfolgen, um die Funktionsweise des Systems auch nach der Änderung zu gewährleisten. Da sich das reale
System im Laufe des Entwurfsprozesses aus virtuellen Komponenten zusammensetzt, welche erst im letz-
ten Schritt von Modellgeneratoren auf physische Komponenten abgebildet werden, soll sich die Definition
der Konsistenz des Systems auf die Definition32 der Konsistenz der Wissensbasis stützen.
Definition 5 (Konsistenz) Unter Konsistenz einer Datenbasis wird die Abwesenheit jeglicher Wider-
sprüche innerhalb der gespeicherten Informationen verstanden, die aus Anforderungen der modellierten
Miniwelt resultieren.
Die Inkompatibilität von Komponenten ist eine Form der Inkonsistenz, die bei Verletzung von werte-
bereichsbeschränkenden oder zustandsfolgebeschränkenden Constraints eintritt. Daraus resultieren zwei
prinzipielle Strategien zu Erhaltung der Konsistenz:
• Präventiver Ansatz
Jede Änderungsoperation wird so ausgeführt (oder unterdrückt), dass im Ergebnis derselben keine
Inkonsistenz entsteht.
32Diese Definition wird im Kapitel 4 präzisiert.
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• Reaktiver Ansatz
Im Ergebnis jeder Änderungsoperation prüft das Verwaltungssystem der Wissensbasis die Einhaltung
aller ihm bekannt gegebenen Integritätsregeln und veranlasst ggf. den Abbruch einer Transaktion.
Der rein präventive Ansatz erfordert die Kenntnis aller Integritätsbedingungen zur Designzeit und be-
schränkt sich auf Beziehungen persistenter Daten untereinander. Infolge von Transformationen des Ent-
wurfswissens, Änderungen der Objektstruktur und Zusammenarbeit mit Fremdprodukten, die solche
Änderungen herbeiführen, sind die Voraussetzungen zur Anwendung präventiver Verfahren bei der Ent-
wurfsunterstützung nicht gegeben. Deshalb müssen zusätzlich reaktive Prinzipien zum Einsatz kommen.
1.5 Motivation des Lösungsansatzes und der Vorgehensweise
Mit zunehmender Komplexität der Systeme bei gleichzeitiger Miniaturisierung und immer kürzeren Pro-
duktzyklen (time to market) steigen die Anforderungen an die Zuverlässigkeit und die Koordination von
Teilprozessen der Entwicklung, da diese oftmals nicht mehr von einzelnen Teams getragen werden können
und statt dessen nationale wie internationale Kooperation erfordern.
Fallende Preise für mikroelektronische Komponenten und die Marktforderung nach drastischer Verringe-
rung der Entwurfszeit zwingen zu konsequent komponentenbasierten Entwürfen mit hohem Anteil wieder-
zuverwendender Baugruppen. Letztere betrifft nicht nur die Realisierung einer Funktion, sondern beginnt
bereits auf höheren Abstraktionsstufen, d. h. auch das Entwurfswissen, das in ein früheres Design einfloss,
soll dem aktuellen Entwurf zur Verfügung stehen.
Dies verstärkt die Notwendigkeit zum Aufbau nutzerspezifischer Entwurfsumgebungen, die sich flexibel
den Erfordernissen der bearbeiteten Domäne anpassen, gleichzeitig aber die Korrektheit des Entwurfs
durch anwendungsinvariante, semantische Integritätserhaltung überwachen. Wegen der variablen Anzahl
beteiligter Werkzeuge, die ihrerseits ihre Daten in Files mit unterschiedlicher, dem Systementwerfer oft-
mals nicht zugänglicher Struktur verwalten, erweist sich ein umfassendes Integritätsmanagement mit den
verfügbaren Methoden in DBMS als nicht durchsetzbar.
Aus informationstechnischer Sicht sind Variablen mit Werten vom originären Typ, beliebig komplex struk-
turierte Datenobjekte sowie Beziehungen zwischen diesen zu verwalten. Da sich der Entwurfsprozess über
einen längeren Zeitraum erstreckt und die o. g. Schritte meist iterativ zu durchlaufen sind, um auf sich
verändernde Kundenanforderungen ebenso wie auf Weiterentwicklungen in der verfügbaren Hard- und
Software reagieren zu können, bedarf es der persistenten Verwaltung der Entwurfsdaten. Den bisher nicht
gedeckten Bedarf des Anwenders nach einer ganzheitlichen Betrachtung des Entwurfsprozesses bringt
Mermet33 zum Ausdruck:
„A digital system specification usually involves different levels of abstraction. It is not practical
to express all designs, or even any single design, in purely algorithmic form, or purely data
flow form, or purely structural form. In a fully-automated design, high-level synthesis tools
together with logic synthesis tools and module generators will need to work cooperatively to
process different portions of the same design.
Therefore, there is a need for a common representation format that can be used to represent
the system specification, the partial design data generated by various synthesis tools, and the
synthesis results produced by those cooperating tools.
This representation format serves as a common foundation that constitutes a synthesis envi-
ronment in which a suite of synthesis tools can be brought to bear on various portions of the
same design.“
Das Ziel der folgenden Abschnitte besteht in der Entwicklung einer solchen universellen Beschreibung
von Entwurfsdaten, die von konkreten Repräsentationen abstrahiert und die semantische Integrität auch
dann wahrt, wenn unterschiedliche Werkzeuge in den Entwurfsprozess eingebunden sind.
33Quelle: [119, Seite 102/103]
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1.6 Zusammenfassung
Der Entwurfsprozess eingebetteter Systeme ist beschreibbar als eine iterative Folge von Transformationen
des Entwurfswissens, welches über mehrere Abstraktionsstufen hinweg – beginnend mit der informalen
Festlegung von funktionalen und nichtfunktionalen Anforderungen – bis zur Implementierung führt. Letz-
tere besteht in der Domäne der Hardware-Software-Systeme in einer synthesefähigen Beschreibung auf
Quellcode-Niveau. Der Synthese-Prozess führt bei Hardware zu einer funktionell identischen Repräsenta-
tion auf Gatter-Niveau, bei Software zum Binärcode des (prozessorspezifischen) ausführbaren Programms.
Bei heterogenen Systemen sind darüber hinaus weitere Domänen (z. B. MEMS) zu berücksichtigen (Op-
tik, Mechanik, Pneumatik, Hydraulik usw.), bei denen „Implementierungen“ häufig durch Komponenten
von Drittanbietern bereitgestellt werden.
Dem Systemdesigner müssen in allen Phasen des Entwurfsprozesses konsistente Informationen zur Ver-
fügung stehen, die beim Übergang zur nächsten Abstraktionsstufe manuell oder von angeschlossenen
Fremdwerkzeugen veranlasste Verfeinerungen und Ergänzungen erfahren. Dies gilt für selbst zu ent-
wickelnde und wiederverwendete Komponenten in gleicher Weise [154][155].
Für die unterschiedlichen Domänen und die dabei jeweils relevanten Abstraktionsstufen stehen zahlreiche
spezialisierte Werkzeuge zur Verfügung. Ein bislang ungelöstes Problem ist die Erhaltung der seman-
tischen Integrität des Entwurfswissens, da dieses infolge der großen Anzahl von Werkzeugen, die in diesen
Prozess zu integrieren sind, auf diverse Datenquellen verteilt ist. Die Transformation von Entwurfswissen
über die Schichtengrenzen gemäß Abb. 2.1 muss aus diesen Gründen häufig manuell erfolgen und ist da-
her besonders fehleranfällig. In komplexen Systemen kommen die Transformationsprozesse zyklisch zur
Anwendung. Dabei muss das Entwurfswerkzeug in der Lage sein, die Konsequenzen der Änderung eines
Entwurfsobjekts auf andere Entwurfsobjekte zu prüfen und eine Modifikation bestehender Informationen
zurückzuweisen, wenn dies die semantische Integrität gefährden würde, oder selbst Maßnahmen zu er-
greifen, die die semantische Integrität wieder herstellen.
Die Aktivitäten des Wissensingenieurs ordnen sich hinsichtlich der Entwurfsumgebung in fundamentale
Kategorien:
• die Akquisition von Wissen über die gewählte Domäne (unabhängig von einer konkreten Entwurfs-
aufgabe)
• die Wissensgenerierung durch Anwendung von Algorithmen auf vorhandene Wissenseinheiten
• die Wartung des formalisierten Wissens unter Beachtung semantischer Beziehungen durch den Wis-
sensingenieur
• die Anwendung des Wissens beim Erstellen neuer Systeme durch den Systemdesigner
1.7 Gliederung
Die Diskussion im Kapitel 2 wird zeigen, dass die konventionellen Methoden zur Erhaltung der Konsistenz
persistenter Objekte für den Bereich der Entwurfsunterstützung eingebetteter Systeme nicht ausreichend
sind. Es müssen daher Verfahren gefunden werden, die die Integrität von Entwurfsdaten auf semantischem
Niveau, also über die Grenzen der Speicherung in unterschiedlichen Tools hinweg, sicherstellen.
Dazu werden Entstehungsursachen semantischer Inkonsistenzen auf dem Weg von der Spezifikation zur
Implementation analysiert und Anforderungen an die Datenhaltung abgeleitet. Sie führen im Kapitel 3
zur Entwicklung eines Metamodells, das den Entwurfsprozess einschließlich aller beteiligten Daten un-
abhängig von deren Speicherungsform beschreibt und beliebige Konsistenzbedingungen zu formulieren
gestattet. Dessen Ziel besteht in einem umfassenden, alle Schritte des Entwurfsprozesses überdecken-
den Management von Entwurfsdaten mit Hilfe virtueller Objekte. Deren Aufbau und deren Verhalten
wird hierzu implementierungsneutral mit Konstrukten einer vom Anwender definierbaren Objektalgebra
beschrieben. Die daraus abgeleiteten allgemeingültigen Prinzipien illustriert das Kapitel 4 an für einge-
bettete Systeme typischen Sprachen und Beschreibungsmitteln unter besonderer Berücksichtigung der
Transformation von virtuellen in reale Entwurfsobjekte. Kapitel 5 stellt Prinzipien für die Konstruktion
von Tools zur Wahrung der semantischen Integrität einer generierbaren Wissensbasis an Beispielen aus
dem Projekt RODOS vor. Dem schließt sich in Kapitel 6 ein Ausblick auf mögliche Weiterentwicklungen
des Metamodells und seiner Anwendungen an.
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Das Kapitel 2 zeigt die Grenzen der dateibasierten Arbeitsweise bei Entwurfswerkzeugen für eingebettete
Systeme auf und motiviert den Einsatz von Datenbanken in diesem speziellen Teilgebiet der Informatik.
Dabei werden die Vor- und Nachteile gebräuchlicher Verfahren bzgl. der Integritätserhaltung erörtert
und spezifische, aus dem Entwurfsprozess eingebetteter Systeme resultierende Anforderungen behandelt.
Deren Erfüllung erfordert Prinzipien aktiver Datenbanken:1
Die Bezeichnung aktive Datenbanksysteme wird für solche DBS verwendet, die zusätz-
lich zu den bekannten Leistungen in dem Sinne eigenständig Aktivitäten entfalten, daß sie
bestimmte, vorher definierte Konstellationen der Datenbasis erkennen oder auf Grund expli-
zit mitgeteilter Ereignisse bestimmte Reaktionen auslösen. Das zugrunde liegende allgemeine
Paradigma lautet, daß dem Datenbanksystem gegenüber sog. ECA-Regeln (Event-Condition-
Action) der Form
when 〈Ereignis tritt ein〉 [event]
if 〈Bedingung ist erfüllt〉 [condition]
do 〈führe Aktion aus〉 [action]
definiert werden können, deren Bedeutung wie folgt festgelegt ist:
Für die when-Klausel können bestimmte Operationen auf der Datenbank (Einfügen neuer
Daten, Verändern von Daten, aber auch Beginn oder Ende beliebiger umfassender Transak-
tionen) gewählt werden, aber auch Geschehnisse außerhalb, etwa bestimmte Uhrzeiten oder ex-
plizit vom Benutzer bzw. der Systemumgebung ausgelöste Ereignisse. Mehrere Einzelereignisse
können auf verschiedenste Art miteinander zu neuen Ereignissen verknüpft werden (z. B. „alle
Einzelereignisse sind eingetreten“, „mindestens eines der Einzelereignisse ist eingetreten).
In der if-Klausel können Bedingungen genannt werden wie etwa ein Prädikat über den augen-
blicklichen Datenbankzustand oder über den vorhergehenden Verarbeitungsablauf (der hierzu
dann natürlich protokolliert werden mußte).
Die do-Klausel schließlich spezifiziert eine Aktion oder Aktionsfolge, die sowohl Operationen
auf der Datenbank als auch beliebige andere Programme enthalten kann (die dann dem DBS in
geeigneter Weise bekannt gemacht werden müssen, so daß sie unter dessen Regie zum Ablauf
gebracht werden können).
2.1 Beschreibung von Entwurfsdaten
Vor der Lösung des Integritätsproblems soll eine Betrachtung der bisherigen Entwurfsmethodik für einge-
bettete Systeme und deren Entwurfsdaten stehen. Sie orientiert sich an der Struktur- und der Verhaltens-
sicht des Y-Modells nach Abb. 1.2 und ordnet die Entwicklungsstände einer festen Anzahl von Abstrak-
tionsebenen zu. Alle Entwurfsdaten sind als Wissenseinheiten organisiert, die Container zur Aufnahme
deklarativen Wissens darstellen. Diesem Prinzip folgt die Entwurfsmethodik von RODOS in Abb. 2.1.
Der Systementwurf beginnt mit der Erfassung der funktionalen und nichtfunktionalen Anforderungen an
das künftige System. Neben einer noch informalen Beschreibung der gewünschten Funktionalität sind
insbesondere die Wechselwirkungen des Systems mit seiner Umgebung sowie globale, in den Entwurfs-
schritten einzuhaltende Randbedingungen zu spezifizieren, da letztere unmittelbar die Konfigurations-
entscheidung beeinflussen. Als solche können u. a. die Kosten des Gesamtsystems, dessen Energiebedarf,
die erforderliche Chip-Fläche, die Reaktionszeit, die elektromagnetische Verträglichkeit und die Ausfall-
sicherheit auftreten.
Die Gesamtheit dieser Anforderungen bildet das Spezifikationsmodell, das nach seiner Fertigstellung vom
1Quelle: [44, Seite 349]
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Systementwerfer auf ein Funktionsmodell abzubilden ist. Das Funktionsmodell ist eine Menge von mathe-
matischen oder logischen Funktionen, die die Anforderungen des Spezifikationsmodells in geeigneter Weise
erfüllen. Die Beschreibung der Funktionen erfolgt implementierungsneutral, d. h. ohne eine Entscheidung
darüber, ob die Realisierung in Hard- oder Software erfolgen soll. Da das Funktionsmodell von zeitlichen
Aspekten abstrahiert und statt derer die funktionale Korrektheit des Entwurfs nachweisen soll, sind dafür
Codefragmente einer imperativen Programmiersprache wie C/C++ geeignet. Ein Prototypgenerator fügt
diese unter Beachtung der Struktur des Funktionsmodells zu einem Quelltext-File zusammen, das der
Entwicklungsingenieur für einen funktionalen Test des Systemverhaltens nutzt (s. Abschnitt 5.4.4).
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Abbildung 2.1: RODOS-Entwurfsmethodik für eingebettete Systeme
Die folgende Entwurfsaufgabe verdeutlicht die Phase des requirement engineering und unterstreicht die
Notwendigkeit einer umfassenden Lösung des Integritätsproblems auf Grund zahlreicher, qualitativ un-
terschiedlicher Entwurfsdaten.
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Beispiel 1 (Robotersteuerung)
Für die Steuerung eines
Positionierroboters nach
Abb. 2.2 sind Anforderungen
und Realisierungsvari-
anten in einer RODOS-
Wissensbasis zu beschreiben.
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Abbildung 2.2: Prinzipieller Aufbau einer Robotersteuerung
Der Entwurf der Steuerung beginnt mit der Erfassung der Anforderungen. Im Hinblick auf die Wiederver-
wendbarkeit sind insbesondere jene Stellen in der Spezifikation zu ermitteln, an denen der Systemdesigner
später Konfigurationsentscheidungen trifft [221].
Design-Entscheidung Alternativen/Auswirkungen
In welcher Form treffen die Positionieraufträge ein? - Lesen aus Datei- Abfrage Bedienkonsole des Roboters
Woraus besteht die Schnittstelle zur Umgebung? - gemeinsamer Speicher- Rechner-Rechner-Kopplung
Welche Dimension hat der Aktionsraum des Roboters?
- 1: Bewegen entlang einer Geraden
- 2: Bewegen in der Ebene
- 3: Bewegen im Raum
Welches Koordinatensystem wird bei der Formulierung
der Positionieraufträge genutzt?
- kartesisch
- polar
- roboterintern
Welches Koordinatensystem wird zur Beschreibung des
Aktionsraumes des Roboters genutzt?
- kartesisch
- polar
- roboterintern
Wie arbeiten die Sensoren? - analog- digital
Wie arbeiten die Aktoren? - analog- digital
Wie weit darf die tatsächliche von der geplanten Position
abweichen?
Betrag des freien Vektors zwischen Soll-
und Ist-Punkt des Aktionsraumes
Tabelle 2.1: Funktionale Anforderungen
Die Dimension des Aktionsraumes sowie die maximale Abweichung in einem Positionier-Schritt erfasst je
ein Anforderungsattribut in der zugehörigen Wissensklasse. Alle übrigen Entscheidungen kommen durch
Hierarchiegraphen in der Spezifikationsschicht der Wissensbasis zum Ausdruck. Constraints definieren
Forderungen wie
• 1 ≤ Dimension des Aktionsraumes ≤ 3
• @ Dimension = 1 ∧ Koordinatensystem = polar
• @ Koordinatensystem = kartesisch ∧ Dimension 6= Anzahl Koordinatenwerte im Vektor
und sichern so die semantische Integrität der Spezifikation [197]. Unabhängig von Anforderungsattributen
liefern Analyseattribute den Vergleichswert für die spätere Bewertung der Konfiguration.
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Parameter Berechnung/Auswertung
Reaktionszeit
∑
Bearbeitungszeit +
∑
Wartezeit ≤ max(Reaktionszeit)
kritischer Pfad kritischer Pfad
Kosten
∑ ≤ max(Kosten)
alle Komponenten
Energieverbrauch
∑ ≤ max(Energieverbrauch)
alle Komponenten
Zuverlässigkeit
∏ 1
Ausfallwahrscheinlichkeit ≥ min(Zuverlässigkeit)
alle Komponenten
Tabelle 2.2: Nichtfunktionale Anforderungen
Die Abbildung des Spezifikationsmodells auf ein Funktionsmodell besteht in der Auswahl und Verknüp-
fung jener Teilfunktionen, die zur Erfüllung der spezifizierten Anforderungen nötig sind [199]. RODOS
modelliert diesen Vorgang durch Constraints sowie durch Relationen vom Typ multirel.
Funktionale Anforderung auszuwählende Funktionen
Positionieraufträge aus Datei satzweises Lesen aus Filesystem
Positionieraufträge von Bedienkonsole Polling an der Tastatur oder Interrupt-Behandlung
Kommunikationsschnittstelle über gemeinsa-
men Speicher
semaphorgesteuertes Lesen und Schreiben in diesem
Speicher
Kommunikationsschnittstelle über Rechner-
Rechner-Kopplung
Abfrage über TCP/IP
Dimension des Aktionsraumes Auswahl des Transformationsalgorithmus für Gerade,
Ebene oder Raum
externes Koordinatensystem = kartesisch
internes Koordinatensystem = kartesisch
keine Transformation erforderlich
externes Koordinatensystem = kartesisch
internes Koordinatensystem = polar
bei Robotern mit Rotationsbewegung der Arme
externes Koordinatensystem = kartesisch
internes Koordinatensystem = roboterintern
bei Robotern mit längenveränderlichen Armen
externes Koordinatensystem = polar
internes Koordinatensystem = kartesisch
bei Robotern mit Translationsbewegung der Arme
externes Koordinatensystem = polar
internes Koordinatensystem = polar
keine Transformation erforderlich
externes Koordinatensystem = polar
internes Koordinatensystem = roboterintern
bei Robotern mit längenveränderlichen Armen
externes Koordinatensystem = roboterintern
internes Koordinatensystem = kartesisch
bei Robotern mit Translationsbewegung der Arme
externes Koordinatensystem = roboterintern
internes Koordinatensystem = polar
bei Robotern mit Rotationsbewegung der Arme
externes Koordinatensystem = roboterintern
internes Koordinatensystem = roboterintern
per Constraint ausgeschlossen
Sensoren = analog A/D-Wandler erzeugen
Sensoren = digital keine Aktivität
Aktoren = analog D/A-Wandler erzeugen
Aktoren = digital keine Aktivität
Wert der Abweichung Entscheidung über erneute Positionierung (Verzwei-
gung des Steuerflusses zum Korrekturschritt)
Tabelle 2.3: Abbildung Spezifikationsmodell 7→ Funktionsmodell
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Durch Spezialisierung von Spezifikationsklassen entscheidet der Systemdesigner in der Phase der Abbil-
dung auf das Funktionsmodell, welche der Funktionsklassen ins ausführbare Modell gelangen. In Abb. 2.3
bestimmt die Auswahl des Koordinatensystems die Art der geometrischen Constraints, die von allen
Funktionen zur Armbewegung des Roboters zu respektieren sind.
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Abbildung 2.3: Geometrische Constraints
Häufig wird aus Kostengründen nicht für jede Funktion eine eigene ausführende Einheit (Mikroprozessor,
ASIC, ASIP, FPGA) vorgehalten, sondern die Zusammenfassung mehrerer Funktionen auf einer phy-
sischen Ressource angestrebt2. Dies führt zum Problem der geteilten Ressourcen, wobei eine Ressource bei
eingebetteten Systemen im Gegensatz zur konventionellen Betriebssystem-Theorie auch dann als geteilt
gilt, wenn an sie mehr als eine Funktion3 gebunden ist. Die Menge unterschiedlicher Zusammenfassungen
von Funktionen (Bindungen) bedarf wiederum einer Analyse4. Die Bewertung des Scheduling-Problems
liefert dem Entwerfer bzw. den automatischen Konfigurierungsverfahren ein Kriterium bei der Auswahl
derjenigen Architektur(en), die alle Anforderungen erfüllen.
Den letzten Schritt im Entwurfsprozess bildet die Abbildung des Architekturmodells auf Objekte des Im-
plementierungsmodells. Diese werden durch virtuelle Komponenten vertreten, deren Verhalten durch den
Quellcode einer PL bei Software oder einer HDL bei Hardware gegeben ist. Auf jeder Ebene des Entwurfs
übernehmen sprachspezifische Generatoren die Zusammenfassung der Code-Fragmente zu simulierbaren
bzw. synthesefähigen Modellen.
Die Wissenseinheiten der Datenbasis bilden eine logische Schichtenstruktur, die der zeitlichen Abfolge
von Entwurfsschritten gemäß Abb. 2.1 entspricht. WiSyRa realisiert die Datenbasis als sequenzielle Datei,
welche bei jedem Projektstart gelesen und syntaktisch analysiert wird. Da alle Tools ihre Informationen
aus diesem File beziehen, müssen sie dessen Interpretation selbst ausführen. Um dies zu vereinfachen,
2Ausführung mehrerer Programme auf dem gleichen Prozessor oder Nutzung des gleichen Busses für mehrere Kommuni-
kationsfunktionen
3Die parallele Ausführung derselben ist möglich, wird aber nicht gefordert.
4statisch für Anforderungen, deren Fortpflanzung im Modell bereits zur Design-Zeit berechenbar ist [239] bzw. dynamisch
bei vorliegenden Datenabhängigkeiten [240]
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erzeugt WiSyRa ein speicherinternes Abbild der Klassenstruktur und stellt mit conshell einen Satz von
Kommandos für den Zugriff auf diese Strukturen bereit. Sie bildet eine Schale um die unterste Schicht
und erlaubt auf Kommandozeilen-Niveau die Nutzung der Basisfunktionalität [200].
conbench realisiert die graphische Benutzerschnittstelle für alle WiSyRa-Werkzeuge durch Tcl/Tk-Scripte
und kommuniziert mit der untersten Schicht ausschließlich über die Kommandos der Sprache conshell.
Kommt es zu Änderungen an den Wissenseinheiten (veranlasst von den graphischen oder textorientierten
Editoren - vgl. Abb. 2.4), so muss eine neue Version der Wissensbasis als CLINT-File exportiert werden.
Wenn die korrekte Arbeitsweise der Export-Funktion unterstellt wird, dann sind alle Konsistenzprobleme
der Wissensbasis hierbei ausschließlich statisch behandelbar, indem ein spezieller Parser neben der Syn-
taxprüfung auch die Einhaltung zusätzlicher Integritätsregeln überwacht, die aus speziellen Konstrukten
von CLINT resultieren (z. B. korrekte Benutzung von Ports innerhalb der Strukturgleichungen5 gemäß
Task-Graph). Den hierzu implementierten Parser stellt der Abschnitt 5.4.1 vor.
Der dateibasierte Ansatz stößt an Grenzen, so-
bald mehrere Nutzer an der Wissensbasis arbeiten
und fremde Tools6 einbezogen werden, die ihrerseits
Schreiboperationen für Wissenseinheiten oder deren
Bestandteile veranlassen. Da der Zugang zu den Wis-
senseinheiten nur über die Sprache CLINT mög-
lich ist, müssten alle Aktivitäten „serialisiert“ und
durch Änderungen im Quelltext dieser Sprache aus-
gedrückt werden. Eine direkte Kommunikation zwi-
schen angeschlossenen Fremdprodukten im Sinne ei-
ner Validierung der Wirkung von Änderungsoperati-
onen ist auf diese Weise nicht möglich7.
Abbildung 2.4: Architektur von WiSyRa
Editoren Konfigurierer · · ·
conbench
conshell
C++ - Klassen / LEDA
Deshalb wurde im Nachfolgeprojekt RODOS das Zusammenwirken der Werkzeuge zur Manipulation von
Wissenseinheiten neu organisiert. Ausschlaggebend hierfür war die Erweiterung des anfangs für den reinen
Hardwareentwurf konzipierten Modells auf die zusätzlich8 zu verwaltenden Software-Komponenten, sowie
auf unterschiedlich strukturierte Verarbeitungs- und Kommunikationskomponenten. Hinzu kommen im
Verlaufe der Entwicklung wechselnde semantische Beziehungen zwischen den Entwurfsobjekten.
2.1.1 Anforderungen an die Verwaltung von Entwurfsdaten
Wegen der großen Datenmengen, die im Verlaufe des Entwurfsprozesses für eingebettete Systeme anfallen,
begann in den 1980er Jahren die Entwicklung von Entwurfsumgebungen. Eine Klassifikation derselben
erfolgte durch Rammig und Steinmüller [138]. Dettmer leitet daraus allgemeingültige Anforderungen an
die Verwaltung von Entwurfsdaten9 ab, denen auch die Architektur von RODOS folgt.
Die Dienste, die ein Framework anbieten soll, teilen die Autoren in vier Schichten ein: die
oberste Schicht bilden Werkzeuge, die das Entwurfs- und Projektmanagement unterstützen, die
zweite Schicht Dienste für die Werkzeugintegration und die Entwicklung neuer Anwendungen;
die dritte Schicht umfasst allgemeine Datenhaltungs- Kommunikations- und Benutzeroberflä-
chendienste und die unterste Schicht schließlich das Betriebssystem und die Hardware. Als
wichtigste Anforderung an Entwurfsumgebungen nennen Rammig und Steinmüller acht Punk-
te:
1) Funktionale Vollständigkeit einschließlich der Bereitstellung vertrauter Werkzeuge
2) Konsistente Handhabung von Werkzeugen einschließlich sicherer Ablaufprotokolle und Steuerungs-
unterstützung (“design process control“)
3) Einheitliche Benutzeroberfläche (“common look and feel“)
4) Konsistente, umfassende Datenhaltung mit einheitlichem Zugriff gemäß einem konzeptuellen Schema
für die Verwaltung grober und feiner Strukturen aller Entwurfsdaten
5Strukturgleichungen beschreiben in CLINT die Kommunikation zwischen Wissensklassen über Signale.
6automatische Konfigurierer, Validierung, Codegenerierung, Synthese usw.
7abgesehen von der oﬄine-Kopplung über Dateien
8bei heterogenen Systemen auch Komponenten anderer Domänen, wie z. B. Mechanik und Optik
9Quelle: [42, Seite 33/34]
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5) Einfache, individuelle Anpassbarkeit an sich ändernde Bedürfnisse
6) Unterstützung von verteilten Teams in vernetzten Systemen mit multi-user und multi-tasking-Betrieb
7) Hohe Performanz und Ausfallsicherheit
8) Eine auf einem CAD10-Framework aufgebaute CAD-Umgebung
Für jede Sicht des Y-Modells und für jede Abstraktionsstufe existiert inzwischen eine Vielzahl von Pro-
dukten, die dem Systementwerfer optimale Unterstützung in der jeweiligen Entwurfsebene bieten (vgl.
Abschnitt 1.3.3).
Allen Ansätzen ist gemeinsam, dass sie den Transformationsprozess des Entwurfswissens über die Grenzen
der Abstraktionsstufen hinweg nicht oder nur unzureichend unterstützen. Die Forderung nach Erhaltung
der semantischen Integrität der Entwurfsdaten ergibt sich jedoch zwangsläufig aus den aktuellen Ent-
wicklungstendenzen im Bereich eingebetteter Systeme:
• Es müssen Komponenten aus unterschiedlichen Domänen spezifiziert und gemeinsam simuliert bzw.
verifiziert werden.
• Das in den Entwicklungswerkzeugen für diese Domänen vergegenständlichte Wissen muss in der
Entwurfsumgebung durch bidirektionalen Austausch von Entwurfsobjekten zugänglich sein.
• Immer kürzere Produktzyklen zwingen zur Wiederverwendung von Komponenten [140].
• IP’s von Drittanbietern müssen in den Systementwurf einbezogen werden, von denen nur das Verhalten
an den Schnittstellen, jedoch nicht die Implementierung bekannt ist.
• Neben der Wiederverwendung von Komponenten tritt immer stärker die Wiederverwendung von
Entwurfswissen in den Vordergrund.
• Die Transformation von Entwurfswissen über die Schichtengrenzen hinweg erfolgt auf Grund der
wachsenden Komplexität der Systeme in mehreren Iterationsschritten.
• Die zeitlich und räumlich getrennte Entwicklung von Systemen bedarf der Werkzeugunterstützung.
• In den Design Flow sind Werkzeuge von Drittanbietern ebenso einzubeziehen wie firmeneigene Tools.
• Der Entwurfsprozess ist bzgl. der Anzahl seiner Schritte und der Abstraktionsebenen variabel infolge
der unterschiedlichen beteiligten Domänen.
2.1.2 Speicherung von Entwurfsdaten
Als wesentliche Ursache für die im Design-Prozess eingebetteter Systeme auftretenden Probleme bzgl.
der Konsistenz und der Transformierbarkeit des Entwurfswissens erweist sich dessen Verwaltung in un-
terschiedlichen Repräsentationsformen, die durch unterschiedliche Werkzeuge bedingt sind. Ziel der neuen
Methodik ist es daher, eine universelle Beschreibungsform für Entwurfsdaten zu finden, die zwei scheinbar
konträre Anforderungen erfüllt:
• Die Struktur der Entwurfsdaten darf wegen der Vielfalt der Domänen nicht vom Entwurfswerkzeug
bestimmt sein, sondern muss vom Anwender frei definiert werden können.
• Die Konsistenz der Entwurfsdaten muss trotz dieser Flexibilität auf unterschiedlichen Abstraktions-
ebenen zu jeder Zeit gewahrt bleiben.
Entwurfsobjekte Entwurfsschritte
Entwurfswissen der Wissensbasis
Der Lösungsansatz für dieses Problem besteht in der
einheitlichen Beschreibung von Entwurfswissen und Ent-
wurfsobjekten. Die primäre Speicherung der Entwurfsda-
ten wird in eine Wissensbasis verlagert, die Abbilder realer
Objekte in Form von virtuellen Komponenten verwaltet.
Abbildung 2.5: Struktur der Wissensbasis
10Rammig/Steinmüller sprechen allgemeiner von CAX-Framework, wobei X für ein beliebiges Anwendungsgebiet (Software,
Mechanik, Elektronik etc.) steht. Die Formulierung in (8) beinhaltet, dass bereits das Framework als Kernsystem die
Anforderungen des Anwendungsbereichs berücksichtigen muss.
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Definition 6 (Entwurfsobjekt) Entwurfsobjekte sind die kleinsten namentlich identifizierbaren Ein-
heiten in jeder logischen Schicht der Wissensbasis.
Definition 7 (Entwurfsschritt) Entwurfsschritte sind Algorithmen zur Erzeugung und Bearbeitung
von Entwurfsobjekten.
Definition 8 (virtuelle Komponente) Eine virtuelle Komponente ist die Abbildung von realen Kom-
ponenten gemäß Definition 3 oder von Entwurfsobjekten gemäß Definition 6 in einer Wissensbasis.
Der Entwurfsprozess erfolgt dazu nicht mehr wie in Abb. 2.1 in unterschiedlichen Tools, sondern voll-
zieht sich ausschließlich an virtuellen Komponenten. Die von anzuschließenden Werkzeugen als Einga-
beinformation benötigte Datenmenge stellt dabei eine spezielle Sicht11 auf den Datenbestand dar. Von
diesen Werkzeugen gelieferte Informationen erzeugen, modifizieren oder löschen virtuelle Komponenten
unter Beachtung nutzerdefinierter Regeln der semantischen Integrität. Wird z. B. UML zur Beschrei-
bung der Anforderungen an ein zu entwerfendes System eingesetzt und die dabei entstandene Menge von
Klassendiagrammen als XML-Dokument exportiert, so bilden die Klassen virtuelle Komponenten in der
Wissensbasis, die später mit den Ergebnissen anderer Werkzeuge angereichert werden. Ein typischer An-
wendungsfall ist das Hinzufügen der Verhaltensbeschreibung einer Komponente aus Zustandsautomaten,
Petri-Netzen oder formalen Sprachen. Nachdem die Wissensbasis diese Änderungen validiert hat, stellt
sie eine spezielle Sicht zur Verfügung, die z. B. ein Codegenerator für VHDL oder C/C++ als Eingabe
nutzt.
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Abbildung 2.6: Stellung der Wissensbasis im Entwurfsprozess
Für die virtuellen Komponenten sind Beschreibungsmittel zu entwickeln, die den flexiblen Aufbau kom-
plexer Datenobjekte ebenso unterstützen wie die Prüfung der semantischen Integrität. Dabei soll soweit
von konkreten existierenden Beschreibungssprachen abstrahiert werden, dass die Transformation in un-
terschiedliche Repräsentationsformen möglich ist [148].
Die folgenden Abschnitte skizzieren bisher praktizierte Verfahren zur Lösung dieses Problems und zeigen
deren Vor- und Nachteile auf. Der Schwerpunkt liegt dabei in der Entwicklung eines Ansatzes, der die
Integrität der verwalteten Informationen auch dann sichert, wenn unterschiedlichen Applikationen und
mehreren Nutzern der schreibende Zugriff auf den Datenbestand eingeräumt wird.
Die gegenüber konventionellen Entwurfswerkzeugen12 veränderte Systemarchitektur bedingt die Unter-
scheidung des Nutzerkreises einer Wissensbasis:
Definition 9 (Systemadministrator) Systemadministrator ist derjenige Anwender der Wissensbasis,
der deren technische Parameter festlegt und prinzipielle Vorgaben zum Aufbau der virtuellen Komponenten
sowie der Beziehungen definiert. Das Ergebnis seiner Arbeit ist domänenneutral.
Definition 10 (Wissensingenieur) Wissensingenieur ist derjenige Anwender der Wissensbasis, der
die virtuellen Komponenten und deren Struktur definiert (ggf. durch Analyse bestehender Systeme). Er
beschreibt Entwurfsalternativen und legt Pfade in der Wissensbasis fest, die von der Systemspezifikation
zu möglichen Implementierungen führen. Das Ergebnis seiner Arbeit ist domänenspezifisch.
11Der Begriff korrespondiert nicht mit dem der Abb. 1.2, sondern bezeichnet hier die virtuelle Relation (View) eines DBMS.
12vgl. Abb. 2.1 auf Seite 19
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Definition 11 (Systemdesigner) Systemdesigner ist derjenige Anwender der Wissensbasis, der ausge-
hend von der Spezifikation durch Instanziierung der virtuellen Komponenten entlang der vom Wissensin-
genieur etablierten Pfade ein virtuelles Abbild des zu entwerfenden Systems in Form einer Konfiguration
erzeugt. Das Ergebnis seiner Arbeit ist modellspezifisch.
RODOS-System Anwendungsdomänen Konfigurationen
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Abbildung 2.7: Von der Wissensbasis zur Konfiguration
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Beim Domänenbegriff ist zu unterscheiden zwischen einem Segment des Entwurfsprozesses (vgl. P-Chart
in Abb. 1.3) und der Auswahl eines Diskursbereichs für die Wissensbasis nach Abb. 2.7.
2.1.3 Ziele des neuen Ansatzes
Das primäre Ziel bei der Unterstützung des Entwurfsprozesses besteht in der Überwindung der Nachteile
tool-lokaler Konsistenzsicherungsverfahren durch eine ganzheitliche Beschreibung eingebetteter informa-
tionsverarbeitender Systeme, um ein umfassendes Integritätsmanagement realisieren zu können. Bisher
verfügbare Beschreibungsmittel, -sprachen und -methoden adressieren stets nur einen Teilbereich des
Entwurfsprozesses und überlassen die notwendigen Transformationen von Entwurfsdaten dem Anwender.
Deshalb soll sowohl das zu entwerfende System gemeinsam mit den Entwurfsschritten als auch die dazu
nötige Wissensbasis durch ein neuartiges, universelles Metamodell beschrieben werden. Es bildet die Basis
zur Entwicklung sprachspezifischer Generatoren.
In den folgenden Abschnitten wird dazu ein Verfahren zur anwendungsinvarianten Erhaltung der se-
mantischen Integrität von Wissensbasen auf der Grundlage eines ADBMS entwickelt. Da die aktiven
Eigenschaften orthogonal zum zugrunde liegenden Datenmodell sind, erfolgt zunächst keine Unterschei-
dung zwischen relationaler13 bzw. objektorientierter14 Speicherung.
Der Lösungsansatz erfüllt somit die Forderung aus Regel 10 (Integritätsunabhängigkeit15) der zwölf
DBMS-Regeln von E.F. Codd, die sich beim Zusammenwirken zahlreicher Fremdprodukte mit bisher
eigener Verwaltung von Integritätsregeln auf höherem Abstraktionsniveau erneut stellt.
Integritätsbedingungen, die spezifisch für eine Datenbank sind, müssen mit Hilfe der rela-
tionalen Datenbeschreibungssprache definierbar sein und im System-Katalog (nicht in den
Anwendungsprogrammen) abgelegt sein [33].
13Besonderheiten relationaler Datenmodelle behandelt [230].
14Besonderheiten objektorientierter Datenmodelle behandelt [227].
15Quelle: [143, Seite 224 ff.]
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2.2 Mechanismen zur Integritätserhaltung
Die in Abb. 1.7 vorgestellte Architektur gestattet unterschiedlichen Werkzeugen die Ausführung von
Lese- und Schreiboperationen auf der Wissensbasis. Die Palette dieser Tools unterliegt einer ständigen
Weiterentwicklung. Sie offenbart unmittelbar die Grenzen des dateibasierten Ansatzes für die Realisie-
rung der Wissensbasis: bisher existierte mit der Beschreibungssprache CLINT nur ein einziger Weg zum
Aufbau des Datenbestandes. Die syntaktische Prüfung des CLINT-Quellfiles ist integraler Bestandteil
von conshell (Abb. 2.4). Nutzt der Wissensingenieur nach dieser Prüfung einen der Editoren zur Mani-
pulation der Datenbasis oder fügt er z. B. mit UML erzeugte Klassen ein, so sind anschließend weitere
Prüfungen erforderlich, die die Integrität der nun geänderten Wissenseinheiten überwachen. Mit den bis-
herigen conshell-Funktionen ist dies nicht möglich, da sie nur auf der speicherinternen Repräsentation der
Wissensbasis operieren. Wird einem Fremdprodukt die Manipulation von (transienten) Wissenseinhei-
ten z. B. über Protokolle wie DDE, ODBC oder JDBC gestattet, dann müssten semantisch äquivalente
Aktionen an syntaktisch von CLINT abweichenden Objekten16 ausgeführt werden. Änderungen an den
syntaktischen Regeln von CLINT ziehen somit Eingriffe in qualitativ unterschiedliche Prüfmechanismen
nach sich, welche vom System nicht validiert werden können.
Eine exponierte Stellung nimmt hierbei die interaktive Bearbeitung der Wissenseinheiten ein. Sie erfor-
dert neben der Validierung von Benutzereingaben die Berechnung der Auswirkungen derselben auf andere
Wissenseinheiten. Bei der Navigation zu einem weiteren Feld bzw. Objekt sind vom Editor diesbezügliche
Prüfungen zu aktivieren und ggf. Eingaben des Nutzers zurückweisen, die zu ungültigen Zuständen in
der Wissensbasis führen würden.
Die gleiche Prüflogik – jedoch auf dem Niveau prozeduraler Dienste – müssen jene Funktionen implemen-
tieren, die die Wissensbasis dem Anwender in Form des API bereitstellt. Die Notwendigkeit zur Nutzung
derartiger Dienste resultiert aus Werkzeugen, die nicht mit Applikationen aus dem Front-End-Bereich des
DBMS kommunizieren (können), sondern Schnittstellen auf niedrigerem Abstraktionsniveau unterstüt-
zen. Bei diesen werden Prüfregeln zur Erhaltung der semantischen Integrität häufig in der Applikation
selbst realisiert und auf Veranlassung des Nutzers aktiviert.
Funktionen mit API-Nutzung müssen diese Regeln größtenteils erneut implementieren, da sie keinen
Zugriff auf die jeweilige Applikation haben bzw. ein solcher Zugriff auf Grund der Einbettung in Fremd-
anwendungen unerwünscht ist. Dieses Verfahren birgt die Gefahr einer Anomalie des Regelwerkes: jede
Implementation von Tools, die schreibend auf die Wissensbasis zugreifen17, müsste das vollständige Re-
gelwerk durch Aufrufe von API-Funktionen realisieren, obwohl die zu prüfenden Objekte unterschiedliche
Strukturen aufweisen. Änderungen von Regeln sind somit in allen Tools, die die Datenbasis nutzen, nach-
zuvollziehen; andernfalls entstehen zueinander widersprüchliche Regeln.
Eine solche Forderung ist unerfüllbar, sobald die Wissensbasis einem Nutzerkreis mit dem Recht zur
Eigenentwicklung von Tools zugänglich ist, da dann dem Systemadministrator nicht mehr alle aktiven
oder passiven Nutzer bekannt sind. Selbst dann, wenn letzteres durch administrative Maßnahmen gesi-
chert werden könnte, bleibt das Problem des Zeitpunkts der Regeländerung, da eine solche in allen Tools
zur gleichen Zeit erfolgen müsste. Definieren die einzelnen Werkzeuge einander widersprechende Regeln,
so kommt es zur tool-lokalen Inkonsistenz, falls nicht wiederum manuell die globale Regel-Inkonsistenz
erkannt und beseitigt wird. Noch gravierender wird dieses Problem, wenn Fremdprodukte an die Wissens-
basis angeschlossen und von dieser gesteuert werden sollen, die keine Eingriffe in ihr Zugriffsverhalten
gestatten. Die bisherige Organisation der Integritätsprüfungen fasst Abb. 2.8 zusammen: In WiSyRa
konnte ein erweiterter Parser alle Prüfungen ausführen, da keine persistenten Objekte und somit keine
Möglichkeiten zur Manipulation der Wissenseinheiten durch fremde Tools existierten.
Eine Bearbeitung durch Fremdprodukte ist bei Verwaltung der Wissenseinheiten in einer passiven Da-
tenbank in Form persistenter Objekte möglich. Die Mechanismen zur Integritätserhaltung erfassen hier-
bei alle die innerhalb der DBMS-Umgebung speicherbaren Wissenseinheiten. Dieses Verfahren offenbart
jedoch ein weiteres, mit Mitteln passiver Datenbanken nicht umfassend lösbares Problem: das DBMS
übernimmt zwar die Kontrolle der Integrität des Datenbestandes, jedoch können Anomalien innerhalb
des auf mehrere angeschlossene Tools verteilten Regelwerkes entstehen, falls nicht alle diese Werkzeuge
die gleichen Prüfmechanismen anwenden. Auch dann, wenn alle Prüfungen z. B. durch stored procedures
16Die speicherinterne Darstellung der Wissenseinheiten weicht von der textuellen Repräsentation ab.
17z. B. die Generierung von Klassendefinitionen aus UML-Diagrammen nach [249]
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Abbildung 2.8: Wirkungsweise der Prüfmechanismen
realisiert und im DBMS hinterlegt werden, ist die Schwäche des Verfahrens nicht behoben, da die Verant-
wortung für die korrekte Anwendung der Regeln beim jeweiligen Tool verbleibt. Dies gilt insbesondere
für den Aktivierungszeitpunkt der Regeln.
Erst ein aktives DBMS löst dieses Problem vollständig, indem sowohl die Beschreibung gültiger Zustände
der Datenbasis als auch die Strategien zur Prüfung und ggf. Wiederherstellung derselben in der Verant-
wortung des DBMS liegt (system enforced integrity). Nicht mehr das die Schreiboperation auslösende
Werkzeug veranlasst die Kontrolle entsprechender Prüfungen, sondern das DBMS als Folge eines von
ihm erkannten, überpüfungswürdigen Zustands, so dass eine beliebige Anzahl von Werkzeugen auf die
Wissenseinheiten zugreifen kann. Bei Änderungen von Prüfbedingungen müssen nicht mehr alle Tools in-
formiert und zur Modifikation ihrer Regeln aufgefordert werden. Inkonsistenzen von Regeln auf Grund von
Redundanzen sind ausgeschlossen, da jede Regel unabhängig von der Anzahl der sie nutzenden Werkzeuge
nur je einmal im DBMS existiert. Dies ermöglicht eine formale Prüfung der Integrität des Regelwerkes
(vgl. Abschnitt 5.3.1).
2.3 Kategorien der Integrität
Vor einer detaillierten Diskussion der Prüfmechanismen soll der Wirkungsbereich der hier behandelten
Methode abgegrenzt und die RODOS-spezifischen Anforderungen in vorhandene Kategorien eingeordnet
werden. Den Begriff der Konsistenz definiert ([187, Seite 243]):
Definition 12 (Konsistenz nach Zehnder) Daten sind konsistent, wenn sie vordefinierte
Konsistenzbedingungen einer Datenbank erfüllen.
Die Definition 5 aus Kapitel 1 folgt diesem Konsistenzbegriff und bezieht sich sowohl auf modellinhärente
als auch aus der modellierten Miniwelt stammende Bedingungen, die an den Bestand der Entwurfsdaten
zu stellen sind. Eine ähnliche Definition gibt [144]:
Definition 13 (Konsistenz nach Sauer) Konsistenz oder Integrität bedeutet die Korrektheit der in
der Datenbank gespeicherten Daten. Dazu gehört die technische oder physische Integrität, d. h. richtiges
Arbeiten des Datenbanksystems. Darüber hinaus sollen die Daten aber weitgehend den Abhängigkeiten
und Bedingungen genügen, denen die durch die Daten dargestellten Objekte unterworfen sind („logische
Konsistenz“).
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2.3.1 Physische Konsistenz
Physische Konsistenz liegt vor, wenn alle Vorgaben zum Aufbau und zum Inhalt der physischen Re-
präsentation des Datenbestandes auf dem sekundären Speichermedium18 entsprechend dem gewählten
Paradigma und der Regeln des DBMS erfüllt sind. Dies betrifft Seiten zur Aufnahme der Daten, Baum-
strukturen zur Verkettung, Indizes zur Lokalisierung derselben sowie die Vollständigkeit der Zugriffspfade
und der Metadaten19 zur Interpretation des Inhalts von Seiten usw.
Die Prüfung und Erhaltung der physischen Konsistenz liegt in der Verantwortung des DBMS und stützt
sich u. a. auf die Mechanismen von Logging und Recovery. Die korrekte Funktionsweise aller dazu erfor-
derlichen Maßnahmen wird in den folgenden Ausführungen vorausgesetzt.
2.3.2 Logische Konsistenz
Logische Konsistenz eines Datenbestandes liegt vor, wenn alle im jeweils zugrunde liegenden Datenmodell
formulierbaren Bedingungen erfüllt sind. Im Relationenmodell sind dies die relationalen Invarianten Pri-
märschlüsselbedingung und referentielle Integrität, im Objektmodell der korrekte, der Objektdefinition
entsprechende Aufbau jedes persistenten Objekts sowie die Auflösbarkeit aller in der Objektdefinition
vorgesehenen Relationships und References. Fremdschlüsselbeziehungen, die RDBMS zur Verwaltung
komplexer Daten in mehreren Relationen, zur Darstellung von is a-Beziehungen zwischen Entitätstypen
und von Komponentenobjekten nutzen, werden in OODBMS nicht explizit formuliert, da sie bei Verwen-
dung von Klassenhierarchien und über Pointer vermittelte Assoziationen aus dem Datenmodell ableitbar
sind. Das OODBMS übernimmt in diesem Falle bei Änderungsoperationen die Propagierung an referen-
zierten Objekten [167, Seite 63 ff.].
Notwendige Voraussetzung der logischen Konsistenz ist eine physisch konsistente Datenbasis. Die Erhal-
tung der logischen Konsistenz beruht auf der transaktionsgesteuerten Ausführung von DML-Operationen,
die eine Änderung am Datenbestand nur dann zulassen, wenn diese wiederum zu einem konsistenten Zu-
stand führt [171]. Sie folgt dem ACID-Paradigma der Transaktionen: eine Transaktion ist demnach die
Zusammenfassung von Vorbereitung, Durchführung und Gültigkeitskontrolle einer komplexen Zugriffs-
operation zur Datenbank. Der Zugriff kann aus lesenden und/oder schreibenden Operationen in beliebiger
Anzahl bestehen. Im Interesse der Konsistenzsicherung müssen Transaktionen folgende Eigenschaften be-
sitzen:
A - Atomarität: Es werden entweder alle oder keine Änderungen ausgeführt.
C - Konsistenz: Eine Transaktion hinterlässt nach Beendigung einen konsistenten Datenbankzu-
stand.
I - Isolation: Nebenläufig ausgeführte Transaktionen dürfen sich nicht gegenseitig beeinflussen.
D - Dauerhaftigkeit: Die Wirkung einer erfolgreich abgeschlossenen Transaktion bleibt dauerhaft in der
Datenbank erhalten.
Für eine logisch konsistente Datenbasis sorgt der Anwender zur Designzeit, indem er durch geeignete Mo-
dellierung des Realweltausschnittes und (im Falle von RDBMS) durch Normalisierung der Relationen der
Entstehung von Änderungsanomalien entgegenwirkt, und zur Laufzeit, indem er durch programmtech-
nische Maßnahmen DML-Operationen zurückweist, die zur Verletzung der logischen Konsistenz führen
könnten.
2.3.3 Semantische Konsistenz
Unter semantischer Konsistenz wird nachfolgend der Zustand aller Entwurfsdaten (innerhalb und au-
ßerhalb der Datenbank) verstanden, in dem außer der physischen und logischen Konsistenz auch alle
benutzerdefinierten Bedingungen, die über Wissenseinheiten, deren Bestandteilen und den zwischen ih-
nen bestehenden Relationen gelten müssen, erfüllt sind. Die semantische Konsistenz ist beschreibbar
durch eine Menge von Anforderungen20 an alle am Entwurfsprozess beteiligten Informationen. Dabei ist
18z. B. Schutz der Datenbankdateien gegen vorsätzliche oder irrtümliche Aktivitäten von anderen Nutzern oder Anwen-
dungsprogrammen
19Der Begriff bezieht sich auf die vom DBMS selbst genutzten Beschreibungsinformationen zu den abgelegten Daten. Er
unterscheidet sich somit prinzipiell von dem im Kapitel 3 entwickelten Metamodell.
20Im Kapitel 4 werden diese Anforderungen präzisiert.
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es zunächst unerheblich, ob diese Anforderungen auf logische Konsistenzbedingungen eines DBMS ab-
bildbar oder benutzerdefinierte Konstrukte erforderlich sind. Anforderungen der semantischen Konsistenz
werden deshalb implementierungsneutral beschrieben und erst bei der Transformation in die Umgebung
eines konkreten DBMS auf dessen Konstrukte abgebildet. Dieses Vorgehen ist motiviert durch Kemper:21
Grundsätzlich gilt natürlich, daß es viele anwendungsspezifische Konsistenzbedingungen gibt,
die mit den Mitteln des Entity-Relationship-Modells nicht formulierbar sind. Diese müssen
im Zuge der Anforderungsanalyse und des konzeptuellen Entwurfs anderweitig (z. B. in na-
türlicher Sprache) festgehalten werden, damit sie beim Implementationsentwurf und bei der
Realisierung der Anwendungsprogramme berücksichtigt werden.
2.3.4 Operationale Konsistenz
Die Spezifikation des konsistenten Zustands einer Datenbasis kann deklarativ, operational oder regelba-
siert erfolgen. Unter operationaler Konsistenz soll hier die Bereitstellung von ausführbaren Methoden
verstanden werden, die die Überführung von einem konsistenten in einen weiteren konsistenten Zustand
unterstützen oder die nach eingetretener Inkonsistenz Datenobjekte so verändern (modifizieren oder lö-
schen), dass die Integritätsregeln wieder erfüllt sind.
2.4 Integritätserhaltung in Wissensbasen
An Wissensbasen stellt der Anwender die Forderung der Kongruenz und der Konsistenz [163].
Definition 14 (Kongruenz22) Eine Datenbasis D ist kongruent zu einer Situation S in der Miniwelt
M und bezüglich einer Modellierung M, falls M(S) = D gilt.
Die Kongruenz ist o.B.d.A nicht maschinell prüfbar, da sie sich auf Erfahrungswissen23 und unschar-
fe Beziehungen24 zwischen Wissenseinheiten stützt. Gegenstand der folgenden Erörterungen ist daher
die Erhaltung der Konsistenz der Wissensbasis durch Integritätsregeln, die Gesetzmäßigkeiten über den
Ablauf von Vorgängen in der Miniwelt beschreiben. Im Abschnitt 2.2 war die umfassende Lösung des
Integritätsproblems mit Hilfe der Mechanismen aktiver Datenbanken begründet worden. Abb. 2.8 ver-
deutlicht dies anhand unterschiedlicher Informationsquellen für Wissenseinheiten, die aus einer variablen
Anzahl anschließbarer Werkzeuge resultieren.
Das Ziel der Entwicklung einer datenbankgestützten Implementierung von RODOS besteht deshalb in
der Verlagerung von Integritätsregeln in die Verantwortung des Wissensbank-Verwaltungssystems. Nur
solche Regeln, deren Einhaltung ausschließlich von lokaler Bedeutung für einzelne Tools sind oder deren
Komplexität die technischen Möglichkeiten eines solchen Systems übersteigt, dürfen in der Applikations-
logik verbleiben.
Im Gegensatz zu WiSyRa ist das Verwaltungssystem der Wissensbank vollständig von Verarbeitungsfunk-
tionalität25 befreit. Es bietet mit den Sprachen CLINT++ und XML eine transparente Zugriffsmöglichkeit
auf dem Niveau der Wissenseinheiten, welche von Details des Datenmodells abstrahiert. Nach der syntak-
tischen und semantischen Prüfung der Wissenseinheiten erfolgt deren Transformation in Konstrukte der
DML des zugrundeliegenden DBMS (SQL bei RDBMS, ODL bei OODBMS). Dadurch ist die semantische
Integrität der lokalen, aus den genannten Beschreibungssprachen gewonnenen Informationsmenge gesi-
chert. Sobald jedoch deren Übertragung in die Wissensbasis erfolgen soll, muss die Prüfung global, also
unter Berücksichtigung bereits in der Wissensbasis befindlicher Daten erfolgen. Die gleiche Situation liegt
bei der interaktiven Bearbeitung der Wissenseinheiten vor (vgl. Concept-Editor im Abschnitt 5.4.11).
21Quelle: [96, Seite 43/44]
22Quelle: [139, Seite 38]
23z. B. „Eine Gatter-Verzögerungszeit im Bereich von Atto-Sekunden ist gegenwärtig unrealistisch.“
24z. B. „Zeitkritische Anwendungen sollten durch Hardware realisiert werden.“
25Alle Verarbeitungsfunktionen von WiSyRa werden in separate Werkzeuge ausgelagert, die über die beschriebenen Schnitt-
stellen mit der RODOS-Wissensbasis kommunizieren.
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2.4.1 Definitionen
Die folgenden Definitionen präzisieren Aussagen der vorangegangenen Abschnitte für Begriffe, deren Be-
deutung im Bereich der Datenbanktheorie und des Hardware-Software-Codesigns voneinander abweicht.
Definition 15 (System) Ein System26 ist eine ‚Menge von Elementen und Menge von Relationen, die
zwischen diesen Elementen bestehen. Alle isomorphen Ganzheiten dieser Art (Isomorphie) werden als ein
und dasselbe System betrachtet. Die Menge der Relationen zwischen den Elementen macht die Struktur
des Systems aus.‘
Definition 16 (Diskursbereich) Ein Diskursbereich ist ein thematisch abgegrenzter Bereich der realen
Welt.
Definition 17 (Domäne)
im Bereich der Entwurfs-
systeme:
Die Domäne beschreibt einen Diskursbereich aus der realen Welt mit ver-
gleichbaren Eigenschaften (z. B. Domäne der Robotersteuerungen).
im Bereich der Daten-
und Wissensbanken:
Die Domäne beschreibt einen Bereich von Werten (Datentyp und Intervall-
grenzen), die ein Attribut annehmen darf.
Definition 18 (Systemmodell) Das Systemmodell beschreibt die Struktur und die Eigenschaften des
Entwurfssystems (z. B. durch Definition zulässiger Entwurfsalternativen27).
Definition 19 (Domänenmodell) Das Domänenmodell ist ein formaler Apparat zur Beschreibung des
Wissens über die Domäne. Es definiert die Struktur der Entwurfsobjekte sowie die damit ausführbaren
Operationen.
Definition 20 (Spezifikationsmodell) Das Spezifikationsmodell regelt die Darstellung der Spezifikati-
on gemäß Definition 4 für eine Domäne und definiert die Beschreibungsmittel für funktionale und nicht-
funktionale Anforderungen (Ebene 1 in Abb. 1.5).
Definition 21 (Funktionsmodell) Das Funktionsmodell ist die Gesamtheit aller implementierungs-
neutralen Funktionen, die notwendig sind, um die Anforderungen des Spezifikationsmodells zu erfüllen
(Ebene 2 in Abb. 1.5).
Definition 22 (Architekturmodell) Das Architekturmodell beschreibt die Bindung der Elemente des
Funktionsmodells an virtuelle, ggf. geteilt nutzbare Ressourcen (Ebene 3 in Abb. 1.5).
Definition 23 (Implementierungsmodell) Das Implementierungsmodell besteht aus Beschreibungen
der Struktur bzw. des Verhaltens realer Komponenten (Ebene 4 in Abb. 1.5).
Definition 24 (Wissenseinheit) Wissenseinheiten sind in Analogie zur kybernetischen Systemtheorie
nach Definition 15 Beschreibungen von Systemelementen durch Klassen sowie Beschreibungen von Bezie-
hungen zwischen diesen durch Relationen. Die Wissenseinheit ist die kleinste ansprechbare Aggregation
von Fakten und / oder Beziehungen aus der betrachteten Domäne. Die Zerlegung des gesamten verfügba-
ren Wissens in Wissenseinheiten ist unabhängig von technischen Systemen für deren Speicherung oder
Verarbeitung.
Definition 25 (Datenbasis) Die Datenbasis ist die Menge aller über die jeweilige Domäne verfügbaren
Wissenseinheiten. Sie repräsentiert diese Informationen implementierungsneutral.
Definition 26 (Wissensbasis) Eine Wissensbasis ist die Gesamtheit aller über den Diskursbereich ver-
fügbaren Informationen. Sie stellt Container zur Aufnahme von Faktenwissen bereit und verwaltet Me-
thoden zur Bearbeitung dieses Wissens.
26Quelle: [98, Seite 634]
27Der Begriff bezieht sich u. a. auf verwendbare Schlüsselwörter in Beschreibungssprachen, jedoch nicht auf das zu entwer-
fende System.
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Definition 27 (Wissensbank) Die Wissensbank ist die rechentechnische Realisierung einer Wissens-
basis auf der Grundlage der Datenbank-Technologie [90].
Definition 28 (Konzept) Ein Konzept ist eine der Struktur der Wissensbasis angepasste Wissensein-
heit (z. B. im OO-Modell: Klasse, im ER-Modell: Entität). Der Informationsgehalt des Konzepts ist im-
plementierungsneutral.
Definition 29 (Klasse) Die Klasse ist die softwaretechnische Repräsentation genau eines Konzepts im
Paradigma der Objektorientierung.
Definition 30 (Instanz) Instanzen sind (Software-) Objekte, die während der Konfiguration eines Sys-
tems aus Klassen abgeleitet und mit Werten angereichert werden, um reale Komponenten mit hinreichen-
der Genauigkeit beschreiben zu können.
Definition 31 (Konfiguration) Ein Konfiguration ist die Menge der Instanzen und Relationen, die
auf einem konkreten Weg im Instanzenbaum berührt wurde.
2.4.2 Allgemeine Grundlagen
Der Entwurfsprozess ist nach Abb. 2.1 gekennzeichnet durch die Transformation von anfangs informalen
Systembeschreibungen in ein formales Spezifikationsmodell sowie dessen iterative Verfeinerung bis zum
ausführ- bzw. synthetisierbaren Implementierungsmodell. Semantische Integrität muss daher sowohl für
Beziehungen zwischen Wissenseinheiten innerhalb einer Abstraktionsstufe als auch für die Art und Weise
der Transformation in die nächsttiefere, präzisierte Stufe gelten. Orthogonal hierzu erscheint ein zeitliches
Selektionskriterium: Integritätsprüfungen beziehen sich auf das Entwurfssystem (Design-Zeit) oder auf
vorhersehbare Laufzeiteigenschaften (z. B. Erkennung von Deadlocks im Architekturmodell).
Über allen persistenten Objekten sei postuliert, dass die Anforderungen der semantischen Integrität
vollständig mit den Mitteln einer Objektalgebra beschreibbar sind. Dies ermöglicht eine Präzisierung von
Definition 12 durch formale Beschreibung der Abhängigkeiten:
Definition 32 (Integrität der Wissenseinheiten) Die Definition erfolgt axiomatisch.
• Fakten sind Werte von Attributen, (existenzquantifizierende) Prädikate über den Wissenseinheiten
und deren Bestandteilen sowie Formeln, die mit den Mitteln der Booleschen Algebra über diesen
Fakten konstruierbar sind.
• Seien α und β Fakten und sei R eine Regel, mit der geprüft werden kann, ob β in zulässiger Beziehung
zu α oder ob α in zulässiger Beziehung zu β steht; dann ist R eine Integritätsregel.
• Die Menge aller Integritätsregeln Rx bilde das Regelwerk der Datenbasis D.
• Die Datenbasis D ist konsistent ↔ ∀Rx. R(αi, βj) = True.
• Vollständige Integrität von D liegt vor, wenn für jedes beliebige über D bildbare Paar von Wissens-
einheiten (αi, βj) mit i 6= j gilt28: @ R(αi, βj) = False ∧ @ R(βi, αj) = False.
2.4.3 Klassifizierung von Integritätsregeln
Der Wirkungsbereich aller hier vorgestellten Integritätsregeln umfasst gemäß Abschnitt 2.3.3 den voll-
ständigen Entwurfsprozess. Eine Klassifikation der Integritätsregeln erfolgt bezüglich ihrer Semantik.
28Die Abwesenheit einer Integritätsregel gilt demnach als erfüllte Konsistenzbedingung.
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2.4.3.1 Datenintegrität
Domänenintegrität29 Prüfung, ob der Wert eines Attributs innerhalb vorgegebener Grenzen liegt
Schlüsselintegrität30 Prüfung, ob die Werte, die das Datenobjekt eindeutig kennzeichnen sollen, die
Bedingungen des Primärschlüssels erfüllen (tabellenweite Eindeutigkeit, Datentyp
der Schlüsselfelder, Ausschluss von Null-Werten)
Referenzintegrität31 Prüfung, ob das durch Beziehungen angesprochene Datenobjekt existiert
2.4.3.2 Änderungsintegrität
Das Problem der Änderungsintegrität stellt sich mit dem Übergang von der datei- zur datenbankba-
sierten Verwaltung von Entwurfsdaten. Bei der traditionellen Vorgehensweise erfasst der Entwerfer die
Spezifikationen und Verhaltensbeschreibungen mit den semantischen Primitiven des jeweiligen Werkzeu-
ges. Letztere sind z. B. Morpheme von Beschreibungssprachen wie VHDL, Elemente von Diagrammen
der UML oder Modellbausteine und ihre Kopplungen in TOMAS [174] und Ptolemy. Das Werkzeug führt
die Integritäts- und Kompatibilitätsprüfungen dieser Primitive nach den ihm eigenen Regeln aus und
überführt dabei die externe Repräsentation in eine speicherinterne, anderen Werkzeugen unzugängliche
Darstellung. Über dieser internen Datenstruktur operieren die jeweiligen Verarbeitungsmodule.
Erfassung
-
externe Re-
präsentation -
transiente Objekte
︸ ︷︷ ︸
evtl. inkonsistent
Prüfung Verarbeitung
︸ ︷︷ ︸
mit Sicherheit konsistent
Abbildung 2.9: Änderungsintegrität bei autonomer Werkzeugnutzung
Die Phase einer möglichen Inkonsistenz32 der Primitive dauert demnach höchstens bis zur werkzeug-
internen Prüfung; wegen fehlender Zugriffsmöglichkeit fremder Tools ist danach keine Modifikation der
geprüften Datenstruktur zu befürchten (Abb. 2.9). Alle im Abschnitt 1.3.3 vorgestellten Werkzeuge nut-
zen dieses Prinzip.
Mit der beim Entwurf eingebetteter Systeme zwingend notwendigen Integration beliebiger Werkzeu-
ge ist die einmalige Prüfung der Integrität einer externen Repräsentation nicht mehr ausreichend, da
im DBMS-Umfeld auch fremde Werkzeuge das Recht zum schreibenden Zugriff auf die Entwurfsda-
ten haben. Ein typisches Beispiel hierfür sind Wissenseinheiten, die nach syntaktischer Prüfung eines
CLINT-Quelltextes33 in die Wissensbasis gelangten und eine anschließende Modifikation durch UML-
Diagramme erfahren. Dem Analysewerkzeug der Sprache CLINT sind die Regeln zur Generierung von
Klassen aus der XML-Repräsentation ebenso fremd wie dem UML-Tool die Syntax von CLINT. Unter
einem Datenobjekt der Wissensbank wird hier stets der Name einer Variable zusammen mit deren ak-
tuellem Wert verstanden. Datenobjekte beliebiger Komplexität entstehen durch Aggregation atomarer
Datenobjekte. Sie können lokal bzgl. einer Klasse (z. B. Attributwerte) oder global bzgl. der Domäne sein
(z. B. Constraints). Da zwischen Datenobjekten sowohl statische, aus der Sprachdefinition von CLINT++
resultierende, als auch dynamische, vom Nutzer zur Wahrung der semantischen Konsistenz definierte Be-
ziehungen bestehen können, ist bei jeder Wert- oder Zustandsänderung eines Datenobjekts auch deren
Auswirkung auf korrespondierende Objekte zu berücksichtigen. Zur Erhaltung der Integrität der Wis-
sensbank muss die Datenverwaltungskomponente die Konsequenzen des Vollzugs der Änderungsprimitive
29Der Begriff der Domäne bezieht sich hier auf einen definierten Wertebereich. Er hat gemäß Definition 17 keine Beziehung
zum Domänenbegriff eingebetteter Systeme.
30Der Begriff wird in dieser Form nur im relationalen Datenmodell verwendet.
31In RDBMS gehört die Referenzintegrität zu den relationalen Invarianten, in OODBMS bezieht sie sich auf die Existenz
des in einer Referenz angesprochenen Objekts in der Datenbank.
32Der Verstoß gegen syntaktische Regeln einer HDL oder PL gilt hier als Inkonsistenz zwischen Primitiven.
33Die Einhaltung der Regeln prüft in WiSyRa das Modul concept.cc; in RODOS übernimmt der CLINT-Parser diese
Aufgabe.
33
2 Datenbanken zur Entwurfsunterstützung
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--- externe Re-
präsentation
externe Re-
präsentation
externe Re-
präsentation
Prüfung
-
VerarbeitungVerarbeitungVerarbeitung
-
- -
-
︸ ︷︷ ︸
evtl. inkonsistent
︸ ︷︷ ︸
konsistent bei korrekter Definition
der Regeln der Änderungsintegrität
Abbildung 2.10: Änderungsintegrität bei integrierter Werkzeugnutzung
bestimmen und nach semantischen Integritätsregeln entscheiden, ob sich die Wissensbank nach Ausfüh-
rung noch in einem konsistenten Zustand befinden wird. Nur in diesem Falle erteilt sie die Zustimmung
zur Operationsausführung. Andernfalls weist sie die aktuelle Transaktion einschließlich aller von ihr aus-
gehenden child-Transactions vollständig zurück. Je Primitiv ist zu prüfen:
Insert-Operation
Erfüllt der einzufügende Wert die Anforderungen der Domänenintegrität?
Erfüllt der einzufügende Wert die Anforderungen der Schlüssel34?
Erfüllt der einzufügende Wert die Anforderungen der Referenzintegrität35, d. h. befindet sich das Objekt,
auf welches das hinzuzufügende Objekt verweisen soll, bereits in der Datenbasis?
Gibt es Regeln, die das Hinzufügen des Objekts untersagen (z. B. Forderung nach einer max. Anzahl von
Objekten eines bestimmten Typs oder in einer bestimmten Schicht)?
Delete-Operation
Löschen ist uneingeschränkt möglich, wenn kein anderes Objekt der Wissensbasis auf das zu löschende
Objekt verweist und wenn das zu löschende Objekt auf kein anderes Objekt verweist. Im Falle existieren-
der Abhängigkeiten sind zwei Strategien für das Löschen üblich, die beide die Integrität der Datenbasis
erhalten, aber je nach Anwendungskontext unterschiedlichen Bedienaufwand verursachen:
• Ein Objekt wird nur dann gelöscht, wenn es keine Beziehungen mehr zu ihm gibt, d. h. der Anwender
muss alle existierenden Beziehungen zuvor gelöscht haben. Dieses Verfahren kann aufwändig werden,
wenn die Anzahl der Abhängigkeiten sehr groß oder dem Bediener nicht bekannt ist. Es schützt jedoch
besser vor unbeabsichtigtem Löschen.
• Die Datenverwaltungskomponente ermittelt selbst alle Abhängigkeiten und löscht kaskadierend. Eine
vom Nutzer angestoßene Löschoperation kann sich dadurch auf eine große Anzahl von Datenobjekten
beziehen.
In jedem Falle ist die Zustimmung des Anwenders zur Ausführung der Löschoperation(en) erforderlich.
Update-Operation
Die Wertänderung ist uneingeschränkt möglich, wenn kein anderes Objekt der Wissensbasis auf das zu
ändernde Objekt verweist und wenn das zu ändernde Objekt auf kein anderes Objekt verweist. Im Falle
existierender Abhängigkeiten sind zwei Strategien für das Ändern üblich, die beide die Integrität der
Datenbasis erhalten:
• Die Werte von Feldern des Primärschlüssels sind nur beim erstmaligen Anlegen des Objekts änderbar.
Danach muss das Objekt im Falle einer beabsichtigten Wertänderung gelöscht und neu angelegt
werden.
34Prüfung ist nur erforderlich, falls ein Wert in ein Primärschlüsselattribut einzufügen ist.
35Prüfung ist nur erforderlich, falls ein Wert in ein Fremdschlüsselattribut einzufügen ist.
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• Die Datenverwaltungskomponente ermittelt selbst alle Abhängigkeiten und ändert kaskadierend. Eine
vom Nutzer angestoßene Änderung kann sich dadurch auf eine große Anzahl von Datenobjekten
beziehen.
2.4.3.3 Kompatibilitätsprüfungen
Unter Kompatibilität wird allgemein die Fähigkeit technischer Systeme zur Zusammenarbeit durch Da-
tenaustausch verstanden. In RODOS ist zu unterscheiden zwischen der Kompatibilität der Entwurfs-
objekte nach Definition 6 als Bestandteile der Wissensbasis und der Kompatibilität der durch sie ver-
tretenen realen Komponenten nach Definition 3. Da die Abläufe zur Laufzeit des eingebetteten Systems
(z. B. Signalübertagung) nicht im Einflussbereich des Entwurfssystems liegen, müssen entsprechende Prü-
fungen so weit wie möglich zur Designzeit erfolgen. Insbesondere bedarf die Fähigkeit von Wissenseinhei-
ten, Daten anderer Wissenseinheiten zu empfangen bzw. an diese zu senden, einer formalen Beschreibung,
um die Ausführbarkeit solcher Operationen validieren zu können. Zur Designzeit lassen sich somit Kompa-
tibilitätsprüfung für Konstrukte ausführen, die Werte berechnen und anderen Wissenseinheiten zuweisen.
In CLINT++ betrifft dies:
• part-Constraints, die Attributwerte einer Superklasse an deren Subklassen weiterreichen
• Methoden, die den Attributen Werte zuweisen
• Ausdrücke, die Attributwerte mit arithmetischen und/oder logischen Operatoren verknüpfen
• Pattern-Definitionen, die sich auf Attributwerte beziehen
Die minimale Kompatibilitätsanforderung besteht darin, dass sendendes und empfangendes Element den
gleichen Datentyp aufweisen oder dass der Wertebereich des sendenden Elements eine Teilmenge des
Wertebereichs des empfangenden Elements ist. Eine weitere Kompatibilitätsprüfung, deren Ergebnis zur
Laufzeit relevant ist, stellt die Überwachung der Übertragungsrichtung der Ports der beteiligten Klassen
sowie der darüber abgewickelten Protokolle dar. Sendende Ports müssen in diesem Merkmal als Kennzei-
chen out oder inout aufweisen, empfangende in oder inout. Im dateibasierten Ansatz von WiSyRa war
diese Einstellung während der Quelltext-Analyse prüfbar. In der Datenbank-Implementierung besteht
jedoch ständig eine Änderungsmöglichkeit der Eigenschaften von Ports, so dass das System die Auswir-
kungen auf evtl. schon vorhandene Bezugnahmen überwachen muss (z. B. durch den Konzept-Editor der
Wissensbasis).
2.4.3.4 Bedingte Existenzprüfungen
Ein Beispiel für mögliche semantische Inkonsistenzen trotz syntaktischer Korrektheit, die sich zur Lauf-
zeit auswirken, sind Widersprüche zwischen den Definitionen in den Strukturgleichungen und im Task-
Graph einer Klasse. Ein solcher liegt vor, wenn die Strukturgleichungen Verbindungen zwischen Ports
von Komponenten beschreiben, die nicht auf einer Kante des zugehörigen Task-Graphen liegen. Die Tool-
Entwicklung hat gezeigt, dass beide Sprachelemente ihre Existenzberechtigung haben: der Task-Graph
wird z. B. vom Prototyp-Generator ausgewertet, wenn noch keine konkrete Implementierung des neuen
Systems vorliegt; die Strukturgleichungen nutzt der Implementierungs-Modellgenerator zur Verbindung
der VHDL-Entities mittels Signalzuweisung. Außerdem muss das System die Anwendung nur eines dieser
Sprachelemente in einem bestimmten Stadium des Entwicklungsprozesses tolerieren. Es ist ein Prüfalgo-
rithmus zu aktivieren, sobald das jeweils andere Sprachelement Daten zur Wissensbasis hinzufügt. Die
Forderung nach Existenz oder Abwesenheit eines Konstrukts besteht also nicht permanent, sondern ist
an bestimmte Phasen des Entwurfsprozesses gebunden. Temporär gültige Constraints sind jedoch in kon-
ventionellen DBMS nicht verfügbar.
Weitere (Laufzeit)-Probleme können sich ergeben, wenn der Modellgenerator Komponenten mit
Hardware-Implementierung und solche mit Software-Implementierung im Implementierungsmodell zu-
sammenfügt und die Werte an den Ports nicht (vollständig) ineinander überführbar sind. So haben
z. B. VHDL-Datentypen für mehrwertige Logik std_logic, std_logic_vector, tristate keine Ent-
sprechung zu Datentypen von Programmiersprachen wie C. Im Unterschied zu Kompatibilitätsprüfungen
des Abschnitts 2.4.3.3 ist die Transformierbarkeit hierbei von der Art des angeschlossenen Generators
und den von ihm unterstützten Sprachen abhängig.
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2.4.4 Relationen zwischen den Objekten der Wissensbasis
RODOS kennt 5 Typen von Relationen36 mit unterschiedlichem Einfluss auf die Integritätserhaltung:
is a
has parts
}
intra layer Spezialisierung existiert in der Wissensbasis und ist in der Konfigurationaufgelöst; Aggregation existiert auch in der Konfiguration
multirel
architector
implementor
 inter layer Beschreibung der gültigen Übergänge zwischen den logischen Schichtender Wissensbasis während des Konfigurierungsprozesses; treten in der
Konfiguration nicht mehr auf
intra layer-Relationen sind als reine Existenzaussagen innerhalb der Datenbasis zu behandeln und zu
prüfen, die inter layer-Relationen spielen dagegen bei Anwendung der Konfigurationswerkzeuge eine tra-
gende Rolle. Während ihr rein statischer Aspekt wiederum zu Existenzprüfungen führt37, sind mit der
Auswertung der Relationen semantische Aktionen verbunden, so z. B. das Instanziieren einer Klasse der
Konfiguration nach der 1-aus-n-Entscheidung für eine von der implementor-Relation angesprochene Kom-
ponente.
Neben diesen durch CLINT++ explizit als Relationen gekennzeichneten Beziehungen zwischen Wis-
senseinheiten existieren zahlreiche weitere Abhängigkeiten zwischen Sprachelementen, die dem mathe-
matischen Relationenbegriff entsprechen und deren Semantik meist die Aktualisierung des Objekts im
Nachbereich der Relation als Reaktion auf Änderungen von Objekten im Vorbereich zum Inhalt hat.
Außer integritätserhaltenden Maßnahmen, die auf Beziehungen zwischen den Objekten der Wissensbasis
operieren, müssen Regeln exisitieren, die sich auf die Anwendbarkeit von Transformationsregeln (inter
layer-Relationen) für Objekte38 sowie auf die Vollständigkeit der Wissensbasis39 beziehen.
Auch diese Anforderungen sind mit dem bisherigen Speicherungskonzept der Wissensbasis nicht sicher
realisierbar, da jegliche Prüflogik in allen Werkzeugen zur Bearbeitung des Datenbestandes vorgehalten
werden müsste.
Damit entsteht eine Redundanz des Regelwerkes, welche – wie bei einer Redundanz der Daten – stets die
Gefahr der Inkonsistenz infolge von Änderungsanomalien in sich birgt. Entsprechend liegt eine Anomalie
des Regelwerkes vor, wenn mehr als eine Regel existiert, die auf ein gegebenes Faktum anwendbar ist,
und wenn diese darüber hinaus mindestens zwei voneinander verschiedene Prüfergebnisse hervorbringen.
Die Definition 32 zur Integrität der Wissenseinheiten wird daher ergänzt um die
Definition 33 (Integrität der Regeln) Sei R eine Regel gemäß Definition 32, D eine Datenbasis
gemäß Definition 25 und (α, β) ein Paar von Wissenseinheiten gemäß Definition 24.
Integrität der Regelbasis r ∈ R liegt vor ↔ @R (α, β) ∈ D mit Ri(α, β) 6= Rj (α, β) ∧ i 6= j
2.5 Integrität der Wissenseinheiten
2.5.1 Strategien in passiven DBMS
Passive Datenbanken stellen ihre Funktionalität dem Benutzer auf Anforderung zur Verfügung, sie zeigen
reaktives Verhalten. Jeder Aktivität des DBMS, wie z. B. die Ausführung einer DML-Operation, geht ein
Auftrag an das DBMS voraus, in dem entweder im Rahmen einer Interaktion des Benutzers am Terminal
oder innerhalb eines Anwendungsprogramms eine Dienstleistung explizit angefordert wird. Ein solcher
Auftrag kann bei relationalen Datenbanken durch ein SQL-Statement, das ein Front-End-Tool generiert,
durch Embedded SQL oder z. B. bei ORACLE durch eine Funktion des OCI erteilt werden. Das DBMS
führt im Zusammenhang mit Schreiboperationen zwar ebenfalls Integritätsprüfungen aus (Domäneninte-
grität, Referenzintegrität), jedoch ist die Prüfung stets eine Reaktion.
Im Gegensatz dazu veranlassen aktive Systeme bestimmte Aktivitäten auf Grund von Ereignissen, die sie
selbst erkennen oder über deren Eintreten sie von Fremdsystemen informiert werden. Sie behandeln das
36Der Relationsbegriff des Entwurfsprozesses umfasst sowohl Beziehungen als auch Transformationen zwischen Wissensein-
heiten und korrespondiert daher nicht mit dem Relationsbegriff von DBMS.
37Beim Löschen einer an der Relation beteiligten Wissensklasse muss auch die Relation selbst gelöscht werden; andererseits
berührt das Löschen einer Relation die beteiligten Klassen nicht.
38z. B. die Erzeugung und Speicherung einer Konfiguration
39z. B. die Vollständigkeit und Widerspruchsfreiheit von hierarchischen Task-Graphen
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Ereignis in einer vom Nutzer vorgegebenen Weise, indem sie Aktionen auslösen, die ihrerseits den Inhalt
der Wissensbasis verändern können. Die Realisierungsmöglichkeiten einer semantischen Integritätsprü-
fung40 stellt Abb. 2.11 gegenüber.
Abbildung 2.11: Aktivierung der semantischen Integritätsprüfung
Polling PRE-UPDATE-Trigger ECA-Regeln
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Die Erkennung semantisch inkonsistenter Zustände übernehmen beim Polling nutzerdefinierte Algorith-
men, die lesend auf die Wissensbasis zugreifen. In Abb. 2.11 sei Π1 ein solcher Prüfprozess. Die Prozesse
Π2 bis Πn senden zu dem DBMS nicht bekannten Zeitpunkten DML-Operationen an die Wissensba-
sis, die integritätsgefährdend sein können. Die Wissensbasis kann eine Integritätsverletzung nur dann
selbst erkennen, wenn gegen Regeln der logischen Konsistenz verstoßen wird. Da dies jedoch für kom-
plexe semantische Prüfungen im allgemeinen Fall nicht zutrifft, bleibt der inkonsistente Zustand solange
unerkannt, bis Π1 seine Prüfregeln startet. Die Polling-Strategie aktiviert den Prüfprozess zyklisch nach
festgelegten Zeitintervallen. Dem Vorteil, dass bei diesem Verfahren Π2 bis Πn die Prüfregeln nicht kennen
müssen, steht ein gravierender Nachteil gegenüber. Er besteht in der Wahl des Zeitintervalls, nach dessen
Ablauf Π1 zu aktivieren ist. Je größer dieses Intervall wird, um so länger verbleibt die Datenbank in
einem ggf. inkonsistenten Zustand, der bereits wieder von lesenden Transaktionen nutzbar ist. Je kleiner
das Intervall wird, um so mehr steigt die Systemlast infolge „unproduktiver“ Zugriffe zur Wissensbasis.
Hat Π1 höhere Priorität als die übrigen Prozesse, kann er diese bei zu kleinem Aktivierungsintervall ver-
drängen und an der Ausführung von DML-Operationen hindern. Ist die Priorität von Π1 kleiner als die
seiner Mitbewerber, besteht die Gefahr einer weiteren Verzögerung notwendiger Prüfungen, da Π1 selbst
verdrängt wird. Außerdem muss Π1 für jeden erkannten Fehler Strategien vorhalten, die die Datenbank
wieder in einen konsistenten Zustand bringen. Meist kann diese nur in der Löschung widersprüchlicher
Elemente bestehen, da die integritätsverletzende Transaktion inzwischen mit Commit abgeschlossen und
von Π1 nicht mehr identifizierbar ist.
Das Problem der Systemlast entschärfen vom Anwender gestartete Integritätsprüfprogramme oder Trig-
ger. Insbesondere bei weichen, nur für bestimmte Werkzeuge relevanten Integritätsbedingungen führen
sie die benötigten Prüfungen unmittelbar vor der Verarbeitung der Daten aus. Auch hierbei duldet der
Nutzer zeitweilig inkonsistente Zustände in der Datenbank. Dieses Verfahren kann die semantische Kon-
sistenz nicht garantieren, weil die Verantwortung für die Wahl des Prüfungszeitpunkts beim Anwender
liegt.
Die Schwierigkeiten der Polling-Strategie überwindet die Nutzung des PRE-UPDATE-Triggers. Hierbei
veranlassen Π2 bis Πn vor jeder Schreiboperation selbst den Aufruf des Prüfprozesses. Π1 führt eine
Funktion aus, deren Rückgabewert über die Beendigung der Transaktion mit Commit oder Rollback ent-
scheidet. Das Zeitproblem bzgl. der Wahl eines Aktivierungsintervalls für Π1 besteht damit nicht mehr;
die DML-Operation und die deren Auswirkungen prüfende Regel stehen in ursächlichem Zusammenhang.
Die Verantwortung für den Aufruf der korrekten, d. h. alle möglichen Auswirkungen der DML-Operation
erfassenden Regel liegt beim Entwickler der Applikation. Dieser Nachteil wird um so deutlicher, je mehr
unterschiedliche Prozesse Π2 bis Πn auf der Wissensbasis operieren. Es besteht die Gefahr, dass zur glei-
chen Änderungsoperation unterschiedliche Prüfprozesse41 ausgelöst werden, da sich deren Aktivierung
der Kontrolle des DBMS entzieht. Eine Anomalie des Regelwerkes und damit eine Inkonsistenz in der
Wissensbasis wäre die Folge.
Ob der Gebrauch von Triggern die semantische Konsistenz der Wissensbasis vollständig sichern kann,
40Die Mechanismen betreffen Prüfregeln, die nicht auf Maßnahmen der logischen Konsistenz des DBMS abbildbar sind.
41in Abb. 2.11 dargestellt als Π?
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hängt folglich von der Beschaffenheit der Applikationen ab. Alle Datenbankanwendungen42 müssen die
gleichen Forderungen an die Integrität des Datenbestandes stellen und die Integritätsprüfer diese trotz
unterschiedlicher Programmiersprachen und -paradigmen in gleicher Weise implementieren. Eine Regel-
änderung müsste in allen Tools sowie in Browsern für die Wissensbasis zum gleichen Zeitpunkt und mit
gleicher Semantik erfolgen, um eine Anomalie des Regelwerkes zu vermeiden.
Diese nur schwer prüfbare Forderung43 ist wesentlich besser erfüllbar, wenn das DBMS Trigger wie PRE-
INSERT, PRE-UPDATE und PRE-DELETE applikationsunabhängig auf dem Niveau des Kernels bereit-
stellt. Derartige Trigger feuern, sobald eine der genannten Operationen ausgeführt wird und sind dabei
nicht an einen bestimmten aktivierenden Prozess gebunden.
Sowohl die Polling-Strategie als auch die Aktivierung von Prüfregeln durch spezielle Trigger sind be-
reits in konventionellen passiven DBMS realisierbar. Polling gestattet die Ausführung jeder die logische
Konsistenz wahrenden Schreiboperation und prüft anschließend Regeln der semantischen Konsistenz, um
diese ggf. durch Korrekturoperationen wieder herstellen zu können. Trigger, die vor der eigentlichen DML-
Operation zünden, prüfen die Zulässigkeit der Auswirkungen von Schreiboperationen und untersagen ggf.
deren Ausführung. Wegen der möglicherweise redundanten Speicherung der Prüfregeln im Programmcode
mehrerer Trigger ist das Verfahren jedoch fehleranfällig. Die Grenzen der Nutzung DBMS-eigener Me-
chanismen zur Erhaltung der semantischen Integrität beschreibt Heuer44:
• Selbst wenn das Datenbanksystem mehr Möglichkeiten zur Definition von Integritätsbe-
dingungen bietet als nur Schlüssel und Fremdschlüssel, so reichen diese Fähigkeiten nicht
aus: die Bedingungen sind meist statisch, d. h. nur auf genau einen – den aktuellen –
Datenbankzustand bezogen.
• Selbst wenn das Datenbanksystem dynamische Integritätsbedingungen bieten sollte, d. h.
Bedingungen an Zustandsübergänge, so reicht dieses nicht aus: Integritätsbedingungen sol-
len oft nicht global an Datenbankzustände oder Zustandsübergänge gebunden werden, son-
dern direkt an gewisse Aktionen.
Das Ziel dieser Maßnahmen besteht für entwurfsunterstützende Datenbanken in der Verwaltung von
Wissenseinheiten, die bzgl. semantischer Restriktionen zwar unvollständig, jedoch nie falsch, d. h. in sich
widersprüchlich sein dürfen45.
2.5.2 Strategien in aktiven DBMS
Der Abschnitt 2.5.1 hat gezeigt, dass erst mit der Verfügbarkeit aktiver Datenbanksysteme die beschriebe-
nen Integritätsprobleme vollständig lösbar sind. Sie greifen die Idee applikationsunabhängiger Trigger auf
und erweitern dieses Konzept zu einer verallgemeinerten Beschreibung von Zuständen, Bedingungen, Er-
eignissen und Aktionen. Als Zustände gelten dabei formal beschreibbare Inhalte der Datenbasis. Ereignisse
sind beobachtbare Zustandsänderungen46 an Objekten der Wissensbasis, des Zeitgebers oder Informati-
onen, die von externen Quellen geliefert werden (z. B. durch DBMS-fremde Prozesse im HOST-System).
Von besonderer Bedeutung für die Integritätserhaltung sind Ereignisse, die aus Zustandsübergängen der
Wissensbasis resultieren. Als Konsequenz dieser Definition gelten auch lesende Zugriffe zur Wissensba-
sis als Ereignisse. Bedingungen bestehen aus Prädikaten, die über dem Zustand der Wissensbasis oder
über externen Informationsquellen gebildet und zum Zeitpunkt des Ereigniseintritts zu einem Booleschen
Wert auswertbar sein müssen. Deren Wert veranlasst das ADBMS zur Ausführung der spezifizierten Ak-
tion(en). Unabhängig vom Ausgang der Bedingungsprüfung ist die Information über das eingetretene
Ereignis danach im System nicht weiter präsent. Eine Ausnahme bilden komplexe Ereignisse47, bei denen
das primitive Ereignis einen Bestandteil liefert. Aktionen enthalten wiederum DML-Operationen, die die
eigentliche Integritätsprüfung ausführen oder selbst Manipulationen am Datenbestand veranlassen.
Gemäß Abb. 2.11 dürfen die Prozesse Π2 bis Πn unabhängig voneinander Schreiboperationen auf der
Wissensbasis ausführen. Nicht mehr das auslösende Werkzeug, sondern allein die Art des eintretenden
42interaktive und solche, die im Batch-Modus DML-Operationen an das DBMS senden
43Denn die prüfende Regel bzw. der Aufruf einer solchen sind Bestandteil des jeweiligen Triggers.
44Quelle: [82, Seite 132]
45Dieser Philosophie folgt die Datenbank für TOMAS in [247].
46Dabei kommt die DML konventioneller DBMS zum Einsatz.
47Deren Konstruktion behandelt der Abschnitt 3.10.6.
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Ereignisses48 entscheidet bei erfüllter Bedingung darüber, ob die spezifizierte Aktion wirksam wird. Er-
eignisse dieser Art behandelt der Abschnitt 2.5.
Die vollständig von Applikationen entkoppelte Beschreibung gültiger Zustände in der Wissensbasis löst
nicht nur das Problem der semantischen Integritätserhaltung, sondern ermöglicht auch eine Reorganisa-
tion von RODOS in Richtung einer Multiple-Tier-Architektur nach Abb. 2.12.
Presentation layer
Business logic
Knowledge base
=⇒
=⇒
=
⇒
=
⇒
Sie ist neutral gegenüber dem DBMS und den über der Wissensbasis ope-
rierenden Tools. In kommerziellen DBMS-Anwendungen hat sich ein solcher
Ansatz bewährt, da er die Gesamtfunktionalität strikt in horizontal angeord-
nete und bzgl. ihrer Implementierung austauschbare Schichten trennt. Dabei
zeigt sich deutlich der Unterschied zur bisherigen, bei WiSyRa benutzten
Architektur nach Abb. 2.1: zwischen Präsentationsschicht49 und Datenbasis
tritt eine vermittelnde Schicht, welche die Ausführbarkeit von Transaktio-
nen sowie die Notwendigkeit von Folgeaktivitäten mit Hilfe von ECA-Regeln
prüft. Beim Einsatz passiver DBMS übernimmt Business logic auch die (si-
mulative) Verarbeitung der ECA-Regeln sowie die daraus resultierenden Zu-
griffe zur Wissensbasis. In RODOS nimmt diese Schicht alle Mechanismen
zur anwendungsinvarianten Integritätserhaltung auf.
Abbildung 2.12: 3-Tier-Architektur
Jede von einem Element der Präsentationsschicht veranlasste Operation50 führt zur Aktivierung des Re-
gelwerkes einschließlich der Propagation der bisher durch Constraints beschriebenen Restriktionen und
erst nach Zustimmung desselben zur Ausführung von Transaktionen in der Datenbasis. Im Ergebnis die-
ser Transaktionen können wiederum Situationen entstehen, die von Integritätsregeln behandelt werden
müssen und Änderungen an den Steuerelementen der Präsentationsschicht oder Nachrichten an den Be-
nutzer nach sich ziehen.
In OODBMS sind diese Regeln durch Methoden implementierbar. In RDBMS bedienen sich Trigger der
Konstrukte prozeduraler Sprachen (Abbildung auf Funktionen bzw. Prozeduren). Da die Regeln jedoch
vom Wissensingenieur manipulierbar und im Gegensatz zu herkömmlichen Systemen nicht Bestandteil
des Programmcodes der Applikation sein sollen, müssen hinreichend abstrakte Konstrukte zur Darstellung
der Regeln gefunden werden, die sowohl deren formale Prüfung als auch deren interpretative Ausführung
ermöglichen.
2.5.3 Ereignisse an Wissenseinheiten
Dieser Abschnitt definiert die Ereignisse, die bei der Verarbeitung von RODOS-Wissenseinheiten auftreten
und von ECA-Regeln behandelt werden können. Jedes Ereignis wird qualitativ auf der Grundlage der Art
der Operation und dem von ihr betroffenen Gültigkeitsbereich innerhalb der Wissenseinheit beschrieben
(event type). Das Eintreten eines konkreten Ereignisses bildet eine Instanz dieses Typs, welcher der
Zeitpunkt der Ereignisentdeckung zugeordnet wird.
event instance = (event type, detection time)
Sei A die Menge aller Zugriffsoperationen, B die Menge aller Wissenseinheiten, card(x) eine Funktion,
die die Anzahl der Instanzen eines komplexen Objekts x ermittelt und comp(x) eine Funktion, die die
Anzahl der Bestandteile der Instanzen ermittelt. Da jede Zugriffsoperation auf jede Wissenseinheit und
jeden Bestandteil einer solchen anwendbar ist, gibt es für RODOS mindestens51
card(A) · card(B) +
card(B)∑
i=1
card(A) · comp(Bi) = card(A) ·
card(B) + card(B)∑
i=1
comp(Bi)

48z. B. Ändern des Datentyps eines Ports
49Der Präsentationsschicht sind u. a. die Editoren der Wissensbasis im Abschnitt 5.4.11 zuzuordnen.
50vom Nutzer am Terminal oder durch ein Anwendungsprogramm
51Es wird unterstellt, dass auf jeden Bestandteil einer Wissenseinheit jede Zugriffsoperation anwendbar ist. Tatsächlich
kann die Strukturierung der Wissenseinheit und damit die möglichen Zugriffsoperationen über mehrere Ebenen hinweg
erfolgen, so dass sich die Anzahl der Ereignisse weiter erhöht.
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primitive Ereignisse. Für die Zugriffsoperationen soll unabhängig vom Datenmodell
card(A) = {insert, update, delete, select}
gelten und für die Wissenseinheiten
card(B) = {knowledge_class, knowledge_relation, method_definition, constraint_definition,
condition_definition, pattern_definition, configuration}.
Mit den Top-Level-Units ergeben sich card(A) · card(B) = 4 · 7 = 28 Ereignisse. Die Anzahl der Ereignisse
für den Zugriff auf die jeweilige Wissenseinheit folgt aus der Definition ihrer Bestandteile gemäß der
CLINT++-Sprachbeschreibung52.
2.5.4 Bedingungen an Wissenseinheiten
Die Diskussion der unterschiedlichen Prinzipien der Integritätserhaltung im Abschnitt 2.5.1 offenbarte
Unterschiede in der Ausführung von Prüfregeln u. a. zwischen der interaktiven Arbeitsweise mit einem
Editor für Wissenseinheiten und den prozeduralen Diensten des API. So ist z. B. vor einer kaskadierend
wirkenden Löschoperation die Zustimmung des Anwenders einzuholen, wenn nach ihrer Ausführung wei-
tere Änderungen an der Datenbasis erforderlich werden und diese ebenfalls zur Ausführung kommen
sollen, während die gleiche Löschoperation am API als integritätsverletzend zurückgewiesen wird.
Ferner sind bestimmte Aktionen in der Wissensbasis an Entwicklungsstände im Entwurfsprozess des ein-
gebetteten Systems gebunden. Ein Beispiel hierfür ist die Prüfung der Vollständigkeit einer Spezifikation
und deren anschließende automatisierte Abbildung auf das Funktionsmodell durch Auswertung von Re-
lationen des Typs multirel.
Der Bedingungsteil einer ECA-Regel bietet für solche Situationen eine effektive Steuerungsmöglichkeit.
Der Vorteil dieses Verfahrens liegt in der bedingungsunabhängigen Spezifikation und Verwaltung der zu-
gehörigen Aktionen. Eine Beschreibung der RODOS-typischen Bedingungen erfolgt im Zusammenhang
mit der jeweiligen Prüfregel im Abschnitt 2.5.
2.5.5 Aktionen an Wissenseinheiten
Der Aktionsteil einer Regel enthält die Beschreibung der Aktivitäten, die vom ADBMS zu veranlassen
sind, falls das spezifizierte Ereignis eingetreten und die zugehörige Bedingung erfüllt ist. Die Spezifikati-
on der Aktionen erfolgt mit den Mitteln der auch vom passiven DBMS genutzten DML zusammen mit
zusätzlichen Operationen zur Transaktionssteuerung. Da Zugriffe zur Datenbasis transaktionsgesteuert
ablaufen und die Regeln zur Integritätserhaltung den Abschluss einer Transaktion beeinflussen, muss
eine exakte Definition der Ausführungsreihenfolge zwischen regelauslösender (aTA) und regelausführen-
der (rTA) Transaktion erfolgen. Hierbei sind nach Dittrich53 die Kopplungsmodi gemäß Abb. 2.13 zu
berücksichtigen. RODOS unterscheidet ferner zwischen prüfenden54 und berechnenden Regeln55. Da prü-
fende Regeln die Transaktionssteuerung beeinflussen, müssen sie in den Modi immediate oder deferred
ausgeführt werden, um bei festgestellten Verletzungen der semantischen Integrität die regelauslösende
Transaktion (meist DML-Anweisung) mit abort statt Commit beenden zu können. Enthält der Aktions-
teil einer ECA-Regel Schreiboperationen für Wissenseinheiten in Form berechnender Regeln, welche selbst
wieder prüfende Regeln aktivieren, so müssen auch diese vor dem eventuellen Commit der ursprünglich
auslösenden Transaktion ausgeführt worden sein. Der Modus deferred ist für solche berechnende Regeln in
RODOS von Bedeutung, die die Aktualisierung von Indizes des automatischen Konfigurierers, die Suche
nach neuen Konfigurationen udgl. veranlassen. Derartige lange Transaktionen führt RODOS mit nied-
rigerer Priorität aus, falls keine „wichtigeren“ Aufgaben vorliegen. Einer lesenden Transaktion muss die
Erkennung laufender Aktivitäten dieser Art auf Anforderung möglich sein, um eine Anfrage ggf. verzögern
zu können.
52siehe http://herkules.informatik.tu-chemnitz.de/wisyra/rodos.html
53Quelle: [46, Seite 39, Abb. 4-1]
54Sie erzeugen einen Booleschen Wert, der angibt, ob der eingetretene Zustand zulässig ist.
55Sie veranlassen Wertzuweisungen an Datenobjekte.
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Modus »immediate«
Regelausführung
aTA/rTA
Modus »deferred«
Regelausführung
aTA/rTA
Modus »decoupled«
aTA
Regelausführung rTA
Ereignissignalisierung
Abbildung 2.13: Kopplungsmodi
2.6 Integrität der Regeln
Waren in passiven DBMS die gespeicherten Daten ausschließlicher Wirkungsbereich von integritätser-
haltenden Mechanismen, so tritt in aktiven DBMS die Regelbasis hinzu, die ebenfalls einer statischen
und dynamischen Prüfung bedarf, da die DML-Operationen sowohl in der Daten- als auch in der Regel-
basis wirksam sind. Auch wenn die dynamische Änderung der Regelbasis den Anwendungsprogrammen
untersagt wird56, stellt sich das Problem der Konsistenz zwischen Daten- und Regelbasis, da in akti-
ven Systemen nicht nur semantische Beziehungen zwischen und innerhalb von Wissenseinheiten, sondern
auch zwischen Regeln und Wissenseinheiten bestehen. Die letztgenannte Beziehung ist mit den Mit-
teln der klassischen Referenzintegrität beschreibbar, indem innerhalb der Regeln nur Bezugnahmen auf
existierende Wissenseinheiten zugelassen werden. Dies setzt die einheitliche Verwaltung von Regeln und
Datenobjekten voraus.
Nutzerdefinierte
Wissenseinheiten
Nutzerdefinierte
Regeln
Regel-
verwaltung
An die Integrität des Regelwerkes werden folgende
Anforderungen gestellt:
• Der Anwender formuliert die Integritätsregeln
selbst.
• Zu jedem Zeitpunkt sind Daten- und Regelbasis
konsistent.
Dadurch entsteht die Hierarchie des Regelwerkes nach
Abb. 2.14. Sie beruht auf einer endlichen Menge von
Konstrukten zur Darstellung der Regelelemente.
Abbildung 2.14: Hierarchie des Regelwerkes
An der Spitze der Hierarchie steht ein vom Nutzer unbeeinflussbares System der Regelverwaltung, das
durch Anwendung von Operationen auf elementare Regelelemente die Objekte der nächsttieferen Stufe
erzeugt. Aus diesen atomaren, in ihrer Semantik dem Wissensmanagement-System vollständig bekannten
Konstrukten lassen sich nutzerdefinierte Regeln konstruieren, die für Integritätsprüfungen oder die Aus-
lösung spezieller Aktionen relevante Zustände oder Zustandsübergänge der Wissensbasis beschreiben.
56Diese Einschränkung gilt häufig wegen der schwierigen Vorhersagbarkeit des Systemverhaltens bei Regeländerungen zur
Laufzeit.
41
2 Datenbanken zur Entwurfsunterstützung
Da nutzerdefinierte Regeln über den ebenfalls nutzerdefinierten Wissenseinheiten mit variabler Struk-
tur operieren, muss das Entwurfssystem bei Änderungen in der Wissensbasis ggf. auch Änderungen in
der Regelbasis veranlassen. Fordert die Zustandsbeschreibung etwa die Existenz zweier Wissenseinheiten
(∃a ∧ ∃b) und wird eine solche gelöscht, dann muss auch die zugehörige Regel aktualisiert werden. Diese
Aussage gilt für die Definition der Wissenseinheiten a und b selbst, jedoch nicht für deren Instanzen.
Die Hierarchie der Objekte in der Ebene der nutzerdefinierten Regeln und der nutzerdefinierten Wissens-
einheiten ist in Abb. 2.14 über beliebig viele Stufen erweiterbar, um hinreichende Flexibilität zu erreichen.
Bei konsequenter Anwendung dieser Prinzipien können Regeln vom Systemadministrator ohne Program-
mierkenntnisse erstellt und gewartet werden. Überschneidungen oder Widersprüche in der Zustandsbe-
schreibung sind zu prüfen, sobald eine Regel hinzugefügt/modifiziert/gelöscht wird. Die Aufnahme einer
prüfenden Regel in die Wissensbasis unterbleibt, wenn sie zur Tautologie oder Kontradiktion führt.
2.7 Regelverarbeitung
Der Abschnitt 2.6 stellte Regeln vor, deren Anwendung die semantische Integrität einer Wissensbasis
sicherstellt. Der Begriff der Regel unterscheidet sich hierbei von regelbasierten Expertensystemen.
regelbasierte Systeme aktive Datenbanken
Eine Menge von Regeln wird durch die Verarbei-
tungskomponente auf ihre Anwendbarkeit in der
konkreten Situation (Zustandsraum der Daten-
basis) überprüft und auf deren Veranlassung hin
ausgeführt. Die gesamte Regelmenge muss evalu-
iert werden.
Eine Folge von Aktionen kommt zur Ausführung,
falls das die Regel charakterisierende Ereignis ein-
tritt. Die anzuwendende Regel ist auf Grund des
auslösenden Ereignisses direkt bestimmbar.
Die Regel ist in RODOS selbst ein komplexes Datenobjekt, deren Extension die Regelbasis bildet. Sie
tritt neben der Datenbasis als gleichberechtigte Komponente im DBMS auf. Operationen der DML sind
auf Daten- und Regelbasis gleichermaßen anwendbar. Die Regelverarbeitung veranschaulicht Abb. 2.15.
Darin bezeichnet: den Steuerfluss
den bis zum nächsten Ereignis verzögerten Steuerflussp p p p p p p p p p p p p p den Datenfluss
Ausgangspunkt der Betrachtungen ist ein Ereignis, das innerhalb des DBMS auftritt (z. B. eine DML-
Operation), das Erreichen eines vordefinierten Wertes des Zeitgebers oder ein Ereignis, dessen Eintreten
von einer externen Quelle (z. B. im HOST-System) gemeldet wird. Da die Ereigniserkennung systemspe-
zifisch für externe Ereignisse und produktspezifisch bzgl. des DBMS ist, beginnt die Ereignisbehandlung
mit der Erzeugung einer dem Ereignistyp entsprechenden Ereignisinstanz, die von Spezifika der Ereig-
nisquelle abstrahiert und eine systemneutrale Ereignisbeschreibung liefert. Sie besteht mindestens aus
dem Ereignisnamen (= Name des Ereignistyps) und dem Zeitpunkt der Ereigniserkennung durch das
DBMS. Je nach Zeitgranularität des Systems liegt dieser hinter dem tatsächlichen Ereigniszeitpunkt. Die
Ereigniszeit ist von Bedeutung, wenn aus primitiven komplexe Ereignisse unter Verwendung einer Ereig-
nisalgebra erzeugt werden sollen.
Bestandteil der abstrakten Ereignisrepräsentation ist eine Warteschlange, die die Ereignisinstanzen so-
lange zwischenspeichert, bis die Bedingungen für das Eintreten komplexer Ereignisse erfüllt sind oder die
Ereignisinstanz im Rahmen der Ereignisbehandlung konsumiert wird. Der Ereignisname bildet das Krite-
rium zum Zugriff auf die Regelbasis. Auf Grund ihres relativ geringen Umfangs kann sie im Arbeitsspeicher
verbleiben, um die Suchzeit zu verkürzen. Enthält die Regelbasis keinen Eintrag zum eingetretenen Er-
eignis, dann ist die auslösende Operation für die Integritätserhaltung nicht relevant, das Ereignis also
nicht behandlungswürdig.
Andernfalls beginnt eine (lange) Transaktion, in der die Regelbasis die Bedingungen liefert, die vor Aus-
führung der eigentlichen, regelauslösenden Operation gelten müssen. Derartige Bedingungen beinhalten
sowohl die nutzerdefinierte Prüfung der den Operationen übergebenen Parameter als auch die Auswer-
tung des Bedingungsteils der ECA-Regel. Bedingungen bestehen aus Booleschen und prädikatenlogischen
Ausdrücken, die sich auf Objekte der Wissensbasis bzw. deren Bestandteile sowie auf die aktuellen Werte
der Parameter beziehen.
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Abbildung 2.15: Steuerschleife der Regelverarbeitung
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Ist mindestens eine der Vorbedingungen nicht erfüllbar, so endet die Transaktion mit Rollback57. Bei
erfolgreicher Prüfung kann die Operation, die das Ereignis ausgelöst hat, zur Ausführung kommen. Sie
selbst darf kein Commit veranlassen58, um die anschließende Prüfung der Nachbedingungen zu ermög-
lichen. Nachbedingungen beziehen sich auf den Zustand der Datenbasis, der nach der regelauslösenden
Operation, jedoch noch vor Commit eingetreten ist. Sie erfassen damit alle Auswirkungen, die die Än-
derungsoperation evtl. auf andere Objekte in der Wissensbasis hat. Da innerhalb der Nachbedingungen
selbst wieder schreibende DML-Operationen auftreten können, kommt es ggf. zu geschachtelten Transak-
tionen, welche nur bei Widerspruchsfreiheit aller Teiloperationen zum Commit führen dürfen. Realisierbar
ist diese Verfahrensweise in den Kopplungsmodi immediate bzw. deferred (vgl. Abb. 2.13). Im Gegensatz
dazu laufen die im Aktionsteil spezifizierten DML-Operationen in einer separaten Transaktion (Modus
decoupled) ab. Zeitpunkt und Art der Beendigung dieser Transaktion sind somit für die auslösende Ope-
ration nicht sichtbar.
Der Wissensingenieur spezifiziert deshalb integritätsüberwachende Maßnahmen als Vor- bzw. Nachbe-
dingung und bzgl. der semantischen Integrität unkritische, aber längere Ausführungszeit beanspruchende
Operationen im Aktionsteil. Das schließt nicht aus, dass auch im Aktionsteil durch Schreiboperationen
Ereignisse entstehen, die zur erneuten Aktivierung der Steuerschleife führen. Sie bilden jedoch eigene,
von der ursprünglichen Ereignisbehandlung unabhängige Transaktionen. Das dabei entstehende Termi-
nierungsproblem bei ECA-Regeln behandelt der Abschnitt 5.6.2.
2.7.1 Prüfende Regeln
Bisher wurden ausschließlich prüfende Regeln erwähnt. Sie sind als n-näre Operatoren interpretierbar,
deren Parameter Objekte der Wissensbasis oder vom aufrufenden Prozess übergebene Werte sind. Das
Ergebnis jeder prüfenden Regel ist von Typ Boolean und dient der Transaktionssteuerung zur Entschei-
dung über Commit oder Rollback.
Der Wirkungsbereich prüfender Regeln ist die vollständige Datenbasis. Um semantische Inkonsistenzen,
die nicht mit Mitteln der logischen Integrität ermittelbar sind, mit Sicherheit aufdecken zu können, müsste
der gesamte Datenbestand nach jeder Schreiboperation allen Prüfungen unterzogen werden. Diese Metho-
de verursacht keinen zusätzlichen Aufwand zur Ereigniserkennung, ist aber wegen ihres Rechenzeitbedarfs
nicht praktikabel, weil sie stets alle, also auch nicht geänderte Daten einbezieht.
Deshalb wendet das System die spezifizierten Prüfregeln nur auf die Teilmenge von Klassen der Wis-
sensbasis (bzw. auf ausgewählte Bestandteile derselben) an, die von Schreibzugriffen betroffen sind. Diese
Teilmenge ist für jede Operation auf der Datenbasis berechenbar, wenn dem Wissensmanagement-System
eine formale Definition der operationalen Semantik zugänglich ist. Eine solche stellt das Kapitel 3 vor.
2.7.2 Berechnende Regeln
Berechnende Regeln stoßen die Regel-Auswertungskomponente an, sobald sich Werte in der Wissens-
basis geändert haben. Die Ausführung jeder Regel versetzt die Wissensbasis in einen neuen, wiederum
konsistenten Zustand. Ein Zustand der Wissensbasis definiert sich durch die Werte aller in ihr enthalte-
nen Objekte. Die Kardinalität des Zustandsraumes ist gleich dem Kreuzprodukt über allen Werten aller
Variablen. Wegen der Größe dieses Raumes ist die Klassifizierung von Zuständen auf diese Weise nicht
sinnvoll. Deshalb übernehmen Relationen die Beschreibung gültiger Teilräume. Die Realisierung ist als
Funktion interpretierbar, deren Wert bei jeder Änderung einer ihrer Argumente berechnet wird.
Y = F (x0, x1, . . . , xn)
Für jedes Argument xi, dessen Wertänderung zur Neuberechnung von F führen soll, ist ein typbezogenes
Ereignis erforderlich, das dem System Ereigniszeit und -typ signalisiert. Der Aktionsteil all dieser Regeln
enthält die Berechnung des Funktionswertes.
Im Gegensatz zu prüfenden Regeln ist der Typ des Ergebnisses hier zwar nicht beschränkt, jedoch muss
57Bis zu diesem Zeitpunkt sind noch keine Änderungen am Datenbestand eingetreten. Im Interesse einer konsistenten
Behandlung kommt dennoch Rollback zur Anwendung.
58Im RDBMS ORACLE ist nach der Operation post der Zugriff auf die geänderten, aber noch nicht durch Commit
bestätigten Daten möglich.
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Zuweisungskompatibilität zum Typ des Objekts bestehen, das den berechneten Funktionswert aufnehmen
soll. Eine berechnende Regel hat keinen Einfluss auf die laufende Transaktion; sie kann jedoch selbst
andere ECA-Regeln triggern (z. B. bei Zuweisung des Funktionswertes an ein Attribut). Diesen Effekt
verdeutlicht
Beispiel 2 (Berechnen der Attributintervalle)
Reliability: real
from 1 to 100
K1
Reliability: real
from 1 to 100
K2
P1 P2
Reliability: real
from 1 to 100
K
Enthält eine Klasse K Attribute Ai mit Begren-
zung des Wertebereichs und besitzt diese Klas-
se eine von der leeren Menge verschiedene has
parts-Liste Pj und treten an den Tasks Klassen
mit korrespondierenden Attributen auf, welche
ebenfalls Begrenzungen ihres Wertebereichs ent-
halten, dann ist die jeweilige Intervallgrenze der
Top-Klasse nach Insert-, Update- und Delete-
Operationen an den Aggregatklassen neu zu be-
rechnen. Ein solcher Ablauf ergibt sich u.a.,
wenn während des automatischen Konfigurie-
rens Werte aus Attributen der Blattklassen in
solche der Top-Klassen zu übernehmen sind.
Abbildung 2.16: Zuverlässigkeit eines Systems als Funktion seiner Komponenten
Nach der Neuberechnung der Intervallgrenzen ist u. a. die Gültigkeitsprüfung für AttributeDefault zu
aktivieren. Dies geschieht automatisch, wenn die Wertzuweisungen (z. B. an AttributeMin) ebenfalls als
Schreiboperation gegen die Wissensbasis implementiert werden:
For Each Class in Domain
For Each Top-Attribute in Class.Attribute
Top-Attribute.AttributeMin := (SELECT Min(AttributeMin)
FROM Part INNER JOIN Attribute ON
Part.ClassName = Attribute.ClassName
WHERE ClassName = Class.ClassName And
AttributeName = Top-Attribute.AttributeName And
AttributeType = Top-Attribute.AttributeType)
Top-Attribute.AttributeMax := (SELECT Max(AttributeMax)
FROM Part INNER JOIN Attribute ON
Part.ClassName = Attribute.ClassName
WHERE ClassName = Class.ClassName And
AttributeName = Top-Attribute.AttributeName And
AttributeType = Top-Attribute.AttributeType)
Next Top-Attribute
Next Class
Abbildung 2.17: Prinzip der Berechnung abhängiger Attributwerte in RDBMS
2.7.3 Regelkonstrukte
Aus den bisher ermittelten Anforderungen an Integritätsregeln für die Wissensbasis leiten sich die fol-
genden Postulate über anwendungsinvariante Regelkonstrukte ab:
• Zu einem Zeitpunkt tritt maximal ein Ereignis59 auf. Es kann vom Anwender, vom HOST-System
oder von der Wissensbank ausgelöst worden sein.
• Jedes Elementarereignis kann kein oder beliebig viele Folgeereignisse auslösen.
• Folgeereignisse werden in der Reihenfolge ihrer Entstehung behandelt.
59Diese Aussage bezieht sich auf die physische Ereigniserkennung an einer von-Neumann-Maschine. Auf Grund der Transfor-
mation in die abstrakte Ereignisrepräsentation, der Bildung komplexer Ereignisse und asynchron eintretenden externen
Ereignissen können mehrere Ereignisinstanzen mit dem gleichen Zeitstempel vorhanden sein.
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• Das Elementarereignis bildet zusammen mit allen seinen Folgeereignissen eine Transaktion.
• Eine Transaktion ist zurückzurollen, falls sie selbst oder mindestens eine ihrer Child-Transactions
fehlschlägt.
• Für Condition stellt RODOS vordefinierte Konstrukte bereit. Der Systemadministrator kann weitere
Konstrukte hinzufügen.
• Für Action stellt RODOS vordefinierte Konstrukte bereit. Der Systemadministrator kann weitere
Konstrukte hinzufügen.
• Die Konstrukte für Condition und Action können auf alle Objekte der Wissensbasis, jedoch auf kein
Objekt der Präsentationsschicht zugreifen (Integritätserhaltung).
2.8 Zusammenfassung
Die vorangegangenen Abschnitte haben die engen Grenzen gezeigt, die eine dateibasierte Speicherung der
Weiterentwicklung von Entwurfssystemen setzt. Insbesondere Anforderungen wie
• Zusammenarbeit unterschiedlicher Entwicklungswerkzeuge
• Datenaustausch auf dem Niveau komplexer Objekte
• Mehrnutzerbetrieb der Wissensbasis durch gleichzeitige Arbeit mehrerer Entwickler
• werkzeugübergreifende Sicherung der semantischen Integrität
sind nicht erfüllbar. Deshalb werden nachfolgend Datenbanksysteme zur Speicherung der Wissenseinhei-
ten benutzt. Sie überwinden folgende, in Filesystemen nicht oder nur teilweise lösbare Probleme:
• Unabhängigkeit von Hardware und Betriebssystem
• transparente Speicherung der Wissenseinheiten
• Schutz vor unbefugter Veränderung der Wissenseinheiten
• konsequente Entkopplung von Verarbeitungs- und Speicherungsfunktionalität
• ACID-Prinzip aller Transaktionen (auch für nutzerdefinierte Aktivitäten)
• ausschließliche Kommunikation zwischen Tools und Wissensbasis über definierte Schnittstellen
• Skalierbarkeit (u. a. beliebige Anzahl logischer Schichten in der Wissensbasis)
• Unterstützung mehrerer Spezifikations- und Modellierungssprachen
• einheitliche Verwaltung von Wissenseinheiten und Konfigurationen
• einheitliche Verwaltung von Verhaltensbeschreibungen der Komponenten
• anwendungsinvariante Integritätserhaltung
• Unterstützung von CLINT zur Zusammenarbeit mit WiSyRa
• Nutzung von CLINT++ als Daten-Austauschformat für RODOS-eigene Tools
• Nutzung von XML für die Zusammenarbeit mit RODOS-fremden Tools
• Versioning sowohl für die Wissensbasis als auch für die Domänen
• Unterstützung des Mehrnutzerbetriebes
• Recovery
• Web-Fähigkeit
Die bisherige Verteilung der Maßnahmen zur semantischen Integritätserhaltung auf unterschiedliche Ap-
plikationen wurde als Hauptursache für mögliche Inkonsistenzen des Regelwerkes und der damit ver-
walteten Wissenseinheiten ermittelt. Für eine datenbankgestützte Entwurfsumgebung muss daher ein
anwendungsinvariantes Beschreibungsmittel des Integritätsproblems gefunden werden, das formal prüf-
bar und automatisiert in Mechanismen der logischen bzw. semantischen Integrität transformierbar ist.
Aktive DBMS können diesen Ansatz optimal unterstützen; wegen der breiten Verfügbarkeit passiver
DBMS sollen jedoch auch deren Leistungen integriert werden.
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Im Kapitel 2 wurden die Fähigkeiten aktiver und passiver DBMS zur persistenten Verwaltung von Ent-
wurfsobjekten nach Definition 6 unter dem Aspekt der semantischen Integritätserhaltung gegenüberge-
stellt. Da Entwurfsobjekte und die zwischen ihnen bestehenden Beziehungen im Verlaufe des Entwurfspro-
zesses von der Systemspezifikation bis hin zu Implementierung und Test unterschiedliche physische Re-
präsentationen erfahren (virtuelle Komponenten in DBMS, Struktur- und Verhaltensbeschreibungen in
Quelltexten, graphische Beschreibungsmittel), bedarf es eines domänenneutralen und trotz einer variab-
len Anzahl von Entwurfsschritten vollständigen Beschreibungsmittels. Das Kapitel 3 entwickelt hierfür
ein Metamodell zur anwendungsinvarianten Beschreibung der Entwurfsobjekte und leitet daraus Trans-
formationsmöglichkeiten für reale Systeme ab.
3.1 Metamodellierung
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Dieser Ansatz motiviert die Entwicklung eines Metamo-
dells, das vom Anwender erweiterbar ist und ihm den
Aufbau und die Wartung von Wissensbasen für seine
Anwendungsdomäne unabhängig vom zugrunde liegen-
den DBMS ermöglicht. Wenn die Datenbank zum zen-
tralen Element des Entwurfsprozesses eingebetteter Sys-
teme wird und die Integration zahlreicher Fremdwerk-
zeuge erfordert, so bedarf es einer Modellierung des Mo-
dellierungsprozesses. Diese neue Ebene der Abstrakti-
on kennzeichnet der Begriff der Metamodellierung. Das
Ziel eines solchen Metamodells besteht in der Formali-
sierung des Entwurfswissens und der Transformations-
schritte [118].
Aus einer Teilmenge der Metaobjekte gehen dabei die
Schemadefinition der Wissensbasis (für RDBMS bzw.
OODBMS) sowie die Entwurfsobjekte hervor. Sie be-
schreiben virtuelle Komponenten und Modellobjekte.
Aus Instanzen von Objekten der Wissensbasis werden
im zweiten Transformationsschritt (ggf. unter Zuhilfe-
nahme von Informationen aus dem Metamodell) Im-
plementierungsobjekte in einer PL oder HDL generiert.
Abb. 3.1 fasst den Ablauf zusammen.
Für die Metaobjekte des Metamodells soll demnach eine
homomorphe Abbildung auf Komponenten eines einge-
betteten Systems bzw. weitere Entwurfsobjekte möglich
sein. Metaobjekte und die auf ihnen erklärten Operati-
onen bilden eine Algebra gemäß
Abbildung 3.1: Ablauf der Metamodellierung
Definition 34 (Algebra1) Es sei M eine beliebige Menge, % = R1, R2, . . ., Rn, . . . eine Folge von
Relationen über M mit den Stellenzahlen r1, r2, . . ., rn, . . . und σ = O1, O2, . . ., On, . . . eine Folge von
Operationen über M mit den Stellenzahlen s1, s2, . . ., sn, . . . . Dann heißt das System A = [M, %, σ]
eine Algebra vom Typ <r1, r2, . . ., rn, . . .; s1, s2, . . ., sn, . . . >.
Die folgenden Abschnitte beschreiben Interpretationen der Algebra durch Objekte des Metamodells.
1Quelle: [98, Seite 253]
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3.2 Aufbau des Metamodells
An ein Metamodell für den Entwurfsprozess eingebetteter Systeme sind folgende Anforderungen zu stellen:
• Minimalität, d. h. Redundanzfreiheit der Konstrukte
• Medienneutralität, d. h. Speicherbarkeit in flachen Files, in DBMS2 und XML-Dokumenten
• vollständige Beschreibbarkeit von Datenstrukturen beliebiger Komplexität
• vollständige Beschreibbarkeit von semantischen Integritätsbedingungen
• vollständige Beschreibbarkeit der Transformationen in Zielsysteme
Um dem Anwender die Erweiterbarkeit zu sichern, sind alle Elemente des Metamodells a priori seman-
tikfrei. Die Zuordnung einer Semantik erfolgt ausschließlich über Generatoren, die die Elemente des
Metamodells in andere Darstellungsformen transformieren (Abb. 3.2).
Generatoren
?
Generatoren
?
Generatoren
?
Generatoren
?
Schema-
definition
Editor der
Wissens-
basis
Regeln zur
Integritäts-
erhaltung
· · ·
Metamodell
?
Abbildung 3.2: Interpretationen des Metamodells für DBMS
Die Definition des Metamodells erfolgt axiomatisch:
• Das Metamodell ist eine endliche, nicht leere Menge von Metaobjekten.
• Einzige obligatorische Eigenschaft des Metaobjekts ist sein Name. Er sichert die Unterscheidbarkeit
der Metaobjekte im Sinne der Cantor’schen Mengendefinition3.
• Ein Metaobjekt darf aus Metaobjekten bestehen, sich jedoch nie selbst enthalten4.
• Jedes Metaobjekt kann eine beliebige Anzahl von Aspekten besitzen.
• Einzige obligatorische Eigenschaft des Aspekts ist sein Name. Er sichert die Unterscheidbarkeit der
Aspekte innerhalb eines Metaobjekts im Sinne der Cantor’schen Mengendefinition.
• Innerhalb der Aspekte eines Metaobjekts besteht keine Ordnungsrelation.
• Ein Aspekt nimmt eine beliebige Anzahl von Slots auf.
• Die Menge der Aspekte eines Metaobjekts darf leer sein.
• Slots sind positionsidentifizierbar und enthalten je eine Zeichenkette.
• Innerhalb der Slots eines Aspekts besteht eine Ordnungsrelation.
• Die Liste der Slots eines Aspekts darf leer sein.
• Es gibt keine weiteren Elemente im Metamodell.
2[72] schlägt die Speicherung des Metamodells in OODBMS vor und bezeichnet dessen Organisation als metabase.
3Nach Georg Cantor (1845 - 1918) ist die Menge eine „Zusammenfassung von wohlbestimmten und wohlunterschiedenen
Dingen zu einem Ganzen.“
4Diese Einschränkung hilft, Livelocks bei der Signalgenerierung zu vermeiden.
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Abb. 3.3 illustriert die Struktur des Metamodells. Die Definition jedes
persistenten Objekts der Wissensbasis entsteht mit Hilfe von Generatoren
aus genau einem Metaobjekt. Klassendefinitionen in OODBMS und
Tabellendefinitionen in RDBMS sind somit als Instanzen der Metaobjekte
interpretierbar. Sie vertreten sowohl das Entwurfswissen als auch die virtu-
ellen Komponenten, die im Simulationsmodell das Verhalten realer Hard-
oder Softwareobjekte repräsentieren. Da Metaobjekte eine Menge von
Aspekten und Aspekte eine Liste von Slots verwalten, ist das Metamodell
selbst durch Metaobjekte beschreibbar. Dies ermöglicht die automatisierte
Generierung von Editoren für Metamodelle.
Beispiel 3 (Aufbau des Metamodells) Das Metamodell aus Abb. 3.3
ist in der Sprache Quod des NO2-Datenmodells zu beschreiben.
Abbildung 3.3: Metamodell
DEFINE LOGICAL SCHEMA MetaModel.
DEFINE OBJECT TYPE MetaObject = TUPLE (name: CHAR,
aspect: SET (MetaAspect, DEPENDENT)).
DEFINE OBJECT TYPE MetaAspect = TUPLE (name: CHAR,
slot: LIST (MetaSlot, DEPENDENT)).
DEFINE OBJECT TYPE MetaSlot = TUPLE (wert: CHAR).
3.3 Operationen auf dem Metamodell
Die Tabelle 3.1 definiert die an Metaobjekten ausführbaren Operationen. Da das Metamodell die glei-
chen Konstruktionsprimitive wie die Wissensbasis nutzt, sind die hier genannten Operationen auf die im
Abschnitt 3.7 vorgestellten induzierten Funktionen abbildbar. Die mnemonische Operationsbezeichnung
wird nachfolgend im Interesse besserer Lesbarkeit verwendet.
Operation Semantik Objektalgebra
CreateModelObject Erzeugen eines neuen Metaobjekts δ(name)
RenameModelObject Umbenennen eines Metaobjekts χ(name_1, name_2)
DeleteModelObject Löschen eines Metaobjekts ξ(name)
InsertModelAspect Hinzufügen eines Aspekts zu einem Me-taobjekt δα(name_1, name_2)
RenameModelAspect Umbenennen eines Aspekts innerhalb ei-nes Metaobjekts χα(name_1, name_2, name_3)
DeleteModelAspect Löschen eines Aspekts aus einem Meta-objekt ξα(name_1, name_2)
InsertModelSlot Hinzufügen eines Slots zu einem Metaob-jekt δβ(name_1, name_2 [, position])
SetModelSlot Eintragen eines Wertes in den Slots einesAspekts
ϕ(object_1, object_2,
position, value)
DeleteModelSlot Löschen eines Slots aus einem Aspekt ξβ(object_1, object_2, position)
GetModelAspect Projektion aller oder ausgewählterAspekte eines Metaobjekts als Menge σα(name_1 [, name_2])
GetModelSlot Projektion aller oder ausgewählter Slotseines Aspekts als Liste σβ(name_1, name_2 [, position])
Tabelle 3.1: Operationen auf dem Metamodell
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3.4 Verwaltung des Metamodells
3.4.1 Darstellung im relationalen Datenmodell
Die Darstellung des Metamodells aus Abb. 3.3 im relationalen Datenmodell bedingt eine Normalisierung
der Datenobjekte bis 1NF. Da Metaobjekte nur einen Namen und 0 . . . n Aspekte besitzen, würde sich lt.
Normalformenlehre eine separate Tabelle für deren Speicherung erübrigen, d. h. Metaobjekte definieren
sich über die Gesamtheit ihrer Aspekte. Sobald ein Metaobjekt jedoch Details5 besitzt, müsste die in 1:n-
Beziehung stehende Tabelle in der REFERENCES-Klausel auf eine View verweisen, welche über den Aspekten
des Metaobjekts gruppiert. Diese theoretisch korrekte Lösung wird jedoch von SQL nicht unterstützt,
da virtuelle Tabellen nicht referenziert werden dürfen. Deshalb ist MetaObject eine echte Teilmenge von
MetaAspect und speichert Schlüsseldaten redundant. Constraint MetaAspect2 verhindert die Entstehung
von Änderungsanomalien.
CREATE TABLE MetaModel
(SystemVersion Single NOT NULL,
ModelVersion Single NOT NULL,
ModelName Char(30) NOT NULL,
ValidFrom DateTime,
ValidTo DateTime,
CONSTRAINT MetaModel1
PRIMARY KEY (SystemVersion, ModelVersion, ModelName),
CONSTRAINT MetaModel2
FOREIGN KEY (SystemVersion) REFERENCES SystemState);
CREATE TABLE MetaObject
(SystemVersion Single NOT NULL,
ModelVersion Single NOT NULL,
ModelName Char(30) NOT NULL,
ObjectName Char(30) NOT NULL,
CONSTRAINT MetaObject1
PRIMARY KEY (SystemVersion, ModelVersion, ModelName, ObjectName),
CONSTRAINT MetaObject2
FOREIGN KEY (SystemVersion, ModelVersion, ModelName) REFERENCES MetaModel);
CREATE TABLE MetaAspect
(SystemVersion Single NOT NULL,
ModelVersion Single NOT NULL,
ModelName Char(30) NOT NULL,
ObjectName Char(30) NOT NULL,
Aspect Char(30) NOT NULL,
CONSTRAINT MetaAspect1
PRIMARY KEY (SystemVersion, ModelVersion, ModelName, ObjectName, Aspect),
CONSTRAINT MetaAspect2
FOREIGN KEY (SystemVersion, ModelVersion, ModelName, ObjectName) REFERENCES MetaObject);
CREATE TABLE MetaSlot
(SystemVersion Single NOT NULL,
ModelVersion Single NOT NULL,
ModelName Char(30) NOT NULL,
ObjectName Char(30) NOT NULL,
Aspect Char(30) NOT NULL,
SlotPosition Integer NOT NULL,
SlotValue Char(255),
CONSTRAINT MetaSlot1
PRIMARY KEY (SystemVersion, ModelVersion, ModelName, Aspect, SlotPosition),
CONSTRAINT MetaSlot2
FOREIGN KEY (SystemVersion, ModelVersion, ModelName, Aspect) REFERENCES MetaAspect);
5In RDBMS gilt das auch für Instanzen der Metaobjekte.
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RODOS verwaltet mehrere Metamodelle und von diesen beliebig viele Versionen. Dies rechtfertigt eine
Tabelle MetaModelmit zusätzlichen, nur vom Primärschlüssel funktional abhängigen Informationen. Jedes
Metamodell bezieht sich auf genau eine Version des RODOS-Systemmodells (CONSTRAINT MetaModel2).
Damit dürfen Metamodelle ohne Metaobjekte, Metaobjekte ohne Aspekte und Aspekte ohne Slots exis-
tieren. Ist dies in speziellen Metamodellen unerwünscht, so können ECA-Regeln den jeweiligen Zustand
erkennen und den Wissensingenieur informieren oder durch Löschung von Master-Objekten, die keine
Detail-Objekte besitzen, die Einhaltung einer solchen weichen Integritätsforderung wieder herstellen.
Jeder Aspekt besitzt 0 . . . n Slots (welche auch leer sein dürfen). Die Existenz der Slots ist an die des
zugehörigen Aspektes gebunden. Die Detail-Tabelle MetaSlot nimmt die Werte der Slots auf und si-
chert mit dem Attribut SlotPosition die Einhaltung ihrer Reihenfolge. RODOS stellt einen Editor zur
Verfügung, der die konsistente Verwaltung des Metamodells sichert.
Abbildung 3.4: Bearbeitung von Metamodellen
Die Schaltflächen am unteren Bildrand von Abb. 3.4 unterstützen (von links nach rechts) Operationen
aus Tabelle 3.1:
• das Duplizieren des aktuellen Metamodells unter neuer Versionsnummer
• das Hinzufügen von Metamodellen
• das Löschen von Metamodellen einschließlich aller Metaobjekte, Aspekte und Slots
• das Hinzufügen von Metaobjekten zum aktuellen Metamodell mittels δ(name)
• das Löschen von Metaobjekten einschließlich aller Aspekte und Slots mittels ξ(name)
• das Hinzufügen von Aspekten zum aktuellen Metaobjekt mittels δα(name_1, name_2)
• das Löschen von Aspekten des aktuellen Metaobjekts mittels ξα(name_1, name_2)
• das Hinzufügen oder Löschen von Slots mittels δβ(name_1, name_2[, position]) bzw.
ξβ(object_1, object_2, position) durch Neufestlegung ihrer Anzahl
• die Beendigung des Editors
Mit den Schaltflächen verbundene Ereignisprozeduren überwachen die Konsistenzbedingungen des Meta-
modells. Wegen der angestrebten Semantik-Freiheit der Modellelemente werden Namen nur syntaktisch
geprüft; die in den folgenden Abschnitten verwendeten Bezeichnungen für spezielle Aspekte tragen daher
lediglich Beispielcharakter.
Die Verringerung der Anzahl von Slots erfolgt erst nach einer Sicherheitsabfrage an den Bediener, falls sie
zur Löschung von Zeilen der Tabelle MetaSlot mit Werten ungleich Null im Attribut SlotValue führt.
Die Erhöhung der Anzahl bewirkt die Eintragung solcher Zeilen. Der Modelleditor weist den Slots keine
Werte zu; dies ist Aufgabe der Verarbeitungswerkzeuge.
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3.4.2 Darstellung in flachen Files
Metamodelle werden manuell erstellt oder aus anderen Informationsquellen durch Generatoren erzeugt.
Der textuellen Repräsentation des Metamodells dient eine Beschreibungssprache mit folgender Syntax:
meta_model = meta_stm { meta_stm }.
meta_stm = object_stm | aspect_stm | slot_stm | value_stm.
object_stm = "CreateModelObject" "(" object_name ")".
aspect_stm = "InsertModelAspect" "(" object_name "," aspect_name ")".
slot_stm = "InsertModelSlot" "(" object_name "," aspect_name "," slot_pos ")".
value_stm = "SetModelSlot" "(" object_name "," aspect_name ","
slot_pos "," slot_value ")".
object_name = first_char { ident_char }.
aspect_name = first_char { ident_char }.
slot_pos = digit { digit }.
slot_value = ext_char { ext_char }.
first_char = "A" | ... | "Z" | "a" | ... | "z" | "_".
ident_char = first_char | "0" | ... | "9".
ext_char = ident_char | "(" | ")" | ",".
digit = "0" | ... | "9".
Da die Sätze der Sprache kein terminales Symbol am Anweisungsende besitzen, muss sich jedes Statement
vollständig in einer Zeile befinden. Dateien in obiger Statement-Form generiert die Export-Funktion in
Abb. 3.11 mit Format = Script. Metamodelle beziehen sich wie die Daten-
basis selbst auf genau eine Version des
RODOS-Systemmodells. Ferner kann der
Wissensingenieur mehrere Versionen eines
Metamodells in der Datenbank verwalten.
Da diese Informationen jedoch nicht Be-
standteil des Metamodells sind, legt sie
der Bediener vor dem eigentlichen Im-
port in Abb. 3.5 fest. Ein Beispiel der tex-
tuellen Repräsentation eines Metamodells
zeigt Abb. 3.6. Es unterstützt den Aus-
tausch von Metamodellen zwischen unter-
schiedlichen Implementierungen.
Abbildung 3.5: Import des Metamodells aus Textfiles
CreateModelObject ("database_file")
InsertModelAspect ("database_file", "Constructor")
InsertModelSlot ("database_file", "Constructor", 3)
SetModelSlot ("database_file", "Constructor", 1, "Tuple")
SetModelSlot ("database_file", "Constructor", 2, "database_name")
SetModelSlot ("database_file", "Constructor", 3, "database_def")
CreateModelObject ("database_name")
InsertModelAspect ("database_name", "Constructor")
InsertModelSlot ("database_name", "Constructor", 3)
SetModelSlot ("database_name", "Constructor", 1, "Scalar")
SetModelSlot ("database_name", "Constructor", 2, "TEXT")
SetModelSlot ("database_name", "Constructor", 3, "8")
CreateModelObject ("database_def")
InsertModelAspect ("database_def", "Constructor")
InsertModelSlot ("database_def", "Constructor", 7)
SetModelSlot ("database_def", "Constructor", 1, "Tuple")
SetModelSlot ("database_def", "Constructor", 2, "include_stm")
SetModelSlot ("database_def", "Constructor", 3, "class_def")
SetModelSlot ("database_def", "Constructor", 4, "constraint_def")
SetModelSlot ("database_def", "Constructor", 5, "condition_def")
SetModelSlot ("database_def", "Constructor", 6, "method_def")
SetModelSlot ("database_def", "Constructor", 7, "multirel")
Abbildung 3.6: Textuelle Repräsentation des Metamodells (Ausschnitt)
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3.5 Schemagenerierung
Eine wesentliche Anforderung an das Metamodell ist gemäß Abschnitt 3.2 die Möglichkeit der automa-
tischen Schemagenerierung. Sie setzt die datenmodellneutrale Beschreibung komplexer Datenstrukturen
voraus. Für den Bereich der eingebetteten Systeme werden die Konstruktionsprimitive exemplarisch in
Anlehnung an das NO2-Datenmodell definiert. Auf der Grundlage der damit konstruierten Metaobjekte
kann der Wissensingenieur das Datenbankschema für RDBMS und OODBMS ohne Kenntnis der DDL
des Zielsystems generieren.
3.5.1 Konstruktionsprimitive
Konstruktionsprimitive müssen den Aufbau beliebig komplexer Datenobjekte unterstützen und unterein-
ander redundanzfrei sein. Redundanzfreiheit ist gegeben, wenn es in der Menge der Konstruktionsprimi-
tive kein Element gibt, dessen Eigenschaften durch andere Elemente dieser Menge darstellbar sind.
Eigenschaft Skalar Liste Menge Tupel Belegungen
enthält weitere Objekte 0 beliebigeAnzahl
beliebige
Anzahl feste Anzahl 3
eigener Datentyp ja nein nein nein 2
Datentyp der ent-
haltenen Objekte ⊥
für alle Ele-
mente gleich
für alle Ele-
mente gleich
unter-
schiedlich 3
Duplikate nein ja nein ja6 2
Modifikation zur Laufzeit ⊥ ja ja nein 3
Tabelle 3.2: Konstruktionsprimitive
Auf Grund der k Eigenschaften und ihrer kx Belegungsmöglichkeiten, existieren
∏k
i=1 k
x
i = 108 vonein-
ander verschiedene Konstruktionsprimitive, von denen aus pragmatischen Gründen nur die in Tabelle 3.2
genannten relevant sind. Der Systemadministrator kann für Spezialanwendungen hieraus weitere Primi-
tive ableiten. Zu deren Formalisierung kommt wieder das Metamodell zum Einsatz. Die Primitive der
Tabelle 3.2 sind orthogonal kombinierbar und entsprechen dem AIM-P-Datenmodell, das eine Obermenge
der Strukturen von RDBMS und OODBMS bildet.
{ }: VS → set(VS). erzeugt eine Menge
< >: VS × list(VS) → list(VS). erzeugt eine Liste
[ ] a1, . . ., an : VS 1 × . . . ×VS n → tuple(a1: VS1, . . ., an : VSn). erzeugt ein Tupel
[ ]: VSn → array[n] (VS). erzeugt ein n-dimensionales Array
Abbildung 3.7: Objektkonstruktion im Extended NF2 Data Model
Wissenseinheiten, die in DBMS durch persistente Objekte verwaltet werden sollen, sind demnach kom-
plexe Datenobjekte, die durch eine endliche Sequenz von Konstruktionsoperationen entstehen7.
Jedes komplexe Datenobjekt ist durch eine Hierarchie von Metaobjekten beschreibbar. Die Konstruktions-
primitive in Tabelle 3.2 stellen somit jeweils eine Vorschrift zum Aufbau eines Datenobjekts aus Objekten
niedrigerer Komplexität dar. Die dem Metamodell mit Hilfe des Schema-Generators für DBMSs zugeord-
nete Semantik bildet einen Aspekt der Metaobjekte. Er wird fortan mit dem Schlüsselwort Constructor
bezeichnet und erhält Slots mit folgende Semantik:
Slot 1: Name des Konstruktionsprimitivs ∈ {Scalar, Set, List, Tuple}
Ab Slot 2 besteht Abhängigkeit vom gewählten Primitiv:
7Quelle: [39, Seite 666, Figure 2 Comparison of AIM-P data model, pure NF2, and relational data model]
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Scalar Set List Tuple
Slot 2: Bezeichner des
Datentyps
Slot 3 (optional):
Anzahl Zeichen für die-
sen Typ
Slot 2: Name des Me-
taobjekts, das die Men-
genelemente beschreibt
Slot 2: Name des Meta-
objekts, das die Listen-
elemente beschreibt
Slot 2-n: (n ∈ N, n ≥ 2)
Name der Metaobjekte,
die die Tupelelemente
beschreiben
Tabelle 3.3: Semantik der Slots des Constructor-Aspekts
&%
'$
P
LISTS
&%
'$
P
SETSP
P
& %
& %
&%
'$
P
TUPLES
P P
ATOMIC
VALUES
P P
PP  PP  
A AIM-P DATA MODEL(EXTENDED
NF2 DATA MODEL)
RELATION
(SET)
TUPLES
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RELATION
(SET)
TUPLES
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Abbildung 3.8: Konstruktion komplexer Datenobjekte
Der Datentyp ist somit einem Slot des Constructor-Aspekts zu entnehmen. Die Menge zulässiger Da-
tentypen wird vom Metamodell nicht limitiert; sie ergibt sich aus den Darstellungsmöglichkeiten8 des
Ziel-DBMS. Laut Tabelle 3.2 besitzt nur ein Skalar einen Datentyp, der auf einen originären DBMS-
Typ abbildbar sein muss. Die aus den anderen Primitiven hervorgehenden Objekte besitzen einen durch
ihre jeweiligen Bestandteile definierten Objekttyp. Ein mit diesen Primitiven erstelltes Metamodell ist
automatisch normalisiert, da nur seine Blattknoten Anwenderinformationen tragen.
Beispiel 4 (Metamodellierung auf der Grundlage von EBNF)
Die Beschreibung der Aggregation /Dekomposition von Wissensklassen sei in EBNF-Notation gegeben:
part_def = "parts" "(" part_item { ";" part_item } ")" ";".
part_item = task ":" cardinality sub_class.
Um die Bindung an eine spezielle Sprache aufzuheben, werden terminale Symbole nicht in die Datenbank
übernommen, sondern bei Zielcode-Generierung hinzugefügt. Die Beschreibung der verbleibenden Nicht-
terminale einer solchen has parts-Relation ermöglicht das folgende Metamodell:
8Datentypen ohne Ordnungsrelation werden hier nicht weiter behandelt, jedoch nicht explizit ausgeschlossen.
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CreateModelObject ("part_def")
InsertModelAspect ("part_def", "Constructor")
InsertModelSlot ("part_def", "Constructor", 2)
SetModelSlot ("part_def", "Constructor", 1, "Set")
SetModelSlot ("part_def", "Constructor", 2, "part_item")
CreateModelObject ("part_item")
InsertModelAspect ("part_item", "Constructor")
InsertModelSlot ("part_item", "Constructor", 4)
SetModelSlot ("part_item", "Constructor", 1, "Tuple")
SetModelSlot ("part_item", "Constructor", 2, "task")
SetModelSlot ("part_item", "Constructor", 3, "cardinality")
SetModelSlot ("part_item", "Constructor", 4, "sub_class")
Die Reihenfolge der Nicht-
terminale part_item in
part_def ist semantikfrei;
sie bilden daher Elemente
einer Menge. Der Wert des
zweiten Slots ist der Name
des Metaobjekts, das den
Aufbau der Mengenelemen-
te definiert.
Die Mengenelemente nehmen Belegungen des Nichtterminals part_item auf. Auf Grund ihres unter-
schiedlichen Datentyps sind sie als Tupel zu organisieren. Dessen Bestandteile sind Skalare. Sie bilden
somit die Blattknoten in der Hierarchie des komplexen Objekts.
CreateModelObject ("task")
InsertModelAspect ("task", "Constructor")
InsertModelSlot ("task", "Constructor", 3)
SetModelSlot ("task", "Constructor", 1, "Scalar")
SetModelSlot ("task", "Constructor", 2, "TEXT")
SetModelSlot ("task", "Constructor", 3, "40")
CreateModelObject ("cardinality")
InsertModelAspect ("cardinality", "Constructor")
InsertModelSlot ("cardinality", "Constructor", 2)
SetModelSlot ("cardinality", "Constructor", 1, "Scalar")
SetModelSlot ("cardinality", "Constructor", 2, "INTEGER")
CreateModelObject ("sub_class")
InsertModelAspect ("sub_class", "Constructor")
InsertModelSlot ("sub_class", "Constructor", 3)
SetModelSlot ("sub_class", "Constructor", 1, "Scalar")
SetModelSlot ("sub_class", "Constructor", 2, "TEXT")
SetModelSlot ("sub_class", "Constructor", 3, "40")
Ein mit obigen Befehlen aufgebautes Metamodell wird
nachfolgend durch graphische Primitive wie folgt darge-
stellt:
task
Constructor
Scalar, TEXT, 40
ﬀ Name des Metaobjekts
)
Name des Aspekts
PP
Pi
Werte der Slots
3.5.2 Dynamische Wertebereiche
Die Konstruktionsprimitive des Abschnitts 3.5.1 induzieren einen Wertebereich, der durch die Darstellung
des Datentyps auf einem konkreten Rechnersystem gegeben und dadurch statisch ist. Häufig bilden je-
doch die Belegungsmöglichkeiten anderer Datenobjekte eine Wertemenge, der die Belegung des aktuellen
Objekts angehören muss. Der Wertebereich eines Datenobjekts hängt somit dynamisch von anderen Ob-
jekten ab. Eine Teilmenge dieser Abhängigkeiten fassen RDBMS mit dem Begriff der Referenzintegrität
zusammen. Es ist daher möglich, derartige Abhängigkeiten durch Funktionsobjekte9 zu beschreiben. Um
diese jedoch ebenfalls automatisiert erstellen zu können, bietet das Metamodell mit dem Schlüsselwort
Reference im ersten Slot des Constructor-Aspekts Bezugnahmen auf andere Metaobjekte an.
Eine Referenz ist ein benanntes Metaobjekt, dessen Wertebereich gleich der Extensionsmenge eines an-
deren Metaobjekts nach Definition 36 ist. Der zu speichernde Wert ist ein Zeiger auf genau ein Element
9Die Definition der Funktionsobjekte enthält der Abschnitt 3.6.2.1
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dieser Menge. Die Wissensbasis ist bzgl. einer Referenz konsistent, wenn das aktuelle Datenobjekt Ele-
ment der Extensionsmenge des referenzierten Objekts ist.
value(reference) ∈ Ω(ref_object)
Der zweite Slot enthält den Namen des Metaobjekts, dessen Instanzen die Elemente des dynamischen
Wertebereichs bilden. Die folgenden Slots bezeichnen Bestandteile dieses Metaobjekts und werden als
dessen Projektion interpretiert. Daraus folgt die Prüfforderung, dass das referenzierte Metaobjekt im
Metamodell bereits vorhanden sein und ggf. die angegebenen Bestandteile besitzen muss.
Beispiel 5 (Gültige Namen logischer Schichten in der Wissensbasis)
Gemäß EBNF ist der Name der logischen Schichten in einer Klassendefinition ein CLINT-Identifikator:
class_def = [ "abstract" ] hierarchy_spec "class" ident
[ inheritance_spec ] "is" { property_def } "end" ident ";".
hierarchy_spec = ident.
Um seine konsistente Belegung zu sichern, definiert der Wissensingenieur im RODOS-Systemmodell An-
zahl und Namen der logischen Schichten in der Wissensbasis:
SystemLayer
Constructor
Tuple, SystemVersion, Layer, Order, Designation, PropertyUser
SystemVersion
Constructor
Scalar, REAL
Layer
Constructor
Scalar, TEXT, 20
Order
Constructor
Scalar, INTEGER
Designation
Constructor
Scalar, TEXT, 70
PropertyUser
Constructor
Scalar, BIT
Abbildung 3.9: Beschreibung der Schichtendefinition im RODOS-Systemmodell
Eine Referenz auf das Objekt aus Abb. 3.9 verhindert die redundante Definition eines Attributs für den
Namen der Schicht in der Klassendefinition. Der Generator erzeugt daraus die Prüfregel der referentiellen
Integrität (s. Abschnitt 3.6.1.3).
class_def
Constructor
Tuple, abstract, hierarchy_spec, ident, inheritance_spec, property_def
...
hierarchy_spec
Constructor
Reference, SystemLayer, Layer
...
Abbildung 3.10: Ausschnitt aus der Definition der Wissensklasse
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3.5.3 Speicherung der Datenobjekte
Das Metamodell abstrahiert von speziellen Eigenschaften der Datenobjekte. Eine solche ist die Art ihrer
Speicherung. Bisher wurde unterstellt, dass alle Definitionen auf ein Datenbankschema abgebildet werden.
Um jedoch auch transiente Objekte (z. B. objektwertige Variablen in HDL oder PL) verwalten zu können,
verwendet das Metamodell den Aspekt Storage mit folgenden Belegungen im ersten Slot:
transient Objekt existiert nur zur Laufzeit des Programms
persistent Objekt befindet sich auf einem nicht flüchtigen Speicher
Persistente und transiente Objekte erfahren somit eine einheitliche Beschreibung durch Metaobjekte.
Die Art der gewünschten Übersetzung ist eine zur Objektkonstruktion orthogonale Eigenschaft, die die
Arbeitsweise der Generatoren steuert.
3.5.4 Transformation ins relationale Datenmodell
Das Metamodell beschreibt Datenobjekte beliebiger Komplexität. Die Relationen eines RDBMS sind im
Sinne des Metamodells Tupel mit einer theoretisch beliebigen, aber durch ein konkretes Zielsystem li-
mitierten Anzahl von Skalaren (den Spalten). Um den Informationsgehalt komplexer Objekte adäquat
in RDBMS darstellen zu können, müssen Generatoren die Metaobjekte in eine der Normalformenlehre
entsprechende Schemadefinition übersetzen. Sie nutzen dabei den Aufbau der Metaobjekte aus Konstruk-
tionsprimitiven nach Abschnitt 3.5.1.
Primitiv Transformation
Scalar Name des Skalars wird Name eines Attributs in der Relation des übergeordneten Da-
tenobjekts, falls ein solches existiert; anderenfalls entsteht eine Tabelle mit dem Namen
des Skalars, die ein Attribut mit dem Namen des Skalars enthält. Instanzen des Skalars
sind die Belegungsmöglichkeiten einer Variable dieses Datentyps. Sie ergeben die Zeilen
der Tabelle. Der Generator fügt eine zusätzliche Spalte automatisch zur Aufnahme des
Surrogats10 hinzu. Sie ist vom Typ LONG INT11.
Set Sind die Mengenelemente vom skalaren Typ, so bilden sie das Attribut einer Tabelle,
die den Namen der Menge trägt; anderenfalls wird eine Detailtabelle angelegt, die die
Mengenelemente aufnimmt (side table).
List Sind die Listenelemente vom skalaren Typ, so bilden sie das Attribut einer Tabelle, die den
Namen der Liste trägt; anderenfalls wird eine Detailtabelle angelegt, die die Listenelemen-
te aufnimmt (side table). Ein zusätzliches Attribut legt die Reihenfolge der Listenelemente
fest.
Tuple Sind die Tupelbestandteile vom skalaren Typ, so bilden sie die Attribute einer Tabel-
le, die den Namen des Tupels trägt; anderenfalls werden Detailtabelle angelegt, die die
Tupelbestandteile aufnehmen.
Tabelle 3.4: Transformation der Metaobjekte
Der Primärschlüssel der übergeordneten Tabelle tritt in der untergeordneten Tabelle als Fremdschlüssel
auf. Der Unterschied zwischen Skalar und Liste besteht nur in der Anzahl der möglichen Zeilen in der
Tabelle (bei Skalar = 1, bei Liste ≥ 1), die Anzahl 0 ist mit ⊥ interpretierbar.
Diese Transformationsvorschriften führen zu indirekt rekursiven Prozeduren, die die Interpretation der
Hierarchie eines allgemeinen Metamodells12 so verarbeiten, dass sich beim Anlegen der Tabellen die re-
ferenzierte Tabelle zum Zeitpunkt des Anlegens der referenzierenden Tabelle bereits in der Datenbank
befindet. Diese Strategie ermöglicht die Ausführung des generierten DDL-Scripts an einer fremden Da-
tenbank.
10Dieses Attribut bildet den Identifikationsschlüssel gemäß Definition 38.
11größter ganzzahliger Wertebereich des DBMS
12Ausgangspunkt ist ein nicht der Normalisierung unterliegendes Metamodell mit beliebig tiefer Schachtelung der Objekte
(ohne Beschränkung der Allgemeinheit).
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Das Verfahren beginnt mit der Klassifikation des Top-Objekts13 und führt zum Aufruf der Prozeduren
zur Behandlung des jeweiligen Konstruktionsprimitivs. Aus den Blattknoten der Objekthierarchie erge-
ben sich die Namen und Datentypen der Attribute in der Tabellendefinition. Die Namen der Tabellen
entstehen durch Konkatenation der Namen der beteiligten Metaobjekte14.
Aus pragmatischen Gründen erweist sich die Zusammenfassung mehrerer einzelner Skalare zu einer ge-
meinsamen Tabelle als sinnvoll (Entlastung des Data Dictionary).
Beispiel 6 (Transformation von Metaobjekten für RDBMS)
Die folgenden in Script-Form gegebenen Metaobjekte sind in die DDL von RDBMS zu übersetzen.
CreateModelObject ("m1")
InsertModelAspect ("m1", "Constructor")
InsertModelSlot ("m1", "Constructor", 2)
SetModelSlot ("m1", "Constructor", 1, "Scalar")
SetModelSlot ("m1", "Constructor", 2, "BIT")
CreateModelObject ("m2")
InsertModelAspect ("m2", "Constructor")
InsertModelSlot ("m2", "Constructor", 2)
SetModelSlot ("m2", "Constructor", 1, "List")
SetModelSlot ("m2", "Constructor", 2, "m1")
CreateModelObject ("m3")
InsertModelAspect ("m3", "Constructor")
InsertModelSlot ("m3", "Constructor", 3)
SetModelSlot ("m3", "Constructor", 1, "Tuple")
SetModelSlot ("m3", "Constructor", 2, "m2")
SetModelSlot ("m3", "Constructor", 3, "m1")
=⇒
CREATE TABLE m3 (
OID LONG,
m1 BIT,
CONSTRAINT m31
PRIMARY KEY (OID)
);
CREATE TABLE m3m2 (
OID LONG,
SuperOID LONG,
Index LONG,
m1 BIT,
CONSTRAINT m3m21
PRIMARY KEY (OID),
CONSTRAINT m3m22
FOREIGN KEY (SuperOID)
REFERENCES m3(OID)
);
Unter Anwendung der Transformationsregeln aus Tabelle 3.4 generiert RODOS obige DDL-Statements.
Da das Metamodell a priori keine Primärschlüssel15 kennt, werden alle Datenobjekte unabhängig von
ihrer Komplexität durch global eindeutige Identifikatoren bezeichnet. Das Verfahren der Vergabe von
Surrogaten ist typisch für OODBMS, aber sinngemäß auf RDBMS übertragbar. Es wird von Heuer16
favorisiert:
Surrogate. Ein zweiter Schritt zur direkten Darstellung von Anwendungsobjekten im Rela-
tionenmodell ist die Einführung von Surrogaten oder Objekt-Identifiern im Relationenmodell.
Im RM/T-Modell von Codd [Cod79] wird beispielsweise das Relationenmodell um solche „ab-
strakten“ Attribute erweitert, die Anwendungsobjekte eindeutig identifizieren sollen. Auch
hiermit lassen sich einige Probleme des Relationenmodells beheben (insbesondere bezüglich
Updates, s.u.).
Der Generator fügt jeder Relation ein Attribut zur Aufnahme des Surrogat-Wertes hinzu. Ferner erhalten
abhängige Tabellen, die aus der Generierung der Schemata für Listen, Mengen und Tupel hervorgehen,
ein Feld zur Aufnahme des Fremdschlüssels. Um Konflikte mit Namen aus dem Metamodell zu vermeiden,
wird der Bediener zur Festlegung der Bezeichnungen für die Attributnamen der Surrogate sowie eines
Attributnamens zur Aufnahme der Index-Werte für Listen aufgefordert. Der Transformationsalgorithmus
sichert, dass die Tabellen mindestens der dritten Normalform genügen. Neben der Ausgabe des DDL-
Scripts kann der Anwender zwischen der Erstellung einer neuen und der Nutzung einer fremden, bereits
bestehenden Microsoft Access-Datenbank wählen, in der die Tabellen direkt angelegt werden.
Bei Auswahl von Microsoft Access als Generierungsziel erzeugt RODOS eindeutige Indizes in der als Super
surrogate deklarierten Spalte, um die automatische Aktualisierungs- und Löschweitergabe vereinbaren
zu können.
13Top-Objekte sind Metaobjekte, die kein anderes Metaobjekt zur Beschreibung von Listen, Mengen und Tupeln in den
Slots seines Constructor-Aspekts nutzt.
14Falls dadurch Tabellennamen entstehen, die die maximale Länge lt. Spezifikation des Ziel-DBMS überschreiten, bietet
RODOS die Vergabe alternativer Namen an.
15Die Schlüsselintegrität ist Bestandteil der relationalen Invarianten und somit für RDBMS typisch.
16Quelle: [82, Seite 122]
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Abbildung 3.11: Generierung der Schemadefinition in RODOS
3.5.5 Transformation ins objektorientierte Datenmodell
Die Strukturbeschreibung durch Metaobjekte bildet nach Abb. 3.8 eine Obermenge objektorientierter Da-
tenmodelle. Für ein konkretes OODBMS sind vom jeweiligen Schemagenerator Objekttransformationen
auszuführen, die komplexe Strukturen bis zum Niveau der datenmodellspezifischen Primitive zerlegen.
Beispiel 7 (Transformation von Metaobjekten in den ODMG-93-Standard) Die Konstrukti-
onsprimitive des Metamodells sind in strukturierte Objekte dieses Datenmodells zu transformieren [27].
Collection Subtype Metamodell Duplikate
Set <T> ungeordnete Extensionsmenge des Primitivs Set nein
Bag <T> ungeordnete Extensionsmenge des Primitivs Set ja
List <T> geordnete Extensionsmenge des Primitivs List ja
Array <T> geordnete Extensionsmenge des Primitivs List ja
Structure Extensionsmenge des Primitivs Tuple komponentenabhängig
Die unterschiedliche Behandlung von Duplikaten in den durch Set bzw. Bag beschriebenen Mengen erfor-
dert jeweils spezifische Implementierungen der induzierten Funktionen für Mengen (s. Abschnitt 3.7.2).
Entsprechendes gilt für List und Array: während die induzierte Operation ∩ (s. Abschnitt 3.7.3) zur
physischen Entfernung von Listenelementen und damit zur Änderung des Indexwertes der den gelösch-
ten folgenden Elementen führt, ändert deren Implementation in einem Array die Elementanzahl nicht,
sondern trägt in den gelöschten Positionen den Wert nil ein.
Beispiel 8 (Transformation von Metaobjekten in die ODL)
Die Metaobjekte aus Beispiel 6 sind in dieses Format zu übersetzen.
interface m3 { abgeleitet aus dem Metaobjekt m3
extents m3_data; Name der Extensionsmenge (vgl. Definition 36)
relationship list<m1> rel_name1 abgeleitet aus dem Metaobjekt m2
inverse m1::rel_name2; inverse Relation
attribute boolean m1; abgeleitet aus dem Metaobjekt m1
}
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Beispiel 9 (Transformation von Metaobjekten in Caché)
Die Metaobjekte aus Beispiel 6 sind in dieses Format zu übersetzen.
Die Transformation des Metamodells ins objektorientierte Datenmodell wurde exemplarisch für das Sys-
tem Caché implementiert [95]. Dazu formt ein in Microsoft Access realisiertes Werkzeug die Metaobjekte
unter Berücksichtigung ihrer Konstruktionsprimitive in Definitionen persistenter Klassen um und expor-
tiert diese in ein XML-File, das von Caché gelesen und zum Schemaaufbau genutzt wird. Im Gegensatz
zur Transformation für RDBMS bleibt hierbei die hierarchische Struktur der Objekte erhalten. Der fol-
gende Ausschnitt aus dem generierten XML-File illustriert dies für ausgewählte Metaobjekte, die sich aus
der Syntax von CLINT++ ableiten:
Metaobjekt
databasefile
Constructor
Tuple, databasename, databasedef
Übersetzung eines Tupels:
Die Namen der Bestandteile in den
Slots 2 . . . n werden zu Properties der
übergeordneten Klasse.
generierte Klassendefinition
<?xml version="1.0" encoding="UTF-8" ?>
<Export generator="Cache">
<Class name="databasefile">
<Super>%Persistent,%XML.Adaptor</Super>
<SqlTableName>database_file</SqlTableName>
<ProcedureBlock>1</ProcedureBlock>
<Property name="databasename">
<Type>databasename</Type>
</Property>
<Property name="databasedef">
<Type>databasedef</Type>
</Property>
</Class>
database_name
Constructor
Scalar, TEXT, 8
Übersetzung eines Skalars:
Es entsteht eine Klassendefinition, die
den Typ und die statisch prüfbaren In-
tegritätsbedingungen beschreibt. Skala-
re nutzen die originären Datentypen des
Ziel-DBMS.
<Class name="databasename">
<Super>%Persistent,%XML.Adaptor</Super>
<SqlTableName>database_name</SqlTableName>
<ProcedureBlock>1</ProcedureBlock>
<Property name="databasename">
<Type>%String</Type>
<Parameter name="PATTERN" value=".8E" />
</Property>
</Class>
code
Constructor
List, Line_of_text
Lineoftext
Constructor
Scalar, TEXT, 255
Übersetzung von Listen und Mengen:
Die Beschreibung der Elemente bildet
eine eigene Klasse, die in der überge-
ordneten Objektdefinition als Property
auftritt.
<Class name="code">
<Super>%Persistent,%XML.Adaptor</Super>
<ProcedureBlock>1</ProcedureBlock>
<Property name="Lineoftext">
<Type>Lineoftext</Type>
</Property>
</Class>
<Class name="Lineoftext">
<Super>%Persistent,%XML.Adaptor</Super>
<SqlTableName>Line_of_text</SqlTableName>
<ProcedureBlock>1</ProcedureBlock>
<Property name="Lineoftext">
<Type>%String</Type>
<Parameter name="PATTERN" value=".255E" />
</Property>
</Class>
</Export>
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Die Schemadefinition ist somit sowohl für RDBMS als auch für OODBMS eine Projektion des Metamo-
dells und vermeidet dadurch Inkonsistenzen, die sich im traditionellen Ansatz nach einer Änderung der
Strukturbeschreibung von Entwurfsobjekten ergeben würden.
Beispiel 10 (Transformation von Metaobjekten in EXPRESS)
Die Metaobjekte aus Beispiel 6 sind in dieses Format zu übersetzen.
ENTITY m1; ENTITY m2; ENTITY m3;
a_m1 : BOOLEAN; a_m2 : LIST [1:?] OF m1; a_m2 : m2;
END_ENTITY; END_ENTITY; a_m1 : BOOLEAN;
Aus den Metaobjekten leiten sich direkt die Klassendefinitionen ab.
END_ENTITY;
3.5.6 Speicherung der Instanzen des Metamodells
3.5.6.1 Instanzen der Datenobjekte
Nach der Transformation der Metaobjekte in ein spezielles DBMS steht dem Anwender eine Wissensba-
sis mit allen Mechanismen der Integritätserhaltung zur Verfügung. Wurde in einem konkreten Projekt
noch keine Entscheidung über die Zielumgebung getroffen, dann kann der Systemdesigner die Features
des Metamodells auch direkt in der Entwurfsdatenbank nutzen. RODOS stellt dazu eine Tabelle zur
Speicherung der Instanzen des Metamodells zur Verfügung. Wegen der Orthogonalität der Konstrukti-
onsprimitive nach Abschnitt 3.5.1 wären 3 · 4 = 12 Detail-Tabellen erforderlich17. Um die „semantische
Redundanz“ zu reduzieren, werden Surrogate eingeführt, die jedes Datenobjekt unabhängig von seinem
Typ identifizieren. Dies ermöglicht die Zusammenfassung zu einer Tabelle:
CREATE TABLE ObjectData
(SystemVersion SINGLE NOT NULL,
ModelVersion SINGLE NOT NULL,
ModelName CHAR(30) NOT NULL,
ObjectName CHAR(30) NOT NULL,
Surrogate LONG NOT NULL,
Position LONG NOT NULL,
RefSurrogate LONG NOT NULL,
RefPosition LONG NOT NULL,
Type BYTE,
ObjectValue CHAR(255),
CONSTRAINT ObjectData1
PRIMARY KEY (SystemVersion, ModelVersion, ModelName, Surrogate),
CONSTRAINT ObjectData2
FOREIGN KEY (Systemversion, ModelVersion, ModelName, ObjectName)
REFERENCES MetaObject,
CONSTRAINT ObjectData3
FOREIGN KEY (SystemVersion, ModelVersion, ModelName, ObjectName, RefSurrogate)
REFERENCES ObjectData
(SystemVersion, ModelVersion, ModelName, ObjectName, Surrogate));
Diese Tabelle beschreibt die Instanz eines Objekts, welche im Extremfall keine Daten besitzt. Eine ECA-
Regel kann (als weiche Integritätsbedingung) fordern, dass mindestens ein Datenelement einen Wert hat.
Die Objektdaten referenzieren genau ein Metaobjekt. Da ein Objekt aus mehreren Eintragungen in obiger
Tabelle bestehen kann (z. B. bei Listen), erstreckt sich ein Surrogat ggf. über mehrere Zeilen18. Deshalb
muss die Positionsnummer Bestandteil des Primärschlüssels sein. Ein Feld dieser Tabelle verweist auf das
übergeordnete Datenobjekt.
17Denn Listen, Mengen, und Tupel benötigen Detail-Tabellen, während Skalare direkt darstellbar sind.
18Diese von der ursprünglichen Semantik des Surrogats abweichende Regelung ist der Speicherung im relationalen Modell
geschuldet.
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Integrität (Constraints für den Datenspeicher in Abhängigkeit vom Objekttyp)
ν(ι(primitive)) Integritätsbedingungen
Scalar @ Position: ν(ι(Position)) > 1
∀ RefPosition: ν(ι(RefPosition)) = 1
Position = RefPosition ∧
Surrogate = RefSurrogate
Position 6= RefPosition ∧
Surrogate 6= RefSurrogate
}
falls Skalar autonom auftritt oder}
falls Skalar Bestandteil eines
komplexen Objekts ist
κ(ν(data)) = 2
ϕ(ν(ι(primitive)), 1)
ϕ(ν(ι(primitive)), 2)
ϕ(ν(ι(primitive)), 2)
dabei liefert
den Datentyp
den Wert
}
des Skalars
= ⊥ falls Null-Wert lt. Metamodell zulässig ist
List @ Position: ν(ι(Position)) > 1
Position = RefPosition ∧
Surrogate = RefSurrogate
Position 6= RefPosition ∧
Surrogate 6= RefSurrogate
}
falls Liste autonom auftritt oder}
falls Liste Bestandteil eines
komplexen Objekts ist
ν(ι(data)) = ⊥ Listenelemente werden durch andere Metaobjekte bereitgestellt
κ(ν(OID)) > 0 falls leere Liste als weiches Constraint ausgeschlossen wird
Set @ Position: ν(ι(Position)) > 1
Position = RefPosition ∧
Surrogate = RefSurrogate
Position 6= RefPosition ∧
Surrogate 6= RefSurrogate
}
falls Menge autonom auftritt oder}
falls Menge Bestandteil eines
komplexen Objekts ist
ν(ι(data)) = ⊥ Mengenelemente werden durch andere Metaobjekte bereitgestellt
κ(ν(OID)) > 0 falls leere Menge als weiches Constraint ausgeschlossen wird
Tuple Position = RefPosition ∧
Surrogate = RefSurrogate
Position 6= RefPosition ∧
Surrogate 6= RefSurrogate
}
falls Tupel autonom auftritt oder}
falls Tupel Bestandteil eines
komplexen Objekts ist
ν(ι(data)) = ⊥ Tupelelemente werden durch andere Metaobjekte bereitgestellt
κ(
′
η(ι(primitive))) > 0 Anzahl der Tupel-Bestandteile
∀ i ∈ {1 . . . κ( ′η(ι(data))) - 1}:
κ(ν(ι(ϕ(
′
η(OID), i)))) = κ(ν(ι(ϕ(
′
η(OID), i + 1))))
gleiche Kardinalität der Wert-Dimension in allen Tupel-Bestandteilen
• Bei Listen, Mengen und Tupeln muss ObjectValue = ⊥ gelten (denn einem dort gespeicherten Wert
würde keine Semantik entsprechen).
• Bei Skalaren darf ObjectValue = ⊥ gelten, wenn der Null-Wert dort zulässig ist.
• Wenn eine Liste keine Elemente hat, dann existiert kein Satz im Datenspeicher, dessen Felder mit
RefSurrogate und RefPosition auf den aktuellen Satz verweisen. Der Anwender kann festlegen, ob
dies erlaubt ist und ggf. per ECA-Regel die Löschung der leeren Liste veranlassen19.
• Wenn eine Menge keine Elemente hat, dann existiert kein Satz im Datenspeicher, dessen Felder
RefSurrogate und RefPosition auf den aktuellen Satz verweisen. Der Anwender kann festlegen, ob
dies erlaubt ist und ggf. per ECA-Regel die Löschung der leeren Menge veranlassen.
• Bei einem Tupel ohne Elemente sollte aus pragmatischen Gründen die Speicherung unterbleiben20.
• Referenzintegrität zwischen Surrogate/Position einerseits und RefSurrogate/RefPosition ande-
rerseits sichert (durch Aktualisierungs- und Löschweitergabe) die automatische Durchsetzung von
Änderungsoperationen (z. B. Löschen aller Elemente, falls zugehörige Liste oder Menge gelöscht wird).
19[229] beschreibt dieses Verfahren.
20Mit der angegebenen Datenstruktur ist das zwar möglich, aber aus Anwendersicht nicht sinnvoll.
62
3 Ein Metamodell für Entwurfsobjekte
Listen- und Mengenelemente sind Instanzen eines anderen Metaobjekts, welche auf das aktuelle Listen-
bzw. Mengenobjekt verweisen. Alle Eintragungen RefPosition solcher abhängigen Elemente haben den
Wert 1. Mit ihrem eigenen Positionsfeld bestimmen sie die Reihenfolge im übergeordneten Objekt. Lis-
ten stellen diesen Wert als Index zur Verfügung, bei Mengen ist er semantikfrei. Jede Eintragung in
den Tupelelementen verweist mit RefPosition auf die Positionsnummer des jeweiligen Bestandteils im
zugehörigen übergeordneten Objekt. Die Referenzintegrität zwischen Surrogat/Position einerseits und
RefSurrogat/RefPosition andererseits sichert21 die automatische Durchsetzung von Änderungsopera-
tionen (z. B. Löschen aller Elemente, falls die zugehörige Liste oder Menge gelöscht wird).
Der Zugriff zu den Objekten erfolgt durch die im Kapitel 3 beschriebenen induzierten Funktionen, so
dass dem Anwender die tatsächliche Struktur des Datenspeichers verborgen bleibt (information hiding).
Der Wechsel zwischen der Ausführung der Funktionen im Metamodell und in einer realen Datenbank ist
dadurch ohne Eingriffe in deren Aufbau möglich. Über einer solchen Struktur werden die im Kapitel 3
vorgestellten Operationen implementiert:
α Instanziieren eines Metaobjekts durch Anlegen der o. g. Struktur, die sich aus dem Metaobjekt
ergibt
τ nicht nötig, da über Differenzmenge realisierbar
Ω Bereitstellen der Extensionsmenge eines Metaobjekts durch Datenbankzugriff und Aufbau der
o. g. Struktur
Σ bei allen Primitiven: Anzahl der Elemente in Data
∪ bei Listen, Mengen und Tupeln Neuaufbau des Arrays Data
∩ Neuaufbau des Arrays Data nach hierarchisch ausgeführtem Vergleich der Mengenelemente, Aus-
wahl der Listenelemente oder Auswahl der Tupelbestandteile
Γ bei Skalaren Listen, Mengen und Mengen unveränderte Rückgabe des Arrays Data; Änderung
von Primitive in Abhängigkeit von der bisherigen Belegung dieser Eintragung
Φ für jedes Listen- oder Mengenelement wird die angegebene Funktion aufgerufen; sie erhält als
Parameter das aktuelle Element in der Liste inputs an den Positionen, die bisher ⊥ enthielten
∆ Neuaufbau des Arrays Data aus den Elementen, für die der Aufruf der angegebenen Funktion den
Wert True liefert
× Kartesisches Produkt von Mengen
\ Löschen von Mengenelementen durch Bildung der Mengendifferenz
Π Projektion von Listenelementen durch Angabe ihrer Position (numerisch) oder Projektion von
Tupel-Bestandteilen durch Angabe ihrer Namen (alphanumerisch)
I Lesen des Inhalts von Data
O Schreiben des Inhalts von Data
Tabelle 3.5: Implementierung der induzierten Funktionen in RDBMS
Die Operation CreateInstance zur Instanziierung von Metaobjekten erzeugt in ObjectData Container
zur Aufnahme der Daten, ohne diese jedoch selbst zu schreiben. Dies führt zur Frage nach dem Inhalt der
Instanz unmittelbar nach Operationsausführung; da ihr keine Werte übergeben werden, liegt es nahe, alle
Datenelemente mit Null-Werten zu belegen und die Eintragung realer Daten nachfolgenden Änderungs-
operationen zu überlassen. Die erforderlichen Insert-Statements lassen sich automatisch durch Lesen des
zugehörigen Metaobjekts erzeugen. Damit können jedoch bereits erste Integritätsbedingungen verletzt
sein, falls Felder die mandatory-Eigenschaft besitzen und dadurch Null-Werte ausgeschlossen sind. Das
Problem ist wie folgt lösbar:
• Die Operation zur Instanziierung und die Operation(en) zur Eintragung von Werten werden in einer
Transaktion zusammengefasst. Die zwischen diesen Operationen auftretende temporäre Inkonsistenz
bleibt somit anderen Nutzern verborgen. Nachteilig ist die mangelnde Universalität des Verfahrens,
da Eingriffe in die Transaktionssteuerung von den diesbezüglichen Möglichkeiten des Zielsystems
abhängen.
21bei persistenten Objekten durch Aktualisierungs- und Löschweitergabe, bei transienten durch anwendereigene Verwaltung
des Datenspeichers
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• Die Leistung von CreateInstance beschränkt sich auf die Vergabe des Objektidentifikators und
die Speicherung desselben. Es können folglich „wertlose“ Instanzen in der Wissensbasis existieren.
Dieser Ansatz erfordert zusätzliche Selektionen beim Zugriff auf die Instanzenmenge, um vollständige
Instanzen von diesen, durch ihre Objektidentifikatoren vertretenen zu unterscheiden.
• CreateInstance erzeugt prinzipiell ein transientes Objekt, das erst auf Veranlassung des Nutzers
per separater Schreiboperation in die Datenbank übernommen wird. Beim Schreiben erkennen die
Prüfregeln der Zuweisungskompatibilität, ob zwischen Erzeugung und Speicherung der Instanz alle
notwendigen Wertzuweisungen stattfanden.
Die letztgenannte Alternative kommt im Metamodell zur Anwendung, weil sie den Anspruch einer daten-
modellneutralen Darstellung am besten erfüllt. Auch Front-End-Produkte kommerzieller DBMS folgen
diesem Prinzip: ein vom Anwender in einer Bildschirmmaske erzeugtes Datenobjekt ist solange transi-
ent, bis es durch Nutzeraktivitäten mit Daten gefüllt und in die Datenbank übertragen wird (ORACLE:
explizit durch Commit; Microsoft Access: implizit beim Verlassen des Datensatzes).
3.5.6.2 Instanzen der Metaobjekte
Da das Metamodell selbst durch Metaobjekte beschreibbar ist (vgl. Abb. 3.3), könnte der im Abschnitt
3.5.6.1 vorgestellte Datenspeicher auch dessen Daten aufnehmen. Dafür spricht ein einheitliches Hand-
ling aller Informationen, dagegen jedoch die Einführung eines zusätzlichen Attributs zur Unterscheidung
zwischen Daten des Metamodells (also den Beschreibungen der Metaobjekte) und deren Instanzen.
Ein weiterer Grund motiviert letztlich die Speicherung des Metaobjekts in separaten Tabellen: ein Meta-
objekt besteht lt. Definition des Metamodells a priori nur aus seinem Namen. Alle Eigenschaften werden
durch optional verwendbare Aspekte bereitgestellt. Um die korrekte Speicherung der Instanzen überwa-
chen zu können (vgl. Constraints zum Datenspeicher im Abschnitt 3.5.6.1), bedarf es jedoch der Kenntnis
des Primitivs, welches dem Metaobjekt zugrunde liegt. Dieses kann in einem beliebigen, bzgl. des Namens
vom Anwender frei definierten Aspekt enthalten sein.
Sind die Namen von Metaobjekten innerhalb einer Version des Metamodells global eindeutig, dann ge-
nügt im Datenspeicher zur Identifikation die Nennung des Objektnamens22; den zugehörigen Typ kann
die Zugriffsfunktion GetModelSlot aus dem Metamodell ermitteln. Dieser theoretisch korrekte Ansatz
verschlechtert die Performanz des Systems, da sich die Zugriffsfunktionen zur Laufzeit die erforderlichen
Informationen immer wieder neu beschaffen müssen. Aus den genannten Gründen verwaltet RODOS
Meta- und Anwenderdaten in separaten Tabellen.
3.6 Beziehungen zwischen Metaobjekten
Mit dem im Abschnitt 3.5.1 vorgestellten Constructor-Aspekt lassen sich alle Sätze einer formalen Spra-
che, die durch Produktionen in EBNF-Notation gegeben sind, durch Metaobjekte beschreiben und damit
letztlich in einem konkreten DBMS verwalten. Für die Anwender ist jedoch eine weitere Kategorie von
Informationen wesentlich. Sie wird zunächst vereinfachend als Beziehung zwischen Metaobjekten bezeich-
net und im Abschnitt 3.6.1 präzisiert. Im Beispiel 4 betrifft dies folgende, aus der EBNF-Darstellung nicht
ableitbare Restriktionen:
i. Falls die Anzahl der Elemente part_item < 1 wird, ist part_def aus der übergeordneten Definition
der Wissensklasse zu entfernen, um bei der Codegenerierung das Schlüsselwort parts zu verhindern.
ii. Alle Kantennamen task müssen innerhalb einer Wissensklasse voneinander verschieden sein.
iii. cardinality darf nur Werte ≥ 1 annehmen.
iv. sub_class muss eine Wissensklasse der gleichen logischen Schicht in der Wissensbasis bezeichnen.
Die Gesamtheit derartiger Beziehungen zwischen Metaobjekten definiert das Regelwerk zur Erhaltung
der semantischen Integrität der Wissensbasis.
22Dabei wird vorausgesetzt, dass eine bestimmte RODOS-Systemversion sowie ein bestimmtes Metamodell zum aktuellen
Objekt erklärt wurde. Mit dieser Annahme vereinfacht sich die folgende Darstellung. In der realen Implementierung
enthalten die Selektionsbedingungen alle Felder des Primärschlüssels.
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3.6.1 Klassifikation der semantischen Integrität
3.6.1.1 Beschränkung des Wertebereichs
Die Menge aller Belegungsmöglichkeiten aller Objekte der Datenbank wird in der Literatur auch als deren
Interpretation bezeichnet. Bei RDBMS sind das alle Felder aller Tabellen, bei OODBMS alle Instanzen
aller Objektdefinitionen. Über der Schemadefinition der Datenbank spannt sich somit ein stets endlicher,
n-dimensionaler Zustandsraum auf:
• Die Endlichkeit der Dimension folgt aus der Endlichkeit der Anzahl der Elemente des Datenbank-
schemas.
• Die Endlichkeit des Zustandsraums folgt aus der Endlichkeit der Menge von Belegungen, die ein
Element des Datenbankschemas annehmen kann.
• Die Anzahl der primitiven Datentypen eines DBMS ist endlich, die Anzahl ihrer Kombinationen23
jedoch unendlich24.
Die Auswahl eines Datentyps im Slot des Constructor-Aspekts induziert somit stets einen Wertebereich,
d. h. eine endliche Menge von Bitmustern als Belegungen des zugehörigen Objekts, z. B.
• Eine Zeichenkette der Länge n (n ∈ N, n > 0) kann 2 8n voneinander verschiedene Belegungen anneh-
men, wenn zur Codierung eines Zeichens 8 Bit zur Verfügung stehen.
• Der Datentyp INTEGER besitzt bei 16 Bit Wortbreite den Wertebereich −32768 ≤ x ≤ 32767; seine
Menge gültiger Belegungen enthält 65536 Elemente.
Diese Betrachtungen gelten auch für reelle Zahlen, die lt. mathematischer Definition dicht25 liegen. Für
die computerinterne Darstellung reeller Zahlen gilt dies wegen der endlichen Anzahl von Bits zur Reprä-
sentation des Codeworts nicht. Folglich besitzt auch der Typ REAL eine endliche Anzahl von Belegungen.
Oftmals ist jedoch für die konkrete Anwendung nur eine echte Teilmenge dieser Belegungen zulässig
(z. B. Bedingung iii im Abschnitt 3.6). Bei Datentypen mit totaler Ordnung ist das Gültigkeitsinter-
vall durch Ungleichungen beschreibbar, bei Datentypen ohne Ordnung der Elemente (z. B. enum in der
Sprache C) durch Angabe von Teilmengen. RDBMSs fassen derartige Regeln mit dem Begriff der Domä-
nenintegrität zusammen.
Im Metamodell wird das Element ⊥ per Definition zu jedem Wertebereich hinzugefügt, d. h. a priori darf
der Wert des so gekennzeichneten Datenobjekts fehlen. Die Forderung nach obligatorischer Eingabe eines
Wertes ist gleichbedeutend mit dem Ausschluss der Belegung ⊥ und demzufolge eine Beschränkung des
Wertebereichs.
Definition 35 (Konsistenzregel) Sei S die Menge der Belegungen26 eines Objekts, dann ist R eine
Konsistenzregel↔ wenn R eine surjektive Funktion mit type(R) = Boolean ist, die allen s ∈ S entweder
die Eigenschaft s ∈ A oder s ∈ B zuordnet. Es ist A∪B = S und A∩B = ∅, d. h. das Ergebnis von R ist
eine Aussage darüber, ob ein Element der Zustandsmenge der Menge der zulässigen (A) oder der Menge
der unzulässigen Belegungen (B) angehört27.
Dies führt zu folgenden Axiomen:
• Werden infolge von B = ∅ keine Elemente des Zustandsraums ausgeschlossen, dann kann die Regel
R entfallen.
• In den folgenden Sätzen bezeichnet die Schreibweise R(S) die Menge der von der Regel R beschrie-
benen zulässigen Elemente der Zustandsmenge.
• Gilt R(S) = ∅, dann lässt die Regel keine zulässige Belegung zu, sie sind damit ungeeignet zum
Aufbau der Wissensbasis.
23Der Begriff bezieht sich hier nicht auf die Definition in der Kombinatorik, sondern beschreibt alle Zusammensetzungen
von Datenobjekten mit primitiven Typen im Datenbankschema mittels Constructor-Aspekt.
24praktisch begrenzt durch die Kapazität des Sekundärspeichers
25Denn für zwei Zahlen a,b ∈ P mit a < b findet sich stets eine Zahl x = a+b2 mit a < x < b.
26Im Bereich der embedded systems ist dafür der Zustandsbegriff gebräuchlich.
27graphische Darstellung: Eine Regel R zerlegt den Zustandsraum in die disjunkten Teilräume A und B.
65
3 Ein Metamodell für Entwurfsobjekte
• Gilt ⋂iRi = ∅, dann lassen die Regeln keine zulässige Belegung zu; ihr Zusammenwirken ist damit
ungeeignet zum Aufbau der Wissensbasis.
• Ist R1(S) ⊆ R2(S), dann kann R1 aus der Regelbasis entfernt werden, da die Menge zulässiger
Elemente vollständig von R2 produziert wird.
• Ist R1(S) ⊇ R2(S) dann kann R2 aus der Regelbasis entfernt werden, da die Menge zulässiger
Elemente vollständig von R1 produziert wird.
Wegen der großen Kardinalität der Zustandsmenge S erfolgen Zustandsbeschreibungen meist nicht enu-
merativ sondern über Prädikate. Letztere sind im Sinne des Metamodells Funktionen, die auf die Menge
der Belegungen anwendbar sind und die Elemente mittels Boolescher Werte klassifizieren. Die Konsistenz-
regel in Definition 35 ist ebenfalls ein Prädikat.
Die Überwachung der Beschränkung des Wertebereichs ist Bestandteil der logischen Integritätssicherung
von DBMS. Zur Definition solcher Beschränkungen stehen in SQL feldbezogene Constraints zur Verfü-
gung. Die Angabe NOT NULL schließt in RDBMS das Element ⊥ aus, in OODBMS übernimmt die Angabe
von Required28 in der Attributdefinition diese Aufgabe.
3.6.1.2 Primärschlüssel
Abschnitt 3.6.1.1 betrachtete den Wertebereich genau eines (skalaren) Attributs mit seinen möglichen
Beschränkungen. Der Wertebereich des Datentyps bildet dort selbst das Identifikationsmittel, und auf
Grund der Endlichkeit der Menge der Belegungen existiert das Problem von Duplikaten nicht.
Sobald ein komplexes Datenobjekt mehr als ein Attribut enthält, spannt sich ein Zustandsraum auf, dessen
Kardinalität gleich dem Kreuzprodukt der Belegungsmöglichkeiten aller Attribute ist. Daraus folgt die
Frage nach der Zulässigkeit identischer Belegungen in einer Teilmenge der betrachteten Attribute. Sie ist
zu verneinen, wenn die Attributkombination eine Instanz des Datenobjekts eindeutig kennzeichnen soll.
Definition 36 (Extensionsmenge) Die Extensionsmenge eines Objekttyps T ist gleich der Menge der
im DBMS vorliegenden Belegungen. Deren Elemente haben den Typ P(T ). Es sei Ω(T ) eine Funktion,
die die Extensionsmenge eines Objekts bildet. In RDBMS besteht sie aus den Tupeln einer Tabelle, in
OODBMS aus den Instanzen eines Objekttyps.
Die Elemente der Extensionsmenge müssen unterscheidbar gemäß Cantor’scher Mengendefinition sein.
Instanzen von Skalaren sind auf Grund der Endlichkeit der Belegungsmenge (s. oben) stets voneinan-
der verschieden. In Listen dürfen Duplikate auftreten, da deren Elemente über die Position (Listenindex)
identifiziert werden. Bei Mengen besteht die Forderung nach Eindeutigkeit der Elemente a priori. Die Fra-
ge nach Duplikaten stellt sich in der Extensionsmenge von Tupeln. Dort muss eine Attributkombination
existieren, deren Belegung in der Extensionsmenge höchstens einmal auftritt.
Definition 37 (Schlüsselkandidat) Ein Attribut A bzw. eine Attributkombination a1, a2, . . . , an eines
Objekttyps T ist Schlüsselkandidat ↔ ∀si ∈ Π(Ω(T ),A) : @sj : si = sj ∧ i 6= j
Genau ein Schlüsselkandidat bildet den Primärschlüssel (intra-relationale Integrität). Die Implementie-
rung der Unterscheidbarkeit nach Definition 37 für die Elemente (Instanzen) eine Typs T mit ai ∈ Ω(T )
über die Eigenschaft ∀ai: @aj mit ai = aj ∧ i 6= j würde einen Index als Identifikationsmittel der Objekte
voraussetzen. Beim systematischen Aufbau der Objekte der Wissensbasis aus Metaobjekten ist ein solches
Identifikationsmittel nicht gegeben. Der Abschnitt 3.10.1.2 gibt eine formale Definition der Eindeutigkeit,
die ohne dieses Hilfsmittel auskommt und von ECA-Regeln überwacht werden kann, um integritätsver-
letzende Änderungen zurückzuweisen.
Diese Form ist jedoch aufwändiger, da sie wesentlich mehr Datenbankzugriffe erfordert. Deshalb kommt
nur im Metamodell der theoretische, aus dem Kreuzprodukt der Wertebereiche gebildete Raum zur Iden-
tifikation aller Objekte zur Anwendung, während die Generatoren bei der Schemagenerierung für RDBMS
den Relationen Attribute zur Aufnahme von Surrogaten hinzufügen. Diese Attribute liegen innerhalb (bei
RDBMS) oder außerhalb (bei OODBMS) des Einflussbereichs von DML.
28gilt für DBMS Caché
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Die Einhaltung der Bedingung aus Definition 37 obliegt als eine Form der logischen Integritätserhaltung
dem DBMS und ist ebenfalls als Beschränkung des Zustandsraumes interpretierbar. Sie ist effektiver und
sicherer29 als die Anwendung von ECA-Regeln. Der SQL-Standard sieht das Schlüsselwort UNIQUE zur
Beschreibung dieser Form der Integrität vor.
Bei Übersetzung des Metamodells in ein RDBMS besteht ein Isomorphismus zwischen dem Wert des
Primärschlüssels und dem Surrogatwert des adressierten Objekts. Daher kann das System eine Funktion
bereitstellen, die zu einer Instanz den Surrogatwert bzw. zu einem Surrogatwert die Daten der Instanz
liefert. Einige DBMS vermögen eine solche Funktion direkt in die DML30 zu übersetzen. Sie ist zur
Schlüssel-Eindeutigkeitsprüfung verwendbar31: sobald Object2Surrogat mehr als einen Wert liefert, ent-
hält der vermeintliche Schlüssel ein Duplikat. Bei Schlüsseln, die aus mehreren Attributen bestehen, wird
der zulässige Wertebereich durch das Kreuzprodukt der Wertemengen der einzelnen Attribute aufge-
spannt. Typisches Beispiel hierfür ist die Bedingung ii im Abschnitt 3.6. Die nachfolgenden Aussagen zur
Normalisierung von Metaobjekten während der Transformation ins relationale Datenmodell stützten sich
auf die
Definition 38 (Identifikationsschlüssel32) Der Identifikationsschlüssel ist ein Attribut oder eine At-
tributskombination, so dass gilt: Jedes Attribut einer Relation ist vom Identifikationsschlüssel funktional
abhängig, und kein Attribut aus dem Identifikationsschlüssel ist von den übrigen Attributen des Identifi-
kationsschlüssels funktional abhängig.
3.6.1.3 Fremdschlüssel
Ein Fremdschlüssel ist ein Attributwert bzw. eine Attributwertkombination, die im betrachteten Daten-
objekt gespeichert wird und in einem anderen Datenobjekt als Wert eines eindeutigen Schlüssels auftritt
(meist Primärschlüssel). Der Fremdschlüssel ist als Verweis auf ein anderes Datenobjekt interpretierbar,
die zugehörige referentielle Integrität fordert die Existenz des so bezeichneten Datenobjekts mit den in der
Beziehung spezifizierten Eigenschaften. Der in RDBMS gepflegte Fremdschlüssel ist somit ein Spezialfall
der referentiellen Integrität, bei dem vom referenzierten Objekt nur dessen Existenz relevant ist.
Definition 39 (Fremdschlüssel) Ein Attribut A bzw. eine Attributkombination a1, a2, . . . , an eines Ob-
jekttyps T 1 ist Fremdschlüssel ↔ ∀ai ∈ Π(Ω(T 1),A) : ∃aj ∈ Π(Ω(T 2),B) ∧ ai = aj
Häufig ist T 1 6= T 2, Jedoch ist dies nicht zwingend, denn z. B. bei der Speicherung hierarchischer Struktu-
ren in RDBMS sind Referenzen auf andere Tupel der eigenen Tabelle durchaus üblich. Aus pragmatischen
Gründen (u. a. wegen der Durchsetzbarkeit kaskadierender Operationen) wird mit
∀ai ∈ Π(Ω(T 2),B) : @aj ∈ Π(Ω(T 2),B) : ai = aj ∧ i 6= j
zusätzlich die Eindeutigkeit der Werte in der referenzierten Attributkombination gefordert. Sie kann
mittels Primärschlüssel oder eindeutigem Index hergestellt werden. Eine typische Forderung dieser Art
ist Bedingung iv im Abschnitt 3.6.
Die vorgestellten Kategorien der Integrität erlangen in RDBMS zentrale Bedeutung; in OODBMS sind
sie inhärent durch deren Strukturteil gegeben. Dennoch existieren allgemeine Integritätsbedingungen, die
nicht auf Mechanismen der logischen Integrität zurückgeführt werden können und daher der expliziten
Beschreibung bedürfen.
3.6.1.4 Zustandsübergänge
Bisher wurden Teilmengen der Menge möglicher Belegungen eines Datenobjekts betrachtet. Eine weitere
für eingebettete Systeme notwendige, aber von konventionellen DBMS nicht ausreichend unterstützte
Form der Integritätsbedingung ist die Beschreibung zulässiger bzw. verbotener Zustandsübergänge.
29Denn die Überwachung der Schlüsselintegrität ist Bestandteil des DBMS und erfordert keine zusätzlichen Zugriffe zur
Wissensbasis.
30ORACLE verwaltet in jeder Tabelle eine Pseudospalte mit dem Namen ROWID, welche eine Zeile innerhalb der Tabelle
eindeutig identifiziert (jedoch nicht datenbankweit eindeutig).
31Diese theoretische Möglichkeit wird in realen DBMS nicht genutzt, weil die Mechanismen der logischen Integrität die
Eindeutigkeitsprüfung zeitlich effizienter lösen.
32Quelle: [187, Seite 76]
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Beispiel 11 (Prozessbeschreibung) Eine mittels Zustandsautomaten beschriebene Komponente ist
zwecks Wiederverwendung ins Metamodell zu übernehmen.
"!
# 
"!
# 
"!
# 
active
waiting
non
existent
6
?ﬀ
-
from to valid
non-existent non-existent false
non-existent waiting true
non-existent active false
waiting non-existent false
waiting waiting false
waiting active true
active non-existent true
active waiting true
active active false
Das Verhalten einer Systemkomponente ist verallgemeinernd
mit einem Zustandsdiagramm nach Abb. 3.12 darstellbar.
Werden die Zustände mit einem Aufzähltyp33 beschrieben,
dann sind zwar alle möglichen Belegungen zulässig, jedoch nicht
alle Zustandsübergänge (vgl. Pfeile in Abb. 3.12).
Besitzt ein System n Zustände, so existieren n2 Zustandsüber-
gänge. Nebenstehendes Tupel-Metaobjekt mit genau dieser
Anzahl von Einträgen beschreibt die Gültigkeit der Zustands-
übergänge. Die zugehörige Integritätsregel ermittelt durch
Projektion mit dem alten und neuen Zustand die Zulässigkeit
des Zustandsübergangs, indem der Wert von valid über
Ausführung oder Abbruch der zustandsändernden Transaktion
entscheidet.
Π(∆(&&(==(Π(states, from), I(old_state)),
==(Π(states, to), I(new_state))),
Ω(state_changes)), valid)
Die Anzahl der nacheinander zu überwachenden Zustände be-
stimmt die Anzahl der Spalten im Tupel. Update-Operationen
in diesem Datenobjekt ändern die Zulässigkeit der Zustands-
übergänge zur Laufzeit. Beispiele zur Implementierung dieser
Form von Integritätsregeln durch ECA-Regeln enthält der
Abschnitt 3.10.1.8.
Abbildung 3.12: Zustandsübergänge
3.6.1.5 Nutzerdefinierte Integritätsbedingungen
Die bisher vorgestellten Integritätsbedingungen sind Spezialfälle von Zustandsbeschreibungen, deren Be-
handlung durch Mechanismen der logischen Integrität des DBMS erfolgt (Abschnitte 3.6.1.1 bis 3.6.1.3)
oder auf diese zurückführbar ist (Abschnitt 3.6.1.4).
Der allgemeine Fall besteht in der Beschreibung von Integritätsbedingungen durch Prädikate, die Zu-
standsmengen definieren. Ferner wurde bisher unterstellt, dass alle integritätsgefährdenden Operationen
von DBMS erkannt und zurückgewiesen werden. Im Gegensatz dazu erfordert die Bedingung i im Ab-
schnitt 3.6 schreibende Zugriffe zur Datenbasis, um deren Integrität wieder herzustellen. Die Löschung
eines part_item im Beispiel 4 ist prinzipiell immer zulässig, jedoch ist an den Zustandsübergang34∑
i
part_def_item = 1 =⇒
∑
i
part_def_item = 0
als zusätzliche Aktion die Löschung der Liste part_def_item gebunden. Allgemeine, nicht auf Mechanis-
men der logischen Integrität abbildbaren Forderungen behandelt der Abschnitt 3.6.2.
3.6.1.6 Werkzeugspezifische Integritätsbedingungen
Neben Konsistenzbedingungen, die prinzipiell in der Wissensbasis eingehalten werden müssen, bestehen
auch solche, die nur zur Anfragezeit bestimmter Tools gelten (weiche Integrität). Typische Beispiele hier-
für sind Forderungen nach syntaktischer Korrektheit einer Projektion des Metamodells beim Aufruf von
Compilern, nach Vollständigkeit und Deadlock-Freiheit von Task-Graphen beim Aufruf von Simulatoren
oder Einhaltung eines VHDL-Subsets beim Aufruf von Synthese-Tools.
33Falls das Ziel-DBMS einen solchen Datentyp nicht anbietet, dann kommt INTEGER mit Beschränkung des zulässigen
Wertebereichs auf die Anzahl der Zustände zum Einsatz.
34Die mit Σ bezeichnete Operation liefert die Anzahl der Listenelemente. Sie wird im Abschnitt 3.7.3.1 formal definiert.
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Um derartige Prüfungen werkzeugspezifisch ausführen zu können, definiert der Wissensingenieur Sichten
auf den Datenbestand, die die für jedes Tool benötigten Daten zusammenfassen. Da Views bzgl. der
Ereigniserkennung wie reale Datenobjekte behandelt werden, tritt beim Lesen derselben das ON-SELECT-
Ereignis ein. Dessen Behandlung besteht aus Funktionen, die die o. g. Prüfungen ausführen. Die Hand-
habung von Sichten im Metamodell behandelt der Abschnitt 3.10.3.2.
3.6.1.7 Zeitbehaftete Integritätsbedingungen
Zustände und Zustandsänderungen wurden bisher ohne Berücksichtigung zeitlicher Aspekte betrachtet.
Für die Verhaltensbeschreibung reaktiver Systeme ist dies jedoch essentiell35. Dabei spielt nicht die reale,
von der Systemuhr des HOST-Systems bereitgestellte Zeit eine Rolle, sondern eine vom Anwender verwal-
tete Modellzeit. Für die Zustandsbeschreibung muss demnach entscheidbar sein, ob ein Zustandsübergang
innerhalb eines definierten Intervalls eintritt [5]. Um einheitliche Formalismen für alle Kategorien von In-
tegritätsbedingungen verwenden zu können, wird das Zeitverhalten ebenfalls auf Zustandsbeschreibungen
zurückgeführt. Der Vergleich mit einem Zeitwert ist somit ein Zugriff auf den Zustand der Modelluhr.
Die (diskrete) Modelluhr ist ein Datenobjekt vom Typ NATURAL. Der Wertebereich dieses Datenobjekts
definiert den Wertebereich der Modelluhr. Ein Metaobjekt mit Function-Aspekt prüft an Hand der Mo-
delluhr, ob der Zustandsübergang zu einem bestimmten Zeitpunkt oder in einem Intervall stattfinden
darf / muss / nicht darf.
Zustandsänderungen in der Datenbank verursachen Ereignisse. Instanzen des jeweiligen Ereignistyps wer-
den in einer Ereigniswarteschlange verwaltet und erhalten einen Zeitstempel (= aktueller Wert der Mo-
delluhr bei Eintritt des Ereignisses). Intervalle sind aus der Differenz der Ereigniszeitpunkte zweier Er-
eignisinstanzen berechenbar. Aus den primitiven Ereignissen lassen sich komplexe Ereignisse gemäß einer
Ereignisalgebra konstruieren, die zeitbehaftete Integritätsbedingungen überwachen. Deren formale Basis
definieren Allen und Ferguson:36
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Abbildung 3.13: Axiome zu zeitlichen Perioden
Die Definition stützt sich auf die Relation Meets, in der sich zwei Perioden befinden, wenn sie genau einen
gemeinsamen Punkt auf der Zeitachse besitzen, also einander nicht überlappen.
Jede Periode besitzt einen Vorgänger und einen Nachfolger.
∀i. ∃ j, k. Meets(j, i) ∧Meets(i, k). (3.1)
35z. B. zur Prüfung der Erfüllbarkeit von Echtzeit-Anforderungen, zur Spezifikation von Maßnahmen für time out usw.
36Quelle: [6, Seite 9, Figure 3: The axiomatization of time periods]
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Für zwei zueinander in Meets-Relation stehende Perioden existiert eine weitere Periode, die deren Kon-
katenation verkörpert.
∀i, j, k, l. Meets(i, j) ∧Meets(j, k) ∧Meets(k, l) ⊃ ∃m.Meets(i,m) ∧Meets(m, l). (3.2)
Identische Perioden bilden Äquivalenzklassen.
∀i, j, k, l. Meets(i, j) ∧Meets(i, k) ∧Meets(l, j) ⊃Meets(l, k). (3.3)
Äquivalenzklassen definieren die Perioden eindeutig.
∀i, j, k, l. Meets(k, i) ∧Meets(k, j) ∧Meets(i, l) ∧Meets(j, l) ⊃ i = j. (3.4)
Die Lage des gemeinsamen Punkts zweier Perioden ist Grundlage der Definition einer Ordnungsrelation.
Darin bezeichnet ⊗ das exklusive ODER.
∀i, j, k, l. (Meets(i, j) ∧Meets(k, l)) ⊃Meets(i, l)⊗ (∃m.Meets(k,m) ∧Meets(m, j))⊗ (3.5)
(∃m.Meets(i,m) ∨Meets(m, l)).
Die zeitliche Reihenfolge des Auftretens zeitlich begrenzter Perioden beschreibt die Relation Before.
Before(i, j) ≡ ∃m.Meets(i,m) ∧Meets(m, j).
Auf dieser Grundlage ergeben sich weitere fundamentale Relationen zwischen Perioden.
Meets(i, j) i : j
Before(i, j) i ≺ j Before(i, j) ∨Meets(i, j) i ≺: j
During(i, j) i @ j During(i, j) ∨ i = j i v j
Die Definition elementarer und komplexer Ereignisse im Metamodell stellt eine Implementierung dieser
Relationen37 dar (vgl. Abschnitt 3.10.6).
Relation Inverse
Before(i, j) After(j, i)
Meets(i, j) MetBy(j, i)
Overlaps(i, j) OverlappedBy(j, i)
Starts(i, j) StartedBy(j, i)
During(i, j) Contains(j, i)
Finishes(i, j) FinishedBy(j, i)
i j- -ﬀ ﬀ
-
-
-
-ﬀ
ﬀ
ﬀ
ﬀ
-ﬀ
Abbildung 3.14: Mögliche Relationen zwischen zeitlichen Intervallen
3.6.2 Universelle Beschreibung der semantischen Integrität
Alle im Abschnitt 3.6.1 klassifizierten Integritätsbedingungen der Wissensbasis sind Beschränkungen ihres
Zustandsraumes bzw. der Menge der Transitionen zwischen Punkten dieses Raumes. Eine Beschreibung
auf dem Niveau der Zustandsmaschine ist somit formal vollständig, korrekt und übersetzbar in die DDL
bzw. DML des Ziel-DBMS. In speziellen Fällen erweist sich dies als zu umständlich, wie das Beispiel des
Primärschlüssels zeigt. Es würde die Performance des Entwurfssystems unverhältnismäßig verschlechtern,
wenn jede Wertänderung einer Tabelle mit ECA-Regeln überwacht wird. Die DDL von RDBMS bietet
mit der Definition von PRIMARY KEY ein Schlüsselwort, das diese Prüfung effizient veranlasst.
37Quelle: [6, Seite 11, Figure 4: The possible relations between time periods (equality not shown)]
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Primär- und Fremdschlüssel sind Einrichtungen zur Sicherung der logischen Integrität in RDBMS. Das
Metamodell muss Integritätsbedingungen daher so beschreiben, dass Generatoren bei deren Transfor-
mation stets die Mechanismen der logischen Integrität gegenüber den nutzerspezifischen ECA-Regeln
bevorzugen, da die DBMS-eigenen Verfahren meist schneller und sicherer arbeiten.
Integritätsbedingungen können direkt an ein Datenobjekt gebunden sein (Abschnitt 3.6.1.1) oder Be-
ziehungen zwischen Datenobjekten etablieren (Abschnitt 3.6.1.3). Da reale DBMS auf Grund der zu-
grunde liegenden Datenmodelle über unterschiedliche Fähigkeiten zur Definition und Durchsetzung von
allgemeinen Integritätsbedingungen verfügen (Abschnitt 3.6.1.5), soll das Metamodell dem Anwender
die Beschreibung der semantischen Integrität auf abstraktem, vom Datenmodell unabhängigen Niveau
ermöglichen. Dafür bieten sich zwei Wege an:
i. Jedem Metaobjekt, das von Beschränkungen des Zustandsraumes betroffen ist, wird eine Integri-
tätsregel zugeordnet.
ii. Das Metamodell verwaltet die Integritätsregeln als separate Objekte.
Der Vorteil von i besteht in der direkten Bindung der Regel an das Datenobjekt, so dass Löschungen
bzw. Umbenennungen von Metaobjekten keine separaten Operationen für Regeln erfordern.
Problematisch ist dieser Ansatz bei Integritätsbedingungen, die Beziehungen etablieren, weil ein zweites
Metaobjekt in die Beschreibung des ersten aufgenommen werden müsste. Diesen Nachteil vermeidet ii,
jedoch ergibt sich daraus ein Integritätsproblem zwischen den Metaobjekten und den Regeln, die zur
Erhaltung ihrer Integrität definiert werden (Abb. 3.15).
Wegen seiner Universalität wird der Ansatz ii weiter verfolgt. Regelobjekte sollen demnach wie Daten-
objekte im Metamodell beschreibbar sein und die automatische Überwachung der Integrität gestatten.
Während Datenobjekte mit Generatoren aus den Metaobjekten ableitbar sind (vgl. Abschnitte 3.5.4 und
3.5.5), muss für Regelobjekte eine geeignete Notation gefunden werden.
rule_object
Constructor
List, connection
connection
Constructor
Reference, data_object
pppppppp
pppppppp
p p p p p p p p p p p p p p p p p p p p p p p p p p p p p p p p p p pListe derBeziehungen Typ der Listen-elementepppp
pppppppp
q q
data_object data_object
general_relationship
Constructor
Tuple, relation_name, inputs, outputs, instructions, transformations
Sie soll:
• im Metamodell darstellbar sein
• implementierungsneutral und erweiterbar
sein
• automatisch verifizierbar sein
• in RDBMS und OODBMS transformierbar
sein
Abbildung 3.15: Integrität zwischen Daten- und Regelobjekten
Regelobjekte sind n-stellige Relationen, die semantische Beziehungen zwischen Metaobjekten beschreiben.
Aus relation_name leiten Generatoren die Art der Beziehung ab. Die Elemente der Listen inputs
und outputs referenzieren die zueinander in Beziehung stehenden Metaobjekte und legen die Richtung
der Beziehung fest. Zusätzliche ECA-Regeln definieren typabhängige Beschränkungen. Spezialfälle von
Relationen sind Funktionen.
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3.6.2.1 Definition von Funktionsobjekten
Operationen auf Datenobjekten beschreibt das Metamodell in Analogie zu funktionalen Sprachen voll-
ständig durch Funktionen. Hierzu tritt das Funktionsobjekt als neue Kategorie gleichberechtigt neben
den bisher vorgestellten strukturbeschreibenden Metaobjekten auf, das zu seiner Kennzeichnung einen
Aspekt mit dem Namen Function führt. Die Semantik der Slots entspricht der der Metaobjekte vom Typ
Constructor. Über Funktionsobjekte sei folgendes postuliert:
• Ein Operator ist eine Funktion.
• Jede Funktion besitzt einen innerhalb des Metamodells eindeutigen Namen.
• Jede Funktion besitzt eine Liste, deren Elemente die Eingangsoperanden beschreiben. Die Anzahl
der Listenelemente ist gleich der Anzahl zu übergebender Metaobjekte. Sie kann funktionsspezifisch
limitiert sein.
• Jede Funktion besitzt eine Liste, deren Elemente die Ausgangsoperanden beschreiben. Die Anzahl
der Listenelemente ist häufig auf 1 beschränkt. In diesem Fall legt es den Typ des Ergebnisobjekts38
fest.
• Jedes Element dieser Liste ist ein Metaobjekt mit einem der Aspekte Constructor oder Function.
• Jede Funktion besitzt eine Menge von Transformationsvorschriften für Zielsysteme. Elemente die-
ser Menge sind Instruktionsfolgen für Generatoren. Diese erzeugen u. a. das Operatorsymbol39 der
Zielsprache. Die Elemente der dritten Liste sind Statements in der Zielsprache des DBMS, die die
Semantik der Funktion implementieren.
• Funktionen erhalten als Parameter Instanzen anderer Metaobjekte, also wiederum Funktionen oder
Instanzen von Wissensklassen.
• Jedes Element der Menge akzeptabler Objekttypen ist eine Referenz auf Typen anderer Objekte.
• Die Prüfung der Referenz erfordert den Zugriff auf Aspekte des referenzierten Objekts. Das Metamo-
dell realisiert dies durch Projektion der Aspekte über der Extensionsmenge aller Metaobjekte.
• Die Prüfung der Integrität von Funktionsobjekten besteht in der Verfolgung der Datentypen und
Aspekte im Operatorbaum. Indem das Metamodell nur Objekte mit diesbezüglich gleichen Eigen-
schaften zulässt, sichert es die Zuweisungskompatibilität von Funktionen.
• Der Typ einer Wissenseinheit ist gleich dem Wert im ersten Slot des Constructor-Aspekts, d. h. er
entspricht dem Konstruktionsprimitiv des Top-Objekts.
• Der Typ einer Funktion ist gleich dem Typ des Objekts, das in der Liste outputs (oft als deren einziges
Element) auftritt. Die Bestimmung des Typs dieses Objekts erfolgt wie bei strukturbeschreibenden
Metaobjekten.
• Jede Funktion darf die Integritätsbedingungen für die an sie übergebenen Werte verschärfen, jedoch
nie lockern (z. B. Ausschluss des Wertes 0 als zweiter Parameter einer Division).
38Der Begriff bezieht sich hier auf Objekte des Metamodells, d. h. er schließt auch den skalaren Typ ein.
39Als Operatorsymbol den Funktionsnamen zu verwenden wäre zwar möglich, würde aber die Allgemeingültigkeit beschrän-
ken, weil Operatorsymbole häufig Sonderzeichen sind, die der Namenskonvention der Metaobjekte widersprechen.
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general_function
Function
Tuple, function_name, inputs, outputs, instructions, transformations
Daraus folgt die allgemeine Definition40 eines Funktionsobjekts
im Metamodell:41
function_name
Constructor
Scalar, TEXT, 30
Statische Integritätsbedingung:42
∀a ∈ Ω(general_function) ∧ ∀b ∈ Ω(general_function) :
@Π(a, function_name) == Π(b, function_name) ∧
Π(a, inputs) == Π(b, inputs) ∧
a 6= b
inputs
Constructor
List, function_description
outputs
Constructor
List, function_description
instructions
Constructor
List, statement
transformations
Constructor
Set, transformation
transformation
Constructor
Tuple, aim, instructions
aim
Constructor
Scalar, TEXT
Abbildung 3.16: Definition des Funktions-Metaobjekts
Die allgemeine Struktur ist für alle Funktionsobjekte verbindlich. Ob die Funktion in Präfix- oder Infix-
Darstellung übersetzt wird, legt der Generator fest. Die Wahl der Integritätsbedingung für das Funktions-
objekt entscheidet über das polymorphe Verhalten: die Forderung nach globaler Eindeutigkeit des Skalars
function_name schließt Polymorphismus aus. Bezieht sich die Unterscheidbarkeit jedoch auf Instanzen
des komplexen Objekts general_function, dann ist der vom Funktionsobjekt vertretene Operator auf
Instanzen verschiedener Metaobjekte anwendbar. Zwischen den akzeptierten Objekttypen besteht keine
semantische Relation; die Beschreibung erfolgt deshalb als Menge. Deren Kardinalität ist = 1> 1
{
ohne
mit
Polymorphismus. Alle Funktionen übernehmen im Metamodell genau ein Metaobjekt als Parameter und
liefern Werte für genau ein Metaobjekt als Funktionsergebnis. Da es vom Listentyp ist, können beliebig
viele Funktionsobjekte als Elemente auftreten. Einige Spezialfälle erlangen besondere Bedeutung:∑
i inputs = 0 ↔ Funktionsobjekt liefert Konstanten43∑
i inputs = 1 ↔ Funktionsobjekt ist monadisch∑
i inputs = 2 ↔ Funktionsobjekt ist dyadisch∑
i outputs = 0 ↔ Funktionsobjekt beschreibt eine Prozedur∑
i outputs = 1 ↔ Funktionsobjekt beschreibt eine Funktion
• Eine Kardinalität∑i inputs 6= 2 gilt als Fehler, wenn das Funktions-Metaobjekt ein Operationssym-
bol im herkömmlichen Sinne beschreibt.
• Eine Kardinalität∑i inputs 6= 2 ist zulässig, wenn das Funktions-Metaobjekt einen Funktionsaufruf
im herkömmlichen Sinne beschreibt.
Die Elemente der Listen inputs und outputs44 definiert der Anwender funktionsspezifisch: sie sind Refe-
renzen auf daten- oder funktionsbeschreibende Metaobjekte, falls alle übergebenen/übernommenen Daten
40Zur Beschreibung wird die im Abschnitt 3.4.2 eingeführte Syntax verwendet.
41Die Semantik der Slots wird unmittelbar aus Abschnitt 3.5.1 übernommen.
42Da sich die Eindeutigkeitsprüfung auch auf die Signatur bezieht, dürfen Funktionen überladen werden.
43Einen Spezialfall bilden Zufallszahlengeneratoren ohne Eingabewert, die z. B. auf die Systemuhr zugreifen.
44Funktionen mit mehr als einem Rückgabewert sind z. B. bei der Übersetzung in Lustre nützlich.
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den gleichen Typ haben. Andernfalls sind die Listenelemente Tupel, die Objekte unterschiedlicher Ty-
pen zusammenfassen. Eine solche Zwischenebene ist z. B. bei den Projektionsoperationen des Abschnitts
3.7.3.5 erforderlich, um Skalare zur Auswahl von Listenelementen zu nutzen. In diesen Fällen fassen
eckige Klammern in den Funktionsbeschreibungen des Abschnitts 3.7 die Komponenten des komplexen
Datenobjekts zusammen.
Die Funktion soll innerhalb des Metamodells ausführbar sein. Sie besteht aus einer Folge von Instrukti-
onen, deren Reihenfolge die Liste instructions festlegt. Ihre Syntax bestimmt das System, in dem das
Metamodell abläuft. Davon abweichend kann die Realisierung im Zielsystem sein.
statement
Constructor
Scalar, TEXT, 255
Typische Beispiele sind die Mengendifferenz und der Mengendurch-
schnitt. Diese Operationen sind z. B. in ORACLE’s SQL direkt mit
den Schlüsselwörtern MINUS bzw. INTERSECT innerhalb eines SELECT-
Statements ausführbar, während deren Wirkung in Microsoft Access
durch geschachtelte SELECT-Statements bzw. JOIN-Operationen nachge-
bildet werden muss.
Wegen der Abhängigkeit der Realisierung einer Operation vom Zielsystem verwaltet das Metamodell
eine Menge45 von Transformationen, die ihrerseits jeweils eine Liste von Instruktionen beinhalten. Die
Transformationsschritte beschreiben die Übersetzung des Funktionsmetaobjekts in die durch aim gekenn-
zeichnete Zielsprache. Somit besteht die Trägermenge der Algebra nur noch aus Metaobjekten mit gleichen
Verwaltungsprinzipien. Ihre Übersetzung in Operationen einer High-Level-Systembeschreibung bis hin zu
Mikrooperationen unterstützt das Prinzip der aufeinander aufbauenden virtuellen Maschinen. Das Me-
tamodell abstrahiert dabei jedes Rechnersystem zu zwei Kategorien von Objekten: strukturbeschreibend
(Metaobjekte mit Constructor-Aspekt) und werterzeugend (Metaobjekte mit Function-Aspekt).
3.6.2.2 Verwendung der Funktionsobjekte
Die Verwendung der Funktionsobjekte stellt gegenüber den bisher verwendeten, datenbeschreibenden
Metaobjekten insofern eine Besonderheit dar, als das sie in einer konkreten Umgebung ausführbar sein
müssen und hierarchische Strukturen bilden. Während Metaobjekte mit Constructor-Aspekt lediglich
die Struktur von Containern zur Aufnahme der Daten beschreiben, können einem Funktionsobjekt belie-
bige viele Funktionsobjekte46 zugewiesen werden, die ihrerseits Funktionsobjekte als Parameter erwarten.
Die Hierarchie schließt mit Funktionsobjekten der Eigenschaft
∑
i inputs = 0. Häufig befindet sich in den
Blattklassen einer solchen Hierarchie die Funktion zur Bildung der Extensionsmenge eines Metaobjekts.
Jede Instanz des Objekts gilt als konstanter Parameterwert für die verarbeitende Funktion.
Somit lassen sich Funktions- und Datenobjekte einheitlich verwalten. Erst der Generator entscheidet, in
welcher Form die Funktionen im Zielsystem abgelegt werden (ECA-Regeln, Trigger-Code usw.).
Funktionen verwenden als Parameter prinzipiell die Funktionswerte anderer Funktionen oder die Ex-
tensionsmenge eines datenbeschreibenden Metaobjekts (Abb. 3.16). Um auch Konstanten der strengen
Typprüfung unterwerfen zu können, werden diese von Funktionsobjekten generiert, die keine Eingabe-
informationen nutzen. Die Berechnung des Funktionswertes erfolgt zur Laufzeit auf Veranlassung des
ADBMS. Nach der Übersetzung in ein Zielsystem liegt der Quellcode in der gewählten Repräsentation
vor, und das Ziel-DBMS organisiert die Weitergabe der Werte (wie in anderen Programmiersprachen
auch) zwischen den Funktionen selbst. Innerhalb des Metamodells liegt die Verantwortung für Instan-
ziierung und Wertzuweisung bei der Simulationskomponente.
Wesentlich für die Codegenerierung sind Regeln für Vorrang und Assoziativität. Sie bedürfen im Metamo-
dell keiner Definition, weil komplexe Funktionsausdrücke stets entsprechend ihrer Hierarchie von innen
nach außen ausgewertet werden. Diese Reihenfolge kommt im Quelltext der Zielsprache durch Klamme-
rung zum Ausdruck. Besitzt eine Funktion mehrere Eingangsoperanden, so werden diese entsprechend
der Indizierung der Liste inputs berechnet.
45Zwischen der Realisierung besteht keine Ordnungsrelation; daher kommt das Mengen-Konstruktionsprimitiv zum Einsatz.
46gilt im allgemeinen Fall – zu Spezialfällen s. Abschnitt 1.5.2.1
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3.6.2.3 Statische Funktionskonstruktion
Das Metamodell beschreibt die Konstruktion komplexer Funktionen durch Beziehungen zwischen Me-
taobjekten mit dem Function-Aspekt. Während Metaobjekte mit dem Constructor-Aspekt meist das
Tupel-Konstruktionsprimitiv zum Etablieren derartiger Strukturen nutzen, entsteht die Hierarchie bei
funktionsbeschreibenden Metaobjekten durch die Verwendung weiterer Funktionen in der Liste inputs
des allgemeinen Funktionsobjekts. Das Listen-Konstruktionsprimitiv ist hierbei erforderlich, weil die Rei-
henfolge der Parameterübergabe an Funktionen o. B. d.A. semantikbeladen, die Reihenfolge der Kompo-
nenten eines Tupels dagegen semantikfrei ist. Die Elemente der Liste inputs müssen daher zum Zeitpunkt
der Übersetzung in eine Zielsprache bereits initialisiert worden sein. Initialisierende Zuweisungsoperati-
onen O für die Eingabeliste werden mit einem zusätzlichen Aspekt gekennzeichnet und während der Trans-
formation in die Zielsprache innerhalb des Transformationsschrittes simuliert, um bereits zur Anfragezeit
ausgeführt werden zu können und keine Ressourcen des Zielsystems zu binden.
Beispiel 12 (arithmetisches Mittel) Eine komplexe Funktion soll f(a, b) = a+b2 berechnen.
avg
Function
Tuple, function_name, inputs, outputs, instructions, transformations
Funktionsobjekt mit der Struktur von
general_function
O(I("/"), Π(avg, inputs)) Zuweisung nach den Regeln
O(I("+"), Π(Π([Π(avg, inputs), 1, 1]), inputs)) des Abschnitts 3.8.6
Diese Zuweisungen bauen das komplexe Funktionsobjekt avg auf, das von anderen Funktionen innerhalb
des Metamodells nutzbar und in seiner Gesamtheit in ein semantisch äquivalentes Objekt der Zielspra-
che übersetzbar ist. Das allgemeine Funktionsobjekt general_function besitzt dabei Modellcharakter:
ECA-Regeln prüfen die Einhaltung der definierten Struktur sowie die Zuweisungskompatibilität aller
Funktionsobjekte. Die Struktur des Funktionsobjekts existiert auf dem Niveau der Metaobjekte.
3.6.2.4 Dynamische Funktionskonstruktion
Fehlt der im Abschnitt 3.6.2.3 erwähnte zusätzliche Aspekt in den Funktionsobjekten, so kommen diese
erst zur Laufzeit zur Ausführung und gestatten die dynamische Konstruktion bzw. Modifikation von kom-
plexen Funktionen. Dieser größeren Flexibilität steht die fehlende Transformierbarkeit in eine Zielsprache
gegenüber, da erst die Abarbeitung der Metaobjekte den transformationsfähigen Zustand herbeiführt.
Dieses Verfahren eignet sich daher in der Testphase, in der die Ausführung ausschließlich innerhalb der
RODOS-Entwicklungsumgebung erfolgt. Seine Anwendung illustriert das Beispiel 89. Die Struktur des
Funktionsobjekts existiert auf dem Niveau der Instanzen der Metaobjekte.
3.7 Induzierte Funktionen
Komplexe Datenobjekte lassen sich aus primitiven Datenobjekten konstruieren bzw. in Datenobjekte
niedrigerer Komplexität47 zerlegen. Die Zerlegung endet bei atomaren Objekten, die die jeweilige Al-
gebra bereitstellt. Abschnitt 3.5.1 stellte dafür Konstruktionsprimitive bereit. Analog dazu muss auch
für die Funktionsobjekte eine Basismenge existieren, die der Anwender zur Konstruktion komplexerer
Funktionen nutzen kann. Die Definition der Basisfunktionen stützt sich auf Operationen, die über den
aus den Konstruktionsprimitiven hervorgegangenen Datenobjekten ausführbar sind.
Definition 40 (Induzierte Funktion) Eine induzierte Funktion ist eine Operation, die auf einem von
den Konstruktionsprimitiven des Metamodells erzeugten Datenobjekt ausführbar ist. Die Menge der in-
duzierten Funktionen pro Primitiv ist endlich und unabhängig von einer Transformation in die Sprache
aktiver oder passiver DBMS.
47Darauf basiert die SQL-Generierung im Abschnitt 3.5.4
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Eine Funktion ist notwendig, wenn sie nicht durch Verkettung anderer Funktionen ersetzbar ist. Dies
sichert eine minimale Menge induzierter Funktionen und schließt semantische Redundanz aus, ist aber
praktisch wegen Performanzproblemen in dieser Strenge nicht immer wünschenswert. Nachfolgend werden
die Funktionen unter Verwendung des Funktions-Metaobjekts aus Abb. 3.16 definiert. Die Instruktionsfol-
gen in instructions und transformations wurden aus Platzgründen dort nur angedeutet. Induzierte
Funktionen müssen vollständig im Metamodell (instructions) ausführbar und in die DML des Ziel-
DBMS (transformations) übersetzbar sein. Deren Definition ist optimal, wenn ihre Menge minimal ist
und alle an Datenobjekten, die aus den Konstruktionsprimitiven hervorgehen, ausführbaren Zustandsän-
derungen48 herbeigeführt werden können (operationale Vollständigkeit). Die Integritätsprüfung bezieht
sich auf die an die Funktion zur Bearbeitung übergebenen Instanzen. Sie wird ebenfalls mit Konstrukten
des Metamodells beschrieben.
Jede induzierte Funktion ist eine zulässige Belegung des allgemeinen Funktions-Metaobjekts nach
Abb. 3.16. Die Beschreibung der einzelnen Funktionen enthält jeweils die nötige Beschränkung des Wer-
tebereichs der Komponenten des Objekts general_function. Alle induzierten Funktionen dürfen im
Aktionsteil von ECA-Regeln auftreten.
3.7.1 Funktionen für Metaobjekte
Zum Umbenennen von Instanzen stellt das Metamodell wegen der Datenmodellabhängigkeit des Vor-
gangs keine Operation zur Verfügung: während RDBMS dazu die Wertänderung in Schlüsselattribut(en)
nutzen, behält in OODBMS ein Objekt seine datenbankinterne Identität mittels OID unabhängig von
Wertänderungen seiner Attribute. Das Umbenennen erfolgt daher ausschließlich mit der im Abschnitt
3.7.5.2 vorgestellten Zuweisungsoperation. Die folgenden Abschnitte beschreiben die für alle Typen von
Metaobjekten verfügbaren Operationen.
3.7.1.1 Instanziieren eines Metaobjekts
Semantik
Mit dem Instanziieren eines Metaobjekts ist in RDBMS das Schreiben leerer Tupel in die das Objekt
repräsentierenden Tabellen, in OODBMS die Bereitstellung von Speicherplatz für die leere Instanz ver-
bunden; Funktionswert ist OID der neuen Instanz.
Integrität
&&(==(Π(general_function, function_name), I("α")),
==(Σ(Π(general_function, inputs)), I(1)),
<>(σα(Π([Π(general_function, inputs), 1]), "Constructor"), Null()),
==(σβ(Π([Π(general_function, inputs), 1]), "Storage", 1), I("persistent")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 2), I("LONG")))
instructions
Schreiben leerer Tupel in RODOS-eigenen Tabellen, die das Objekt repräsentieren
transformations
in RDBMS: Schreiben leerer Tupel in Zielsystem-Tabellen
in OODBMS: Erzeugen einer leeren Instanz
3.7.1.2 Löschen der Instanz eines Metaobjekts
Semantik
{neue Extensionsmenge} =: {alte Extensionsmenge} \ {zu löschendes Element}
48unabhängig von einem Einsatz in aktiven oder passiven DBMS
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Integrität
&&(==(Π(general_function, function_name), I("τ")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 2), I("LONG")),
==(Σ(Π(general_function, outputs)), I(0)))
instructions
DELETE-Anweisung für Tupel, die das Objekt repräsentieren
transformations
in RDBMS: Entfernen Zeile(n) aus Tabelle(n) mittels DELETE-Anweisung
in OODBMS: objektspezifische DELETE-Methode
3.7.1.3 Bereitstellen der Extensionsmenge eines Metaobjekts
Semantik
Zur Aufnahme der Extensionsmenge stellt der Anwender ein transientes Objekt vom Mengentyp bereit.
Die Wohlunterscheidbarkeit der Elemente nach der Cantor’schen Mengendefinition ist durch die Exis-
tenz des vom DMBS vergebenen Objektidentifikators in jeder Instanz gegeben. Die Operation ist eine
Realisierung der Definition 36.
Integrität
&&(==(Π(general_function, function_name), I("Ω")),
==(Σ(Π(general_function, inputs)), I(1)),
<>(σα(Π([Π(general_function, inputs), 1]), "Constructor"), Null()),
==(σβ(Π([Π(general_function, inputs), 1]), "Storage", 1), I("persistent")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Set")),
==(σβ(Π([Π(general_function, outputs), 1]), "Storage", 1), I("transient")),
type_eq(Π([Π(general_function, inputs), 1]),
σβ(Π([Π(general_function, outputs), 1]), "Constructor", 2)))
instructions
SELECT * FROM meta_object_name;
transformations
in RDBMS: alle Zeilen einer Tabelle oder View als Recordset-Objekt oder Cursor
in OODBMS: alle Instanzen der Klasse
3.7.2 Funktionen für Mengen
3.7.2.1 Ermitteln Anzahl der Elemente der Menge
Semantik
Card(meta_object_name)
Integrität
&&(==(Π(general_function, function_name), I("Σ")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Set")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 2), I("LONG")))
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instructions
DCount(*, meta_object_name)
transformations
Standardfunktion zum Zählen der Elemente
3.7.2.2 Bildung der Vereinigungsmenge
Semantik
Das Ergebnis der Operation ist eine Menge, deren Elemente den Typ der Elemente der Eingangsmengen
erhalten. Die Bildung der Vereinigungsmenge ist als Schreiboperation für Mengen nutzbar, wenn das
Ergebnis auf den Platz eines der Eingangsoperanden übertragen wird. Von während der Vereinigung
entstehenden Duplikaten gelangt jeweils nur ein Exemplar in die Ergebnismenge.
Integrität
&&(==(Π(general_function, function_name), I("∪")),
>=(Σ(Π(general_function, inputs)), I(2)),
==(Σ(Π(general_function, inputs)),
Σ(∆(==(σβ(⊥, "Constructor", 1), I("Set")), Π(general_function, inputs)))),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Set")),
==(Σ(Π(general_function, inputs)),
Σ(∆(type_eq(⊥, Π([Π(general_function, outputs), 1])),
Π(general_function, inputs)))))
instructions
SELECT-Anweisung mit Schlüsselwort UNION
transformations
SELECT-Anweisung mit Schlüsselwort UNION
3.7.2.3 Bildung der Durchschnittsmenge
Semantik
Das Ergebnis der Operation ist eine Menge, deren Elemente den Typ der Elemente der Eingangsmengen
erhalten. Die Bildung der Durchschnittsmenge ist als Schreiboperation für Mengen nutzbar, wenn das
Ergebnis auf den Platz eines der Eingangsoperanden übertragen wird.
Integrität
&&(==(Π(general_function, function_name), I("∩")),
>=(Σ(Π(general_function, inputs)), I(2)),
==(Σ(Π(general_function, inputs)),
Σ(∆(==(σβ(⊥, "Constructor", 1), I("Set")), Π(general_function, inputs)))),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Set")),
==(Σ(Π(general_function, inputs)),
Σ(∆(type_eq(⊥, Π([Π(general_function, outputs), 1])),
Π(general_function, inputs)))))
instructions
INNER JOIN-Operation
transformations
equi JOIN
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3.7.2.4 Bildung der Mengendifferenz
Semantik
Bei strenger Anwendung der Definition 40 erübrigt sich eine Implementation wegen A\B = A ∩ B.
Andererseits fordern vollständig relationale Systeme diese Operation. Eine DML ist relational vollständig,
wenn sie mindestens Selektion, Projektion, Vereinigung, Durchschnitt und Differenz bereitstellt.
Integrität
&&(==(Π(general_function, function_name), I("\")),
>=(Σ(Π(general_function, inputs)), I(2)),
==(Σ(Π(general_function, inputs)),
Σ(∆(==(σβ(⊥, "Constructor", 1), I("Set")), Π(general_function, inputs)))),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Set")),
==(Σ(Π(general_function, inputs)),
Σ(∆(type_eq(⊥, Π([Π(general_function, outputs), 1])),
Π(general_function, inputs)))))
instructions
SELECT-Anweisung mit Unterabfrage NOT IN (SELECT_Anweisung) im WHERE-Abschnitt
transformations
in RDBMS: DELETE FROM Tabelle WHERE Kriterien;
in OODBMS: Aufruf der objektspezifischen Löschmethode
3.7.2.5 Konvertierung Menge in Liste
Semantik
Mengenelemente werden zu Listenelementen in willkürlicher Reihenfolge.
Integrität
&&(==(Π(general_function, function_name), I("Γ")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Set")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("List")))
instructions
Generierung des Listenindex beim sequenziellen Lesen der Mengenelemente
transformations
Generierung des Listenindex beim sequenziellen Lesen der Mengenelemente
3.7.2.6 Iterator zur Anwendung der Funktion auf alle Mengenelemente
Semantik
Die übergebene Funktion wird auf alle Mengenelemente angewandt. Da sie jedes Mengenelement als
Parameter erhält, kann sie auch Schreibzugriffe ausführen.
Integrität
&&(==(Π(general_function, function_name), I("Φ")),
==(Σ(Π(general_function, inputs)), I(1)),
==(Σ(σβ(Π([Π(general_function, inputs), 1]), "Constructor")), I(3)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Tuple")),
==(Σ(Π(general_function, outputs)), I(0)))
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Wegen unterschiedlicher Objekttypen akzeptiert die Funktion als einziges Element ihrer Eingabeliste ein
Tupel, das auf eine auszuführende Funktion und der Menge besteht, auf deren Elemente die Funktion
anzuwenden ist. Es sei dazu x ein Metaobjekt von der Struktur der Abb. 3.17.
O(I(Π([Π(general_function, inputs), 1])), x)
inputs
Constructor
Tuple, iteration_function, object_set
iteration_function
Constructor
Reference, general_function
object_set
Constructor
Set, · · ·
Abbildung 3.17: Beschreibung des einzigen Elements der Eingabeliste der Iterator-Funktion für Mengen
&&(==(σβ(x, "Constructor"), I(3)),
==(σβ(x, "Constructor", 1), I("Tuple")),
<>(σα(σβ(x, "Constructor", 2), "Function"), Null()),
==(σβ(σβ(x, "Constructor", 3), "Constructor", 1), I("Set")))
iteration_function muss eine leere Liste inputs oder wenigstens ein Argument vom Typ der Elemente
aus object_set besitzen.
instructions
Iteration über Kollektionen
transformations
Arbeit im Cursor der Extensionsmenge
3.7.2.7 Selektion von Mengenelementen
Semantik
Ergebnismenge :=
⋃
i
e mit {e ∈ object_set ∧ iteration_function(e) == True}
Integrität
&&(==(Π(general_function, function_name), I("∆")),
==(Σ(Π(general_function, inputs)), I(1)),
==(Σ(σβ(Π([Π(general_function, inputs), 1]), "Constructor")), I(3)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Tuple")),
==(Σ(Π(general_function, outputs)), I(0)))
Wegen unterschiedlicher Objekttypen akzeptiert die Funktion als einziges Element ihrer Eingabeliste ein
Tupel, das auf die auszuführende Funktion und die Menge verweist, auf deren Elemente die Funktion
anzuwenden ist. Es sei dazu x ein Metaobjekt von der Struktur der Abb. 3.17.
O(I(Π([Π(general_function, inputs), 1])), x)
&&(==(σβ(x, "Constructor"), I(3)),
==(σβ(x, "Constructor", 1), I("Tuple")),
<>(σα(σβ(x, "Constructor", 2), "Function"), Null()),
==(σβ(σβ(x, "Constructor", 3), "Constructor", 1), I("Set")),
==(σβ(Π(x, iteration_function), "Function", 1), I("Scalar")),
==(σβ(Π(x, iteration_function), "Function", 2), I("BIT")))
instructions
Iteration über Kollektionen
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transformations
in RDBMS: WHERE-Klausel in der SELECT-Anweisung
in OODBMS: Filterung der Instanzenmenge
3.7.2.8 Kartesisches Produkt
Semantik
Das kartesische Produkt49 (Kreuzprodukt) entsteht über zwei Mengen aus Elementen beliebigem Typs.
Die Elemente der Ergebnismenge sind Tupel mit der Struktur von Product (Abb. 3.18). Dessen Bestand-
teile haben den Typ der Eingangs-Mengenelemente. Da× z. B. auch eine Menge mit sich selbst verknüpfen
kann, bezeichnen Elemente aus N \ {0} die Tupelbestandteile. Der Tupel-Name entsteht durch Konkate-
nation der Namen der Eingangs-Mengen.
Set1
Constructor
Set, type1
Set2
Constructor
Set, type2
Cartesian
Constructor
Set, Product
Product
Constructor
Tuple, 1, 2
Abbildung 3.18: Bildung des kartesischen Produkts
Integrität
&&(==(Π(general_function, function_name), I("×")),
>=(Σ(Π(general_function, inputs)), I(2)),
==(Σ(Π(general_function, inputs)),
Σ(∆(==(σβ(⊥, "Constructor", 1), I("Set")), Π(general_function, inputs)))),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Set")))
instructions
Anlegen View
transformations
Anlegen View
× bildet die Ergebnismenge gemäß mathematischer Definition. Praktische Anwendungen benötigen häufig
diejenige Teilmenge des Kreuzprodukts, deren Elemente einer Verknüpfungsbedingung genügen (θ-join).
Spezialfälle (z. B. equi-join) ergeben sich durch eine anschließende Selektion über der Ergebnismenge. In
RDBMS regelt sich dadurch die Behandlung von Zeilen, die keine Entsprechung in der korrespondierenden
Tabelle haben. Generatoren müssen bei der Übersetzung des Metaobjekts in SQL die systemspezifischen
Dialekt-Unterschiede berücksichtigen. So stellt z. B. Oracle den outer-join durch den Zusatz (+) in der
WHERE-Klausel hinter dem Spaltennamen des Feldes dar, das im Falle fehlender Daten den Null-Wert an-
nimmt, während Microsoft Access den equi-join mit dem Schlüsselwort INNER JOIN im FROM-Abschnitt der
SELECT-Anweisung einleitet. Beim outer-join unterscheidet Microsoft Access zwischen linker und rechter
Inklusionsverknüpfung über die Schlüsselwörter LEFT JOIN bzw. RIGHT JOIN. Ab Version 9i unterstützt
Oracle die ANSI-Standard-JOIN-Syntax mit
SELECT ... FROM table1, table2 WHERE table1.field = table2.field ... ;
sowie die ANSI-Standard NATURAL-JOIN-Syntax (ohne WHERE-Klausel)
SELECT ... FROM table1 NATURAL JOIN table2 ... ;
49nach René Descartes, latinisiert Renatus Cartesius (31.03.1596 - 11.02.1650)
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3.7.3 Funktionen für Listen
3.7.3.1 Ermitteln Anzahl der Elemente der Liste
Semantik
max(index) - min(index) + 1
Integrität
&&(==(Π(general_function, function_name), I("Σ")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("List")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 2), I("LONG")))
instructions
DCount(*, meta_object_name)
transformations
Standardfunktion zum Zählen der Elemente
3.7.3.2 Vereinigung von Listen
Semantik
Das Funktionsergebnis ist die aus den Elementen der Listen beider Eingangsoperanden bestehende Liste.
Schreiben an Position 0 bewirkt Eintragung vor erstem Listenelement. Bei fehlender Positionsangabe fügt
∪ die Elemente von List2 am Listenende von List1 an. Die Indizierung der Elemente beginnt mit 1.
Liste1 Liste2 Vereinigung
· · ·
1 n
· · ·
1 m
∪((Liste1, Liste2, position))
Ergebnis bei position = 0 · · · · · ·
1 m
m
+
1
m
+
n
1 ≤ position ≤∑(Liste1) · · · · · · · · ·
1
p
-1 p
p+
m
p+
m
+
1
m
+
n
Abbildung 3.19: Vereinigung von Listen
Integrität
&&(==(Π(general_function, function_name), I("∪")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Tuple")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("List")))
Wegen unterschiedlicher Objekttypen akzeptiert die Funktion als einziges Element ihrer Eingabeliste ein
Tupel, das die beteiligten Listen und die Einfügeposition beschreibt. Es sei dazu x ein Metaobjekt von
der Struktur der Abb. 3.20.
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inputs
Constructor
Tuple, List1, List2, Position
List1
Constructor
Reference, · · ·
List2
Constructor
Reference, · · ·
Position
Constructor
Scalar, INTEGER
Abbildung 3.20: Beschreibung des einzigen Elements der Eingabeliste der Funktion zur Listenvereinigung
O(I(Π([Π(general_function, inputs), 1])), x)
&&(==(σβ(x, "Constructor"), I(4)),
==(σβ(x, "Constructor", 1), I("Tuple")),
==(σβ(σβ(x, "Constructor", 2), "Constructor", 1), I("List")),
==(σβ(σβ(x, "Constructor", 3), "Constructor", 1), I("List")),
==(σβ(σβ(x, "Constructor", 4), "Constructor", 1), I("Scalar")),
==(σβ(σβ(x, "Constructor", 4), "Constructor", 2), I("INTEGER")),
>=(I(Π(x, Position)), I(0)), Fehler bei Schreibversuch vor Listenanfang
<=(I(Π(x, Position)), Σ(Π(x, List1))), Fehler bei Schreibversuch hinter Listenende
type_eq(Π(x, List1), Π(x, List2)),
type_eq(Π(x, List1), Π([Π(general_function, outputs), 1])))
instructions
Einfügen der zweiten Liste in die erste und Korrektur des Listenindex
transformations
Einfügen der zweiten Liste in die erste und Korrektur des Listenindex
3.7.3.3 Entfernen Listenelement
Semantik
Das Funktionsergebnis ist eine Liste, in der die mittels Positionsangabe(n) spezifizierte(n) Element(e)
entfernt wurde(n).
Bei start_position = ⊥ beginnt die Auswahl der Elemente am Listenanfang.
Bei stop_position = ⊥ führt die Auswahl der Elemente bis zum Listenende.
Andernfalls bezieht sich die Operation auf die durch das Intervall der Indizes ausgewählten Elemente.
Integrität
&&(==(Π(general_function, function_name), I("∩")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Tuple")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("List")))
inputs
Constructor
Tuple, List, start_position, stop_position
Wegen unterschiedlicher Objekttypen akzeptiert
die Funktion als einziges Element ihrer Eingabe-
liste ein Tupel, das die zu lesende Liste und die
zu löschenden Elemente beschreibt. Es sei dazu x
ein Metaobjekt von der Struktur der Abb. 3.21.
List
Constructor
Reference, · · ·
start_position
Constructor
Scalar, INTEGER
stop_position
Constructor
Scalar, INTEGER
Abbildung 3.21: Beschreibung des einzigen Elements der Eingabeliste bei Teilen von Datenlisten
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O(I(Π([Π(general_function, inputs), 1])), x)
&&(==(σβ(x, "Constructor"), I(4)),
==(σβ(x, "Constructor", 1), I("Tuple")),
==(σβ(σβ(x, "Constructor", 2), "Constructor", 1), I("List")),
==(σβ(σβ(x, "Constructor", 3), "Constructor", 1), I("Scalar")),
==(σβ(σβ(x, "Constructor", 3), "Constructor", 2), I("INTEGER")),
==(σβ(σβ(x, "Constructor", 4), "Constructor", 1), I("Scalar")),
==(σβ(σβ(x, "Constructor", 4), "Constructor", 2), I("INTEGER")),
||(==(I(Π(x, start_position)), Null()),
==(I(Π(x, stop_position)), Null()),
&&(>=(I(Π(x, start_position)), I(1)),
<=(I(Π(x, start_position)), I(Π(x, stop_position))),
<=(I(Π(x, stop_position)), Σ(Π(x, List))))),
type_eq(Π(x, List), Π([Π(general_function, outputs), 1])))
instructions
DELETE FROM meta_object_name WHERE Index = Position; Korrektur des Listenindex
transformations
DELETE FROM meta_object_name WHERE Index = Position; Korrektur des Listenindex
3.7.3.4 Aktualisieren von Listenelementen
Das Metamodell stellt keine Operation UpdateListElement bereit, weil sie durch die Sequenz von Lö-
schung (∩) mit anschließendem Einfügen (∪) realisierbar und damit keine induzierte Funktion nach
Definition 40 ist. Die dabei ausgeführte Prüfung auf gleiche Elementtypen der Listen sowie gültige Po-
sitionsangaben sichert die Integrität der Schreiboperation. Da ∪ nur Listen in Listen einfügt, bedarf es
einer Funktion, die Skalare in Listen- oder Mengenelemente wandelt. Listen und Mengen sind mit Γ
ineinander überführbar. Daher ist es unerheblich, ob die Konvertierungsfunktion für Skalare (Abschnitt
3.7.5.3) Listen oder Mengen zum Ziel hat.
Obwohl UpdateListElement im Metamodell als komplex gilt, kann sie mittels transformations auf
eine äquivalente Operation des Ziel-DBMS abgebildet werden, falls dieses einen entsprechenden Service
anbietet. Voraussetzung ist auch hier die Typgleichheit der Listenelemente.
3.7.3.5 Projektion von Listenelementen
Semantik
Das Funktionsergebnis ist eine Liste, die aus den spezifizierten Elementen besteht.
Bei start_position = ⊥ beginnt die Auswahl der Elemente am Listenanfang.
Bei stop_position = ⊥ führt die Auswahl der Elemente bis zum Listenende.
Andernfalls bezieht sich die Operation auf die durch das Intervall der Indizes ausgewählten Elemente.
Bezüglich ihrer Ergebnislisten sind ∩ und Π komplementär.
Integrität
&&(==(Π(general_function, function_name), I("Π")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Tuple")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("List")))
Wegen unterschiedlicher Objekttypen akzeptiert die Funktion als einziges Element ihrer Eingabeliste
ein Tupel, das die zu lesende Liste und die zu projizierenden Elemente beschreibt. Es sei dazu x ein
Metaobjekt von der Struktur der Abb. 3.21.
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&&(==(σβ(x, "Constructor"), I(4)),
==(σβ(x, "Constructor", 1), I("Tuple")),
==(σβ(σβ(x, "Constructor", 2), "Constructor", 1), I("List")),
==(σβ(σβ(x, "Constructor", 3), "Constructor", 1), I("Scalar")),
==(σβ(σβ(x, "Constructor", 3), "Constructor", 2), I("INTEGER")),
==(σβ(σβ(x, "Constructor", 4), "Constructor", 1), I("Scalar")),
==(σβ(σβ(x, "Constructor", 4), "Constructor", 2), I("INTEGER")),
||(==(I(Π(x, start_position)), Null()),
==(I(Π(x, stop_position)), Null()),
&&(>=(I(Π(x, start_position)), I(1)),
<=(I(Π(x, start_position)), I(Π(x, stop_position))),
<=(I(Π(x, stop_position)), Σ(Π(x, List))))),
type_eq(Π(x, List), Π([Π(general_function, outputs), 1])))
instructions
SELECT FROM meta_object_name WHERE Index = Position;
transformations
Selektion des Listenelements als komplexes Objekt
3.7.3.6 Konvertierung Liste in Menge
Semantik
Eventuelle Duplikate in der Liste werden auf Grund der Definition des Mengen-Konstruktionsprimitivs
eliminiert. Die Reihenfolge der Listenelemente ist bedeutungslos.
Integrität
&&(==(Π(general_function, function_name), I("Γ")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("List")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Set")))
instructions
Entfernen des Listenindex beim sequenziellen Lesen der Listenelemente
transformations
Entfernen des Listenindex beim sequenziellen Lesen der Listenelemente
3.7.3.7 Iterator zur Anwendung der Funktion auf alle Listenelemente
Semantik
Die übergebene Funktion wird auf alle Listenelemente angewandt. Die Verarbeitung erfolgt in der Rei-
henfolge der Indizierung der Liste.
Integrität
&&(==(Π(general_function, function_name), I("Φ")),
==(Σ(Π(general_function, inputs)), I(1)),
==(Σ(σβ(Π([Π(general_function, inputs), 1]), "Constructor")), I(3)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Tuple")),
==(Σ(Π(general_function, outputs)), I(0)))
Wegen unterschiedlicher Objekttypen akzeptiert die Funktion als einziges Element ihrer Eingabeliste ein
Tupel, das die auszuführende Funktion und die zu bearbeitende Liste beschreibt, auf deren Elemente die
Funktion anzuwenden ist. Es sei dazu x ein Metaobjekt von der Struktur der Abb. 3.22.
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inputs
Constructor
Tuple, iteration_function, object_list
iteration_function
Constructor
Reference, general_function
object_list
Constructor
List, · · ·
Abbildung 3.22: Beschreibung des einzigen Elements der Eingabeliste der Iterator-Funktion für Listen
O(I(Π([Π(general_function, inputs), 1])), x)
&&(==(σβ(x, "Constructor"), I(3)),
==(σβ(x, "Constructor", 1), I("Tuple")),
<>(σα(σβ(x, "Constructor", 2), "Function"), Null()),
==(σβ(σβ(x, "Constructor", 3), "Constructor", 1), I("List")))
iteration_function muss eine leere Liste inputs oder wenigstens ein Argument vom Typ der Elemente
aus object_list besitzen.
instructions
Iteration über Kollektionen
transformations
Arbeit im Cursor der Extensionsmenge
3.7.3.8 Selektion von Listenelementen
Semantik
Die auf jedes Listenelement angewandte Funktion entscheidet mit ihrem Booleschen Rückgabewert, ob das
Listenelement in die Ergebnisliste gelangt. Letztere wird neu indiziert. Die Prüfung der Listenelemente
durch mehrere Funktionen ist durch Angabe einer logischen Funktion möglich, die die Ergebnisse der
Teilfunktionen problemspezifisch verknüpft (z. B. n-näre Konjunktion). Die Ergebnisliste kann leer sein.
Integrität
&&(==(Π(general_function, function_name), I("∆")),
==(Σ(Π(general_function, inputs)), I(1)),
==(Σ(σβ(Π([Π(general_function, inputs), 1]), "Constructor")), I(3)),
==(σβ(Π([Π(general_function, inputs), 1)], "Constructor", 1), I("Tuple")),
==(Σ(Π(general_function, outputs)), I(0)))
Wegen unterschiedlicher Objekttypen akzeptiert die Funktion als einziges Element von inputs ein Tupel,
das auf die auszuführende Funktion und die Liste verweist, auf deren Elemente die Funktion anzuwenden
ist. Es sei dazu x ein Metaobjekt von der Struktur der Abb. 3.22.
O(I(Π([Π(general_function, inputs), 1])), x)
&&(==(σβ(x, "Constructor"), I(3)),
==(σβ(x, "Constructor", 1), I("Tuple")),
<>(σα(σβ(x, "Constructor", 2), "Function"), Null()),
==(σβ(σβ(x, "Constructor", 3), "Constructor", 1), I("List")),
==(Σ(Π(x, iteration_functions)),
Σ(∆(&&(==(σβ(⊥, "Function", 1 ), I("Scalar")),
==(σβ(⊥, "Function", 2 ), I("BIT"))), Π(x, iteration_functions)))))
instructions
Iteration über Kollektionen
transformations
Arbeit im Cursor der Extensionsmenge
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3.7.4 Funktionen für Tupel
3.7.4.1 Ermitteln Anzahl der Elemente im Tupel
Semantik
Zählen der Komponenten des Tupels
Integrität
&&(==(Π(general_function, function_name), I("Σ")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Tuple")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 2), I("LONG")))
instructions
Anzahl der Slots des Constructor-Aspekts im Metamodell - 1
transformations
abhängig von der Zugriffsmöglichkeit auf die Schemadefinition
3.7.4.2 Tupel-Vereinigung
Semantik
Die Operation verändert die Struktur eines komplexen Objekts, indem sie einem Tupel weitere Bestand-
teile hinzufügt. Sie wirkt sich nach erfolgter Generierung auf die Schemadefinition des Ziel-DBMS aus.
Deshalb muss der Systemadministrator über deren Zulässigkeit im konkreten System entscheiden.
Da die Reihenfolge der Bestandteile eines Tupels semantikfrei ist, stellt das Metamodell hier im Gegensatz
zur Vereinigung von Listen (vgl. Abschnitt 3.7.3.2) keine Regeln zur Positionierung auf.
Integrität
&&(==(Π(general_function, function_name), I("∪")),
>=(Σ(Π(general_function, inputs)), I(2)),
==(Σ(Π(general_function, inputs)),
Σ(∆(==(σβ(⊥, "Constructor", 1), I("Tuple")), Π(general_function, inputs)))),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Tuple")))
instructions
Hinzufügen von Slots zum Constructor-Aspekt des Metaobjekts, das die Tupel-Definition enthält
transformations
in RDBMS: ALTER TABLE meta_object_name ADD COLUMN . . . ;
in OODBMS: Änderung der Klassendefinition des Objekts
3.7.4.3 Entfernen Tupelbestandteil
Semantik
Die Operation verändert die Struktur eines komplexen Objekts, indem sie Bestandteile eines Tupels ent-
fernt. Deren Namen sind Elemente der Menge50 selection. Die geänderte Struktur des Tupels wirkt sich
nach erfolgter Generierung auf die Schemadefinition des Ziel-DBMS und dort auf alle bereits gespeicher-
ten Instanzen aus. Deshalb muss der Systemadministrator über deren Zulässigkeit im konkreten System
entscheiden. Bezüglich des Ergebnis-Tupels sind die Operationen ∩ und Π komplementär.
50Der Mengenkonstruktor kommt zum Einsatz, weil keine Ordnungsrelation zwischen Tupel-Bestandteilen existiert. Er
sichert zugleich die Eindeutigkeit der Namen.
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Integrität
&&(==(Π(general_function, function_name), I("∩")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Tuple")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Tuple")))
Wegen unterschiedlicher Objekttypen akzeptiert die Funktion als einziges Element von inputs ein Tupel,
das das zu bearbeitende Objekt sowie die aus seiner Definition zu entfernenden Komponenten beschreibt.
Es sei dazu x ein Metaobjekt von der Struktur der Abb. 3.23.
inputs
Constructor
Tuple, Tuple, selection
Tuple
Constructor
Reference, · · ·
selection
Constructor
Set, component
component
Constructor
Scalar, TEXT, 100
Abbildung 3.23: Beschreibung des einzigen Elements der Eingabeliste bei Bestandteilen von Tupeln
O(I(Π([Π(general_function, inputs), 1])), x)
&&(==(σβ(x, "Constructor"), I(3)),
==(σβ(x, "Constructor", 1), I("Tuple")),
==(σα(σβ(x, "Constructor", 2), "Constructor", 1), I("Tuple")),
==(σβ(σβ(x, "Constructor", 3), "Constructor", 1), I("Set")),
==(σβ(σβ(σβ(x, "Constructor", 3), "Constructor", 2), "Constructor", 1), I("Scalar")),
==(σβ(σβ(σβ(x, "Constructor", 3), "Constructor", 2), "Constructor", 2), I("TEXT")),
==(Σ(Π(x, selection)),
Σ(∩(Π(x, selection), Γ(Π([σβ(Π(x, Tuple), "Constructor"), 2]))))))
instructions
Löschen von Slots im Constructor-Aspekt des Metaobjekts, das die Tupel-Definition enthält
transformations
in RDBMS: ALTER TABLE meta_object_name DROP COLUMN . . . ;
in OODBMS: Änderung der Klassendefinition des Objekts
3.7.4.4 Projektion von Tupelbestandteilen
Semantik
Das Funktionsergebnis ist ein Tupel, das aus den in der Menge selection angegebenen Komponenten
besteht.
Integrität
&&(==(Π(general_function, function_name), I("Π")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Tuple")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Tuple")))
Wegen unterschiedlicher Objekttypen akzeptiert die Funktion als einziges Element von inputs ein
Tupel, das das zu lesende Objekt sowie die zu projizierenden Komponenten beschreibt. Es sei dazu x ein
Metaobjekt von der Struktur der Abb. 3.23.
O(I(Π([Π(general_function, inputs), 1])), x)
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&&(==(σβ(x, "Constructor"), I(3)),
==(σβ(x, "Constructor", 1), I("Tuple")),
==(σα(σβ(x, "Constructor", 2), "Constructor", 1), I("Tuple")),
==(σβ(σβ(x, "Constructor", 3), "Constructor", 1), I("Set")),
==(σβ(σβ(σβ(x, "Constructor", 3), "Constructor", 2), "Constructor", 1), I("Scalar")),
==(σβ(σβ(σβ(x, "Constructor", 3), "Constructor", 2), "Constructor", 2), I("TEXT")),
==(Σ(Π(x, selection)),
Σ(∩(Π(x, selection), Γ(Π([σβ(Π(x, Tuple), "Constructor"), 2]))))),
==(Σ(Π(x, selection)),
Σ(∩(Π(x, selection),
Γ(Π([σβ(Π([Π(general_function, outputs), 1]), "Constructor"), 2]))))))
instructions
SELECT-Klausel bei Skalaren, spezielle Views bei komplexen Objekten
transformations
SELECT-Klausel bei Skalaren, spezielle Views bei komplexen Objekten
3.7.4.5 Iterator zur Anwendung der Funktion auf alle Tupelbestandteile
Semantik
Die übergebene Funktion wirkt auf alle Tupelbestandteile. Unterscheiden sich diese bzgl. ihres Datentyps,
so muss die aufgerufene Funktion polymorph sein. Eine solche Prüfung ist bei dynamischer Funktionskon-
struktion nach Abschnitt 3.6.2.4 durch Vergleiche zwischen dem (Daten-)Typ der Tupelbestandteile und
den funktionsspezifischen Integritätsbedingungen in den Derivaten der angegebenen Funktion möglich.
Integrität
&&(==(Π(general_function, function_name), I("Φ")),
==(Σ(Π(general_function, inputs)), I(1)),
==(Σ(σβ(Π([Π(general_function, inputs), 1]), "Constructor")), I(3)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Tuple")),
==(Σ(Π(general_function, outputs)), I(0)))
Die Funktion akzeptiert als einziges Element ihrer Eingabeliste ein Tupel, das die auszuführende Funk-
tion und das zu bearbeitende Tupel beschreibt, auf dessen Elemente die Funktion anzuwenden ist. Ein
Parameter ⊥ in der Eingabeliste von iteration_function erhält zur Laufzeit den aktuellen Tupelbe-
standteil als Wert. Diese Funktion muss eine leere Liste inputs oder wenigstens ein Argument vom Typ
der Elemente aus tuple_object besitzen. Es sei dazu x ein Metaobjekt von der Struktur der Abb. 3.24.
inputs
Constructor
Tuple, iteration_function, tuple_object
iteration_function
Constructor
Reference, general_function
tuple_object
Constructor
Tuple, · · ·
Abbildung 3.24: Beschreibung des einzigen Elements der Eingabeliste der Iterator-Funktion für Tupel
O(I(Π([Π(general_function, inputs), 1])), x)
&&(==(σβ(x, "Constructor"), I(3)),
==(σβ(x, "Constructor", 1), I("Tuple")),
<>(σα(σβ(x, "Constructor", 2), "Function"), Null()),
==(σβ(σβ(x, "Constructor", 3), "Constructor", 1), I("Tuple")))
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instructions
Iteration über Kollektionen
transformations
Arbeit im Cursor der Extensionsmenge
3.7.5 Funktionen für Skalare
3.7.5.1 Lesen Wert
Semantik
Rückgabe des Wertes aus der per OID bestimmten Instanz oder aus einem Literal
Integrität
&&(==(Π(general_function, function_name), I("I")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 2), I("LONG")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Scalar")))
Das in outputs angesprochene Metaobjekt muss dem Datentyp des gelesenen Objekts entsprechen; da
dessen Typ jedoch nicht aus dem übergebenen Wert von OID ermittelbar ist, sondern einen Zugriff zum
Metamodell erfordert, ist diese Prüfung in obigem Ausdruck nicht enthalten.
instructions
Lesen Wert in den Tabellen des Metamodells
transformations
in RDBMS: SELECT meta_object_name FROM . . . ;
in OODBMS: Lesen des gewählten Attributwerts der Instanz
3.7.5.2 Schreiben Wert
Semantik
Eintragung Wert in die per OID bestimmte Instanz nach Kompatibilitätsprüfung gemäß Abschnitt 3.8.6
Integrität
&&(==(Π(general_function, function_name), I("O")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Scalar")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 2), I("LONG")))
Die in outputs angesprochene Instanz muss dem Datentyp der gelesenen Daten entsprechen; da der Typ
jedoch nicht aus dem übergebenen Wert von OID ermittelbar ist, sondern einen Zugriff zum Metamodell
erfordert, ist diese Prüfung in obigem Ausdruck nicht enthalten.
instructions
Schreiben Wert in den Tabellen des Metamodells
transformations
in RDBMS: UPDATE meta_object_name SET meta_object_name51 . . . ;
in OODBMS: Wertzuweisung an Attribut der gewählten Instanz
51Der Algorithmus zur Transformation von Metaobjekten ins relationale Datenmodell verwendet den Namen von Skalaren
für den Tabellen- und Spaltennamen (vgl. Abschnitt 3.5.4)
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3.7.5.3 Konvertierung Skalar in einelementige Menge
Semantik
skalarer Wert wird zum Mengenelement mit dem Typ des Skalars
Integrität
&&(==(Π(general_function, function_name), I("Γ")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Scalar")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Set")),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor"),
σβ(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 2), "Constructor")))
instructions
Schreiben Wert in den Tabellen des Metamodells
transformations
Abbildung auf Konvertierungsfunktion des Zielsystems
3.8 Komplexe Funktionen
Der Begriff umfasst die Gesamtmenge aller für Aufbau, Betrieb und Wartung der Wissensbasis erforderli-
chen Funktionen abzüglich der im Abschnitt 3.7 aus den Konstruktionsprimitiven abgeleiteten induzierten
Funktionen. Dazu gehören u. a. die arithmetischen und Vergleichsoperationen. Sie verwenden zur Eingabe
(Lesen der Operanden) und Ausgabe (Schreiben Resultat) ausschließlich Metaobjekte bzw. deren Instan-
zen und können daher vom Anwender ohne Rücksicht auf die Implementierung der induzierten Funktionen
definiert werden. Eine komplexe Funktion nutzt den hierarchischen Aufbau der Metaobjekte und ist als
arithmetischer Ausdruck interpretierbar. Die Ausführungsreihenfolge ergibt sich durch Berechnung der
Funktionswerte nach der Bottom-Up-Strategie. Die Präzedenz der Operationen kommt somit direkt in
der Schachtelung der Funktionen zum Ausdruck. Für einige gebräuchliche Funktionen wird dies in den
nächsten Abschnitten exemplarisch dargestellt.
3.8.1 Funktionen für Zeichenketten
3.8.1.1 Monadische Funktionen
Semantik
Σ liefert die Anzahl der Speicherzellen, die die als Operand übergebene Zeichenkette belegt.
Integrität
&&(==(Π(general_function, function_name), I("Σ")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 2), I("TEXT")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 2), I("LONG")))
instructions
Abbildung auf Operationen des HOST-Systems
transformations
Abbildung auf Operationen des Zielsystems
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3.8.1.2 Dyadische Funktionen
3.8.1.2.1 Konkatenation
Semantik
Das Ergebnis von + ist eine Zeichenkette, die durch Konkatenation der in der Liste inputs bezeichneten
Zeichenketten entsteht. Die Prüfung der Zuweisungskompatibilität besteht hierbei im Vergleich der Sum-
me der Längen aller Eingabe-Zeichenketten mit der Länge der Ausgabe-Zeichenkette. Der Systemdesigner
entscheidet, ob sie als ECA-Regel zur Design- oder zur Laufzeit auszuführen ist.
Integrität
&&(==(Π(general_function, function_name), I("+")),
==(Σ(Π(general_function, inputs)),
Σ(∆(&&(==(σβ(⊥, "Constructor", 1), I("Scalar")),
==(σβ(⊥, "Constructor", 2), I("TEXT"))), Π(general_function, inputs)))),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 2), I("TEXT")))
instructions
Abbildung auf Operationen des HOST-Systems
transformations
Abbildung auf Operationen des Zielsystems
3.8.1.2.2 Substring
Semantik
Das Ergebnis von subst ist die an Position start der Zeichenkette string beginnende Teilzeichenkette
der Länge length. Bei fehlender Längenangabe bilden alle Zeichen ab start das Funktionsergebnis.
Integrität
&&(==(Π(general_function, function_name), I("subst")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Tuple")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 2), I("TEXT")))
Wegen unterschiedlicher Objekttypen akzeptiert die Funktion als einziges Element ihrer Eingabeliste ein
Tupel, das die zu lesende Zeichenkette und die auszuwählenden Positionen beschreibt. Es sei dazu x ein
Metaobjekt von der Struktur der Abb. 3.25.
inputs
Constructor
Tuple, string, start, length
string
Constructor
Reference, · · ·
start
Constructor
Scalar, LONG
length
Constructor
Scalar, LONG
Abbildung 3.25: Beschreibung des einzigen Elements der Eingabeliste der Funktion zur Bildung von
Teilzeichenketten
O(I(Π([Π(general_function, inputs), 1])), x)
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&&(==(σβ(x, "Constructor"), I(4)),
==(σβ(x, "Constructor", 1), I("Tuple")),
==(σβ(σβ(x, "Constructor", 2), "Constructor", 1), I("Scalar")),
==(σβ(σβ(x, "Constructor", 2), "Constructor", 2), I("TEXT")),
==(σβ(σβ(x, "Constructor", 3), "Constructor", 1), I("Scalar")),
==(σβ(σβ(x, "Constructor", 3), "Constructor", 2), I("LONG")),
==(σβ(σβ(x, "Constructor", 4), "Constructor", 1), I("Scalar")),
==(σβ(σβ(x, "Constructor", 4), "Constructor", 2), I("LONG")),
>=(I(Π(x, start)), I(1)),52
||(==(I(Π(x, length)), Null()), >=(I(Π(x, length)), I(0))))
instructions
Abbildung auf Operationen des HOST-Systems
transformations
Abbildung auf Operationen des Zielsystems
3.8.2 Arithmetische Operationen
Aus der Definition der Konstruktionsprimitive im Abschnitt 3.5.1 folgt, dass komplexe Datenobjekte aus-
schließlich in ihren Blattklassen Datenwerte führen. Alle Blattklassen des Metamodells sind vom skalaren
Typ. Demnach müssen arithmetische Operationen nur für Skalare53 definiert werden.
Das Metamodell unterscheidet nicht zwischen Operationen (mit denen HLL Operatorsymbole assoziieren)
und Funktionen (mit denen HLL Funktionsaufrufe assoziieren), da dies unterschiedliche Repräsentationen
der gleichen Semantik sind. Die Transformation in ein Zielsystem erzeugt die jeweilige Darstellung. Ope-
rationen und Funktionen sind werterzeugende Objekte54. Letztere55 referenzieren stets beschreibende
Objekte (ggf. über mehrere Stufen hinweg). Die Umkehrung des Satzes gilt nicht.
3.8.2.1 Addition / Subtraktion / Multiplikation / Division
Bei nichtkommutativen Operationen ordnet die Reihenfolge in input_function den Operanden ihre Se-
mantik zu. Je nach Zielsprache lässt sich polymorphes Verhalten z. B. der Division dadurch erreichen,
dass mehrere Funktionsobjekte mit function_name = "/", aber unterschiedlichem Datentyp definiert
werden. Auf diese Weise klärt sich auch, ob Operanden mit unterschiedlichen Datentypen an der Opera-
tion teilnehmen dürfen (z. B. Addition von Fest- und Gleitkommazahlen) und bei der Übersetzung Kon-
vertierungsfunktionen des Zielsystems eingefügt werden oder nur identische Datentypen zulässig sind.
Eine erweiterte Form der operationalen Konsistenz bildet die Kontrolle der Ausführbarkeit arithme-
tischer Operationen, deren Ergebnis aus dem induzierten Wertebereich ihrer Operanden heraus führen
kann (z. B. Addition): liegen alle Eingangsoperanden einer Operation wie + im Gültigkeitsintervall des
Datentyps, so muss dies auch für das Resultat gelten, andernfalls würde das System bei Überlauffehlern in
einen inkonsistenten Zustand geraten. Bei diesen Funktionen sollte transformations stets eine Prüfung
der operationalen Konsistenz generieren. Die Implementation dieser Integritätsprüfung realisiert so die
Über- oder Unterlaufkontrolle.
Semantik
Die Notation der Funktionsobjekte erlaubt deren Transformation derart, dass das Resultat (analog zur
Dreiadressmaschine) auf einem separaten Platz56 ablegt oder einem der Eingangsoperanden zugewiesen
wird. Die Entscheidung darüber trifft der Generator.
52Die Entscheidung, ob im Falle von start > Σ(string) der Funktionswert aus der leeren Zeichenkette oder dem Wert ⊥
besteht, obliegt den Transformationsalgorithmen.
53Dies schließt etwa die Definition der Matrixmultiplikation nach dem Falk´schen Schema nicht aus, da sie sich aus mehreren
Operationen über Skalaren zusammensetzt.
54im Gegensatz zu den bisher behandelten Metaobjekten, welche das Schema der Datenbank beschreiben
55Der Begriff hat keine Beziehung zu dem der objekterzeugenden Operationen der Datenbank-Theorie.
56nützlich bei Übersetzung in Hardware
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Integrität
&&(||(==(Π(general_function, function_name), I("+")),
==(Π(general_function, function_name), I("-")),
==(Π(general_function, function_name), I("*")),
==(Π(general_function, function_name), I("/"))),
==(Σ(Π(general_function, inputs)), I(2)),
==(σβ(Π([Π(general_function, inputs), 1, 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, inputs), 2]), "Constructor", 1), I("Scalar")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, inputs), 1, 1]), "Constructor", 2),
σβ(Π([Π(general_function, inputs), 2]), "Constructor", 2)),
==(σβ(Π([Π(general_function, inputs), 2]), "Constructor", 2),
σβ(Π([Π(general_function, outputs), 1]), "Constructor", 2)))
instructions
Abbildung auf Operationen des HOST-Systems
transformations
Abbildung auf Operationen des Zielsystems
3.8.2.2 Aggregatfunktionen
Existierte zwischen den durch Metaobjekte des Abschnitts 3.8.2.1 beschriebenen arithmetischen Ope-
rationen und den Operatoren der Zielsprache eine 1:1-Beziehung, so kann sich bei Aggregatfunktionen
die Notwendigkeit zur Zusammenfassung mehrerer Metaobjekte während des Übersetzungsvorgangs er-
geben. Derartige Konstrukte erkennen ECA-Regeln, die die Struktur des Operatorbaums der komplexen
Funktion analysieren.
Beispiel 13 (Minimum/Maximum) Gesucht sei der kleinste/größte in einer Liste enthaltene Wert.
array
Constructor
List, element_type
element_type
Constructor
Scalar, REAL
result
Constructor
Scalar, REAL
Variable
Φ((min(⊥)), array) Φ((max(⊥)), array)
min: branching(<(*, result), O(*, result)) max: branching(>(*, result), O(*, result))
Das während der Iteration zur Zwischenspeicherung benötigte Metaobjekt mit Variable-Aspekt wird
nicht in die Zielsprache übersetzt, wenn diese semantisch äquivalente Konstrukte für die jeweilige Aggre-
gatfunktion bereitstellt.
Das Prinzip ist sinngemäß auf alle anderen Funktionen übertragbar, die sich aus mehreren daten-
und/oder funktionsbeschreibenden Metaobjekten zusammensetzen.
3.8.3 Logische Operationen
3.8.3.1 Monadische Funktionen
Semantik
logische Negation
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Integrität
&&(==(Π(general_function, function_name), I("¬")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, inputs), 1]), "Constructor", 2), I("BIT")),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 2), I("BIT")))
instructions
Abbildung auf Operationen des HOST-Systems
transformations
Abbildung auf Operationen des Zielsystems
3.8.3.2 Polyadische Funktionen
Semantik
logische Konjunktion / Disjunktion
Integrität
&&(||(==(Π(general_function, function_name), I("&&")),
==(Π(general_function, function_name), I("||"))),
>=(Σ(Π(general_function, inputs)), I(2)),
==(Σ(Π(general_function, inputs)),
Σ(∆(&&(==(σβ(⊥, "Constructor", 1 ), I("Scalar")),
==(σβ(⊥, "Constructor", 2 ), I("BIT"))), Π(general_function, inputs)))),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 2), I("BIT")))
instructions
Abbildung auf Operationen des HOST-Systems
transformations
Abbildung auf Operationen des Zielsystems
3.8.4 Vergleichsoperationen
3.8.4.1 Vergleiche über Skalaren
Semantik
Jede Vergleichsoperation meldet mit ihrem Booleschen Funktionsergebnis den Wahrheitswert der mittels
function_name gestellten Bedingung. Per Definition dürfen nur Objekte mit gleichem Typ verglichen
werden, da nur so die Konsistenz zwischen Funktions- und datenbeschreibenden Metaobjekten automa-
tisiert prüfbar ist. Der Typ ergibt sich aus dem Primitiv, mit dem das Metaobjekt aufgebaut wurde.
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Integrität
&&(||(==(Π(general_function, function_name), I("<")),
==(Π(general_function, function_name), I("<=")),
==(Π(general_function, function_name), I("==")),
==(Π(general_function, function_name), I(">=")),
==(Π(general_function, function_name), I(">")),
==(Π(general_function, function_name), I("<>"))),
==(Σ(Π(general_function, inputs)), I(2)),
==(σβ(Π([Π(general_function, inputs), 1, 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, inputs), 2]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, inputs), 1, 1]), "Constructor", 2),
σβ(Π([Π(general_function, inputs), 2]), "Constructor", 2)),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 2), I("BIT")))
instructions
Abbildung auf Operationen des HOST-Systems
transformations
Abbildung auf Operationen des Zielsystems
3.8.4.2 Vergleiche über komplexen Objekten
Die im Abschnitt 3.8.4.1 vorgestellten Prädikate werden wie folgt auf komplexe Objekte unter Beachtung
ihrer Struktur übertragen:
Scalar
- numerische Datentypen entsprechend ihres arithmetischen Wertes (Typen mit totaler Ordnung im
Wertebereich)
- Strings nach dem Ordinalwert der Zeichen57 und der Länge der Zeichenkette58
- bei Typen ohne Ordnungsrelation (Aufzähltypen) bestimmt die Reihenfolge der Basiselemente59 bei
der Definition das Vergleichsergebnis
List
- Ergebnis ist

= falls Σ(list1) == Σ(list2) ∧ ∀ e1 ∈ list1, e2 ∈ list2 : deep_equal(e1, e2)
< falls Σ(list1) < Σ(list2)
> falls Σ(list1) > Σ(list2)
6= sonst
Set
- Ergebnis ist
{
= falls Σ(set1) == Σ(set2) ∧ ∀ e1 ∈ set1, e2 ∈ set2 : deep_equal(e1, e2)
6= sonst
- Ergebnisse > und < treten wegen fehlender Ordnungsrelation zwischen Elementen nicht auf
Tuple
- Ergebnis ist

= falls Σ(tuple1) == Σ(tuple2) ∧
∀ t1 ∈ Π([σβ(tuple1, ”Constructor”), 2]),
t2 ∈ Π([σβ(tuple2, ”Constructor”), 2]),
e1 ∈ t1, e2 ∈ t2 : Σ(Ω(t1)) == Σ(Ω(t2)) ∧ deep_equal(e1, e2)
6= sonst
57lexikographische Ordnung
58Es ist s1 < s2, falls ∀i ∈ 1 . . .Σ(s1) : subst([s1, i, 1]) == subst([s2, i, 1]) ∧ Σ(s1) < Σ(s2)
59meist ein Integer-Wert, auf dem die Elemente abgebildet werden
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Auch hierbei sind nur Vergleiche zwischen Objekten mit gleichem Konstruktionsprimitiv60 zulässig. Diese
Restriktion resultiert aus dem Vergleichsalgorithmus und stellt eine weiche Integritätsbedingung über dem
Constructor-Aspekt dar. Der Vergleich komplexer Objekte wird Top-Down durch indirekte Rekursion
über den Objekttypen ausgeführt. Während die Prüfung der Prädikate {==, <>} implementierungs-
neutral ist, hängt das Vergleichsergebnis bei {<, <=, >=, >} von der Art des Durchlaufs durch die
Objekthierarchie ab (Preorder bzw. Postorder Traversal). Deshalb ist der Vergleich keine induzierte, son-
dern eine komplexe, vom Anwender61 bereitzustellende Funktion. Dabei legt der Wissensingenieur auch
fest, ob ein Vergleich shallow oder deep auszuführen ist. Im letztgenannten Fall müssen komplexe Objek-
te bis zu allen Blattelementen den gleichen Aufbau haben, sonst ist das Vergleichsergebnis ⊥. Zu ihrer
Implementation bedienen sich Vergleiche der Iteratoren (Φ) für den jeweiligen Typ.
3.8.4.3 Typvergleiche an Metaobjekten
Semantik
Während sich die Vergleichsoperationen des Abschnitts 3.8.4.2 auf die Instanzenmenge komplexer Objekte
beziehen, analysiert type_eq die Struktur der zugehörigen Metaobjekte rekursiv durch Inspektion der
Constructor-Aspekte.
Integrität
&&(==(Π(general_function, function_name), I("type_eq")),
==(Σ(Π(general_function, inputs)), I(2)),
==(Σ(∩(Γ(Π([Π(general_function, inputs), 1, 1])),
Π(Ω(meta_object), object_name))), I(1)),
==(Σ(∩(Γ(Π([Π(general_function, inputs), 2])),
Π(Ω(meta_object), object_name))), I(1)),
==(Σ(Π(general_function, outputs)), I(1)),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 1), I("Scalar")),
==(σβ(Π([Π(general_function, outputs), 1]), "Constructor", 2), I("BIT")))
instructions
Ergebnis ist

True falls σβ(meta_object1, ”Constructor”, 1) == ”Scalar”∧
σβ(meta_object2, ”Constructor”, 1) == ”Scalar”∧
σβ(meta_object1, ”Constructor”) == σβ(meta_object2, ”Constructor”)
False falls σβ(meta_object1, ”Constructor”, 1) == ”Scalar”∧
σβ(meta_object2, ”Constructor”, 1) == ”Scalar”∧
σβ(meta_object1, ”Constructor”) 6= σβ(meta_object2, ”Constructor”)
Σ(σβ(meta_object1, ”Constructor”))∧
i=2
type_eq(σβ(meta_object1, ”Constructor”, i),
σβ(meta_object2, ”Constructor”, i))
sonst
3.8.5 Quantoren
Die prädikatenlogischen Quantoren sind auf induzierte Funktionen abbildbar und daher im Bedarfsfall
vom Nutzer bereitzustellen. Die Semantik des Allquantors ∀ beschreibt
==(Σ(∆(quantifier(⊥), Ω(meta_object))), Σ(Ω(meta_object)))
indem die Funktion quantifier eine problemspezifische Bedingung formuliert, die an jedes Element der
zu testenden Menge zu stellen ist. Sie ist durch alle Elemente erfüllt, wenn die so gebildete Teilmenge
eine unechte Teilmenge der Extensionsmenge von meta_object ist.
Der Existenzquantor ∃ fordert die Erfüllbarkeit der Bedingung durch mindestens ein Element:
>(Σ(∆(quantifier(⊥), Ω(meta_object))), I(0))
60Der Vergleich unterschiedlicher Objekte erfordert die Bereitstellung von Konvertierungsfunktionen.
61Damit sind auch spezielle Vergleichsverfahren realisierbar (z. B. Option Compare-Anweisung in VBA).
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3.8.6 Zuweisungen
Die im Abschnitt 3.7.5.2 definierte Zuweisungsoperation O wird auf komplexe Objekte erweitert. Sie ist
ausführbar gdw.
Ziel
Scalar List Set Tuple
Scalar Wertzuweisung wie
in 3GL
Liste wird auf ein
Element verkürzt
Wert des Skalars
wird einziges Men-
genelement
nicht ausführbar
Q
u
el
le
List nicht ausführbar Liste wird ersetzt Listenelemente
werden zu Men-
genelementen nach
Entfernung von
Duplikaten
nicht ausführbar
Set nicht ausführbar Mengenelemente
werden zu Listen-
elementen mit
zufälliger Reihen-
folge
Menge wird ersetzt nicht ausführbar
Tuple nicht ausführbar nicht ausführbar nicht ausführbar Tupel wird ersetzt
Die Schreiboperation führt zur Änderung des Datenbankzustands, falls das Zielobjekt persistent62 ist. In
diesem Falle löst sie an Datenobjekten das zugehörige Update-Ereignis aus:
branching(&&(==(Π(general_function, function_name), I("O")),
==(σβ(Π([Π(general_function, outputs), 1]), "Storage", 1),
I("persistent"))),
sequence(new_event, set_type, set_time))
new_event: ∪([event_queue, ν(α(event_type))])
set_type: O(+("ON-UPDATE-", Π([Π(general_function, outputs), 1])),
Π(Π([event_queue, Σ(event_queue)]), event_name))
set_time: O(current_time, Π(Π([event_queue, Σ(event_queue)]), event_time))
3.9 Befehlssatzmodell
Aus den induzierten und nutzerdefinierten Funktionen der vorangegangenen Abschnitte konstruiert der
Wissensingenieur einen virtuellen Operationssatz zur Steuerung aller Aktivitäten von Hard- und Soft-
warekomponenten. Der Detaillierungsgrad der Operationen entspricht dabei der jeweiligen Phase des
Entwurfsprozesses im gewählten Modell (vgl. Y-Diagramm in Abb. 1.2, P-Chart in Abb. 1.3). Indem der
reale Befehlssatz eines Zielsystems von Metaobjekten vertreten wird, entsteht durch die Ausführbarkeit
der Funktionsobjekte63 im Metamodell eine virtuelle Maschine zur simulativen Erprobung von Kompo-
nenten und ihrer Zusammenarbeit für die betrachtete Entwurfsphase. Die damit einhergehende Verfeine-
rung vom Niveau der Aktivierung größerer funktionaler Einheiten bis hin zu Prozedur-, Funktions- oder
Methodenaufrufen bzw. Maschinenbefehlen oder Gattern kommt in einer Hierarchie virtueller Maschinen
zum Ausdruck. Nach deren erfolgreicher Erprobung exportiert der Systemdesigner die durch Generierung
aus den Metaobjekten hervorgegangenen Quelltexte zwecks Übergabe an domänenspezifische Werkzeuge.
So unterstützt z. B. das LISA-Projekt den Test auf dem Niveau von Maschinenbefehlen.
62Die konkrete Funktion zur Ereigniserkennung richtet sich nach der im Abschnitt A gewählten Ereigniseigenschaft.
63vgl. Liste instructions des allgemeinen Funktionsobjekts general_function
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3.10 ECA-Regeln zur Integritätserhaltung
Die Erörterungen zur Integritätserhaltung im Kapitel 2 haben gezeigt, dass beim Entwurf eingebetteter
Systeme formal jeder Zustand der Wissensbasis und jeder Zustandsübergang einer Gültigkeitsprüfung
unterzogen werden kann. Da die Mechanismen zur Erhaltung der logischen Integrität von DBMS nur eine
Teilmenge der zu testenden Fälle abdecken, waren ECA-Regeln als umfassendes Mittel zur Integritätser-
haltung identifiziert worden.
Die Objektalgebra zur universellen Beschreibung der semantischen Integrität im Abschnitt 3.6.2 ermög-
licht nun die Aufstellung von ECA-Regeln für die im Abschnitt 2.4.3 ermittelten Kategorien der In-
tegritätserhaltung. Im Interesse der Übersichtlichkeit werden nachfolgend die Funktionsobjekte in der
vereinfachten Präfix-Notation angegeben.
3.10.1 Prüfende Regeln
Ausgangspunkt der Betrachtungen sei eine Wissensbasis, die sich im konsistenten Zustand befindet,
d. h. alle Belegungen ihrer Objekte gehören der Teilmenge zulässiger Zustände an. Die Wissensbasis ver-
bleibt mindestens bis zur nächsten wertverändernden Operation in diesem Zustand. Jede Schreiboperation
stellt eine potentielle Möglichkeit zum Verlassen des konsistenten Zustands dar. Daher müssten o.B.d.A.
in jeder Transaktion mit wertverändernden Operationen alle Integritätsregeln auf ihre Erfüllbarkeit ge-
prüft werden. Dieses Verfahren garantiert den konsistenten Zustand der Wissensbasis und verspricht eine
unkomplizierte Implementierung, besitzt aber den entscheidenden Nachteil zu geringer Performanz, da
sich die Prüfung auf alle Datenobjekte erstreckt.
Der Vorteil der Anwendung von ECA-Regeln besteht in der gezielten Auswahl derjenigen Ereignisse, die
für die Integrität der Wissensbasis relevant sind. Dadurch reduziert sich die Anzahl zu betrachtender
Regeln auf solche, die mit dem zu ändernden Datenobjekt in Beziehung stehen. Die prüfende Regel be-
zieht sich bei schreibenden Zugriffen {INSERT, UPDATE, DELETE} auf den Datenbankzustand, der nach
Abarbeitung der regelauslösenden Instruktion eintritt und entscheidet, ob dieser der Menge der gültigen
Zustände angehört. Bei lesenden Zugriffen {SELECT} prüft die ECA-Regel die Berechtigung des anfor-
dernden Prozesses und leitet ggf. weitere (weiche) Integritätstests (s. Abschnitt 3.6.1.6) ein, ohne jedoch
selbst Schreiboperationen auszuführen. Der Aktionsteil prüfender Regeln besteht aus dem Aufruf einer
Funktion, die in Abhängigkeit vom Testergebnis Commit oder Rollback auslöst. Die Übersetzung in die
Syntax des Ziel-DBMS definiert der Anwender in der Liste transformations der Funktionsdefinition.
3.10.1.1 Partielle Eindeutigkeit
Die Strukturbeschreibung eines eingebetteten Systems ist interpretierbar als Graph, dessen Knoten die
Komponenten und dessen Kanten die von den has parts-Relationen etablierten Beziehungen vertreten.
Jede Kantenbezeichnung darf innerhalb der Wissensklasse höchstens einmal64 auftreten. Zur Illustration
der Prüfung auf partielle, nur innerhalb einer Wissensklasse gültige Kantenbezeichnung sei nochmals auf
die Integritätsbedingung ii des Abschnitts 3.6 verwiesen. Die Menge der has parts-Relationen bildet einen
optionalen Bestandteil der Wissensklasse. Zusätzlich zu den im Abschnitt 3.7 vorgestellten induzierten
Funktionen verwendet diese Prüfung nutzerdefinierte Funktionsobjekte, um die Darstellung übersichtli-
cher65 zu gestalten.
==(Σ(∆(unique(⊥, ⊥), Π(Ω(database_def), class_def))), I(0))
unique: >(Σ(parts), Σ(Γ(Γ(parts))))
parts: Π(Π(class_def, part_def), ident)
Die unbenannte Funktion beschreibt die eigentliche Integritätsbedingung. Sie nutzt die Ergebnisse zweier
nutzerdefinierter Hilfsfunktionen. Deren Substitution ermöglicht die Berechnung des Funktionswertes. Im
expandierten Operatorbaum enthalten die Knoten die Namen der Aspekte der beteiligten Metaobjekte.
64Diese Forderung resultiert aus der Semantik von CLINT++.
65Satzsymbol der Sprache CLINT ist database_file. Folglich müssen alle Projektionen damit beginnen, eine Domäne
database_def auszuwählen. Die folgenden Regeln unterlassen dies im Interesse besserer Lesbarkeit.
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Abbildung 3.26: Operatorbaum der Integritätsbedingung ii des Abschnitts 3.6
Die Funktion Ω ermittelt die Extensionsmenge des Metaobjekts database_def. Sie besteht aus allen in
der Wissensbasis abgelegten Domänen. Aus diesen Elementen projiziert Π die Teilmenge der Definitionen
für Wissensklassen. Auf jede Wissensklasse wendet ∆ die Funktion unique separat an; damit kommt die
geforderte Eindeutigkeit der Kantennamen innerhalb einer Wissensklasse zum Ausdruck. Diese nutzer-
definierte Funktion erscheint in Abb. 3.26 in der Form ihrer Definition: sie vergleicht zwei skalare, von
Σ gelieferte Werte. Beide Summenfunktionen nutzen die ebenfalls nutzerdefinierte Funktion parts, wel-
che mit Hilfe von Π die Task-Namen66 aus dem part_def-Abschnitt der Klassendefinition projiziert67.
Um die klassenlokale Eindeutigkeit der Task-Namen festzustellen, vergleicht > deren direkte Anzahl mit
der Anzahl einer Menge, die zunächst in eine Liste und anschließend zurück in die Mengendarstellung
konvertiert wurde. Der Ausdruck Σ(Γ(Γ(parts))) ist semantisch korrekt auf Grund der polymorphen
Definition von Γ. Da die Funktion parts Objekte mit dem Konstruktionsprimitiv Set liefert, muss das
Ergebnis von Γ(parts) eine Liste mit identischer Anzahl68 von Elementen sein. Erst deren erneute Kon-
vertierung in eine Menge eliminiert evtl. vorhandene Duplikate.
Folglich ist die Integritätsbedingung erfülltverletzt↔
{
Σ(parts) = Σ(Γ(Γ(parts)))
sonst .
Auf Grund ihrer Definition übernimmt ∆ nur solche Elemente in die Ergebnismenge, für die die aufgerufe-
ne Funktion den Booleschen Wert True liefert, d. h. die die Integritätsbedingung verletzen. Der Vergleich
der Anzahl der Elemente dieser Menge mit 0 liefert schließlich die Aussage über die Einhaltung der In-
tegritätsbedingung. Der numerische Vergleichswert wird in Abb. 3.26 von einer „Konstanten-Funktion“
bereitgestellt.
Die Auswertung der Aspekte im Operatorbaum zeigt, welche Metaobjekte für die Berechnung des Funk-
tionswertes relevant sind. Treten Metaobjekte mehrfach im Operatorbaum auf, so werden sie nur einmal
berücksichtigt. Nur für Ereignisse an den Instanzen dieser Objekte ist der Funktionswert der Integritäts-
regel neu zu berechnen.
Bei der Menge der primitiven Ereignisse mit Schreibzugriff zur Wissensbasis ergeben sich Card({INSERT,
UPDATE, DELETE}) × Card({database_def, class_def, part_def, ident}) = 3 × 4 = 12 Ereignistypen,
die vom ADBMS zu registrieren sind.
66Mit diesem Begriff bezeichnet CLINT die Kanten der has parts-Relationen.
67Lt. CLINT ist zunächst die parts-Liste aus der Klassendefinition und danach der Kantennamen zu projizieren.
68vgl. Definition der induzierten Funktion im Abschnitt 3.7.2.5
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Unter Beachtung der Semantik der induzierten Operationen lässt sich die Menge der Ereignistypen weiter
reduzieren: so ist es für Σ(metaobject) unerheblich, ob sich der Wert der zu zählenden Elemente ändert.
Demnach sind dort nur INSERT- und DELETE-Ereignisse relevant. Wegen der angestrebten Allgemeingül-
tigkeit des Verfahrens wird diese Möglichkeit hier jedoch nicht genutzt.
Die Darstellung der Integritätsbedingung in Form komplexer Funktionsobjekte ermöglicht zugleich deren
formale Gültigkeitsprüfung zur Designzeit, da sowohl die Existenz der Datenobjekte (bei Constructor-
Aspekt) als auch der Funktionsobjekte (bei Function-Aspekt) durch Zugriff zum Metamodell bzw. zur
Schemadefinition realisierbar ist.
3.10.1.2 Schlüsselintegrität
Die besondere Bedeutung für RDBMS motiviert eine verallgemeinerte Integritätsfunktion zur Einhaltung
der Schlüsselintegrität; besteht der Schlüssel aus nur einem Attribut, so ist die Prüfung wie im Abschnitt
3.10.1.1 ausführbar69. Hierzu sei ein allgemeines Tupel mit n Attributen (n ∈ N \ {0}) vom skalaren Typ
gegeben.
Π(tuple_object, attribute_1, attribute_2, . . ., attribute_n)
Sind m der n Attribute (m ≤ n) Schlüsselkandidaten, so ist die Eindeutigkeit der Belegungen über das
kartesische Produkt aller Attribute70 nachzuweisen.
Ein Beispiel hierfür ist die Eindeutigkeit des Namens vonWissensklassen innerhalb einer logischen Schicht.
In RDBMS sind Klassenname und Schichtenname Bestandteil des Primärschlüssels. Im Metamodell ist
diese Integritätsbedingung durch induzierte Funktionen darstellbar:
==(Σ(keys), Σ(Γ(Γ(keys))))
keys: ×(Π(Π(database_def, class_def), class_name),
Π(Π(database_def, class_def), hierarchy_spec))
3.10.1.3 Referenzintegrität
Das Problem der Erhaltung der Referenzintegrität existiert in allen Datenmodellen. Als typisches, nicht
auf die Regeln der klassischen Referenzintegrität reduzierbares Beispiel sei iv aus Abschnitt 3.6 genannt.
Die Forderung, dass jede Subklasse einer Wissensklasse der gleichen logischen Schicht wie diese in der
Wissensbasis angehören muss, bedeutet eine Bezugnahme auf eine erst zur Laufzeit bestimmbare Teil-
menge der Extensionsmenge. Zwar lässt sich in RDBMS eine solche Teilmenge mittels View beschreiben,
jedoch darf sich die REFERENCES-Klausel in SQL’s CREATE TABLE-Anweisung nur auf reale, nicht aber
auf virtuelle Tabellen beziehen. Ein komplexes Funktionsobjekt liefert auch hierfür eine allgemeingültige
Lösung: Die Integritätsregel fordert mit
==(Σ(∆(reference(⊥, ⊥), Π(Ω(database_def), class_def))), Γ(I(0)))
die leere Menge für das Ergebnis von ∆, d. h. @ class_def mit der durch reference definierten Ei-
genschaft. Diese Funktion erhält zweimal die aktuelle Instanz von class_def, da sie als arithmetische
Vergleichsfunktion definiert wurde. In ihrer Definition werden die Projektionen
Π(Π(Π(Π(Ω(database_def), class_def), part_def), part_item), subclass)
abkürzend als
Π(Ω(database_def), class_def.part_def.part_item.subclass)
notiert. Damit erhält die Prüffunktion zur Referenzintegrität die Gestalt:
69Die Definition 37 für Schlüsselkandidaten ist zwar komfortabler, jedoch stützt sie sich auf eine zusätzliche Identifikations-
möglichkeit der Datenobjekte. Im Interesse der Allgemeingültigkeit wird daher die formale Mengendefinition verwendet.
70Je nach Zielsystem kann dazu die Funktion × auf beliebig viele Mengen erweitert oder die Produktbildung schrittweise
ausgeführt werden. Da auf die Produktmenge nur Σ angewandt wird, ist die Assoziativität der Zusammenfassung uner-
heblich.
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reference: <(Σ(∩(Π(class_def, part_def.part_item.subclass),
Π(Ω(database_def), class_def.class_name))),
Σ(Π(class_def, part_def.part_item.subclass)))
Es liegt demnach eine nicht erfüllte Referenz vor, wenn die Kardinalität der Menge der Namen der
Subklassen kleiner ist als die Kardinalität der Menge der mit der Gesamtmenge der Klassennamen ge-
schnittenen Menge71.
Diese Regel realisiert die herkömmliche Referenzintegrität, d. h. es wird nur die Existenz der in der parts-
Liste genannten Klasse gefordert. Soll sie ferner der gleichen Klasse wie die Superklasse angehören, dann
muss eine Selektion über der Extensionsmenge von Π(Ω(database_def)) erfolgen. reference bedient
sich dazu einer weiteren Funktion:
reference: <(Σ(∩(Π(class_def, part_def.part_item.subclass),
∆(layer(Π(class_def, hierarchy_spec), ⊥),
Π(Ω(database_def), class_def)))),
Σ(Π(class_def, part_def.part_item.subclass)))
Der Forderung von ∩ nach Bereitstellung von Elementen identischen Typs wird weiterhin entsprochen,
da ∆ eine (echte) Teilmenge von Π(Ω(database_def), class_def) bildet.
layer: ==(hierarchy_spec), Π(class_def, hierarchy_spec)
Als ersten Operand empfängt layer die aktuelle, von reference bereitgestellte Schicht der Superklasse,
während Π im zweiten Operanden das gleiche Attribut für die Menge der Subklassen projiziert. Somit
erfolgt der Vergleich zwischen Skalaren.
3.10.1.4 Beschränkung des Wertebereichs
Im Abschnitt 3.6 wurde für die Anzahl der Subklassen in der has parts-Relation unter iii ein halboffenes
Intervall erklärt. Das zugehörige Funktionsobjekt wendet einen skalaren Vergleich auf alle Kardinalitäten
an:
==(Σ(∆(<(⊥, I(0)), Π(Ω(database_def), part_def.part_item.cardinality))), I(0))
Eine solche Restriktion ist stets auf ein einzelnes Metaobjekt beschränkt und daher in Mechanismen
der logischen Integrität von DBMS72 transformierbar. Sie lassen sich auf Constraints im CREATE TABLE-
Statement abbilden. In Microsoft Access verwalten z. B. TableDef-Objekte zusätzliche Bedingungen, die
für den ganzen Satz gelten sollen und die nicht mit dem dort realisierten SQL-Dialekt beschreibbar
sind. Eine solche Möglichkeit ist bei der Generierung der Integritätsregeln immer vorzuziehen, da die
Implementierung Bestandteil des konkreten DBMS ist.
3.10.1.5 Teilmengen komplexer Objekte
Als Beispiel hierfür sei die Definition der Ports einer Wissensklasse betrachtet. Aus der EBNF folgt die
Darstellung
port_item = ListOf(TupleOf(port_name, port_dir, type_id, type_width))
Sie entspricht genau einer Tabellendefinition73 im relationalen Modell:
port_def
Constructor
List, port_item
port_item
Constructor
Tuple, port_name, port_dir, type_id, type_width
71Diese Implementation ersetzt die Bildung der Differenzmenge, welche lt. Definition 40 keine induzierte Operation ist
(Widerspruch zur Minimalitätsforderung).
72Als feldbezogenes Constraint in CREATE TABLE-Anweisungen bei RDBMS, als Attributwertbeschränkung in OODBMS.
73Ein Primärschlüssel ist daraus nicht ableitbar und muss synthetisch erzeugt werden, z. B. durch Surrogate.
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port_dir
Constructor
Scalar, TEXT
Statische Integritätsbedingung:
||(==(Π(port_item, port_dir), I("in")),
==(Π(port_item, port_dir), I("out")),
==(Π(port_item, port_dir), I("inout")))
Die folgende Funktion ermittelt alle Ports, die Eingabesignale entgegennehmen,
∆(port_type(⊥), Π(port_def, port_item))
indem sie deren Übertragungsrichtung mit Konstanten vergleicht. Auf jedes projizierte Element
port_item der Liste port_def wendet der Iterator ∆ die Funktion port_type an. Dies ist gleichbe-
deutend mit der Selektion aller Port-Definitionen, die Signale senden. Die Korrektheit des Funktionsaus-
drucks ist anhand der Definition der Metaobjekte durch Verfolgung der Constructor-Aspekte prüfbar.
port_type: ||(==(Π(port_item, port_dir), I("in")),
==(Π(port_item, port_dir), I("inout")))
Die Gleichwertigkeit von daten- und funktionsbeschreibenden Metaobjekten zeigt das folgende Beispiel.
Es verwendet den Booleschen Wert von abstract, um die Namen aller abstrakten Wissensklassen zu
ermitteln.
Π(∆(Π(class_def, abstract), Π(Ω(database_def), class_def)), class_name)
3.10.1.6 Begrenzung der Anzahl von Elementen
Häufig existieren Ober- bzw. Untergrenzen für die zulässige Anzahl von Elementen eines komplexen
Datenobjekts. Auf Grund der Polymorphie ist die Funktion typneutral74 definierbar, ihre Semantik jedoch
typspezifisch:
&&(>=(Σ(meta_object), I(lower_boundary)), <=(Σ(meta_object), I(upper_boundary)))
Typ Semantik
Scalar nicht definiert
List, Set Einfüge- und Löschoperationen in meta_object werden zurückgewiesen, falls die Anzahl
der Elemente danach außerhalb der Grenzen liegen würde
Tuple Einfüge- und Löschoperationen in meta_object werden zurückgewiesen, falls die Anzahl
der Bestandteile danach außerhalb der Grenzen liegen würde
3.10.1.7 Null-Werte
Null-Werte sind per Definition Elemente der Extensionsmenge jedes Metaobjekts. Deren Ausschluss ent-
spricht einer Beschränkung des Wertebereichs75. Der Wert ⊥ ist zuweisungskompatibel zu allen Meta-
objekten vom skalaren Typ76 und somit auch als Operand von Vergleichsoperationen zulässig. Deshalb
stellt das Metamodell keine speziellen Operationen für ⊥ bereit.
Da Datenbank-Programmiersprachen spezielle Konstrukte für Null-Werte besitzen77, sollte die Verwen-
dung von ⊥ im Metamodell so gekennzeichnet sein, dass den Code-Generatoren eine eindeutige Erkennung
möglich ist [23]. Für die folgenden Betrachtungen wird daher die Existenz einer nutzerdefinierten, para-
meterlosen, polymorphen78 Funktion Null vorausgesetzt, deren Funktionswert ⊥ ist. Sie ist nutzbar, um
etwa die Benennung aller Wissensklassen zu prüfen:
==(Σ(∆(named(⊥), Π(Ω(database_def), class_def))), I(0))
named: <>(Π(class_def, ident), Null())
74für Konstruktionsprimitive, auf denen Σ definiert ist
75Diese Festlegung ist konform zu SQL: bei fehlendem Zusatz NOT NULL in der Felddefinition einer Tabelle ist diese Belegung
zulässig.
76Diese Aussage gilt in der formalen Behandlung der Datentypen ohne Rücksicht auf eine eventuelle Beschränkung des
Wertebereichs.
77z. B. If IsNull(. . .) Then in VBA
78bezüglich aller skalaren Datentypen des DBMS
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3.10.1.8 Beschränkung erlaubter Zustandsübergänge
Zur Illustration derartiger Abhängigkeiten sei auf den Zustandsgraph in Abb. 3.12 aus Beispiel 11 verwie-
sen. Die Codierung seiner Knotenmenge erfordert Fix(ld(3) + Sgn(Fix(ld(3))) Bit. Es gelte folgende
willkürliche Zuordnung:
Prozesszustand Codierung
non-existent ↔ 00
waiting ↔ 01
active ↔ 10
Unter der Voraussetzung, dass das
DBMS die Bitkette als ganze Zahl inter-
pretiert, kann ein Metaobjekt vom ska-
laren Typ den Zustandsspeicher bilden.
State
Constructor
Scalar, INTEGER
Jede Zustandsänderung ist folglich von einer ECA-Regel zu überwachen. Die statische Prüfung auf Ein-
haltung der Wertebereichseinschränkung übernimmt die Funktion
&&((>=(State, I(0)), <=(State, I(2)))
im Bedingungsteil einer ECA-Regel, welche die Änderung ggf. in ihrem Aktionsteil durch abort zurück-
weist. Für die dynamische Zustandsübergangsprüfung sorgen die ECA-Regeln
Event Condition Action Process State
ON-UPDATE-State ==(State, I(0)) branching(<>(State, I(1)), abort)) 00
ON-UPDATE-State ==(State, I(1)) branching(<>(State, I(2)), abort)) 01
indem sie diejenigen Ausgangszustände erkennen, in denen nicht jeder Folgezustand erlaubt ist. In der
obiger Tabelle zugrunde liegenden Abb. 3.12 gilt dies für Knoten, bei denen die Anzahl ausgehender Kan-
ten kleiner als die um 1 verminderte Kardinalität der Knotenmenge ist.
Die disjunktive Verknüpfung der Funktionen in Condition wäre nicht zielführend, weil die Ausgangszu-
stände unterschiedliche Prüfungen der jeweiligen Folgezustände erfordern. So besteht der Aktionsteil der
Regel zum Prozesszustand 00 aus einer bedingten Funktionsausführung79, die die regelauslösende Trans-
aktion im Falle der Erreichung eines unzulässigen Folgezustands abbricht. Dagegen gilt bei wartenden
Prozessen (Prozesszustand 01) deren Vernichtung als unerlaubter Zustandswechsel.
Die Funktionen im Aktionsteil beziehen sich auf den neuen, jedoch noch nicht durch Commit bestätigten
Zustand der Datenbank. Alter und neuer Zustand müssen daher innerhalb der Transaktion verfügbar
sein, um diese ggf. abbrechen zu können.
Das eben dargestellte Prinzip der Modellierung von Zustandsübergängen beruht auf der Nichtanwendung
der ECA-Regel bei nicht erfüllter Bedingung im Condition-Teil und dem Abbruch der Transaktion bei
nicht erfüllter Bedingung im Action-Teil.
Mehrere, in gleicher Weise zu überwachende Ausgangszustände sowie mehrere, alternativ erreichbare Fol-
gezustände führen zu Disjunktionen über den vergleichenden Funktionen, jedoch nie zur Verknüpfung der
Regeln. Daraus resultiert eine Integritätsbedingung zur Gestaltung der Vergleichsfunktionen, die in den
Condition-Teilen der ECA-Regeln gerufen werden: die Mengen der durch die Disjunktionen beschriebenen
Ausgangszustände müssen disjunkt sein, um deterministisches Verhalten zu garantieren80.
Ist eine beliebig lange Sequenz von Zustandsänderungen zu überwachen, bei der die Datenbank infolge
von durch Commit abgeschlossenen Transaktionen konsistente Zwischenzustände einnimmt, so besteht die
Maßnahme bei Eintreten eines unerlaubten Zustandsübergangs in der Abarbeitung einer Korrekturstrate-
gie aus DML-Operationen, da hierbei der Geltungs- und Einflussbereich von Transaktionen überschritten
wird. Eine typische Anwendung hierfür ist das automatische Konfigurieren, bei der das Entwurfssystem
eine Folge von Konfigurationsschritten ausführt, deren Ergebnis sich jedoch als ungeeignet bezüglich des
Optimierungsziels erweisen kann (z. B. durch Nichteinhaltung von Grenzwerten für nichtfunktionale An-
forderungen).
In diesem Fall sammeln ECA-Regeln in speziellen Metaobjekten vom Listentyp alle Informationen, die
zum Wiederherstellen des Datenbankzustands nach Erkennung eines unerlaubten Zustandsübergangs
notwendig sind. Beim automatischen Konfigurieren sind das die Objektidentifikatoren der Instanzen, die
durch die jeweiligen Konfigurationsschritte angelegt wurden und die ggf. wieder zu entfernen sind.
Bei der Überwachung derart langer Sequenzen von Zustandsänderungen ist zu beachten, dass sich ein
79branching ist ein Konstrukt zur Ablaufsteuerung; es wird im Abschnitt 4.3.4.2 formal definiert.
80Eine formale Beschreibung deterministischer und stochastischer Automaten im Metamodell gibt der Abschnitt 4.2.1.
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evtl. notwendiges Rollback stets nur auf die letzte Transaktion bezieht und daher alle Zwischenzustände
der Datenbank für andere Transaktionen sichtbar sind, so dass im Mehrnutzerbetrieb zusätzliche Vorkeh-
rungen gegen ein dirty reading zu treffen sind. Im Beispiel der Konfigurationen kann dies ein Statusfeld
in den Instanzen der Wissenseinheiten sein, das erst nach erfolgreichem Abschluss der zu überwachenden
Sequenzen einen Wert erhält, der die Verwendbarkeit für andere Transaktionen anzeigt. Lesezugriffe zu
ungeprüften Instanzen ignoriert das System.
3.10.2 Berechnende Regeln
Alle bisherigen vorgestellten Funktionsobjekte liefern einen Booleschen Rückgabewert, mit dessen Hilfe
die Regelverarbeitungskomponente integritätsverletzende Zustände als Folge von schreibenden Zugriffen
erkennen und die zugehörige Transaktion ggf. ergebnislos beenden kann. Die Anforderung i aus Abschnitt
3.6 ist damit jedoch nicht erfüllbar, da dort eine vom Anwender ausgelöste Schreiboperation (z. B. Löschen
einer Kante der has parts-Relation) ggf. eine weitere Schreiboperation (z. B. Löschen der Relation bei
leerer Kantenmenge) zur Folge hat. Die Leistung der Regel besteht hier also nicht primär in der Prüfung
der Gültigkeit einer Transaktion, sondern in der Wiederherstellung der semantischen Integrität nach
der Operationsausführung. In passiven DBMS müssten alle Tools mit Schreibberechtigung das Zählen
der Kanten sowie das bedingte Löschen der has parts-Relation in gleicher Weise implementieren. Eine
Regelinkonsistenz wäre bei Nichtbeachtung dieser Abhängigkeit die Folge.
Bei Nutzung von ADBMS können beliebige Anwendungen das Löschen der Kante veranlassen ohne von
möglichen Konsequenzen „wissen“ zu müssen. Bestand bei prüfenden Regeln der Aktionsteil des ECA-
Konstrukts prinzipiell nur aus Anweisungen zur Transaktionssteuerung (Commit oder Rollback), so tritt
bei berechnenden Regeln ein Funktionsobjekt mit Schreiboperationen im Aktionsteil auf, welche ihrerseits
Folgeereignisse auslösen können. Für das o. g. Beispiel folgt auf das Ereignis Delete am Objekt part_def
die ECA-Regel mit dem Bedingungsteil
==(Σ(Π(Π(Ω(database_def), class_def), part_def)), I(0))
und dem Aktionsteil
O(Null(), Π(class_def, part_def))
Damit wird die leere Liste in der Klassendefinition durch den Null-Wert ersetzt.
Wenn eine berechnende Regel ein Ereignis behandelt, so ist zu prüfen, ob alle Änderungen ausführbar
sind, die durch solche Regeln (ggf. kaskadierend) angestoßen werden. Dies erfordert die Klammerung aller
Operationen in einer langen Transaktion, um sie ggf. vollständig zurückrollen zu können. Systemspezifi-
sche Besonderheiten der Kopplung von Transaktionen behandelt der Abschnitt A.
3.10.3 Funktionale Abhängigkeit
Zwischen Datenobjekten bestehen häufig funktionale Abhängigkeiten dergestalt, dass bestimmte Werte
eines unabhängigen Objekts Werte in einem oder mehreren abhängigen Objekten nach sich ziehen.
Definition 41 (Funktionale Abhängigkeit) Sei R eine Relation mit den Attributen Ai, . . . , Aj und
Bk, . . . , Bl (i ≤ x ≤ j ∧ j ≤ y ≤ k) mit Ax ∩ By = ∅. Die By sind genau dann funktional abhängig von
Ax, wenn gilt:
==(Σ(∪(Π((Ai, . . . , Aj), Ω(R)), Π((Ai, . . . , Aj), Ω(R)))),
Σ(∪(Π((Ai, . . . , Bl), Ω(R)), Π((Ai, . . . , Bl), Ω(R))))) 81
Die Aufnahme dieser Prüfung ins Metamodell ermöglicht:
• die formale Prüfung der Schemagenerierung bzgl. der Normalisierung
• die Ermittlung der Kandidaten für den Primärschlüssel als RDBMS-spezifische Projektion
• die automatisierte Generierung von ECA-Regeln zur Durchsetzung funktionaler Abhängigkeiten
81Die Vereinigung der projizierten Extensionsmenge mit sich selbst eliminiert Duplikate.
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Die formale Repräsentation der Abhängigkeiten82 liefert Funktionsobjekte, die durch zusätzliche Aspekte
gekennzeichnet sein können, um die Übersetzung in spezielle Features der DBMS zu erleichtern.
unabhängiges
Objekt
abhängiges
Objekt
Kategorie Maßnahme zur Laufzeit
Name eines
Metaobjekts
Name eines
Metaobjekts
semantische Abhängigkeit
(für Normalformenlehre)
keine
Name eines
Metaobjekts
Name eines
Metaobjekts
funktionale Abhängigkeit Neuberechnen des abhängigen
Objekts
Mastertabelle Detailtabelle Fremdschlüsselbeziehung Prüfen der Referenzintegrität
Mastertabelle Detailtabelle Aktualisierungs- und
Löschweitergabe
Propagation der Wertänderung
Name eines
Metaobjekts
Name eines
Metaobjekts
nutzerdefinierter Zusammen-
hang mit nutzerdefinierten
Maßnahmen
Aufruf nutzerdefinierter Kon-
strukte
Name eines
realen
Metaobjekts
Name eines
virtuellen
Metaobjekts
View
(Details behandelt der Ab-
schnitt 3.10.3.2)
keine bei Views im klassischen
Sinne; Neuberechnen View bei
materialisierten Sichten83
primitives
Ereignis
komplexes
Ereignis
Ereignisalgebra Prüfen des Eintretens des kom-
plexen Ereignisses durch Berech-
nung der Ereignisformel und ggf.
Auslösen der Aktion
Tabelle 3.6: Beispiele funktionaler Abhängigkeiten
Funktionale Abhängigkeiten bedingen eine Kombination prüfender und berechnender ECA-Regeln. Diese
überwachen Schreiboperationen am unabhängigen Objekt und führen im Aktionsteil die Maßnahme zur
Durchsetzung der Abhängigkeit aus. Wünscht der Anwender z. B. Aktualisierungs- oder Löschweitergaben
und bietet das Ziel-DBMS dieses Feature nicht an, dann besteht der Aktionsteil der zu generierenden
Regel aus UPDATE- bzw. DELETE-Statements für die Detailtabelle. Die folgenden Abschnitte stellen typische
Anwendungen funktionaler Abhängigkeiten und ihre Darstellung im Metamodell vor.
3.10.3.1 Normalformen
Ein gegebenes Metamodell ist durch Auswertung funktionaler Abhängigkeiten formal auf Einhaltung
der Normalisierungsforderungen für RDBMS prüfbar:
1NF
==(Σ(∆(1NF(⊥), ∆(Data(⊥), Ω(meta_object)))), Σ(∆(Data(⊥), Ω(meta_object))))
Data: ==(Π(Π(meta_object, aspect), aspect_name), I("Constructor"))
1NF: ==(Π([Π(meta_object, slot), 1, 1]), I("Scalar"))
2NF
Sei ψk ein Prädikat84, das angibt, ob ein Attribut der Schlüsselmenge der Relation angehört und sei ψt
eine Funktion85, die eine Menge von Namen der Attribute liefert, von denen das als Operand übergebene
Attribut funktional abhängig ist.
82Abhängigkeiten und semantische Restriktionen sind somit in gleicher Weise behandelbar.
83Damit ist jede beliebige Vererbungsstrategie beschreibbar.
84Die zugehörige Funktion berücksichtigt die anwenderspezifische Auswahl von (skalaren) Metaobjekten als Schlüssel.
85Die zugehörige Funktion berücksichtigt die anwenderspezifische semantische Abhängigkeit zwischen Metaobjekten.
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==(Σ(∆(attribute(⊥), ∆(is_tuple(⊥), Ω(meta_object)))),
Σ(∆(is_tuple(⊥), Ω(meta_object))))
is_tuple: &&(==(Π(Π(meta_object, aspect), aspect_name), I("Constructor")),
==(Π([Π(meta_object, slot), 1, 1]), I("Tuple")))
attribute: ==(Σ(∆(2NF(⊥), ∩([Π(Π(meta_object, aspect), slot), 1, 1]))),
Σ(∩([Π(Π(meta_object, aspect), slot), 1, 1])))
2NF: ||(ψk(⊥),
==(ψt(⊥), ∆(ψk(⊥), Γ(∩([Π(Π(meta_object, aspect)86, slot), 1, 1])))))
Wie in der Datenbank-Theorie üblich, erfolgt die Prüfung auf 2NF an Relationen, die sich in 1NF
befinden. Sie umfasst alle Metaobjekte vom Typ Tuple87. Auf Grund der Definition der Konstruk-
tionsprimitive im Abschnitt 3.5.1 enthalten die Slots 2 . . . n die Namen der Attribute der Relation.
Letztere befindet sich genau dann in 2NF, wenn jedes Attribut entweder selbst ein Schlüssel oder von
allen Schlüsselbestandteilen funktional abhängig ist. Dazu führt 2NF den elementweisen Vergleich von
Mengen88 aus.
3NF
Relationen befinden sich in 3NF, wenn sie sich in 2NF befinden und keine transitiven Abhängigkeiten
von Nicht-Schlüsselattributen existieren.
==(Σ(∆(attribute(⊥), ∆(is_tuple(⊥), Ω(meta_object)))),
Σ(∆(is_tuple(⊥), Ω(meta_object))))
is_tuple: &&(==(Π(Π(meta_object, aspect), aspect_name), I("Constructor")),
==(Π([Π(meta_object, slot), 1, 1]), I("Tuple")))
attribute: ==(Σ(∆(3NF(⊥), ∩([Π(Π(meta_object, aspect), slot), 1, 1]))),
Σ(∩([Π(Π(meta_object, aspect), slot), 1, 1])))
3NF: ||(ψk(⊥), ==(Σ(∆(ψk(⊥), ψt(⊥))), Σ(ψt(⊥))))
3.10.3.2 Sichten auf Datenbankobjekte
In RDBMS kommen virtuelle Tabellen als Sichten auf Datenbankobjekte häufig zum Einsatz, um Infor-
mationen, die infolge der Normalisierung der Relationen auf mehrere Tabellen aufgeteilt werden mussten,
zum Zeitpunkt der Verarbeitung wieder zusammenzufügen. Diese Notwendigkeit besteht in OODBMS
wesentlich seltener, jedoch kommen auch dort Views zum Einsatz, weil sie dem Nutzer eine seinen An-
forderungen optimal entsprechende Datenmenge zur Verfügung stellen und dabei Redundanz vermeiden.
Darin liegt ihr entscheidender Vorteil gegenüber vergleichbaren Lösungen in Filesystemen.
Das Metamodell legt mit den induzierten und weiteren, vom Anwender definierten Funktionen die Grund-
lage zur Beschreibung von Sichten auf Datenbankobjekte. Die Generatoren89 können daraus je nach
Datenmodell Sichten in der Syntax des Zielsystems90 erzeugen.
Beispiel 14 (Sichten im Metamodell) Gesucht sind die Namen aller Wissensklassen der Implemen-
tierungsschicht, die eine Verhaltensbeschreibung durch VHDL-Quelltexte besitzen.
Ein Funktionsobjekt des Metamodells berechnet das kartesische Produkt der Relationen91 Concept und
View, projiziert das gewünschte Attribut und führt die Selektionen aus.
Π(∆(&&(==(Π(Concept, Layer), I("implementation")),
==(Π(View, Language), I("VHDL"))), ×(Ω(Concept), Ω(View))), ClassName)
Zu beachten ist in diesem Beispiel der unterschiedliche Gebrauch des Begriffs View: das Ergebnis der
Funktion ist eine Sicht im Sinne des RDBMS, der Name View in der Projektion bezeichnet eine reale
86Die Funktion 2NF unterstellt, dass die Liste der Slots derjenigen von attribute gleicht; falls dies die Implementierung
nicht sichern kann, muss die aktuelle Liste in einer Zwischenvariablen abgelegt werden.
87Objekte anderer Typen bedürfen vor ihrer Speicherung in RDBMS einer Transformation gemäß Abschnitt 3.4.1
88Die erste Menge produziert ψt, die zweite entsteht durch Konvertierung der Liste der Slots.
89Ein spezieller Aspekt kann das Funktionsobjekt zur Übersetzung als View auszeichnen.
90CREATE View auf SQL-Niveau in ORACLE; CreateQueryDef-Methode auf VBA-Niveau in Microsoft Access
91Das Beispiel bezieht sich auf die relationale Implementierung von RODOS.
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Tabelle im RDBMS, und im Bereich der eingebetteten Systeme bezeichnet die Sicht ein Segment des
Entwurfsprozesses (vgl. Abschnitt 1.3.2).
Aus obiger Funktion resultiert die folgende Abfrage für Microsoft Access
SELECT Concept.ClassName
FROM Concept INNER JOIN View ON (Concept.ClassName = View.ClassName)
WHERE Concept.Layer = "implementation" AND View.Language = "VHDL";
und für ORACLE als
SELECT Concept.ClassName
FROM Concept, View
WHERE Concept.ClassName = View.ClassName AND
Concept.Layer = "implementation" AND
View.Language = "VHDL";
Während in RDBMS die Datenmenge der View nur zur Anfragezeit92 existiert, unterstützen OODBMS
teilweise materialisierte Views, d. h. nach den Regeln der Sichtendefinition aufgebaute Datenobjekte, die
bei Änderungen der zugrundeliegenden Basisdaten automatisch aktualisiert werden. Dieses Prinzip ist
dann nützlich, wenn die Anzahl der schreibenden sehr viel kleiner als die Anzahl der lesenden Zugriffe
zur Sicht ist.
Bietet das Ziel-DBMS dieses Feature nicht, dann definiert der Anwender eine funktionale Abhängigkeit
in Form eines komplexen Funktionsobjekts. Im Operatorbaum dieser Funktion sind die Metaobjekte ab-
lesbar, an denen die Ereignisse ON-INSERT, ON-UPDATE und ON-DELETE durch ECA-Regeln zu überwachen
sind. Die Aktionsteile dieser Regeln veranlassen die Neuberechnung der Sicht.
Die funktionale Abhängigkeit nach Abschnitt 3.10.3 definiert die Sicht als Ergebnis einer Funktion von ei-
nem oder mehreren Basisobjekten. Einige DBMS gestatten jedoch auch Update-Operationen auf Sichten.
Da komplexe Funktionen im Metamodell nicht notwendig bijektiv sind, müssen in diesem Fall ECA-
Regeln die Änderungen an der Sicht erkennen und im zugehörigen Basisobjekt durchsetzen.
Der gleichberechtigte Einsatz realer und virtueller Tabellen wirft die Frage nach der Ereignisbehand-
lung auf. Der Wissensingenieur legt die seiner Anwendung angemessene Strategie durch Einstellung der
zugehörigen Ereigniseigenschaft (Abschnitt A) unter Beachtung der folgenden Kriterien fest.
3.10.3.2.1 Ereigniserkennung an der virtuellen Tabelle
Diese Strategie ermöglicht die Definition und Behandlung separater Ereignisse an Views und ist insbe-
sondere bei werkzeugspezifischen Integritätsbedingungen (Abschnitt 3.6.1.6) vorteilhaft anwendbar. Ihr
Nachteil besteht in der möglichen Umgehung von prüfenden Integritätsregeln.
Beispiel 15 (nutzerabhängige Zugriffsrechte) Für eine Relation < (oder eines ihrer Attribute) be-
steht Leseberechtigung nur für ausgewählte Anwender.
Event: ON-SELECT-R
Condition: <>(username, I("Privilege"))
Action: abort
Wird über dieser Tabelle eine View V definiert
und nur deren ON-SELECT-Ereignis behandelt,
so ist die Basistabelle uneingeschränkt lesbar.
3.10.3.2.2 Ereigniserkennung an den zugrundeliegenden Basistabellen
An V auftretende Ereignisse werden vom ADBMS für alle betroffenen Basistabellen gemeldet. Damit ist
das Integritätsproblem aus Beispiel 15 gelöst; jedoch ist für die Ereignisbehandlung nicht mehr nach-
vollziehbar, ob das Ereignis an der realen oder der virtuellen Tabelle auftrat. Falls diese Information
benötigt und deshalb die Ereignisbehandlung an der virtuellen Tabelle gewählt wird, dann müssen zu-
sätzliche Konsistenzbedingungen wirksam werden, die sicherstellen, dass auf alle Basisobjekte die gleichen
ECA-Regeln angewandt werden.
92Views speichern nicht die Datenmenge selbst, sondern den Algorithmus zu deren Bereitstellung. In der Regel ist dies eine
SELECT-Anweisung. Die virtuelle Tabelle steht in funktionaler Abhängigkeit von einer oder mehreren realen Tabellen.
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Beispiel 16 (Aggregatfunktionen) Eine virtuelle Tabelle soll die Namen der logischen Schichten und
die Anzahl der ihnen zugeordneten Wissensklassen mittels SQL-Anfrage bereitstellen.
SELECT Layer, Count(ClassName) FROM Concept GROUP BY Layer;
Eine Schreiboperation in der Ergebnismenge ist nicht ausführbar, weil keine Zuordnung zu einer bestimm-
ten Zeile der Basistabelle existiert.
3.10.3.3 Vererbung
Die Vererbung als Teil des objektorientierten Paradigmas findet sich sowohl bei persistenten (OODBMS)
als auch bei transienten Objekten (OOPL). Dagegen ist RDBMS dieses Prinzip fremd. Das Metamodell
muss die Vererbung daher so abstrakt beschreiben, dass sowohl eine Übersetzung ins objektorientierte als
auch eine hinreichend genaue Simulation im relationalen Modell möglich ist. Es betrachtet die Vererbung
als eine Sicht auf ein Objekt, die zur Anfragezeit verfügbar ist. Mit diesem Ansatz ist das Verfahren aus
Abschnitt 3.10.3.2 hier ebenfalls einsetzbar.
Beispiel 17 (Vererbung) Wissensklassen vererben im Falle ihrer Spezialisierung alle Ports.
Dazu seien folgende CLINT-Wissensklassen gegeben:
component class HARDWARE is
comment("Description of combinatorial logic");
port (
RESET: in std_logic;
CLOCK: in std_logic
);
end HARDWARE;
component class ADD_MATRIX isa HARDWARE is
comment ("ASIC, FPGA for a fixed range");
port (
MATRIX1: in std_logic_vector(log2r(WORD_WIDTH)-1 downto 0);
MATRIX2: in std_logic_vector(log2r(WORD_WIDTH)-1 downto 0);
RESULT: out std_logic_vector(log2r(WORD_WIDTH)-1 downto 0)
);
end ADD_MATRIX;
Auswertende, mit der Wissensbasis kommunizierende Werkzeuge finden bei Zugriff auf die Klasse zur
Matrix-Addition sowohl die dort definierten als auch die von der allgemeineren Hardware-Beschreibung
geerbten Ports vor. Die Menge dieser Ports ist funktional abhängig von den Basisklassen (vgl. Abschnitt
3.10.3). Das Löschen und Umbenennen von Ports sowie die Änderung der Vererbungsbeziehung muss sich
folglich automatisch auf die resultierende Menge auswirken.
Diese Aufgabe erfüllt ein Funktionsobjekt des Metamodells vom
Mengentyp. Seine Elemente sind Metaobjekte mit der Struktur ei-
ner CLINT-Port-Definition.
Ausgangspunkt ist die leere Menge. Die Strategie zur Lösung von
Vererbungskonflikten in CLINT++ sieht vor, dass sich die Ele-
mente von Wissensklassen in der Reihenfolge ihres Auftretens in
inheritance_spec durchsetzen.
all_ports
Constructor
Set, port_def
O(⊥, all_ports)
Die Klasse der Matrix-Addition bildet das einzige Element93 der Menge, auf das Φ die Funktion zur
Auswertung der Vererbung und zur Bereitstellung der Ports der gewählten Wissensklasse anwendet.
Φ([sequence(inheritance(⊥), resultant(⊥)),
Π(∆(&&(==(Π(class_def, class_name), I("ADD_MATRIX")),
==(Π(class_def, hierarchy_spec), I("component"))), Ω(class_def)),
class_name)])
93Denn der Name der Wissensklasse ist in RODOS innerhalb einer logischen Schicht eindeutig.
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Die Funktion inheritance übernimmt den Namen der betrachteten Klasse als Parameter und ruft sich
selbst für jedes Element der Liste inheritance_spec auf. Sie enthält die Namen der Klassen, von denen
die aktuelle Wissensklasse Bestandteile erbt. Die Rekursion endet mit der leeren Liste94.
inheritance: Φ([sequence(resultant(⊥), inheritance(⊥)),
Π(∆(&&(==(Π(class_def, class_name), *),
==(Π(class_def, hierarchy_spec), I("component"))),
Ω(class_def)),
inheritance_spec)])
Die Vererbungsstrategie kommt in der Funktion resultant zum Ausdruck. Sie entfernt durch Bildung
der Mengendifferenz Ports gleichen Namens95 aus all_ports, bevor ∪ die aktuellen Ports dort einfügt.
resultant: O(∪(\(all_ports,
Π(∆(==(Π(class_def, class_name), *), Ω(class_def)), port_def)),
Π(∆(==(Π(class_def, class_name), *), Ω(class_def)), port_def)),
all_ports)
Die höchste Priorität bei der Vererbung besitzen die Ports der aktuellen Klasse. Sie überschreiben ggf.
geerbte Ports gleichen Namens. Deshalb befindet sich der Aufruf von resultant an zweiter Position in
der Top-Funktion (im Gegensatz zu inheritance).
Mit der Art der Übersetzung des Zwischenspeichers all_ports entscheidet der Generator, ob die Funk-
tion eine materialisierte Sicht oder eine virtuelle Tabelle pflegt. Die auslösenden Ereignisse ergeben sich
aus dem Kreuzprodukt der Zugriffsprimitive (Abschnitt 3.10.5.1) und den Namen der Datenquellen (Pa-
rameter der Funktion Ω).
Wissensklassen View: AllPorts
6
6
Class: A
port
(x: in std_logic)
Class: B is a A
port
(y: in integer)
Class: C is a B
port
(y: in natural)
Event:
ON-UPDATE
ON-DELETE
}
×
Class AClass BClass C
Action:
UpdateView
'
&
$
%
Class: A
port
(x: in std_logic)
Class: B
port
(x: in std_logic;
y: in integer)
Class: C
port
(x: in std_logic;
y: in natural)
Abbildung 3.27: Aufbau und Aktualisierung materialisierter Sichten
Mit der Beschreibung der Vererbung in Form von Sichten kann der Wissensingenieur beliebige Vererbungs-
strategien nachbilden und somit Spezifika der Zielsprachen bzgl. der Mehrfachvererbung berücksichtigen.
In RDBMS muss die Vererbung prinzipiell simuliert werden. Ein Verfahren zur Mehrfachvererbung von
Ports mit Konfliktlösung beschreibt [229]. Es stützt sich ausschließlich auf Views im Zielsystem. Dieses
Verfahren ist sehr schnell, da es vollständig von der Datenbank-Engine ausgeführt wird, setzt aber der
Vererbungstiefe Grenzen.
94Diese Aussage stützt sich auf das Verbot zirkulärer Abhängigkeiten von Wissensklassen in CLINT++.
95Ports gleichen Namens können z. B. unterschiedliche Datentypen aufweisen und sind daher nicht zwangsläufig identisch.
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Ist die Anzahl der Klassen, von denen geerbt wird, zur Designzeit nicht bekannt, dann bietet sich die
Umsetzung der o. g. Funktionen in prozedurale Erweiterungen von SQL, wie z. B. die Verwendung von
Recordset-Objekten in VBA an. Diese Verfahren bieten die höchste Flexibilität, sind aber zielsystemspe-
zifisch.
Allen Implementierungen ist gemeinsam, dass Ports infolge der Vererbung hinzugefügt und überschrieben,
jedoch nicht (logisch) gelöscht werden können. Die Änderung von Vererbungsbeziehungen kann zu Inkon-
sistenzen mit anderen Konstrukten führen, so dass ECA-Regeln auch deren mittelbare Auswirkungen
überwachen müssen.
Beispiel 18 (Einfluss der Vererbung auf Strukturgleichungen) Es sei eine Systemstruktur nach
Abb. 3.28 gegeben.
Class: B1 isa B
port
(y: in natural)
Class: B2 isa B
port
(y: out integer)
Class: B
port
(y: in integer)
Class: C
port
(x: out integer)

*
HH
HHY
Class: A
structure
(t1.y = t2.x)


HH
HHt1 t2
• Die Strukturgleichung in Klasse A ist vollstän-
dig erfüllbar, wenn Klasse B keine Spezialisie-
rung erfährt.
• Die Strukturgleichung in Klasse A ist bedingt
erfüllbar, wenn B durch B1 spezialisiert wird.
Das System arbeitet korrekt, solange Klasse
C an Port x nur positive Ganzzahlen sendet,
andernfalls können diese von B1 nicht entge-
gengenommen werden.
• Die Strukturgleichung in Klasse A ist nicht er-
füllbar, wenn B durch B2 spezialisiert wird, da
in diesem Falle einem zur Ausgabe bestimm-
ten Port ein Wert zugewiesen würde.
• Die Löschung der Spezialisierungen von B be-
einflusst die Strukturgleichung nicht.
• Die Löschung mindestens eines der Aggrega-
te von A zieht die Löschung der Strukturglei-
chung in Klasse A nach sich.Abbildung 3.28: Einfluss der Vererbung auf
Strukturgleichungen
Folglich bedürfen Strukturgleichungen nicht nur einer Prüfung ihrer Gültigkeit, wenn sich die von ihnen
referenzierten Objekte ändern (Datentyp und Übertragungsrichtung der Ports, Datentyp der Konstanten,
Namen der Tasks), sondern auch dann, wenn sich infolge von Modifikationen in der Vererbungshierarchie
die „resultierende“ Objektmenge ändert.
3.10.3.4 Berechnungsabhängigkeiten
Eine Berechnungsabhängigkeit liegt vor, wenn die Wertänderung eines Datenobjekts die Neuberechnung
anderer Attribute zur Folge hat.
Beispiel 19 (Werte von Ausdrücken) CLINT++ unterstützt mit dem Element expression die Bil-
dung arithmetischer und logischer Ausdrücke, die sich auf Attributwerte beziehen.
Jede Wertänderung von Attributen muss folglich zur Neuberechnung aller Ausdrücke führen, deren Wert
in expression auftritt, da andernfalls eine Inkonsistenz droht. Im kommerziellen Datenbankentwurf
besteht daher das Ziel, Berechnungsabhängigkeiten möglichst bereits beim Datendesign zu vermeiden, da
passive DBMS die erforderliche Neuberechnung nur in Spezialfällen garantieren können:
• durch Sichten auf den Datenbestand nach Abschnitt 3.10.3.2
• durch kaskadierendes Update
• durch Trigger in der Anwendung
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Wegen der hohen Komplexität von Entwurfsdaten für eingebettete Systeme ist ein unter diesen Gesichts-
punkten entworfenes Datenmodell oftmals nicht erstrebenswert. Allgemeine, nicht auf diese Spezialfälle
abbildbare Berechnungsabhängigkeiten werden deshalb durch Funktionen beschrieben, die den Aktions-
teil von ECA-Regeln bilden. Deren Aktivierung erfolgt durch die Ereignisse ON-UPDATE bzw. ON-DELETE
der jeweils unabhängigen Objekte.
3.10.3.5 Strukturabhängigkeiten
Die Berechnungsabhängigkeiten des Abschnitts 3.10.3.4 lösen Aktionen zur Laufzeit des eingebetteten
Systems aus. Im Bereich der Filesysteme gilt die Funktionsweise des UNIX-Kommandos make als Bei-
spiel für die Behandlung von Berechnungsabhängigkeiten. Die Anwendung dieses Verfahrens auf die durch
Metaobjekte beschriebenen Artefakte von HLL führt zur Ausdehnung des Wirkungsbereichs konsistenz-
erhaltender ECA-Regeln auf die zugehörigen Quelltexte. Dabei liegt eine syntaktisch bedingte Relation
zwischen Objekten vor.
Ein typisches Konsistenzproblem in Programmiersprachen mit Deklarationszwang besteht in der For-
derung nach Existenz einer Definition für wertveränderliche Objekte zum Zeitpunkt der Übersetzung
von Zuweisungsoperationen. Da Variablen- und Signaldefinitionen ebenso wie die auf ihnen anwendbaren
Operationen durch Metaobjekte vertreten werden, können ECA-Regeln die Existenz der jeweils korre-
spondierenden Objekte überwachen und z. B. die Änderung des Namens einer Variable in deren Definition
mit der Änderung aller Statements, in denen diese Variable auftritt, beantworten. Möglich ist demnach
auch die Änderung der Definition als Reaktion auf die Änderung in einem der zuweisenden Statements96.
Eine zusätzliche Leistung der ECA-Regeln besteht im Zurückweisen von Änderungsoperation, die zu
Namenskonflikten97 führen würden. Die Implementation solcher Regeln beeinflusst die Struktur, jedoch
nicht die Semantik des generierten Programms und unterstützt daher die Arbeit des Systemdesigners.
Ein mit ECA-Regeln aufgebautes Entwurfssystem sichert so die Konsistenz von Quelltexten bereits vor
deren Export in ein Textfile. Details der Codegenerierung behandelt der Abschnitt 4.3.5.
3.10.3.6 Steuerungsabhängigkeiten
Eine Steuerungsabhängigkeit liegt vor, wenn die Wertänderung eines Datenobjekts die Ausführung oder
Rücknahme von Konfigurationsschritten zur Folge hat.
Beispiel 20 (Robotersteuerung) Zum Entwurf einer Robotersteuerung legt der Systemdesigner in der
Spezifikationsschicht die Anzahl der Roboterarme fest.
specification class S_ROBOT is
comment ("functional requirements to the robot controller");
attribute (
ARMS: positive;
);
end S_ROBOT;
Die Relation gibt den Wert des Attributs bei der Instan-
ziierung der zugehörigen Klassen der Funktionsschicht an
eine globale Variable weiter (CLINT-Quelltext).
multirel
source (
calculation
pattern transfer (specification_class: any S_ROBOT);
set quantity := $specification_class.ARMS
);
dest (
instance exists F_ROBOT;
set GLOBAL_ARM := $quantity
);
Die Anzahl auszuprägender Instanzen für den Roboter-
arm ergibt sich aus dem aktuellen Wert der globalen Va-
riable.
96Der Wissensingenieur entscheidet, ob dieses von konventionellen Entwurfsumgebungen nicht unterstützte Feature ange-
boten werden soll.
97typischer Fehler: Merkmal mehrfach definiert
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function class F_ROBOT is
comment ("Description of the robot’s functionality");
parts (
Mechanics: $GLOBAL_ARM F_ACCESS_ARM
);
end F_ROBOT;
function class F_ACCESS_ARM is
.
.
.
end F_ACCESS_ARM;
Beschreibungssprachen wie CLINT berücksichtigen bei
Änderung eines Attributwerts durch den Systemdesigner
nicht automatisch die davon ausgehenden Steuerungsab-
hängigkeiten, weil sich die Prüfung der Syntax und Se-
mantik auf den Zeitpunkt der Übersetzung des Quelltex-
tes beschränkt.
Die Verwendung von ECA-Regeln bewirkt dagegen nach einer Änderung der Anzahl der Roboterarme
im Attribut der Spezifikationsschicht die erneute Prüfung der Anwendbarkeit der Relation multirel
sowie das Hinzufügen oder Löschen von Instanzen der Wissensklasse F_ACCESS_ARM. Die Anzahl der
instanziierten Roboterarme kann sich ihrerseits auf die Mechanik und die Ansteuerlogik auswirken (vgl.
Abb. 2.3). Derart komplexe Steuerungsabhängigkeiten sind erst mit ADBMS umfassend realisierbar.
3.10.4 Verwaltung der ECA-Regeln
Bestanden passive DBMS aus der Datenbasis und einer Menge von Funktionen zur Manipulation dersel-
ben, so tritt in ADBMS die Regelbasis als zusätzliche Komponente auf. Sie verwaltet ECA-Regeln wie
herkömmliche Daten und überwacht deren Integrität. Da die Regelbasis mit den gleichen Metaobjekten
wie die Wissensbasis beschrieben wird, kommen dort auch die gleichen Änderungsoperationen zum Ein-
satz, welche der Generator auf DML-Statements des Ziel-DBMS abbildet.
ECA
Constructor
Tuple, Event, Condition, Action
Event
Constructor
Reference, event_type, event_name
Event ist eine Referenz zur Ereignisbeschreibung. Die di-
rekte Ereignisbeschreibung in der Regel verbietet sich von
selbst, weil das Ereignis komplex, d. h. aus mehreren pri-
mitiven Ereignissen konstruiert sein kann und anderer-
seits mehrere Regeln möglich sind, die auf dieses Ereignis
reagieren sollen. Dies würde eine Redundanz der Ereig-
nisdefinition mit der Gefahr einer Änderungsanomalie be-
deuten. Deshalb ist die Ereignisbeschreibung in der ECA-
Regel eine Referenz auf die Ereignistyp-Definition.
3.10.4.1 Verwaltung der Ereignisse
event_type
Constructor
Tuple, event_name, object_name
Ein Ereignis ist eine beobachtbare Zustandsänderung im
Datenbanksystem oder in dessen Umgebung. Für die Er-
eigniserkennung ist das jeweilige System selbst verant-
wortlich. Daher beschränkt sich das Metamodell auf die
Definition von Ereignistypen.
event_name
Constructor
Scalar, TEXT, 30
Wertemenge für event_name :=
{Namen der primitiven Zugriffsoperationen} ∪
{Namen der Zeitgeberereignisse} ∪
{Namen der externen Ereignisse}
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object_name
Constructor
Scalar, TEXT, 30
Wertemenge für object_name :=
{Namen aller Metaobjekte} ∪ {⊥}
Ereignismenge :=
Wertemenge für event_name ×
Wertemenge für object_name98
Ein primitives Ereignis ist somit durch den Namen der Operation und den Namen des betroffenen Objekts
eindeutig gekennzeichnet. Ein konkretes Ereignis ist eine Instanz genau eines Ereignistyps. Aus dem
Metamodell ist folglich die Menge aller möglichen primitiven Ereignisse als View (Abb. 3.29) ableitbar.
Dem Anwender ist es überlassen, für welche dieser Ereignisse er ECA-Regeln bereitstellt. Jedes primitive
Abbildung 3.29: Primitive Ereignisse im Metamodell
Ereignis darf mehrfach in der Regelbasis auftreten, sofern es an unterschiedliche Bedingungen99 geknüpft
ist. Die Löschung eines Metaobjekts zieht die Löschung aller mit ihm verbundenen primitiven Ereignisse
nach sich. Da dann auch die betroffenen ECA-Regeln nicht mehr zünden, werden auch diese gelöscht100.
3.10.4.2 Verwaltung der Bedingungen
Die Bedingung Condition ist ein Ausdruck der Objektalgebra, der alle lesenden Zugriffsoperationen
zu komplexen Objekten bzw. deren Instanzen, logische Operatoren sowie Aggregatfunktionen enthalten
darf und zu einem Booleschen Wert auswertbar sein muss, um über die Ausführung der Aktion (vgl.
Definition der ECA-Regel im Abschnitt 3.10.4) entscheiden zu können. Erlaubt sind auch Bezüge zur
Ereignishistorie, da letztere ebenfalls von Metaobjekten101 beschrieben wird. Die Darstellung erfolgt
einheitlich durch Funktionsobjekte des Metamodells.
Condition
Constructor
Reference, general_function
Da Funktionsobjekte als Parameter von Funktionsobjek-
ten auftreten können (s. Abschnitt 3.8), lassen sich belie-
big komplexe Bedingungen konstruieren, obwohl das Me-
taobjekt selbst nur eine Eintragung für Condition vor-
sieht.
98Die Objektmenge besteht aus denjenigen Elementen der Schemadefinition des DBMS (also aus Tabellen oder Objektde-
finitionen), an denen die o. g. Ereignisse eintreten können.
99In RDBMS ist die Bedingung deshalb Teil des Primärschlüssels.
100Diese Abhängigkeit ist als weiche Integritätsbedingung anzusehen, da ihre Einhaltung nicht zwingend notwendig ist.
101Den Aufbau der Ereigniswarteschlange beschreibt der Abschnitt 3.10.7
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Von den im Bedingungsteil einer ECA-Regel ablaufenden Funktionen wird Seiteneffektfreiheit erwartet.
Letztere kann jedoch auf Grund der flexiblen Funktionsdefinition nicht garantiert werden. Deshalb ist
mindestens einer der folgenden Schutzmechanismen vorzusehen:
• Weitere ECA-Regeln, die die Konstruktion komplexer Funktionen überwachen, untersagen die Ver-
wendung von Schreiboperationen.
• Es wird eine endliche Menge von Funktionen festgelegt, die per Definition seiteneffektfrei sind. Eine
ECA-Regel prüft jede Funktion im Bedingungsteil auf Zugehörigkeit zu dieser Menge.
• Der Regelverarbeitungsmechanismus bricht Schreiboperationen generell ab, die bei der Bedingungs-
prüfung (irrtümlich) aufgerufen werden.
Das letztgenannte Verfahren ist sicherer, weil es von Aktivitäten des Anwenders unabhängig ist. Jedoch
erkennt es einen Verstoß gegen die Seiteneffektfreiheit erst zur Laufzeit, während die Prüfung durch
ECA-Regeln bereits bei der Verwendung der Funktion im Bedingungsteil wirksam wird.
3.10.4.3 Verwaltung der Aktionen
Action
Constructor
Reference, general_function
Die bei erfüllter Bedingung auszuführende Aktion ist
ebenfalls eine Funktion. Es gelten daher die formalen Prü-
fungen des Abschnitts 3.10.4.2 analog.
Der Aktionsteil enthält meist berechnende Funktionen. Falls diese auf Nicht-Datenbankobjekte zu-
greifen sollen (z. B. Ausführung von Kommandos des HOST-Systems), so stellt der Anwender wie-
derum ein Funktionsobjekt bereit und beschreibt im Tupelbestandteil transformations des Objekts
general_function eine Übersetzung in die spezielle Instruktionsfolge. Dies gilt auch für die Ausführung
von DML-Anweisungen. Deren Reihenfolge ergibt sich durch die Verwaltung in Listenform. Damit ist
sequenzielle Bearbeitung möglich, aber nicht zwingend erforderlich. Ausschließlich der Generator ent-
scheidet bei der Interpretation der Steuerkonstrukte102 über die Art der Aktivierung dieser Funktionen.
Die sequenzielle Abarbeitung entspricht dem Stand der Datenbank-Technologie; wenn ein DBMS die
Befehle parallel verarbeiten kann, so empfiehlt sich ein Synchronisationsverfahren analog zu den Aktivie-
rungsbedingungen nach Signalzuweisungen für Wissensklassen nach Abschnitt 4.1.5.1.
Aktionen sind demnach Folgen von Wertzuweisungen (aus induzierten oder komplexen Operationen), die
ihrerseits Ereignisse verursachen. Das abort-Statement ist eine spezielle Aktion zum Abbruch der laufen-
den Transaktion.
Da alle im Aktionsteil aufgerufenen Funktionen selbst Ereignisse verursachen können, ist die notwendi-
ge Bedingung für Zyklen in der Operationsfolge erfüllt. Als hinreichende Bedingung für Livelocks oder
andere Nichtterminierungen gilt die Abhängigkeit von den betroffenen Werten. Im Abschnitt 5.6.2 wird
mit der Berechnung von Ereignisfolge-Graphen im Metamodell (Abb. 5.23) ein Verfahren zum Ausschluss
solcher Situationen entwickelt.
3.10.5 Elementare Ereignisse
3.10.5.1 Datenbankereignisse
Datenbankereignisse sind die durch DML-Operationen verursachten Zugriffe zu einem persistenten Objekt
{SELECT, INSERT, UPDATE, DELETE}. Wenn ein konkretes DBMS weitere Zugriffsoperationen anbietet,
dann ist diese Ereignismenge zu erweitern, falls die neuen Ereignisse nicht aus den Basisereignistypen
mittels Ereignisalgebra konstruierbar sind. Die Objektmenge besteht aus dem kartesischen Produkt über
den o. g. Namen der Ereignistypen und den Namen der Elemente der Schemadefinition des DBMS103,
an denen diese Ereignisse eintreten können. Einige ADBMS signalisieren auch Beginn und Ende einer
Transaktion als Datenbankereignis.
102Abschnitt 4.3.4.2 behandelt Steuerkonstrukte detailliert.
103bei RDBMS: Tabellen; bei OODBMS: Klassendefinitionen
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3.10.5.2 Zeitgeberereignisse
Zeitgeberereignisse dienen der Steuerung von Prozessen (z. B. Aktivierung, Suspendierung) durch die
Systemuhr und treten asynchron zu Anwenderprozessen auf. Da die Modelluhr bei Simulationen nicht von
der Systemuhr des HOST-Systems abhängt, ist ihre Behandlung bzgl. der Ereignisverwaltung direkt mit
Datenbankereignissen vergleichbar. Die Ereignismenge besteht aus {SELECT, UPDATE} die Objektmenge
besteht aus einem einzigen Element – der Uhr.
3.10.5.3 Benutzerdefinierte Ereignisse
Benutzerdefinierte Ereignisse werden nicht von Mechanismen des DBMS, sondern von nutzereigenen
Prozessen erkannt und von diesen in die Ereigniswarteschlange eingetragen. Verwaltung und Ereignisbe-
handlung gleichen denen der übrigen Ereignisse.
So kann die Betätigung eines Buttons eine Sequenz von Aktivitäten auslösen, die das DBMS nach der Ein-
tragung des zugehörigen nutzerdefinierten Ereignisses veranlasst. Auch Interrupt-Behandlungsroutinen
sind als Ereignisquelle interpretierbar, da sie ein aus der Sicht des DBMS fremdes Ereignis liefern. Falls
sich ein spezielles System auf den Wert der Systemuhr bezieht, so stellt auch dies ein benutzerdefiniertes
Ereignis dar. Alle benutzerdefinierten Ereignisse müssen bzgl. ihres Namens systemweit eindeutig sein.
Die Menge der Objekttypen ist leer.
3.10.6 Komplexe Ereignisse
• Komplexe Datenobjekte setzen sich aus primitiven Datenobjekten zusammen. Letztere werden durch
die Konstruktionsprimitive des Metamodells {Scalar, List, Set, Tuple} definiert (Abschnitt 3.5.1).
• Komplexe Funktionen setzen sich aus primitiven Funktionen zusammen. Letztere werden als von den
primitiven Datenobjekten induzierte Funktionen definiert (Abschnitt 3.7).
• Komplexe Ereignisse setzen sich aus primitiven Ereignissen zusammen (Abschnitt 3.10.5).
Prinzipiell lassen sich mit Hilfe von Funktionsobjekten beliebige komplexe Ereignisse beschreiben. Hier
sollen jedoch zunächst solche des Metamodells nach [190, Seite 114 ff.] Erwähnung finden.
Das komplexe Ereignis E0 tritt ein ↔
E0 := ∨(E1, E2) mindestens eines der primitiven Ereignisse eintritt
E0 := ∧(E1, E2) alle primitiven Ereignisse in beliebiger Folge eintreten
E0 := ;(E1, E2) die primitiven Ereignisse in sequenzieller Folge eintreten
E0 := =(E1, E2) die primitiven Ereignisse simultan eintreten
E0 := ¬(E1) das primitive Ereignis nicht eintritt
Tabelle 3.7: Komplexe Ereignisse nach Zimmer
Anstelle der dyadischen Operationen sind im hier beschriebenen Metamodell Listen von elementaren oder
weiteren komplexen Ereignissen einsetzbar, auf die die jeweilige Semantik ausgedehnt wird. Ereignisfunk-
tionen stellen eine Spezialisierung der bisher beschriebenen, für mathematische Operationen genutzten
Funktionen dar und erhalten deshalb eine Kennzeichnung durch einen zusätzlichen Aspekt. Er veranlasst
u. a. die Prüfung der Operandenliste, die nur aus Elementen der Ereignisalgebra bestehen darf.
3.10.6.1 Ereignisalgebra
Komplexe Ereignisse bilden einen speziellen Typ von Funktionsobjekten und werden nach deren Regeln
konstruiert. Demnach lässt das Metamodell Ereignisse beliebiger Komplexität zu. An dieser Stelle sol-
len jedoch nur solche Ereignisoperatoren behandelt werden, die gängige Ereignisalgebren unterstützen,
d. h. die Operatormenge der Ereignisalgebra ist endlich. Metaobjekte, die die Konstruktion komplexer
Ereignisse104 beschreiben, tragen den Aspekt Event.
104Um die Definition übersichtlich zu gestalten, zeigen sie nur dyadische Ausprägungen der an sich polyadischen Funktionen.
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• Die Trägermenge der Ereignisalgebra sind die primitiven und die komplexen Ereignisse sowie deren
Instanzen; ein komplexes Ereignis darf Teil eines noch komplexeren Ereignisses sein.
• Die Operationsmenge wird nachfolgend aufgezählt.
• Operanden der Operationen sind Instanzen von Ereignistypen oder Funktionen, die solche Instanzen
erzeugen.
• Es gibt keine weiteren Operationen.
• Damit ist die Ereignisalgebra abschlossen.
Die Ereignisalgebra ist somit bzgl. ihrer Träger- und Operatormenge eine echte Teilmenge der Objektalge-
bra des Metamodells. Funktionsobjekte verwenden als Operanden datenbeschreibende Metaobjekte oder
andere Funktionsobjekte, sofern deren Objekttyp kompatibel ist. Analog dazu verwenden Funktionen zur
Konstruktion komplexer Ereignisse als Operanden primitive oder weitere komplexe Ereignisse.
Die Liste transformations des allgemeinen Funktionsobjekts general_function beschreibt die Abbil-
dung komplexer Ereignisse aus einer nutzereigenen Ereignisdefinitionssyntax in diejenige des Metamo-
dells. Die primitiven Ereignisse der Ereignisalgebra bilden ein „Assemblerniveau“, über dem der Anwender
Notationsformen auf höherer Ebene konstruiert. Die Transformationsregeln übernehmen die syntaktische
Prüfung der Ereignissprache und die Übersetzung in Metaoperationen. Das Schreiben von Instanzen kom-
plexer, aus anderen Algebren hervorgegangener Ereignisse in die Ereigniswarteschlange ist vergleichbar
mit dem Schreiben benutzerdefinierter Ereignisse. Am Beispiel der Ereignisse aus Tabelle 3.7 wird dies
nachfolgend demonstriert105.
3.10.6.2 Disjunktion von Ereignissen
Semantik
∃E1 ∨ ∃E2 ∨ . . . ∨∃En
Das komplexe Ereignis wird instanziiert, wenn mindestens eines der in der Eingabeliste genannten Er-
eignisse eingetreten ist. Obwohl die Boolesche Disjunktion dyadisch ist, fordert das Metamodell nur
mindestens ein Eingabeereignis. Die Funktion ist somit zum Umbenennen von primitiven in komplexe
Ereignisse nutzbar. Die Ereignis-Disjunktion ist kommutativ und assoziativ.
Integrität
&&(==(Π(general_function, function_name), I("∨")),
>=(Σ(Π(general_function, inputs)), I(1)),
==(Σ(Π(general_function, inputs)),
Σ(∆(<>(σα(⊥, "Event"), Null()), Π(general_function, inputs)))),
==(Σ(Π(general_function, outputs)), I(1)),
<>(σα(Π([Π(general_function, outputs), 1]), "Event"), Null()))
instructions106
∨(E1, E2) := ||(>(Σ(∆(Test1(⊥), Ω(event_queue))), I(0)),
>(Σ(∆(Test2(⊥), Ω(event_queue))), I(0)))
Test1: ==(Π(Π(event_queue, event_instance), event_name), I("E1"))
Test2: ==(Π(Π(event_queue, event_instance), event_name), I("E2"))
transformations
Abbildung auf Operationen des Zielsystems
105Eine Verwechslung mit den arithmetischen bzw. logischen Funktionsobjekten ist wegen der unterschiedlichen Aspekte
ausgeschlossen.
106zurückgeführt auf den Existenzquantor für Listen
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3.10.6.3 Konjunktion von Ereignissen
Semantik
∃E1 ∧ ∃E2 ∧ . . . ∧∃En
Das komplexe Ereignis wird instanziiert, wenn alle in der Eingabeliste genannten Ereignisse in beliebiger
Reihenfolge eingetreten sind. Obwohl die Boolesche Konjunktion dyadisch ist, fordert das Metamodell
nur mindestens ein Eingabeereignis. Die Funktion ist somit zum Umbenennen von primitiven in komplexe
Ereignisse nutzbar. Die Ereignis-Konjunktion ist kommutativ und assoziativ.
Integrität
&&(==(Π(general_function, function_name), I("∧")),
>=(Σ(Π(general_function, inputs)), I(1)),
==(Σ(Π(general_function, inputs)),
Σ(∆(<>(σα(⊥, "Event"), Null()), Π(general_function, inputs)))),
==(Σ(Π(general_function, outputs)), I(1)),
<>(σα(Π([Π(general_function, outputs), 1]), "Event"), Null()))
instructions107
∧(E1, E2) := &&(>(Σ(∆(Test1(⊥), Ω(event_queue))), I(0)),
>(Σ(∆(Test2(⊥), Ω(event_queue))), I(0)))
Test1: ==(Π(Π(event_queue, event_instance), event_name), I("E1"))
Test2: ==(Π(Π(event_queue, event_instance), event_name), I("E2"))
transformations
Abbildung auf Operationen des Zielsystems
3.10.6.4 Sequenz von Ereignissen
Semantik
∃E1 ∧ ∃E2 ∧ . . . ∧∃En ∧ E1.time < E2.time < . . . < En.time
Das komplexe Ereignis wird instanziiert, wenn alle in der Eingabeliste genannten Ereignisse in der dort
notierten Reihenfolge eingetreten sind. Die Ereignis-Sequenz ist nicht kommutativ, aber assoziativ.
E1 . . . En dürfen gleiche oder unterschiedliche Ereignistypen bezeichnen, denn die Erkennung komplexer
Ereignisse bezieht sich stets auf Instanzen in der Warteschlange, z. B. instanziiert ;(E1, E1, E1) das
komplexe Ereignis, nachdem E1 dreimal auftrat. Dazwischen können andere Ereignisse eintreten.
Integrität
&&(==(Π(general_function, function_name), I(";")),
>=(Σ(Π(general_function, inputs)), I(1)),
==(Σ(Π(general_function, inputs)),
Σ(∆(<>(σα(⊥, "Event"), Null()), Π(general_function, inputs)))),
==(Σ(Π(general_function, outputs)), I(1)),
<>(σα(Π([Π(general_function, outputs), 1]), "Event"), Null()))
107zurückgeführt auf den Existenzquantor für Listen
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instructions108
;(E1, E2) := >(Σ(∆(Test(⊥), ×(Γ(Ω(event_queue)), Γ(Ω(event_queue))))), I(0))
Test: &&(==(Π(Π(Π([event_queueevent_queue, 1, 1]), event_instance),
event_name),
I("E1")),
==(Π(Π(Π([event_queueevent_queue, 2]), event_instance), event_name),
I("E2")),
<(Π(Π(Π([event_queueevent_queue, 1, 1]), event_instance),
event_time),
Π(Π(Π([event_queueevent_queue, 2]), event_instance), event_time)))
transformations
Abbildung auf Operationen des Zielsystems
3.10.6.5 Gleichzeitigkeit von Ereignissen
Semantik
∃E1 ∧ ∃E2 ∧ . . . ∧ ∃En ∧ E1.time = E2.time = . . . = En.time
Das komplexe Ereignis wird instanziiert, wenn alle in der Eingabeliste genannten Ereignisse gleichzeitig
eingetreten sind. Da das Metamodell keine Festlegungen über die Ereigniserkennung trifft, obliegt es
den dafür eingesetzten Konstrukten, Gleichzeitigkeit exakt zu definieren. Bei direktem Zugriff auf die
Systemuhr einer von-Neumann-Maschine mit SISD ist Gleichzeitigkeit unmöglich109. Daher liegt das
Einsatzgebiet dieser Funktion im Bereich der Simulation mit Modelluhr. Die Simultan-Operation ist
kommutativ und assoziativ.
Integrität
&&(==(Π(general_function, function_name), I("=")),
>=(Σ(Π(general_function, inputs)), I(1)),
==(Σ(Π(general_function, inputs)),
Σ(∆(<>(σα(⊥, "Event"), Null()), Π(general_function, inputs)))),
==(Σ(Π(general_function, outputs)), I(1)),
<>(σα(Π([Π(general_function, outputs), 1]), "Event"), Null()))
instructions110
=(E1, E2) := >(Σ(∆(Test(⊥), ×(Γ(Ω(event_queue)), Γ(Ω(event_queue))))), I(0))
Test: &&(==(Π(Π(Π([event_queueevent_queue, 1, 1]), event_instance),
event_name),
I("E1")),
==(Π(Π(Π([event_queueevent_queue, 2]), event_instance), event_name),
I("E2")),
==(Π(Π(Π([event_queueevent_queue, 1, 1]), event_instance),
event_time),
Π(Π(Π([event_queueevent_queue, 2]), event_instance),
event_time)))
transformations
Abbildung auf Operationen des Zielsystems
108zurückgeführt auf das kartesische Produkt von zu Mengen konvertierten Listen
109Voraussetzung: Intervall der Systemuhr ist kürzer als längste Ausführungsdauer eines Maschinenbefehls
110zurückgeführt auf das kartesische Produkt von zu Mengen konvertierten Listen
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3.10.6.6 Negation von Ereignissen
Semantik
∃E2 ∧ ∀E3: (E2.time < E3.time) ∧ @E1: (E2.time ≤ E1.time ∧ E1.time ≤ E3.time)
Das komplexe Ereignis wird instanziiert, wenn das im ersten Operanden spezifizierte Ereignis innerhalb
des durch den zweiten und dritten Operanden definierten Intervalls nicht eingetreten ist. Die Frage nach
Kommutativität und Assoziativität stellt sich bei der Ereignis-Negation nicht, da die Operation mona-
disch111 ist.
Integrität
&&(==(Π(general_function, function_name), I("¬")),
==(Σ(∆(<>(σα(⊥, "Event"), Null()), Π(general_function, inputs))), I(3)),
==(Σ(Π(general_function, outputs)), I(1)),
<>(σα(Π([Π(general_function, outputs), 1]), "Event"), Null()))
instructions112
¬(E1, E2, E3) := ==(Σ(∆(Test3(⊥), ∆(Interval(⊥), Ω(event_queue)))), I(0))
Interval: &&(>=(Π(Π(event_queue, event_instance), event_time),
Π(Φ([Min(⊥), ∆(Test1(⊥), Ω(event_queue))]), event_time)),
<=(Π(Π(event_queue, event_instance), event_time),
Π(Φ([Max(⊥), ∆(Test2(⊥), Ω(event_queue))]), event_time)))
Test1: ==(Π(Π(event_queue, event_instance), event_name), I("E1"))
Test2: ==(Π(Π(event_queue, event_instance), event_name), I("E2"))
Test3: ==(Π(Π(event_queue, event_instance), event_name), I("E3"))
transformations
Abbildung auf Operationen des Zielsystems
Wenn das bei der Negation eingeführte Beobachtungsintervall auch für andere Ereignisfunktionen rele-
vant ist, d. h. wenn z. B. simultane Ereignisse nur zwischen zwei anderen Ereignissen erwartet werden,
dann ist die Ereignissequenz einsetzbar, die die Folge Intervallbeginn =⇒ erwartetes Ereignis =⇒ In-
tervallende überwacht. Beginn und Ende des Intervalls können z. B. nutzerdefinierte Ereignisse sein, die
einen bestimmten Stand der Modelluhr abfragen.
Der Negationsoperator signalisiert, dass ein bestimmtes Ereignis in einem definierten Intervall nicht ein-
tritt. Er liefert jedoch keine Aussage darüber, dass in obigem Beispiel zwischen zwei Ereignissen keine
anderen Ereignisse eingetreten sind (etwa um die Arbeitsweise der CPU zwischen zwei Interrupts zu er-
fassen). Dazu müssten alle möglichen Ereignisse, die es im System geben kann, aufgezählt werden. Diesen
Fall löst eine komplexe Ereignis-Funktion effizienter, wenn sie sich auf den Inhalt der Ereigniswarteschlan-
ge113 bezieht:
==(Σ(∆(ending(Π(event_instance, event_time)),
∆(beginning(Π(event_instance, event_time)),
Π(Ω(event_queue), event_instance)))), I(0))
beginning: >=(*, Π(∆(==(Π(event_instance, event_name), I("E1")),
Π(Ω(event_queue), event_instance)), event_time))
ending: <=(*, Π(∆(==(Π(event_instance, event_name), I("E2")),
Π(Ω(event_queue), event_instance)), event_time))
Vollständigkeit
Die hier behandelte Operatormenge ist größer als ein vollständiges Funktionalsystem der Booleschen Al-
gebra, weil außer den auf Wahrheitswerte abzubildenden Existenzaussagen von Ereignisinstanzen noch
deren Zeitattribute Berücksichtigung finden müssen.
111Die Ereignisse an der zweiten und dritten Position begrenzen lediglich das zu betrachtende Intervall.
112zurückgeführt auf zweimalige Bildung von Teillisten (unter der Voraussetzung des Eintretens der Ereignisse E2 und E3)
113Die Funktion setzt die Existenz der das Intervall begrenzenden Ereignisse E1 und E2 voraus.
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Beispiel 21 (Funktionalsystem) Darstellung der 22
2
Funktionen der zweiwertigen Logik durch NOR
Für die Konjunktion von Ereignissen gilt: ∧(a,b) = NOR(NOR(a,a), NOR(b,b))
a b ∧ NOR
0 0 0 1
0 1 0 0
1 0 0 0
1 1 1 0
Nebenstehende Wahrheitstafel zeigt, dass mit dem Übergang zum NOR
eine Operation, deren ursprüngliche Definition zeitneutral ist, wieder
einen Zeitpunkt benötigt. Deshalb ist ein vollständiges Funktionalsystem
o.B.d.A. nicht ausreichend. Eine Alternative hierzu bildet die Verwen-
dung von begrenzenden Intervallen für alle komplexen Ereignisse114.
Weitere komplexe Ereignisse sind nicht nötig; so z. B. wäre eine Definition von <= redundant, da ein Aus-
druck E := ;(E1,E2) ∨ =(E1,E2) darstellbar ist als
E3 := ;(E1, E2)
E4 := =(E1, E2)
E := ∨(E3, E4)
.
Funktionen zur Konstruktion komplexer Ereignisse sind demnach nur abkürzende Schreibweisen für Ope-
rationen der Objektalgebra; sie lassen sich somit vollständig auf Zustandsbeschreibungen der Wissensbasis
zurückführen (hier speziell auf den Zustand der Ereigniswarteschlange). Die Definition und Auswertung
komplexer Ereignisse demonstriert das folgende
Beispiel 22 (Drehzahlregelung) In einem mechanisch-optisch-elektronischen System nach Abb. 3.30
sei die Drehzahl zu regeln. Dazu stehen Lichtschranken zur Verfügung, deren Unterbrechung während der
Rotation die nutzerdefinierten Ereignisse E1 und E2 erzeugt. Die Betrachtung des Systems erfolge in dem
durch die Zeitpunkte t1 und t2 definierten Intervall (t1 < t2).
E1
E2
rrI Complex EventStandstill &&(¬(;(E1, E2), t1, t2),¬(;(E2, E1), t1, t2))
RotationRight ;(E1, E2)
RotationLeft ;(E2, E1)
Abbildung 3.30: Drehzahlmessung mit Lichtschranken
Unter Verwendung dieser komplexen Ereignisse ist das Systemverhalten durch ECA-Regeln beschreibbar.
Die Übersetzungsvorschrift transformations des allgemeinen Funktionsobjekts general_function legt
in diesem Falle fest, dass die im Aktionsteil auftretenden Funktionen in die Steuerung der am Motor
anliegenden Spannung zu übersetzen sind. Ein Metaobjekt mit dem Namen set_point enthalte den
Sollwert für die durch die Zeitdifferenz zwischen den Ereignissen charakterisierte Drehzahl.
Event Condition Action
Standstill start button pressed start the engine
RotationRight
>(-(Π(E2, event_time),
Π(E1, event_time)), I(set_point))
increase energy supply
RotationRight
<(-(Π(E2, event_time),
Π(E1, event_time)), I(set_point))
decrease energy supply
¬(Standstill, t1, t2) stop button pressed stop the engine
3.10.7 Die Ereigniswarteschlange
Die Ereigniswarteschlange ist integraler Bestandteil von ADBMS. Sie ist als abstrakter Datentyp inter-
pretierbar, der sich auf eine Liste als Basiskonstrukt stützt. In passiven DBMS muss der Nutzer das
Event-Management gemäß Abb. 3.31 organisieren.
114Standardwert einer solchen Definition wäre die Dauer der aktuellen Sitzung.
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konstante Menge von Ereignistypen
(abgeleitet aus dem Metamodell)
Erzeugen der Ereignisinstanzen
durch das ADBMS
Ereigniswarteschlange
(beschrieben als Metaobjekt)
Instanz des Ereignistyps
verursachendes Objekt
Zeitpunkt der Ereigniserkennung
. . .
Konsumption der Instanzen
nach der Regelverarbeitung
· · ·
	 	

Abbildung 3.31: Event-Management
Wenn passive Systeme die Funktionalität aktiver Systeme durch Simulation der Ereignisverarbeitung
erbringen, muss die Ereigniswarteschlange dem Anwender zugänglich, d. h. durch ein Metaobjekt reprä-
sentiert sein.
event_queue
Constructor
List, event_instance
event_instance
Constructor
Tuple, event_type, event_time, priority, event_source
Die Elemente der Warteschlange sind Instanzen von Ereignisbeschreibungen, die mit weiteren Attributen
angereichert sind. Das Hinzufügen und Löschen von Ereignisinstanzen wird auf induzierte Operationen
für Listen nach Abschnitt 3.7.3 abgebildet.
event_type
Constructor
Reference, event_name
event_time
Constructor
Scalar, Time
priority
Constructor
Scalar, INTEGER
Die Instanzen der Ereignistypen referenzieren die Ereignisdefinition. Das ADBMS trägt den Zeitpunkt
der Ereigniserkennung und die Priorität ein, mit der das primitive oder komplexe Ereignis in die Ereig-
niswarteschlange eingeordnet wird. Strategien wie FIFO oder LIFO sind modellierbar durch Einfügen
und Löschen von Ereignisinstanzen an einer bestimmten Stelle der Ereigniswarteschlange oder durch In-
spektion des Wertes von priority durch die Ereignisbehandlungsroutine. Die Priorität des komplexen
Ereignisses sollte nie höher als die der zugehörigen primitiven Ereignisse sein, damit die Instanz des
komplexen Ereignisses nicht vor den Instanzen der primitiven Ereignisse behandelt wird (weiche, weil
ereignisabhängige Integritätsbedingung).
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event_source
Constructor
List, source_object
source_object
Constructor
Scalar, TEXT, 30
Bei Datenbankereignissen trägt die
ereigniserkennende Funktion den Na-
men des Datenbankobjekts, an dem
das Ereignis auftrat, in den ersten
Slot der Liste source_object ein.
Die Funktionen für Zeitgeber- und nutzerdefinierte Ereignisse nutzen jeweils den zweiten und dritten Slot.
3.10.7.1 Ereignisinstanzerzeugung
Die Erkennung von Ereignissen obliegt dem ADBMS bzw. dem Ereignismanager bei der Simulation ak-
tiven Verhaltens in passiven DBMS. Sie fügen der Ereigniswarteschlange eine Instanz des detektierten
Ereignistyps hinzu und tragen dort den Zeitpunkt der Ereigniserkennung ein. Die Zeitangabe stammt aus
der Systemuhr des HOST-Rechners oder einer unabhängig von der realen Zeit betriebenen Modelluhr.
Das letztgenannte Verfahren ermöglicht die Erkennung paralleler Ereignisse auch in der klassischen von-
Neumann-Architektur.
Jedes Hinzufügen einer Ereignisinstanz in die Ereigniswarteschlange aktiviert die Ereignisbehandlungs-
routine. Deren Aufruf bildet den Aktionsteil einer ECA-Regel, die auf das Ereignis ON-INSERT an der
Warteschlange reagiert. Die Ereignisinstanzerzeugung ist gleichbedeutend mit dem Einfügen von Listen-
elementen als induzierte Operation. Entsprechend der Ereignisklassifikation im Abschnitt 3.10.6 sind zu
unterscheiden:
Datenbankereignisse
Um alle Ereignisse erkennen und behandeln zu können, muss in jeder Zugangsebene zum DBMS ei-
ne Filterkomponente die eintreffenden Datenbankoperationen analysieren. Jede Operation erzeugt eine
Ereignisinstanz, die den Namen der auslösenden Operation sowie den Namen des betroffenen (Meta-)
Objekts 115 bzw. dessen Instanzen116 enthält. Die Datenbankoperation bestimmt die Ereignisart117.
In RDBMS:
• SQL-Anweisungen, die in Batch-Prozessen gegen die Datenbank laufen, sind mit Werkzeugen auf
Parser-Niveau erkennbar. ORACLE’s Werkzeug SQL*Plus oder die RunSQL-Methode von Microsoft
Access sind hierfür Beispiele. In Analogie zur Arbeitsweise von Precompilern lassen sich die Quelltexte
mit ereignissignalisierenden Funktionen anreichern. Dieses Verfahren ist jedoch nicht auf dynamisch
erzeugte SQL-Anweisungen anwendbar, da diese erst zur Laufzeit entstehen.
• SQL-Anweisungen, die von Front-Ends der Datenbanken erzeugt werden, sind dem Anwendungs-
programmierer nur bedingt zugänglich und bedürfen daher einer besonderen Behandlung. So führt
z. B. ORACLE’s Werkzeug SQL*Forms i.d.R. ein SELECT-Statement aus, um das angezeigte Formular
zu füllen.
• Vom Bediener veranlasste Wertänderungen in den Feldern des Formulars sowie das Hinzufügen und
Löschen von Datensätzen führen zu UPDATE, INSERT bzw. DELETE-Statements die zu einem vom
Front-End bestimmten Zeitpunkt118 generiert und an das DBMS gesendet werden. ORACLE stellt
dem Anwender eine Variable bereit, die den Zugriff auf die aktuelle SQL-Anweisung ermöglicht.
• Die Simulation aktiver Mechanismen in Microsoft Access stützt sich auf die Ereignisse BeforeUpdate
und AfterUpdate für Felder bzw. Formulare. Die ihnen zugeordneten Ereignisprozeduren können so
auf den jeweils alten und neuen Wert zugreifen und prüfende Regeln starten (s. Abschnitt 2.7.1),
die die Zulässigkeit der Transaktion bewerten. Die Ereignisbehandlung von BeforeUpdate ist durch
Parameter so steuerbar, dass eine regelverletzende Aktivität unterbunden wird.
• Beim Hinzufügen von Datensätzen erzeugt Microsoft Access die Ereignisse BeforeInsert (bei Einga-
be des ersten Zeichens) und AfterInsert (nach dem Speichern). Die Löschung von Datensätzen ist
durch die Ereignisse BeforeDelConfirm (vor der Generierung der Meldung an den Bediener, die zur
115ebenfalls durch Analyse der Zugriffsoperation
116bei RDBMS auch das betroffene Attribut der Relation
117leitet sich aus dem Operationscode der Zugriffsoperation ab
118meist als Reaktion auf die Navigation zum nächsten Feld bzw. zum nächsten Datensatz
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Bestätigung des Löschens auffordert) und AfterDelConfirm (nach ausgeführtem oder abgebrochenem
Löschvorgang) steuerbar.
• ORACLE stellt mit Pro*SQL eine Reihe von Precompilern bereit, die die Verwendung von SQL-
Statements innerhalb der Quelltexte höherer Programmiersprachen ermöglichen (Ada, C, COBOL,
FORTRAN, PASCAL, PL/1). Falls dem Anwender diese Zugriffsart gestattet wird, dann muss eine
zentrale Funktion existieren, die die SQL-Statements ausführt und als Seiteneffekt die Ereignisver-
waltungskomponenten durch Erzeugung der zugehörigen Ereignisinstanzen informiert.
• ORACLE-Anwender mit dem Recht zur Nutzung des OCI dürfen dessen Funktionen nur in einem
Modul verwenden, der die Ereignisverwaltungskomponente über die Art des Dienstes informiert.
• Zugriffe mit JDBC, ODBC, DDE und OLE sind nur zulässig, wenn das DBMS über Funktionen
verfügt, die derartige Anfragen erkennen und die Ereignisverwaltungskomponente informieren können
[192].
In OODBMS:
Alle nutzerdefinierten Methoden, die auf persistente Objekte zugreifen, müssen die Ereignisverwaltungs-
komponente informieren. Für externe Zugriffe gelten die Aussagen zu RDBMS analog.
Die Analyse der Zugriffe zur Wissensbasis soll dem Modell der geschichteten virtuellen Maschinen genü-
gen, um alle Ebenen von SQL bis API gleichsam erfassen zu können. Die Bestimmung des betroffenen
Objekts resultiert aus der Analyse der Zugriffsoperationen. Bei Bedarf kann sie in RDBMS bis zur be-
troffenen Spalte der Tabelle, in OODBMS bis zum Attribut der Klasse reichen.
Erweist sich in einem passiven DBMS keines der o.g. Verfahren als praktikabel, so kann eine Alternative
zur Erkennung von Datenbankoperationen im Polling des Log-Files bestehen. Allerdings bleibt dabei ggf.
ein inkonsistenter Zustand für andere Lesezugriffe sichtbar, falls diese vor der Erkennung des fehlerhaften
Zustands erfolgen. (vgl. Strategien zur Integritätserhaltung im Abschnitt 2.5.1).
Zeitgeberereignisse
Da der Uhr-Prozess meist hardwareunterstützt abläuft, initiiert der Anwender einen Software-Prozess,
der den Wert des Timers in geeigneten Intervallen abfragt und bei signifikanten Werten eine Instanz des
Ereignisses in die Warteschlange einträgt. Einige Betriebssysteme stellen spezielle Mechanismen zur Be-
handlung zeitbehafteter Aktivitäten zur Verfügung119. Sie erfüllen diese Aufgabe effektiver als die oben
beschriebene Polling-Strategie.
Benutzerdefinierte Ereignisse
Ihre Ursache liegt in anwendereigenen Prozessen, welche daher auch für die Erkennung verantwortlich
sind. Die Abfrage des Wertes der Modelluhr oder spezieller Konstellationen in der Ereigniswarteschlange
gehören ebenso dieser Kategorie an wie Ereignisse im Filesystem, deren Erkennung sich auf intrusion
detection und event logging stützt. Die von diesen Tools angebotene Ereignisbehandlung besteht im Hin-
zufügen der Instanz des jeweiligen externen Ereignisses zur Ereigniswarteschlange.
Komplexe Ereignisse
Die Erkennung komplexer Ereignisse obliegt der Ereignisbehandlungsroutine. Bei jeder in die Ereigniswar-
teschlange eingefügten Ereignisinstanz prüft sie, ob die Bedingung für ein komplexes Ereignis eingetreten
und folglich eine Instanz des komplexen Ereignisses zu erzeugen ist. Formal reduziert sich diese Ope-
ration wie die Berechnung komplexer Funktionen auf ECA-Regeln: aus dem Operatorbaum (Abb. 3.26
im Abschnitt 3.10.1.1) komplexer Funktionsobjekte lassen sich unter Berücksichtigung der Aspekte der
Blattknoten diejenigen Ereignisse ableiten, die zur Neuberechnung der Funktion führen. Stellt die Ereig-
nisalgebra ihre komplexen Ereignisse ebenfalls als komplexe Funktionsobjekte dar, dann sind aus dem
zugehörigen Operatorbaum alle primitiven Ereignisse120 ablesbar, die am komplexen Ereignis beteiligt
sind. Die Ereignisberechnung erfolgt hierarchisch (rekursiv oder iterativ), da ein komplexes Ereignis Teil
eines anderen, noch komplexeren Ereignisses sein kann.
119z. B. cron job in UNIX durch Eintragung in crontab -e
120Hat der Baum eine Höhe > 2, dann existieren Ereignisse geringerer Komplexität, die die Überwachung vereinfachen.
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3.10.7.2 Ereignisinstanzkonsumption
Ereignisinstanzen werden nach ihrer Verarbeitung durch ECA-Regeln aus der Ereigniswarteschlange ent-
fernt, um einen Überlauf derselben zu vermeiden. Die Ereignisinstanzkonsumption ist gleichbedeutend
mit dem Löschen von Listenelementen als induzierte Operation. Der Zeitpunkt der Löschung hat jedoch
Auswirkungen auf das Verhalten des ADBMS. Dabei sind folgende Fälle zu unterscheiden:
Verarbeitung ausschließlich primitiver Ereignisse
Die Ereignisinstanzen werden unmittelbar nach Abarbeitung der zugehörigen ECA-Regel gelöscht.
FIFO LIFO
Hinzufügen ∪(0, event_queue, Γ(event)) ∪(0, event_queue, Γ(event))
Löschen ∩(Σ(event_queue), event_queue) ∩(1, event_queue)
Verarbeitung komplexer Ereignisse
Die Beibehaltung der Strategie für primitive Ereignisse würde zum Ausschluss bestimmter komplexer
Ereignisse führen. So tritt das komplexe Ereignis ;(E1, E2) nie ein, wenn E1 sofort konsumiert würde.
Die Ereignisinstanzkonsumption wirft weitere Fragen auf:
• Soll ein primitives Ereignis durch eine ECA-Regel behandelt werden, wenn es zugleich Teil eines
komplexen Ereignisses ist?
• Ist der Konsumptionsmodus operationsabhängig?
• Soll das ADBMS Grenzwerte festlegen, die eine Maßnahme des Simulationssystems hervorrufen, wenn
sich zu viele unbehandelte Ereignisinstanzen in der Warteschlange befinden oder wenn eine Ereignis-
instanz zu lange auf ihre Bearbeitung wartet?
• Darf ein primitives Ereignis Teil mehrerer komplexer Ereignisse sein?
• Wann wird es in diesem Falle gelöscht?
• Werden die primitiven Ereignisse auch dann gelöscht, wenn das komplexe Ereignis zwar eintritt, aber
sein Aktionsteil auf Grund nicht erfüllter Bedingung nicht aktiviert wird?
• Soll ein komplexes Ereignis seine primitiven Ereignisse konsumieren, falls es selbst Teil eines kom-
plexeren Ereignisses ist?
Das Metamodell beantwortet diese Fragen nicht, sondern bietet dem Anwender Mechanismen, mit deren
Hilfe er die für seine konkrete Domäne günstigste Strategie (s. Anhang A) umsetzen kann. Sie beruht auf
der konsequenten Anwendung von Funktionsobjekten auf der Ereigniswarteschlange. Jedes Hinzufügen
und Löschen von Ereignisinstanzen löst dort die Ereignisse {ON-INSERT, ON-DELETE} aus, die ihrerseits
durch ECA-Regeln behandelbar sind.
• Erkennen der leeren Ereigniswarteschlange
• Erkennen der noch aufnahmefähigen Ereigniswarteschlange
==(Σ(event_queue), I(0))
<(Σ(event_queue), I(maximum))
Setzt sich ein komplexes Ereignis E aus den primitiven Ereignissen E1 und E2 zusammen121, und sollen die
Instanzen der primitiven Ereignisse bei Eintritt des komplexen Ereignisses gelöscht werden, dann kann
Φ(consume(⊥), Ω(event_queue))
die Löschung der Ereignisinstanzen über deren Namen veranlassen. Das bedeutet jedoch, dass ggf. auch
Instanzen entfernt werden, die nicht zur Entstehung des komplexen Ereignisses beigetragen haben122.
Dieser Effekt ist vermeidbar, wenn die Ereignisbehandlungsroutine Zugriff zum Objektidentifikator der
primitiven Ereignisinstanz hat und die Löschung mittels τ ausführt.
• Überwachen der zulässigen Obergrenze für unbearbeitete Instanzen von Lesezugriffen zu einem be-
stimmten Datenbankobjekt
121Die Art der Verknüpfung durch die Ereignisalgebra ist hierbei bedeutungslos.
122falls z. B. E1 häufiger als E2 auftrat und das komplexe Ereignis durch Konjunktion gebildet wurde
125
3 Ein Metamodell für Entwurfsobjekte
<=(Σ(∆(access(⊥), event_queue)), I(maximum))
access: &&(==(Π(Π(event_queue, event_instance), event_type), I("ON-SELECT")),
==(Π([Π(Π(event_queue, event_instance), event_source), 1]),
I("object_name")))
Durch unterschiedliche Formulierung des Bedingungsteils der Regeln kann der Anwender das Löschen
von Ereignisinstanzen vom Inhalt der Ereigniswarteschlange oder von den ausgeführten Aktionen ab-
hängig machen und damit die oben gestellten Fragen individuell beantworten.
• Überwachen des Ereignisabstandes
In reaktiven Systemen ist Antwortzeit relevant. So liefert z. B. die folgende Funktion den Wert
True123, wenn zwischen den Ereignissen E1 und E2 mehr als max_time vergangen ist.
>(-(Π(Π(∆(Test2(⊥), Ω(event_queue)), event_instance), event_time),
Π(Π(∆(Test1(⊥), Ω(event_queue)), event_instance), event_time)), I(max_time))
Test1: ==(Π(Π(event_queue, event_instance), event_name), I("E1"))
Test2: ==(Π(Π(event_queue, event_instance), event_name), I("E2"))
• Überwachen der Ereignishäufigkeit
Treten in einem durch E1 und E2 definierten Intervall mehr als alert Ereignisse des Typs E3 auf, so
ist eine Warnung124 zu generieren.
>(Σ(∆(Testing(⊥), ∆(Ending(⊥), ∆(Beginning(⊥), Ω(event_queue))))), I(alert))
Beginning: ==(Π(Π(event_queue, event_instance), event_name), I("E1"))
Ending: ==(Π(Π(event_queue, event_instance), event_name), I("E2"))
Testing: ==(Π(Π(event_queue, event_instance), event_name), I("E3"))
Die Ereignisinstanzkonsumption ist im Normalbetrieb der Wissensbasis nicht behandlungswürdig. Sind
Anzahl oder Zeitpunkt der ausgeführten Löschungen von Ereignisinstanzen für statistische Auswertungen
relevant, so kann eine ECA-Regel das Ereignis ON-DELETE an event_queue behandeln. Sie darf dabei
jedoch nicht selbst die Ereignisbehandlung nutzen, um das chicken and egg-Problem zu vermeiden.
3.10.8 Ereignisbehandlung
Die Ereignisbehandlung besteht in der Ausführung der Funktion(en) im Aktionsteil der zugehörigen ECA-
Regel. Wenn sich an die Ereigniserkennung durch den Filter (vgl. Abschnitt 3.10.7.1) die Eintragung der
Ereignisinstanz in die Ereigniswarteschlange anschließt, so verursacht dies dort ein ON-INSERT-Ereignis,
auf das wiederum eine ECA-Regel mit dem Aufruf der Ereignisbehandlungsroutine reagiert. Die Imple-
mentation der Ereignisbehandlung durch ECA-Regeln würde ein chicken and egg-Problem verursachen
und erfolgt daher mit konventionellen Techniken.
Des weiteren muss die Ereignisbehandlung den Zugriff zum alten und infolge des regelauslösenden DML-
Statements geänderten Inhalt der Datenbasis ermöglichen. Diese Notwendigkeit ergibt sich aus der verall-
gemeinerten Beschreibung der semantischen Integrität durch prädikatenlogische Formeln über Zuständen
der Wissensbasis. Wenn vor Beginn einer Transaktion ein gültiger Zustand vorliegt und schreibende
Zugriffe auszuführen sind, dann ist vor deren Ende die Einhaltung der Integritätsregeln zu testen. Der
Aktionsteil sowohl prüfender (s. Abschnitt 2.7.1) als auch berechnender (s. Abschnitt 3.10.2) ECA-Regeln
muss daher zur Ausführung kommen, wenn der geänderte Datenbankinhalt zwar bereits lesbar, jedoch
noch nicht persistent ist, d. h. die aktuelle Transaktion „sieht“ den neuen, fremde Transaktionen dagegen
den alten Zustand.
Die regelauslösende Operation startet dazu eine lange Transaktion, die (insbesondere bei den Integri-
tätsregeln) zum Abbruch auf Grund einer Entscheidung im Aktionsteil der angestoßenen Regel führen
kann.
123interpretierbar als Signal time out
124Die Ausgabe der Warnung obliegt dem Aktionsteil der mit dieser Bedingung aktivierten ECA-Regel.
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 Begin Transaction Das RDBMS ORACLE unterstützt dieses Ver-fahren mit den Anweisungen post und Commit.In Microsoft Access besteht bei Formularen in
BeforeUpdate-Triggern Zugriff zum jeweils alten
und neuen Datenbankinhalt. Erkennt die Ereignis-
prozedur eine Integritätsverletzung, so kann sie die
auslösende Aktivität125 abbrechen, indem sie das
ihr übergebene Argument Cancel mit True belegt.
Im VBA-Code ermöglichen die Methoden Begin-
Trans, CommitTrans und Rollback eine direkte
Transaktionssteuerung.
Die in Abb. 3.32 dargestellte Steuerbarkeit von
Transaktionen ist somit eine notwendige Vorausset-
zung zur Simulation aktiver Mechanismen in passi-
ven DBMS.
Ereignisse, zu denen keine ECA-Regeln vorliegen,
bleiben unbehandelt, d. h. die ereignisauslösende
Operation läuft wie in einem passiven DBMS ab.
Ein Rückgabewert False der Funktion im Bedin-
gungsteil zeigt an, dass im aktuellen Datenbankzu-
stand keine Aktionen auszuführen sind. Bei prüfen-
den Regeln zur Erhaltung der semantischen Integri-
tät ist die Funktion im Bedingungsteil daher stets
eine Tautologie.
Das Ergebnis der im Aktionsteil aufgerufenen Funk-
tion ist ein Boolescher Wert, der über die Beendi-
gung der laufenden Transaktion mit Commit oder
Rollback entscheidet.
Ob die Funktion im Aktionsteil diese Forderung
erfüllt, ist bzgl. des Rückkehrcodes formal über
das Metamodell prüfbar. Der Regelverarbeitungs-
mechanismus kann den Versuch einer Schreibope-
ration im Bedingungsteil zurückweisen, um die In-
tegrität nicht während der Prüfung zu gefährden.
Abbildung 3.32: Simulation der Ereignisbehandlung in passiven DBMS
3.10.9 Terminierung der Ereignisverarbeitung
Da ECA-Regeln sowohl im Bedingungs- als auch im Aktionsteil Funktionen enthalten dürfen, die Da-
tenbankzugriffe ausführen, können bei deren Verarbeitung gemäß Abb. 3.32 weitere Ereignisse entstehen,
die ihrerseits ECA-Regeln anstoßen. Im Gegensatz zu Transaktionen in passiven DBMS ist somit die
Terminierung der Ereignisverarbeitung nicht gesichert. Im ungünstigsten Fall verbleibt das System im
Livelock-Zustand.
Dieses generelle Problem aktiver Informationssysteme ist jedoch bei konsequenter Anwendung des Me-
tamodells für den Bereich der eingebetteten Systeme beherrschbar. Generell muss gesichert sein, dass
eine Aktion nicht die Regel aktiviert, die sie enthält, um direkte Zyklen zu vermeiden. Die möglichen
Konstellationen von Regeln betrachten die folgenden Abschnitte separat.
3.10.9.1 Regeln mit ausschließlicher Nutzung von Lesezugriffen
Alle prüfenden Regeln gehören dieser Kategorie an. Ihr Bedingungsteil besteht aus einer Tautologie und
ihr Aktionsteil aus einer Funktion, die den geänderten, aber noch nicht persistenten Zustand der Daten-
125z. B. den Versuch des Bedieners, ein fehlerhaft modifiziertes Feld zu verlassen
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bank nach einer Änderungsoperation liest. Folglich können während der Verarbeitung nur ON-SELECT-
Ereignisse eintreten, die ggf. weitere ECA-Regeln aktivieren. Um dies zu verhindern, wird festgelegt, dass
die Prüfung selbst derartige Ereignisse nicht produziert. Dazu unterdrückt die Regelverarbeitungskom-
ponente die Ereigniserkennung für die Dauer der Abarbeitung der Funktion im Aktionsteil.
3.10.9.2 Regeln mit Schreibzugriffen
Die in 3.10.9.1 beschriebene Strategie ist nicht mehr anwendbar, sobald ECA-Regeln Schreibzugriffe
veranlassen dürfen. Letztere sind zur Wiederherstellung der semantischen Integrität erforderlich, bergen
aber zugleich das Risiko der Entstehung endloser Ereignisketten.
Beispiel 23 (Livelock durch rekursive Datenstrukturen)
Es sei folgende EBNF-Darstellung eines CLINT-Ausdrucks gegeben:
expression = cond_expr.
cond_expr = add_expr [ "?" add_expr ":" add_expr ].
add_expr = mult_expr [ add_operator add_expr ].
Die direkte Übertragung ins Metamodell führt zu einer rekursiven Datenstruktur und zur endlosen Aus-
führung von Aktionen, die z. B. das ON-UPDATE-Ereignis von add_expr behandeln.
Beispiel 24 (Livelock durch zueinander inverse Operationen)
Sei obj ein Metaobjekt mit dem Konstruktionsprimitiv List und
{
F1
F2
}
eine Funktion, die ein Listen-
element
{
hinzufügt
löscht
}
. Behandelt F1 das ON-DELETE-Ereignis und F2 das ON-INSERT-Ereignis von obj, so
ist eine zirkuläre Abhängigkeit entstanden.
Um aktive Informationssysteme vor Livelock-Zuständen zu bewahren, müssen alle möglichen Ereignisfol-
gen zyklenfrei sein. Der zugehörige Prüfalgorithmus arbeitet wie folgt:
• Lesen aller Metaobjekte in beliebiger Folge
• Ermitteln aller ECA-Regeln, die Ereignisse am aktuellen Metaobjekt behandeln
• Ermitteln aller Metaobjekte, die von den Funktionen dieser Regeln angesprochen werden, durch
Inspektion des Operatorbaums der Funktionsobjekte
• Ist das aktuelle Metaobjekt Element dieser Menge, liegt ein Zyklus im Abhängigkeitsgraph vor.
Eine Alternative zur obigen statischen, bereits zur Design-Zeit ausführbaren, aber bei komplexen Metamo-
dellen sehr rechenintensiven Prüfung besteht in der dynamischen, von der Regelverarbeitungskomponente
ausgeführten Kontrolle von Wiederholungen in der Ereignisbehandlung. Sie verwaltet dazu eine zusätzli-
che Menge126, die bei Transaktionsbeginn geleert wird und in die alle vom aktuellen Ereignis ausgelösten
Folgeereignisse eingetragen werden. Erhöht sich deren Kardinalität nach dem Hinzufügen eines Elements,
das aus Ereignis- und Objektname besteht, nicht127, dann muss die laufende Transaktion wegen eines
beginnenden Zyklus abgebrochen werden.
Bei Änderungen der Regelbasis ist der o. g. Prüfalgorithmus Bestandteil der Integritätsprüfung beim
schreibenden Zugriff auf ECA-Regeln.
3.10.9.3 Konflikte bei der Regelausführung
Ein sog. trigger rule conflict entsteht, wenn die Menge der einem primitiven oder komplexen Ereignis
zugeordneten ECA-Regeln mehr als ein Element enthält und die Auswertung der Bedingungsteile dieser
Regeln mehr als eine Aktion auslösen würde. Um deterministisches Verhalten zu garantieren, muss der
Systemadministrator Strategien zur Konfliktlösung bereitstellen.
In [93] wird dazu die Stratifikation der Regeln vorgeschlagen. Dieser Ansatz erfährt für das Metamodell
eine Erweiterung um die semantische Klassifikation von ECA-Regeln durch Inspektion der zugehörigen
Funktionsobjekte:
126als transient gekennzeichnetes Metaobjekt mit seinen induzierten Funktionen
127Die Cantor’sche Mengendefinition spiegelt sich in den induzierten Funktionen wider.
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• Sind alle ECA-Regeln assoziativ, so hat die Ausführungsreihenfolge keinen Einfluss auf das Gesamt-
ergebnis und kann vom ADBMS zufällig gewählt werden.
• Enthält die Regelmenge Schreibzugriffe, so entscheidet die Priorität aus der Regeldefinition über die
Ausführungsreihenfolge.
• Liegen mehrere Regeln mit gleicher Priorität vor, so liegt eine Integritätsverletzung der Regelbasis
vor, die der Systemadministrator durch Korrektur dieser Werte beheben muss.
Assoziativität ist gegeben, wenn alle Regeln der betrachteten Menge nur Lesezugriffe enthalten. Bei
Ausschluss von Regelmodifikationen zur Laufzeit sind somit auch die Konflikte bei der Regelausführung
bereits zur Designzeit diagnostizierbar.
3.11 Integrität des Metamodells
Ein gemäß Abb. 3.3 aufgebautes Metamodell besitzt a priori keine Beschränkungen der Belegungsmög-
lichkeiten seiner Objekte und folglich auch keine Integritätsregeln. Alle seine Werte sind lt. Abschnitt 3.2
semantikfrei.
Erst die Anwendung von Generatoren auf das Metamodell ordnet seinen Elementen eine Semantik zu.
Aus der speziellen Verwendung bestimmter Werte resultieren semantische Restriktionen für das Meta-
modell. Es sei betont, dass die nachfolgend beschriebenen Integritätsregeln ausschließlich für die hier
verwendete Semantik der Aspekte gelten und somit Beispielcharakter tragen. Sie werden wiederum mit
Hilfe induzierter Funktionen beschrieben.
3.11.1 Datenbeschreibende Metaobjekte
Einige Integritätsregeln gelten für daten- und funktionsbeschreibende Metaobjekte in gleicher Weise. Die
speziellen Regeln für Funktionsobjekte behandelt der Abschnitt 3.11.2.
Die Namen der Aspekte müssen je Metaobjekt eindeutig sein.
==(Σ(∆(unambiguous(⊥), Ω(meta_object))), I(0))
unambiguous: <(Σ(Γ(Γ(Π(Π(meta_object, aspect), aspect_name)))),
Σ(Π(Π(meta_object, aspect), aspect_name)))
Die Aspekte Constructor und Function dürfen nicht gemeinsam in einem Metaobjekt auftreten.
==(Σ(∆(aspect_name(⊥), Ω(meta_object))), I(0))
aspect_test: ==(Σ(∩(Π(Π(Ω(meta_object), aspect), aspect_name),
∪(Γ(I("Constructor")), Γ(I("Function"))))), I(2))
Im ersten Slot des Constructor- oder Function-Aspekts muss sich eines der gültigen Konstruktionspri-
mitive befinden.
==(Σ(∆(primitive(⊥), ∆(aspect_test(⊥), Π(Ω(meta_object), aspect)))),
Σ(∆(aspect_test(⊥), Π(Ω(meta_object), aspect))))
aspect_test: ||(==(Π(aspect, aspect_name), I("Constructor")),
==(Π(aspect, aspect_name), I("Function")))
primitive: ||(==(Π([Π(aspect, slot), 1, 1]), I("Scalar")),
==(Π([Π(aspect, slot), 1, 1]), I("Set")),
==(Π([Π(aspect, slot), 1, 1]), I("List")),
==(Π([Π(aspect, slot), 1, 1]), I("Tuple")))
Bei Skalaren muss der zweite Slot einen Datentyp enthalten. Die Menge zulässiger Typen definiert der
Systemadministrator unter Beachtung der Transformationsmöglichkeiten für spezielle Ziel-DBMS.
Beim Datentyp TEXT kann ein dritter Slot existieren, der die Länge der Zeichenkette begrenzt. Die Defi-
nition der übrigen Typen belegt genau zwei Slots.
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==(Σ(∆(data_type(⊥), ∆(aspect_test(⊥), Π(Ω(meta_object), aspect)))),
Σ(∆(aspect_test(⊥), Π(Ω(meta_object), aspect))))
aspect_test: &&(||(==(Π(aspect, aspect_name), I("Constructor")),
==(Π(aspect, aspect_name), I("Function"))),
==(Π([Π(aspect, slot), 1, 1]), I("Scalar")))
data_type: ||(&&(||(==(Π([Π(aspect, slot), 2]), I("BIT"))
==(Π([Π(aspect, slot), 2]), I("INTEGER")),
==(Π([Π(aspect, slot), 2]), I("REAL")),
==(Π([Π(aspect, slot), 2]), I("TEXT")),
==(Π([Π(aspect, slot), 2]), I("DATE"))),
==(Σ(Π(aspect, slot)), I(2))),
&&(==(Π([Π(aspect, slot), 2]), I("TEXT")),
||(==(Σ(Π(aspect, slot)), I(2)),
&&(==(Σ(Π(aspect, slot)), I(3)),
numeric_test(Π([Π(aspect, slot), 3]))))))
Die Funktion numeric_test prüft, ob die Zeichenkette im Slot als Längenangabe für das Textfeld128
interpretierbar ist. Da sie keine induzierte Funktion ist, muss sie vom Anwender bereitgestellt werden.
Listen und Mengen besitzen genau zwei Slots (Name des Primitivs und Name des elementbeschreibenden
Metaobjekts).
==(Σ(∆(count(⊥), ∆(aspect_test(⊥), Π(Ω(meta_object), aspect)))),
Σ(∆(aspect_test(⊥), Π(Ω(meta_object), aspect))))
aspect_test: &&(||(==(Π(aspect, aspect_name), I("Constructor")),
==(Π(aspect, aspect_name), I("Function"))),
||(==(Π([Π(aspect, slot), 1, 1]), I("Set")),
==(Π([Π(aspect, slot), 1, 1]), I("List"))))
count: ==(Σ(Π(aspect, slot)), I(2))
Tupel besitzen mindestens zwei Slots (Name des Primitivs und Name der komponentenbeschreibenden
Metaobjekte).
==(Σ(∆(count(⊥), ∆(aspect_test(⊥), Π(Ω(meta_object), aspect)))),
Σ(∆(aspect_test(⊥), Π(Ω(meta_object), aspect))))
aspect_test: &&(||(==(Π(aspect, aspect_name), I("Constructor")),
==(Π(meta_aspect, aspect), I("Function"))),
==(Π([Π(aspect, slot), 1, 1]), I("Tuple")))
count: >=(Σ(Π(aspect, slot)), I(2))
Die Referenzintegrität fordert die Existenz der in den Slots ≥ 2 genannten Metaobjekte129.
==(Σ(∆(reference(⊥), ∆(aspect_test(⊥), Π(Ω(meta_object), aspect)))),
Σ(∆(aspect_test(⊥), Π(Ω(meta_object), aspect))))
aspect_test: &&(||(==(Π(aspect, aspect_name), I("Constructor")),
==(Π(aspect, aspect_name), I("Function"))),
||(==(Π([Π(aspect, slot), 1, 1]), I("Set")),
==(Π([Π(aspect, slot), 1, 1]), I("List")),
==(Π([Π(aspect, slot), 1, 1]), I("Tuple"))))
reference: ==(Σ(Γ(Π([Π(aspect, slot), 2]))),
Σ(∩(Γ(Π([Π(aspect, slot), 2])),
Π(Ω(meta_object), object_name))))
128numerischer Wert im Intervall 1 ≤ x ≤ Obergrenze lt. Spezifikation des DBMS
129Nachdem die Anzahl der Slots pro Primitiv geprüft wurde, ist die referentielle Integrität hier typneutral beschreibbar.
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3.11.2 Funktionsbeschreibende Metaobjekte
Die folgenden Prüfungen sind Einschränkungen des Raumes möglicher Belegungen gegenüber allgemeinen
Metaobjekten.
Alle Elemente der Eingabeliste sind von Null verschieden oder die Funktion wird von einem Iterator
aufgerufen.
==(Σ(∆(joker(⊥), Ω(general_function))), Σ(Ω(general_function)))
joker: ||(==(Σ(∆(¬(Null(⊥)), Π(general_function, inputs))),
Σ(Π(general_function, inputs))),
==(Σ(∩(Γ(Π(general_function, function_name)),
Γ(Π(∆(name_test(⊥), Ω(general_function)), inputs)))),
I(1)))
name_test: ||(==(Π(general_function, function_name), I("Φ")),
==(Π(general_function, function_name), I("∆")))
Um spezifische Operationen am aktuellen Element ausführen zu können, sollten Funktionen, die von
Iteratoren gerufen werden, mindestens einen Null-Wert besitzen (weiche Integritätsbedingung).
==(Σ(∆(binding(⊥), ∆(joker(⊥), Ω(general_function)))),
Σ(∆(joker(⊥), Ω(general_function))))
joker: ==(Σ(∩(Γ(Π(general_function, function_name)),
Γ(Π(∆(name_test(⊥), Ω(general_function)), inputs)))), I(1))
name_test: ||(==(Π(general_function, function_name), I("Φ")),
==(Π(general_function, function_name), I("∆")))
binding: >(Σ(∆(Null(⊥), Π(general_function, inputs))), I(0))
In Ein- und Ausgabelisten komplexer Funktionen dürfen nur daten- oder funktionsbeschreibende130
Metaobjekte auftreten.
==(Σ(∆(binding(⊥), Ω(general_function))), Σ(Ω(general_function)))
binding: <(Σ(∩(∪(Γ(Π(general_function, inputs)),
Γ(Π(general_function, outputs))),
Π(∆(usable(⊥), Ω(meta_object)), object_name))),
Σ(∪(Γ(Π(general_function, inputs)),
Γ(Π(general_function, outputs)))))
usable: ==(Σ(∩(Π(Π(meta_object, aspect), aspect_name),
∪(Γ(I("Constructor")), Γ(I("Function"))))), I(1))
Die Integritätsprüfung in ECA-Regeln übernehmen ausschließlich Funktionsobjekte, die einen Booleschen
Wert erzeugen.
==(Σ(∩(∆(integrity(⊥), Ω(general_function)), ∆(usable(⊥), Ω(general_function)))),
Σ(∆(integrity(⊥), Ω(general_function))))
integrity: nutzereigene Klassifikation der prüfenden Regeln
usable: &&(==(σβ(general_function, "Function", 1), I("Scalar")),
==(σβ(general_function, "Function", 2), I("BIT")))
3.11.3 Automatische Integritätserhaltung
3.11.3.1 Statischer Betrieb
Eine weitere Kategorie von Integritätsbedingungen regelt das Verhältnis zwischen Daten- und Regelbasis.
Da sich alle Bestandteile131 einer ECA-Regel auf Wissenseinheiten bzw. deren Instanzen beziehen, müssen
130Der Null-Wert wird von einer Funktion bereitgestellt.
131Im Ereignistyp ist der Name des verursachenden Objekts enthalten, der Bedingungsteil bezieht sich auf Wissenseinheiten
bzw. deren Instanzen, der Aktionsteil enthält Operationen, die diese Objekte bearbeiten.
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wechselseitige Abhängigkeiten zwischen beiden bestehen. Formal kann jeder Bestandteil höher priorisiert
sein, z. B.
- die Löschung einer Wissenseinheit zieht die Löschung aller Regeln, die sich auf diese Wissenseinheit
beziehen, nach sich oder
- die Löschung einer Regel zieht die Löschung aller Wissenseinheiten, die von dieser Regel angesprochen
wurden, nach sich.
Im Einzelfall entscheiden pragmatische Gründe über diese Abhängigkeit. Unabhängig davon muss dem
Entwurfssystem die Art der Beziehung bekannt sein, um die Integrität zwischen Daten- und Regelbasis
überwachen zu können.
Bei den Auswirkungen von Änderungen in der Wissensbasis auf die Regelbasis ist strikt zwischen Ände-
rungen am Schema (verursacht durch Änderungen im Metamodell) und Änderungen in der Extensions-
menge der Objekte zu unterscheiden. Da in den ECA-Regeln stets Objekte der Wissensbasis sowie deren
Instanzen angesprochen werden, haben Änderungen in der Extensionsmenge generell keinen Einfluss auf
den Aufbau der Regelbasis. Wenn z. B. infolge einer Löschoperation in der Wissensbasis die Extensions-
menge des zugehörigen Objekts leer wird, dann beeinflusst dies zwar möglicherweise das Ergebnis der
Bedingungsprüfung einer ECA-Regel, jedoch nicht deren Aufbau. Dieser Fall liegt nur dann vor, wenn
sich die Menge der Metaobjekte im Metamodell und im Ergebnis dessen die Schemadefinition der Daten-
bank durch Anwendung der Operationen aus Abschnitt 3.3 ändert.
Wenn also die Manipulation der Objektdefinitionen zur Laufzeit ausgeschlossen wird, dann ist auch keine
gesonderte Überwachung der Regelbasis erforderlich, d. h. die Konsistenz zwischen Daten- und Regelba-
sis kann zum Zeitpunkt der Schemagenerierung geprüft werden. Dies gilt auch dann, wenn neue Objekte
erzeugt werden, da sie in bisherigen ECA-Regeln nicht auftreten. Erst das Umbenennen, Ändern und
Löschen der Objektdefinitionen132 erfordert eine solche Integritätsprüfung. Das Metamodell mit seinen
daten- und funktionsbeschreibenden Objekten bildet die Grundlage einer automatisierten Erzeugung sol-
cher Regeln. Befinden sich die Metaobjekte selbst in einer Datenbank (vgl. Abschnitt 3.4.1), dann lösen
die Änderungsoperationen ebenfalls Ereignisse aus {INSERT, UPDATE, DELETE}, die durch ECA-Regeln
behandelbar sind. Um alle Regeln zu löschen, die sich auf ein gelöschtes Metaobjekt beziehen, aktiviert
das System eine berechnende Funktion, die die abhängigen Metaobjekte aus der Datenbank entfernt.
Eine solche Funktion ist automatisch generierbar durch Auswertung der Objektbäume von Daten- und
Regelobjekt. Die Schnittmenge der Namen in den Knoten dieses Baumes ergibt die für o. g. Funktion
relevanten Eintragungen.
Das Prinzip der Inspektion von Objektbäumen ist auch dann nützlich, wenn Integritätsregeln aus der
Struktur der Datenobjekte abgeleitet werden sollen, z. B.
• die Löschung des einzigen Elements einer Liste führt zur Löschung der Liste
• referenzierende und referenzierte Objekte dürfen keine Null-Werte enthalten
• Update- und Delete-Operationen sollen kaskadierend ausgeführt werden
• Ereignisse an einem Top-Objekt sollen/sollen nicht Ereignisse an untergeordneten Objekten auslösen
Da die Datenbank ECA-Regeln wie Datenobjekte verwaltet, lassen sich Regeln durch Analyse von Meta-
objekten mit dem Constructor-Aspekt gewinnen und speichern. Die Neugenerierung der Regeln ist eine
Folge der Änderung des Metamodells.
3.11.3.2 Dynamischer Betrieb
Bisher wurde eine während der aktiven Nutzungszeit der Wissensbasis unveränderliche Regelbasis vor-
ausgesetzt. Falls die Aktionsteile der ECA-Regeln Schreiboperationen für die Regelbasis enthalten, dann
ändern Regeln zur Laufzeit Regeln.
Vor der technischen Realisierbarkeit sollen Aspekte der Anwendung diskutiert werden. Generell erscheint
ein Eingriff in Regeln, die die semantische Integrität der Wissensbasis erhalten, unzweckmäßig und sollte
daher ausgeschlossen133 werden. Dagegen können temporäre Verletzungen weicher Integritätsforderungen
132Diese Operationen müssen konsequent an Metaobjekten erfolgen, um deren Auswirkungen kontrollieren zu können.
133Dem Anwender sollten Schreibrechte für diese Regeln entzogen werden.
132
3 Ein Metamodell für Entwurfsobjekte
durchaus wünschenswert bzw. im Verlaufe des Entwurfsprozesses eingebetteter Systeme sogar notwendig
sein. Ein Beispiel sei die Tolerierung unvollständiger Task-Graphen oder zu deren Kanten im Widerspruch
stehende Strukturgleichungen in einer bestimmten Phase der Entwicklung. Bei entsprechender Formulie-
rung des Bedingungsteils134 der ECA-Regel lässt sich jedoch auch dieses Problem ohne Eingriffe in die
Regelbasis lösen.
Letztere sind nur erforderlich, wenn sich die Struktur des modellierten Systems zur Laufzeit135 ändert
(z. B. lernende Systeme in der Robotertechnik). Sie werfen jedoch weitere Probleme hinsichtlich des deter-
minierten Verhaltens auf, da bei jeder Regeländerung die sehr rechenintensiven Prüfungen auf Deadlock-
und Livelock-Freiheit des Systems ausgeführt werden müssten.
Obwohl die dynamische Änderung der Regelbasis prinzipiell möglich ist, sollte sie daher auf Anwendun-
gen der Wissensbasis beschränkt bleiben, die deren Integrität nicht gefährden (z. B. zur Simulation oder
fallbasierten Konfiguration).
3.12 Zusammenfassung
Wissensbasen zur Entwurfsunterstützung heterogener Systeme erfordern eine vom Anwender frei wähl-
bare Strukturbeschreibung von Objekten beliebiger Komplexität. Unabhängig vom zugrunde liegenden
Datenmodell eines konkreten DBMS muss es dem Anwender möglich sein, Regeln zur Erhaltung und
Wiederherstellung der semantischen Integrität zu definieren. Beschreibungsformen für Integritätsregeln
müssen vollständig und abgeschlossen sein, d. h. die Definition jedes Zustands und jedes Zustandsüber-
gangs der Wissensbasis gestatten.
An Beispielen wurde gezeigt, dass die Mechanismen zur Erhaltung der logischen Integrität kommerzi-
eller DBMS genau das Kriterium der Vollständigkeit nicht erfüllen. Es wurde daher ein Metamodell
entwickelt, das alle am Entwurfsprozess beteiligten Datenobjekte sowie die zwischen ihnen bestehenden
semantischen Beziehungen mit einheitlichen und dennoch vom Anwender flexibel handhabbaren Metaob-
jekten beschreibt. Die Metaobjekte bilden sowohl die Träger- als auch die Operationsmenge einer erweiter-
baren Algebra. Alle Integritätsbedingungen der Wissensbasis sind somit durch algebraische Gleichungen
beschreibbar. Die Gesamtheit der Integritätsbedingungen bildet ein Gleichungssystem. Die Lösbarkeit
dieses Systems sowie dessen Grad sind Maße für die Integrität der Integritätsbedingungen.
Metaobjekte können in flachen Files, in XML-Dokumenten oder Datenbanken verwaltet werden. Für
Microsoft Access als Vertreter von RDBMS und Caché als Vertreter von OODBMS wurde die Trans-
formierbarkeit des Metamodells in die jeweilige konkrete DDL bzw. DML exemplarisch nachgewiesen.
Durch Bereitstellung weiterer Generatoren lässt sich das beschriebene Verfahren leicht für weitere DBMS-
Produkte adaptieren.
Die automatisierte Generierung der Schemadefinition sowie der ECA-Regeln zur Erhaltung der seman-
tischen Integrität gestatten dem Systemadministrator den Aufbau und die Nutzung von flexiblen, seiner
jeweiligen Domäne optimal anpassbaren Wissensbasen. Waren in passiven DBMS-Anwendungen nur die
gespeicherten Daten Gegenstand der Aktivitäten zur Integritätserhaltung, so ermöglicht das Metamodell
auch Prüfungen der Integrität der Regelbasis sowie der Widerspruchsfreiheit des Metamodells selbst.
Alle Ausführungen dieses Kapitels sind domänenneutral. Daher behandelt das nächste Kapitel Anwen-
dungen des Metamodells für die Domäne der eingebetteten Systeme.
134Dazu wird der Wert eines Objekts abgefragt, der die Regelanwendung erlaubt bzw. unterdrückt.
135Änderungen am Datenbankschema zur Laufzeit sind zwar auch bei passiven DBMS möglich, aber für den hier diskutierten
Anwendungsfall nicht relevant.
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Das im Kapitel 3 entwickelte Metamodell soll nun im Design-Flow eingebetteter Systeme zum Einsatz
kommen. Dabei werden die prinzipiellen Anwendungsmöglichkeiten von Wissensbasen, die durch Gene-
rierung aus den Metaobjekten hervorgehen, dargestellt und mit anderen Ansätzen verglichen. Im Vor-
dergrund steht die Transformation der Modellelemente in entwurfsunterstützende Werkzeuge. Die kon-
sequent formale Beschreibung der Entwurfsobjekte sowie die vom Wissensingenieur frei definierbare Art
ihrer Transformation eröffnen die Möglichkeit, eine der spezifischen Domäne optimal angepasste Entwurfs-
umgebung zusammenzustellen, deren semantische Integrität zu sichern und Simulatoren zur Prüfung der
Korrektheit des Entwurfs abzuleiten.
4.1 Modellierung der Semantik von Beschreibungssprachen
Der Entwurf der RODOS-Wissensbasis wurde maßgeblich durch die Sprache CLINT++ motiviert [218].
Deren beschreibende Konstrukte bildeten die Grundlage von Wissenseinheiten. Mit der Übertragung der
Klassenstruktur von CLINT++ ins Entity-Relationship-Modell bleibt eine gewisse Inflexibilität des Klas-
senaufbaus erhalten: jedes Sprachelement (Ports, Parts, Task-Graphen, usw.), das in 1:n-Beziehung zur
Klasse steht, kann in jeder Schicht nicht oder beliebig oft auftreten. Die Erweiterbarkeit ist nicht gegeben,
wenn z. B. Konstrukte einer anderen Sprache in die Wissensbasis aufgenommen werden sollen.
Deshalb wird nachfolgend das Metamodell verwendet, um kleinere, atomare Wissenseinheiten zu model-
lieren und deren Zusammenwirken zu beschreiben. Dieser neue Ansatz definiert Strukturen und Zustands-
änderungen der Wissensbank sprachneutral, so dass eine Transformation in andere Beschreibungsmittel
möglich wird. Fremde Sprachen oder Beschreibungsmittel sind somit Projektionen der Wissenseinheiten.
Die vollständige Transformation der EBNF-Darstellung von Beschreibungssprachen in Metaobjekte ist
zwar prinzipiell möglich1, jedoch können ADBMS einen Teil dieser Funktionalität effektiver erbringen,
so dass in einigen Fällen keine speziellen Tools zum Betrieb der Wissensbasis mehr erforderlich sind. Die
folgenden Abschnitte demonstrieren dies an ausgewählten Konstrukten der Beschreibungssprache CLINT.
4.1.1 Inter Layer-Relationen
CLINT++ nutzt inter layer-Relationen zur Beschreibung der Transformation des Entwurfswissens über
die Grenzen logischer Schichten in der Wissensbasis. Diese Konstrukte besitzen einen operationalen
Aspekt: sie instanziieren Wissensklassen in ihrem Nachbereich in Abhängigkeit von Bedingungen im
Vorbereich. Damit sind sie durch ECA-Regeln ersetzbar.
4.1.1.1 Relation multirel
Sie prüft die Existenz von Instanzen spezifizierter Wissensklassen (multi_conc_def), die aktuellen Werte
von Attributen (multi_attr_def), die Anwendbarkeit von Mustern (multi_attr_def) oder die Bele-
gung impliziter Variablen (multi_var_def). Diese Semantik gilt im Vorbereich der Relation (source).
Bei Erfüllbarkeit aller Bedingungen instanziiert multirel Wissensklassen im Nachbereich (dest) bzw.
veranlasst Wertzuweisungen.
Das bisher selbständige Objekt wird durch eine ECA-Regel ersetzt, die die unterschiedliche Semantik2
der Abschnitte source und dest berücksichtigt.
1vgl. Implementation von RODOS mit RDBMS und OODBMS
2Bisher war dies aus der Syntax nicht ablesbar (identische Produktionsregel multi_item_list für beide Abschnitte).
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multirel = "multirel" [ "source" multi_item_list ] [ "dest" multi_item_list ].
multi_item_list = multi_item_def | "(" multi_item_def { ";" multi_item_def } ")".
multi_item_def = multi_conc_def | multi_attr_def | multi_pattern_def |
multi_var_def.
multi_conc_def = "instance" quantor_def multi_conc_list.
multi_conc_list = ident | "(" ident { ";" ident } ")".
quantor_def = "exists" | "forall".
multi_attr_def = "attribute" [ implicit_var_def ]
quantor_def ident "." ident "=" expression.
implicit_var_def = "set" ident ":=" expression.
multi_pattern_def = "pattern" pattern_def.
multi_var_def = implicit_var_def [ expression ].
Abbildung 4.1: EBNF-Darstellung der Relation multirel
Abschnitt source
Aus jedem Nichtterminal der Produktion multi_item_def geht eine Bedingung hervor. Besitzt die Liste
multi_item_list mehr als ein Element, so ergibt sich der Gesamtwert durch konjunktive Verknüpfung
aller Teilbedingungen. Deren Aufruf übernimmt der Bedingungsteil einer ECA-Regel.
multi_conc_def
Die Existenz einer Instanz der angegebenen Klasse(n) wird durch Prüfung der Kardinalität der Ex-
tensionsmenge3 diese Klasse(n) ermittelt.
falls quantor_def = "exists":
>(Σ(∩(Γ(Π(Π(Ω(multirel), source), multi_conc_list)),
Γ(Π(∆(layer(⊥), Ω(class_def)), ident)))), I(0))
layer: ==(Π(class_def, hierarchy_spec), I("specification"))
falls quantor_def = "forall"
==(Σ(∩(Γ(Π(Π(Ω(multirel), source), multi_conc_list)),
Γ(Π(∆(layer(⊥), Ω(class_def)), ident)))),
Σ(Γ(Π(Π(Ω(multirel), source), multi_conc_list))))
multi_attr_def
Attribute als optionale Bestandteile einer Klassendefinition sind im Metamodell als Menge organisiert
und daher aus class_def projizierbar. Die Selektion eines bestimmten Attributs erfolgt über dessen
Namen. Die induzierten Operationen gestatten den Zugriff zum aktuellen Attributwert und dessen
Vergleich analog zur CLINT-Semantik. Eine weitere, nicht aus der Syntax ableitbare Besonderheit
ist die Semantik von "=". Das Gleichheitszeichen hat im source-Abschnitt vergleichende, im dest-
Abschnitt dagegen zuweisende Bedeutung.
multi_pattern_def
Muster sind als Zustandsbeschreibungen der Wissensbasis interpretierbar und daher direkt in ein
Funktionsobjekt zu transformieren (meist als existenzquantifizierende Bedingungen). Das Funktions-
ergebnis zum Zeitpunkt der Regelauswertung ist damit ein Maß für die Anwendbarkeit des Musters.
multi_var_def
Da die DML von RDBMS den Gebrauch temporärer Variablen meist nicht unterstützt, werden
transiente Metaobjekte angelegt, die die zugehörigen Werte aufnehmen. Die Wertzuweisung durch
implicit_var_def ist somit als Update-Operation an diesem Objekt ausführbar.
Die in multi_pattern_def angegebenen Muster werden bei der Auswertung von multirel aktiviert
und entscheiden wie die direkt in der Relation spezifizierten Bedingungen über die Erfüllbarkeit des
Vorbereichs. Ein Konstrukt
3Klassendefinitionen und Relationen vom Typ multirel sind selbständige Objekte der Wissensbasis und müssen aus
database_file projiziert werden. Dieser Schritt wurde im Interesse der Übersichtlichkeit nicht dargestellt.
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multirel pattern . . .
P0: CPU;
bewirkt z. B. die Zuweisung einer Instanz der Wissensklasse CPU
an die temporäre Variable P0.
Abschnitt dest
Die Leistung von multirel besteht in der Instanziierung von Klassen der Funktionsschicht sowie in
Wertzuweisungen. Im Metamodell übernimmt der Aktionsteil der zugehörigen ECA-Regel diese Aufgabe.
multi_conc_def
Jede Wissensklasse ident aus multi_conc_list wird bei erfüllter Bedingung im source-Abschnitt
instanziiert.
Φ(α(⊥), Γ(Π(Π(Ω(multirel), source), multi_conc_list)))
Die Belegung von quantor_def ist irrelevant.
multi_attr_def
Attribute als Bestandteile der Konfigurationsobjekte erhalten die durch Auswertung von expression
gebildeten Werte per Zuweisung.
multi_pattern_def
bedeutungslos im dest-Abschnitt
multi_var_def
Wertzuweisung an vorhandene oder Erzeugen neuer Variablen, die durch separate Metaobjekte be-
schrieben werden
CLINT zwingt nicht zur hierarchischen Modellierung; nach Auswertung aller multirel-Relationen kön-
nen mehrere top-level-Klassen in der Funktionsschicht existieren und so die Simulation und das Bewerten
der automatisch erzeugten Konfigurationen erschweren (vgl. Abschnitt 4.1.7).
In der datenbankgestützten Implementierung soll deshalb eine (weiche) Integritätsprüfung dahingehend
erfolgen, dass nach der Ausführung aller von multirel veranlassten Instanziierungen im Nachbereich der
Relation die Anzahl der Klassen ermittelt wird, die keinen Vorgänger haben, d. h. nicht am Ende einer
has parts-Kante liegen. Ist deren Anzahl > 1 (Wald im Graph der Instanzen), so ergeht eine Warnung an
den Systemdesigner.
Die Ablösung sprachspezifischer inter layer-Relationen durch ECA-Regeln löst ein weiteres, aus der ur-
sprünglich dateibasierten Repräsentation stammendes Problem: in CLINT war der Ausführungszeitpunkt
einer Relation nicht explizit festgelegt, sondern wurde im Falle von multirel durch Aufruf der Menüfunk-
tion Generate Key Functions des WiSyRa-Werkzeuges4 conbench veranlasst (Abb. 1.4). Bei Verwaltung
der Wissenseinheiten als persistente Objekte können sich jedoch die Bedingungen, die zur Auswahl einer
Klasse in der Zielschicht der Relation geführt haben, nachträglich infolge von Schreiboperationen fremder
Werkzeuge ändern. Mit ECA-Regeln lassen sich diejenigen Ereignisse in der Wissensbasis, die zur erneuten
Ausführung5 der mit der Relation verbundenen semantischen Aktionen führen, exakt beschreiben.
4.1.1.2 Relation architector
architector_def = "architector" "(" architector_item { ";" architector_item } ")" ";".
architector_item = class_identifier ":" part_identifier.
Die ECA-Regel zur Ausführung von architector bedarf keiner Prüfung einer Bedingung. Die Akti-
vierung erfolgt im Ergebnis eines (aus der Sicht des ADBMS) externen Ereignisses. Letzteres wird bei
manueller Konfiguration vom Bediener bei der Auswahl in der Agenda, bei automatischer Konfiguration
vom dazu aufgerufenen Programm geliefert und in die Ereigniswarteschlange eingetragen. Der Aktions-
teil der Regel instanziiert die durch class_identifier bezeichnete Klasse, falls eine solche Instanz
noch nicht vorliegt. Da sich mehrere architector-Relationen auf unterschiedliche Parts der gleichen
Architektur beziehen dürfen, kann eine zuvor ausgeführte Relation dieses Typs die Instanz bereits
angelegt haben. Im Gegensatz zu multirel etabliert architector eine Beziehung zwischen Klassen, die
4Die Aktivierung der übrigen Relationen erfolgte durch Bedienerauswahl in der Agenda.
5Bei erneuter Ausführung ist zu spezifizieren, wie mit bereits erzeugten Instanzen aus einer früheren Abarbeitung der
gleichen Regel verfahren werden soll.
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von anderen Tools auswertbar sein muss und deshalb selbst einer persistenten Verwaltung bedarf. Die
Instanz der Relation besteht aus dem für das aktuelle System ausgewählten Element architector_item.
inst_arch_def = "architector" "(" ident ":" ident ")" ";".
Die Relation gehört zu den im Verlaufe des Konfigurierungsprozesses veränderlichen Elementen und
tritt deshalb in den Konfigurationsobjekten auf. Klassen6- und Task-Namen7 unterliegen ebenfalls dem
Integritätsmanagement.
4.1.1.3 Relation implementor
implementor_def = "implementor" "(" implementor_item
{ ";" implementor_item } ")" ";".
implementor_item = simple_implementor | extended_implementor.
simple_implementor = class_identifier.
extended_implementor = class_identifier ":" part_identifier.
class_identifier = ident.
part_identifier = ident.
Die Aussagen des Abschnitts 4.1.1.2 gelten hier in analoger Weise. Das Ziel der implementor-Relation
ist eine Klasse der Implementierungsschicht (simple_implementor) oder eine Subklasse einer solchen
(extended_implementor). Während im Falle des Bezuges zu einer Klasse die Instanziierung derselben
unbedingt erforderlich ist, setzt der Bezug auf eine Subklasse die Instanziierung der zugehörigen Su-
perklasse durch eine zuvor ausgeführte implementor-Relation voraus. Diese Bedingung spiegelt sich im
Konfigurationsobjekt durch den optionalen Gebrauch des zweiten Nichtterminals wider.
inst_impl_def = "implementor" "(" ident [ ":" ident ] ")" ";".
Die implementor-Relation aus CLINT kennt keine Beschreibung von Affinitäten der Gestalt
- wenn Funktion A durch Hardware implementiert wird, dann soll auch Funktion B durch Hardware
implementiert werden
- X und Y sollten im gleichen Medium implementiert werden, wenn Attribut i von Klasse j größer als
x ist usw.
Während eine Teilmenge von Forderungen dieser Art statisch durch Constraints beschreibbar ist, versagt
der sprachbasierte Ansatz, wenn sich die Affinität als Reaktion auf Zustände im Domänenmodell ändern
soll. In diesen Fällen übernimmt der Aktionsteil einer ECA-Regel die Instanziierung der Wissensklas-
se in der Schicht der Wissensbasis, die bisher den Nachbereich der Relation implementor bildet. Ein
funktionsbeschreibendes Metaobjekt erfasst den aktuellen Zustand der Wissensbasis und entscheidet im
Bedingungsteil der Regel über die Wirksamkeit der Affinität.
Die Produktion implementor_def lässt für eine Wissensklasse der Funktionsschicht beliebig viele Im-
plementierungen zu8. CLINT reglementiert den Aufbau dieser Klassen jedoch nicht; daher können Un-
terschiede in der Port-Definition dieser Klassen zu Inkonsistenzen bei der Verwendung von Strukturglei-
chungen (bzgl. Anzahl und Datentyp der Ports) führen.
Beispiel 25 (Integrität der Port-Definitionen) Haben alle mittels implementor-Relation mit der
aktuellen Funktion verbundenen Architekturklassen die gleichen Port-Definitionen wie die zugehörige
Funktionsklasse?
Dazu sei vorausgesetzt, dass die implementor-Relation durch ein allgemeines Beziehungsobjekt nach Ab-
schnitt 3.6.2 beschrieben wurde.
∆(target(⊥), ∆(is_implementor(⊥), Ω(general_relationship)))
6als Wert von ident links vom Doppelpunkt
7als Wert von ident rechts vom Doppelpunkt
8Die Wissensklassen am Ziel der Relation vertreten Hard- und/oder Software-Komponenten oder Bauelemente anderer
Domänen.
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∆ stellt implementor-Relationen aus der Wissensbasis bereit, bei denen die Anzahl der Port-Definition
im Vorbereich der Relation9 kleiner als im Nachbereich ist. Die nicht leere Ergebnismenge dieser Funktion
ist Grundlage einer Warnung an den Systemdesigner.
is_implementor: ==(Π(general_relationship, relation_name), I("implementor"))
target: ∆(test_port(⊥),
∆(==(Σ(∩(Γ(Π(class_def, class_name)),
Π(general_relationship, outputs))), I(1)),
Ω(class_def)))
test_port: >(Σ(Π(∆(==(Π(class_def, class_name),
Π(general_relationship, inputs)), Ω(class_def)),
port_def)),
Σ(∩(Π(∆(==(Π(class_def, class_name),
Π(general_relationship, inputs)),
Ω(class_def)), port_def),
Π(∆(==(Π(class_def, class_name), *),
Ω(class_def)), port_def))))
Unterschiede in der Port-Definition bzgl. der Anzahl oder der Übertragungsrichtung erkennt die Funktion
test_port, indem sie die Schnittmenge der Bestandteile port_def der in inputs und outputs referen-
zierten Wissensklassen bildet. Sie nutzt dabei die rekursive Behandlung komplexer Metaobjekte beim
Test auf Gleichheit nach Abschnitt 3.8.4.2.
Eine weitere Prüfung des Modells besteht in der Verfolgung der inter layer-Relationen. Eine Konfiguration
ist vollständig, wenn ein Kantenzug von jeder Klasse der Spezifikationsschicht bis zu einem Objekt der
Implementierungsschicht führt.
Beispiel 26 (Bewertung des Modellzustands)
Bei vollständig implementiertem Modell soll eine Simulation starten.
Im ersten Schritt werden Klassen der Spezifikationsschicht ermittelt, die weder im Vorbereich der Relati-
on multirel enthalten noch zu einer anderen Wissensklasse dieser Schicht in Dekompositionsrelation10
stehen.
==(Σ(∆(test_multirel(Π(class_def, class_name)),
∆(decomposition(Π(class_def, class_name)),
∆(layer(⊥), Ω(class_def))))), I(0))
Die Metafunktion ermittelt durch Anwendung von layer die Klassen der Spezifikationsschicht und filtert
mittels decomposition daraus die Top-Objekte, d. h. Klassen, die nicht in der has parts-Liste ande-
rer Wissensklassen auftreten. Vereinfachend wird angenommen, dass die Liste inputs in der Relation
multirel die Namen von Wissensklassen im Vorbereich11 enthält.
Die Erfüllbarkeit der Gleichung, also die leere Ergebnisliste, zeigt die Vollständigkeit der Abbildung an.
layer: ==(Π(class_def, hierarchy_spec), I("specification"))
decomposition: ==(Σ(∩(Γ(*),
Π(Π(Π(∆(layer(⊥), Ω(class_def)), part_def),
part_item), ident))), I(0))
test_multirel: ==(Σ(∩(Γ(*),
Π(∆(is_multirel, Ω(general_relationship)), inputs))), I(0))
is_multirel: ==(Π(general_relationship, relation_name), I("multirel"))
Dieses Verfahren setzt sich für alle inter layer-Relationen bis zur hierarchisch tiefsten Schicht der Wis-
sensbasis fort. Auf Grund von Spezialisierungen und dem damit verbundenen Wegfall von Teilbäumen
9Die Metafunktion bezieht sich auf die Sprachdefinition von CLINT++ mit global eindeutigem Klassennamen; bei Anwen-
dung des RODOS-Dialekts mit schichtenweiter Eindeutigkeit bildet der Name der Schicht ein zusätzliches Selektionskri-
terium.
10Eine solche Festlegung ist modellabhängig und vom Wissensingenieur zu präzisieren.
11Einzelheiten der Darstellung dieser Relation enthält der Abschnitt 4.1.1.1
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im Hierarchiegraph ist nicht für alle Wissensklassen eine Implementierung erforderlich. Die im Beispiel
26 genannte Simulation kann demzufolge starten, wenn für mindestens eine der alternativ nutzbaren
Wissensklassen der Implementierungsschicht eine Instanz vorliegt. Der Start des Simulators bildet den
Aktionsteil einer ECA-Regel mit folgender Bedingung:
Φ((instance(⊥)), ∆(is_implementor, Ω(general_relationship)))
is_implementor: ==(Π(general_relationship, relation_name), I("implementor"))
instance: Φ((counting(⊥)), Π(general_relationship, outputs))
counting: O(+(counter, Σ(*)), counter)
Die Zählung der Instanzen der Namen der im Nachbereich der Relation implementor genannten Wis-
sensklassen durch Σ(*) erfordert eine Deklaration des Variablenobjekts counter. In realen Anwendungen
ist es vor jeder Auswertung einer konkreten implementor-Relation mit 0 zu initialisieren um festzustellen,
ob mindestens eine der angesprochenen Wissensklassen instanziiert wurde.
Obwohl die Überwachung dieser weichen Integritätsbedingung durch ECA-Regeln prinzipiell möglich ist,
liefert das Konzept der Metaobjekte ein Verfahren, das dem natürlichen Entwicklungsablauf eingebette-
ter Systeme besser entspricht: jede Verfeinerung des Modells und damit jede mögliche Implementierung
seiner Komponenten werden als Spezialisierungen von Wissensklassen modelliert. Der dabei wirksame
Vererbungsmechanismus von Klassenbestandteilen sichert so die konsistente Verwendung der Ports.
Auf Grund der Semantik von inter layer-Relationen, die ECA-Regeln vollständig wiedergeben können,
erübrigt sich eine direkte Übernahme ins Metamodell. Dies kommt dem flexibleren Konzept der Wissens-
basis mit beliebiger Anzahl von logischen Schichten entgegen, da die bisherigen semantischen Restrikti-
onen12 aufgehoben werden. An die Stelle von nur zuordnenden Objektbeziehungen treten vom Anwender
definierbare Transformationsregeln, die die Objektmenge einer logischen Schicht auf die Darstellung der
nächsttieferen Schicht abbilden.
4.1.2 Intra Layer-Relationen
Innerhalb einer logischen Schicht unterstützt CLINT++ die Spezialisierung von Wissensklassen mittels
is a sowie die Aggregation/Dekomposition mittels has parts.
4.1.2.1 Spezialisierung
Die Spezialisierung von Wissensklassen nutzt CLINT++ zur Vererbung von Klassenbestandteilen. Das
Metamodell bildet beliebige Strategien zur Auflösung von Vererbungskonflikten durch Sichten nach (Ab-
schnitt 3.10.3.3) und stellt so anfragenden Werkzeugen die jeweils resultierende Wissensklasse zur Verfü-
gung. Die Leistung des Sprachelements
inheritance_spec = "isa" ident { "," ident }.
erbringen daher Metafunktionen, die die Namen der Wissensklassen, von denen Bestandteile geerbt wer-
den sollen, als Parameter übernehmen.
Unabhängig von der Realisierung der Spezialisierung kann das Entwurfssystem aus einer solchen Struktur
auch Empfehlungen zur Verbesserung der Modellierung ableiten:
Beispiel 27 (Normalisierung von Wissensklassen)
Ein Attribut kann in die Oberklasse verschoben werden, wenn es in allen Unterklassen auftritt.
Φ(inspect(Π(class_def, class_name)), Ω(class_def))
inspect: ∆(==(Σ(specialization(*)), Σ(complete(specialization(*), ⊥))),
Π(Π(specialization(*), attribute_def), attr_ident))
complete: ∆(==(Σ(∩(Γ(*),
Γ(Π(Π(class_def, attribute_def), attr_ident)))), I(1)),
class_def)
specialization: ∆(==(Σ(∩(Γ(*), Γ(Π(class_def, inheritance_spec)))), I(1)),
Ω(class_def))
12Bindung an fest benannte logische Schichten in der Wissensbasis in WiSyRa
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Auf jede Wissensklasse wendet Φ die Funktion inspect an. Sie filtert solche Klassen aus, bei denen die
Anzahl all ihrer spezialisierenden Klassen gleich der Anzahl solcher spezialisierenden Klassen ist, die das
aktuell inspizierte Attribut besitzen und die folglich einer Normalisierung bedürfen. Die Verschiebung
der Attribute können ECA-Regeln als Behandlung der eingetretenen Situation bewerkstelligen, bis die
Ergebnismenge von Φ leer ist. Da hierbei ein Eingriff ins Metamodell durch Schreiboperationen auf Me-
taobjekte erfolgt, sollte der Bedingungsteil einer solchen Regel die Zustimmung des Wissensingenieurs
einholen.
Die Funktion specialization erzeugt die Menge der spezialisierenden Klassen. Diese Menge sowie der
Name des aktuellen Attributs werden an complete übergeben, um die Existenz des Attributs in der
Klasse zu prüfen. Die letztgenannte Funktion übernimmt zwei Parameter. Deren Identifikation ist wegen
der unterschiedlichen Objekttypen dennoch eindeutig.
Derartige Korrekturen des Modells sind sinnvoll, wenn z. B. alle als Spezialisierung einsetzbaren Schal-
tungen mit der gleichen Taktfrequenz arbeiten. Die Konsistenzbedingung ist weich, weil ihre Verletzung
nicht integritätsgefährdend für die Datenbasis wirkt und der Wissensingenieur über die Empfehlung selbst
entscheidet. Diese Prüfung bedarf keiner expliziten Aktivierung, wenn sie in ECA-Regeln zur Behandlung
schreibender Zugriffe auf Wissenseinheiten aufgerufen wird.
Eine weitere Prüfung des Domänenmodells bezieht sich auf Attribute gleichen Namens, die in der Wis-
sensbasis unterschiedliche Datentypen, Attributmethoden, Wertebereiche, Defaultwerte usw. aufweisen.
Ein solcher Widerspruch kann auf einen möglichen Modellierungsfehler hinweisen.
Beispiel 28 (Integrität der Attribut-Definitionen)
Gesucht werden Attribute mit gleichen Namen, aber unterschiedlichen Definitionen.
Π(∆(definition(Π(Π(class_def, attribute_def), attr_ident)), Ω(class_def)),
(class_name, Π(attribute_def, attr_ident)))
definition: >(Σ(Γ(Γ(∆(==(*, Π(attribute_def, attr_ident)),
Π(Ω(class_def), attribute_def))))), I(1))
Der rekursive Vergleich komplexer Datenobjekte führt zur Erkennung jedes Unterschieds in der Defi-
nition der Attribute attribute_def einer Wissensklasse. Die Konvertierung der Ergebnismenge von ∆
in definition in eine Liste und anschließend zurück in eine Menge entfernt Duplikate und führt in
der übergeordneten Funktion zur Ausgabe von Klassen- und Attributnamen, falls sich die Definition in
mindestens einem Bestandteil unterscheidet.
4.1.2.2 Aggregation/Dekomposition
Diese Relation beschreibt den hierarchischen Aufbau komplexer Wissensklassen. Sie gestattet die Aus-
prägung einer variablen Anzahl von Instanzen der Subklasse(n).
part_def = "parts" "(" part_item { ";" part_item } ")" ";".
part_item = ident ":" expression ident [ part_constraint ].
Die direkte Umsetzung von expression ins relationale Datenmodell würde zu einer großen Anzahl un-
terschiedlich strukturierter Tabellen führen, weil der Ausdruck gemäß CLINT-Syntax Bezugnahmen auf
Wissensklassen, arithmetische und logische Verknüpfungen sowie CLINT-eigene Funktionen enthalten
darf. Der Ausdruck bedarf einer Korrektur, wenn z. B. die referenzierte Wissensklasse umbenannt oder
gelöscht wird und einer Neuberechnung, wenn sich die zugrundeliegenden Werte ändern.
An die Stelle der Nachbildung der syntaktischen Struktur des Ausdrucks tritt daher ein funktionsbe-
schreibendes Metaobjekt, das ECA-Regeln zur Aktualisierung nutzt und damit eine Sonderbehandlung
von expression vermeidet.
Beispiel 29 (bedingte Instanziierung)
Abhängigkeit der Instanziierung der Subklassen von Spezifikationsentscheidungen
Es sei die folgende Wissensklasse der Funktionsschicht in CLINT-Notation gegeben.
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function class F_ALGORITHM_TEST_TOP isa PROCESSING_FUNCTION is
comment ("top class of the placement robot");
parts (
H01: $GLOBAL_H01 F_ANALOG_TO_DIGITAL;
H02: $GLOBAL_H02 F_DIGITAL_TO_ANALOG;
H03: $GLOBAL_H03 F_NC1;
H04: $GLOBAL_H04 F_NC2;
H05: $GLOBAL_H05 F_NC3;
H06: 1 F_SENSOR;
H07: 1 F_ACTUATOR;
H08: 1 F_COMPARATOR
);
end F_ALGORITHM_TEST_TOP;
Die Anzahl auszuprägender Instanzen an den
Tasks H01 bis H05 hängt von der Belegung
globaler Variablen ab. Im dateibasierten An-
satz erfolgt die Berechnung ihrer Werte einma-
lig zum Zeitpunkt der Quelltext-Verarbeitung.
Datenbankbasierte Lösungen gestatten dage-
gen zu beliebigen Zeitpunkten Änderungen
dieser Belegungen (z. B. durch Zugriffe aus
Fremdwerkzeugen). In Abhängigkeit vom bis-
herigen Wert sind vom ADBMS dabei Wis-
sensklassen erneut zu instanziieren oder vor-
handene Instanzen zu löschen.
Zuweisungen an globale Variablen13 übernehmen daher Funktionsobjekte des Metamodells. Deren Imple-
mentierung bildet die Berechnungen von expression nach. Schreiboperationen an den globalen Variablen
führen zum ON-UPDATE-Ereignis, das eine ECA-Regel je nach aktuellem Wert mit den Operationen α (Er-
zeugen der Instanz) oder τ (Löschen der Instanz) an der Subklasse behandelt.
4.1.3 Constraints
Constraints treten in CLINT++ einerseits als selbständige Objekte, die nichthierarchische Beziehungen
zwischen Wissenseinheiten vermitteln, andererseits als Teil der has parts-Relation auf. Der letztgenannte
Einsatzfall regelt den Austausch von Attributwerten zwischen Super- und Subklassen einer Aggregation
bzw. Dekomposition und bildet syntaktisch eine echte Teilmenge allgemeiner Constraints.
constraint_def = hierarchy_spec "constraint" constraint_descr.
condition_def = hierarchy_spec "condition" constraint_descr.
constraint_descr = ident "is" constr_def "end" ident ";".
constr_def = constr_item { ";" constr_item }.
constr_item = pattern_def | relax_def | expr_def.
pattern_def = "pattern" ident |
ident "(" pattern_descr { ";" pattern_descr } ")".
pattern_descr = ident ":" [ "any" ] ident [ inherit_restr ] [ "overall" ]
[ cstr_part_spec ident [ "task" ident ] ]
[ "implementor" ident ]
[ "attributes""(" attribute_item { ";" attribute_item } ")" ].
inherit_restr = "(" ident { "," ident } ")".
cstr_part_spec = "->" | "=>".
relax_def = "relax" "(" real ")".
expr_def = "expr" "(" const_expr ")".
const_expr = inst_attr constraint_operator inst_attr.
inst_attr = ident "." ident.
Abbildung 4.2: EBNF-Darstellung der Constraints in CLINT++
Constraints sind Funktionen, die eine Prüfung des Datenbankzustands ausführen. Diese Betrachtungs-
weise erlaubt die direkte Transformation ihrer Semantik in die der Funktionsobjekte des Metamodells.
Für Conditions gilt dies in analoger Weise. Sie stellen somit in CLINT:
• Fragen nach der Existenz von Instanzen (Quantoren)
• Fragen nach der Anzahl von Instanzen (Aggregatfunktionen)
• Fragen nach dem Wert von Elementen der Instanzen (Vergleiche)
13Globale Variablen aus CLINT++ werden lt. Abschnitt 4.3.1 durch Metaobjekte mit dem Aspekt Variable dargestellt.
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constr_def Die konjunktive Verknüpfung der Teilbedingungen constr_item führt zur logischen
Funktion && mit n-elementiger Operandenliste.
pattern_def Definition und Anwendung von Mustern erfolgen wie im Abschnitt 4.1.1.1.
relax_def CLINT++ ordnet dem Constraint einen Relaxationsfaktor zu, der die Härte der Forde-
rung beschreibt. Die Verwendung von Funktionsobjekten mit dem Datentyp real ist auch
im Metamodell möglich, jedoch muss ein Diskriminator eine Grenze der Tolerierbarkeit
festlegen, falls die Funktion die Steuerung von ECA-Regeln übernehmen soll.
expr_def Dieses Nichtterminal vertritt Bezugnahmen auf Objekte der Wissensbasis. Sie sind un-
mittelbar durch induzierte Funktionen der jeweiligen Metaobjekte ersetzbar.
Im Metamodell übernehmen komplexe Funktionsobjekte diese Aufgaben, indem sie Restriktionen über
Datenbankzuständen formulieren.
Da Constraints und Conditions eine spezielle Syntax zum Zugriff auf Wissenseinheiten vorgeben, ist das
Kriterium der Vollständigkeit des Beschreibungsmittels in CLINT nicht erfüllt14. Sobald flexible, vom
Anwender definierbare Strukturen für die Wissenseinheiten zugelassen werden, muss das Prüfverfahren
für die semantische Integrität dieser Flexibilität folgen können. Dies ist durch ECA-Regeln gegeben, wel-
che durch Nutzung induzierter Funktionen jeden Datenbankzustand beschreiben und hinsichtlich seiner
Integrität bewerten.
Die Semantik von Constraints und Conditions bildet somit eine echte Teilmenge jener von ECA-Regeln
und ist durch diese vollständig ersetzbar. Beschreibt ein Funktionsobjekt den in constr_item formulier-
ten Zustand, so liefert die Analyse des Operatorbaumes dieser Funktion die zu überwachenden Ereignisse
an Datenbankobjekten. Dadurch sind zugleich die Zeitpunkte definiert, an denen eine Neuberechnung der
Prüffunktion erfolgen muss. In WiSyRa war dies nur nach dem Laden der statischen Datenbasis nötig,
weil danach fremde Werkzeuge keinen Zugriff zu den Wissenseinheiten hatten.
Das solide mathematische Fundament der Funktionentheorie, die formale Prüfbarkeit der Funktionsob-
jekte gegen zugehörige Datenbankobjekte und die Transformierbarkeit in Konstrukte der Zielsprache
sprechen für die Verwendung dieses Konzepts auch zur Beschreibung der Constraints. Ihre Ausdrucks-
mächtigkeit übersteigt die der Constraints aus CLINT++ wesentlich, weil sie beliebige Punktmengen
aus dem Zustandsraum der Wissensbasis zu beschreiben gestattet. Die Generierung von Quelltexten der
Sprache CLINT++ aus Funktions-Metaobjekten ist daher genau dann möglich, wenn die Semantik der
Metafunktion äquivalent zum Konstrukt constraint_def ist.
4.1.4 Strukturgleichungen
Strukturgleichungen beschreiben in CLINT++ die Kommunikation zwischen den Ports von Wissensklas-
sen. Die Modellgeneratoren für Hardware erzeugen daraus Strukturbeschreibungen in VHDL, bei denen
die Ports der Wissensklassen auf Ports in der entity-Definition abgebildet werden. Die Strukturgleichungen
selbst ergeben Signale, die den Informationsaustausch zwischen Ports übernehmen. Im Falle von Software
organisiert der Modellgenerator die Übergabe von Parameterwerten zwischen Funktionen entsprechend
der Strukturgleichungen.
4.1.4.1 Statische Verfahren
Statische Verfahren kommen zum Einsatz, wenn die Kommunikationspfade zur Designzeit vollständig
bekannt sind und ein Generator die Repräsentation im Zielsystem erzeugen kann. Die direkte Übernahme
der Produktionen aus Abb. 4.3 in DBMS führt auf Grund der zahlreichen syntaktischen Alternativen
sowie der unterschiedlich komplexen Ausdrücke expression zu aufwändigen Prüfungen der semantischen
Integrität15. Zur Eingabe der Strukturgleichungen wurde für RDBMS ein spezieller Assistent entwickelt,
der den Anwender zu syntaktisch korrekten Belegungen von structure_def führt und die Zerlegung der
komplexen Datenobjekte in relationale Strukturen übernimmt.
Ein semantisches Problem der Strukturgleichungen bleibt im dateibasierten Ansatz ungelöst: der Zeit-
punkt ihrer Prüfung bzw. Neuberechnung. Da WiSyRa die Gleichungen ausschließlich zur Hardware-
14Beispiel: Die Frage nach der Anzahl von Instanzen einer Wissensklasse ist in CLINT nicht formulierbar.
15vgl. Beschreibung der Implementierung in Microsoft Access in [232]
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structure_def = "structure" "(" struc_item { ";" struc_item } ")" ";".
struc_item = unique_stm | equation.
unique_stm = "unique" unique_def.
unique_def = single_udef | list_udef.
single_udef = ident.
list_udef = "(" ident { "," ident } ")".
equation = str_port_def "=" str_passthrough | str_projection |
str_product | str_constant.
str_port_def = str_single_port | str_generic_port.
str_single_port = str_task "." str_port.
str_task = ident | "#" "local" | "#" "me".
str_class = ident.
str_port = ident.
str_generic_port = "FOR" ident "IN" expression "TO" expression
str_class "[" ident "]" str_port.
str_passthrough = str_port_def.
str_projection = "PROJ" expression "TO" expression "(" str_port_def ")".
str_product = "PROD" "(" str_port_def { "," str_port_def } ")".
str_constant = "CONST" integer | real [ "WIDTH" expression ] [ "FILL" ].
Abbildung 4.3: Syntax der Strukturgleichungen in CLINT++
Realisierung kombinatorischer Logik16 nutzte, war die einmalige Plausibilitätskontrolle der Verbindung
zwischen Wissenseinheiten ausreichend. Sobald jedoch nach dieser Prüfung Schreibzugriffe an Wissensein-
heiten stattfinden dürfen, kann eine semantische Inkonsistenz z. B. durch Änderung des Datentyps oder
Wertebereichs der beteiligten Ports oder durch Änderung ihrer Übertragungsrichtung eintreten.
FUNCTION1
FUNCTION2
FUNCTION3
Port B
Port A
Port D
Port C
Port C
Port B
Port A
Abbildung 4.4: Kommunikation auf Port-Niveau
Die folgende CLINT-Beschreibung des Systems nach Abb. 4.4 ist trotz syntaktischer Korrektheit fehler-
haft, weil sie den Wertebereich von Datentypen der Ports nicht beachtet.
function class FUNCTION1 is function class FUNCTION2 is function class FUNCTION3 is
port ( port ( port (
Port_A: in natural; Port_A: in natural; Port_B: in integer;
Port_B: in natural; Port_C: out integer Port_D: out natural
Port_C: out integer ); );
); end FUNCTION2; end FUNCTION3;
end FUNCTION1;
16z. B. Generierung von Daten- und Steuerpfaden für RISC-Prozessoren
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Die aus der in Abb. 4.4 gekennzeichneten Strukturgleichung abgeleitete Datenübertragung führt zum
Fehler, sobald FUNCTION1 einen negativen Wert sendet.
function class TOP is
parts (
step1: 1 FUNCTION1;
step2: 1 FUNCTION2;
step3: 1 FUNCTION3
);
structure (
step2.Port_A := step1.Port_C;
step3.Port_B := step1.Port_C
);
end TOP;
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Während der Simulation eines auf diese Weise beschriebe-
nen Systems muss jede Wertänderung an der Signalquelle
zum Transport des Datums zur Signalsenke führen.
Eine Lösung beider Probleme bieten die Funktionsobjekte
des Metamodells. Das Ergebnis einer berechnenden Funk-
tion (s. Abschnitt 3.10.2) gelangt dabei in Form einer Zu-
weisungsoperation an den Ziel-Port der Strukturgleichung.
Eine solche Funktion benutzt als Element von inputs ei-
ne induzierte Funktion, die von einer ausgewählten Wis-
sensklasse den Wert des Quell-Ports projiziert.
Finden bei der Übertragung Umformungen des Signalwertes durch str_projection oder str_product
in der Strukturgleichung statt, so bilden komplexe Funktionen diese Funktionalität nach. Konstanten für
str_constant als Signalquelle werden von Funktionen mit Σ(inputs) = 0 geliefert.
Da die Blätter des Strukturbaumes dieser Funktionen stets Metaobjekte mit Constructor-Aspekt sind,
lassen sich die Ereignisse bestimmen, die zur Neuberechnung der Funktion führen. Bei Strukturglei-
chungen signalisieren ON-UPDATE-Ereignisse die Wertänderungen an den Quell-Ports. Damit steht dem
Simulator unmittelbar der Zeitpunkt der Signalübertragung zur Verfügung. Die Kennzeichnung der Funk-
tionsobjekte, die herkömmliche Strukturgleichungen vertreten, durch einen speziellen, nachfolgend mit
Structure bezeichneten Aspekt vereinfacht deren Erkennung und Auswertung durch die Generatoren.
Beispiel 30 (Prüfung der Zuweisungskompatibilität) Eine in WiSyRa nicht geprüfte, aber für die
korrekte Transformation in HDL bzw. PL notwendige Integritätsbedingung ist die Zuweisungskompatibi-
lität des Signalwertes. Diese Prüfung ist im Metamodell formal zu beschreiben.
==(Σ(∆(S1, Ω(general_function))), I(1))
S1: &&(==(Π(general_function, function_name), I("S1")),
==(Σ(Π(general_function, inputs)), I(1)),
==(Σ(Π(general_function, outputs)), I(1)),
==(Γ(Π(∆(sending_port(⊥),
Π(Π(∆(sending_class(⊥), Ω(meta_object)),
port_def), port_item)), port_type)),
Γ(Π(∆(receiving_port(⊥),
Π(Π(∆(receiving_class(⊥), Ω(meta_object)),
port_def), port_item)), port_type))))
sending_class: &&(==(Π(meta_object, aspect), I("Constructor")),
==(Π(meta_object, object_name), I("FUNCTION1")))
receiving_class: &&(==(Π(meta_object, aspect), I("Constructor")),
==(Π(meta_object, object_name), I("FUNCTION2")))
sending_port: &&(==(Π(port_item, ident), I("PORT_C")),
||(==(Π(port_item, port_dir), I("out")),
==(Π(port_item, port_dir), I("inout"))))
receiving_port: &&(==(Π(port_item, ident), I("PORT_A")),
||(==(Π(port_item, port_dir), I("in")),
==(Π(port_item, port_dir), I("inout"))))
Sei S1 eine Funktion, die die Übertragung von Port_C der Klasse FUNCTION1 an den Port PORT_A einer
Klasse FUNCTION2 vermittelt (vgl. Abb. 4.4). Obige Regel sichert die Typkompatibilität beider Signalwerte
und überwacht die Übertragungsrichtung der verbundenen Ports.
Beispiel 31 (9-wertige Logik) Eine weiche Integritätsregel soll aus der Anzahl der Signalquellen eines
Ports ableiten, ob der Einsatz 9-wertiger Logik notwendig ist. Da die Regel nicht der Integritätserhaltung
im engeren Sinne dient, liefert sie die Namen der betroffenen Ports.
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∆(connection(Π(meta_object, object_name)), ∆(is_port(⊥), Ω(meta_object)))
is_port: ==(Σ(∩(Π(meta_object, aspect),
∪(Γ(I("Constructor")), Γ(I("Port"))))), I(2))
is_structure: ==(Σ(∩(Π(meta_object, aspect),
∪(Γ(I("Constructor")), Γ(I("Function")), Γ(I("Structure"))))),
I(2))
connection: >(Σ(∆(==(*, Π(outputs, function_description)),
Π(∆(is_structure(⊥), Ω(meta_object)), outputs))), I(1))
Die Funktion is_structure ermittelt aus der Extensionsmenge aller Metaobjekte die Strukturgleichun-
gen. Sie erwartet, dass die Liste outputs der allgemeinen Funktionsdefinition (vgl. Abschnitt 3.6.2.1)
die Namen der Signalsenken enthält. Durch Iteration über dieser Liste erzeugt connection eine Teilliste
mit Strukturgleichungen, deren Ziel der aktuelle Port (*) ist. Die Anzahl der Elemente der Teilliste
ist gleich der Anzahl der Signalquellen; besitzt ein Signal mehr als eine Quelle, d. h. führen mehrere
Strukturgleichungen zum gleichen Port und befindet sich auf der rechten Seite der Zuweisungen jeweils
eines der Nichtterminale str_passthrough, str_projection oder str_product, dann kommt 9-wertige
Logik zum Einsatz. Wird dem gleichen Port mittels Strukturgleichungen sowohl eine Konstante als auch
eine Variable zugewiesen, so deutet dies auf einen Modellierungsfehler. Analoges gilt für die Zuweisung
mehrerer Konstanten, da der resultierende Wert unter Anwendung einer resolution function dann bereits
zur Designzeit berechenbar ist.
4.1.4.2 Dynamische Verfahren
Die Kommunikation zwischen Wissensklassen kann in CLINT++ nur auf den durch Strukturgleichun-
gen vermittelten Pfaden erfolgen. Damit sind dynamische Verfahren wie z. B. Broadcasting-Dienste nicht
modellierbar. Dies gilt auch für alle zeitlichen Aspekte von Kommunikationsdiensten, die für die Verhal-
tensanalyse für eingebettete Systeme besonders wichtig sind (z. B. Erkennung und Behandlung von time
out). Das Metamodell löst dieses Problem, indem es die Kommunikation nicht mehr statisch auf Sprach-
konstrukte abgebildet, sondern dynamische durch ECA-Regeln beschreibt. Die Semantik der bisherigen
Strukturgleichung lässt sich in spezielle Regeln transformieren. Ausgangspunkt sei nochmals Abb. 4.4.
Beispiel 32 (Modellierung der Kommunikation)
Die folgende Strukturgleichung ist dynamisch zu beschreiben.
step3.Port_B := step1.Port_C
Der Signaltransport ist eine Reaktion auf die Wertänderung an Port_C. Die ECA-Regel muss daher das
Ereignis ON-UPDATE-step1.Port_C behandeln und die Aktion17
O(Π(step1, Port_C), Π(step3, Port_B))
auslösen. Das Verfahren setzt voraus, dass der Port eine Eigenschaft zur Speicherung seines aktuellen
Wertes besitzt. ECA-Regeln zur Beschreibung der Kommunikation sind somit aus der CLINT-Syntax
durch Generatoren automatisch ableitbar.
Broadcasting-Dienste können zu dynamischen Regelmodifikationen führen, wenn ein Funktionsobjekt mit
Hilfe einer nutzerdefinierten Bedingung die Namen aller empfangsberechtigten Wissensklassen (z. B. alle
Klassen einer bestimmten Schicht) generiert und diese mit ECA-Regeln zur Behandlung eintreffender
Nachrichten ausstattet. Das sendende Objekt veranlasst Wertänderungen an allen empfangenden Objek-
ten. Die empfangenden Objekte reagieren ihrerseits mit Zustandsänderungen oder dem Senden von Daten
an andere Objekte. Probleme wie time out oder die Ermittlung der Anzahl reagierender Objekte lassen
sich somit auf Ausdrücke der Ereignisalgebra zurückführen.
Die Beschreibung der Kommunikation durch ECA-Regeln ermöglicht zwar eine direkte Simulation im
Metamodell, jedoch ergeben sich Schwierigkeiten bei der Generierung von Modellbeschreibungen:
17Die Projektionen sind hier stark vereinfacht; an der realen Wissensklasse beginnen diese bei part_def.
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• Die Kommunikation verläuft bei Verwendung von ECA-Regeln ohne „materielle“ Kommunikations-
kanäle (z. B. Busse). Letztere sind aber in realen Systemen erforderlich und nur schwer aus den ECA-
Regeln ableitbar. Insbesondere bleibt die Frage nach der Art der Kommunikation (shared memory,
bus, remote procedure call usw.) unbeantwortet.
• Spezielle Eigenschaften eines Kommunikationskanals wie z. B. Bus-Zugriffskonflikte oder die Verwal-
tung von Warteschlangen sind so nicht in der erforderlichen Genauigkeit modellierbar.
Deshalb sollte die ausschließliche Verwendung von ECA-Regeln für Kommunikationsprozesse der Funk-
tionsschicht vorbehalten bleiben, da auf diesem Abstraktionsniveau eine implementierungsneutrale Be-
schreibung angestrebt wird.
Mit fortschreitender Detaillierung des Entwurfs, also dem Übergang zur Architektur- bzw. Implementie-
rungsschicht werden Kommunikationsprozesse einschließlich deren materieller Grundlage ebenfalls durch
Metaobjekte und den auf sie anwendbaren Primitiven beschrieben (vgl. Abschnitt 4.1.4.1).
4.1.4.3 Warteschlangen
Bei der Kommunikation auf festen, mittels Strukturgleichungen definierten Kanälen schreibt die sendende
Klasse ein Datenelement an den Port der empfangenden Klasse. Die sendende Klasse setzt dabei die
Empfangsbereitschaft des Adressaten voraus. Eine solche Annahme ist in eingebetteten Systemen wegen
unterschiedlicher Bearbeitungszeiten der Komponenten infolge von Datenabhängigkeiten unrealistisch.
t -
t -
-
Diese Unterschiede gleichen Warteschlangen aus, die ein
Generator zwischen Sender und Empfänger einfügt. War-
teschlangen sind im Sinne des Metamodells Listen, deren
Elemente skalare oder komplexe Datenobjekte aufnehmen
(abhängig vom Typ der transportierten Signale).
Abbildung 4.5: Warteschlangen zwischen Wissensklassen
• Eine von der Wissensklasse veranlasste Schreiboperation auf einen Port des Typs out wird transfor-
miert in die Meta-Operation zum Hinzufügen eines Listenelements (Eintragen in die Warteschlange).
• Eine von der Wissensklasse veranlasste Leseoperation von einem Port des Typs in wird transformiert
in die Meta-Operation zur Projektion eines Listenelements (Entnahme aus der Warteschlange).
Ob eine Warteschlange begrenzt oder unbegrenzt ist, hängt davon ab, ob die Operation zum Hinzufügen
von Listenelementen von einer ECA-Regel überwacht wird, die bei nicht erfüllter Bedingung
<=(Σ(Queue), I(limit))
die verursachende Operation abbricht. Mit Hilfe der induzierten Operationen ist das Warteschlangen-
Regime beschreibbar.
FIFO
O(∪(I(token), Queue), Queue) Schreiben neues Element an Position 1
Π([Queue, Σ(Queue)]) Lesen letztes Element
O(∩([Queue, Σ(Queue), Σ(Queue)]), Queue) Löschen letztes Element
LIFO
O(∪(I(token), Queue), Queue) Schreiben neues Element an Position 1
Π([Queue, 1, 1]) Lesen Element an Position 1
O(∩([Queue, 1, 1]), Queue) Löschen Element an Position 1
Diese Operationen generieren Ereignisse über der Warteschlange. Deren Auswertung erleichtert ein kom-
plexes Ereignis, das die längenverändernden Operationen zusammenfasst.
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Current_Queue := ∨(ON-INSERT-Queue, ON-UPDATE-Queue, ON-DELETE-Queue)
Die sendende Klasse löst somit obiges Ereignis an der Warteschlange der empfangenden Klasse aus.
Die Behandlung desselben übernimmt eine ECA-Regel, die sich aus CLINT’s Aktivierungsbedingung
activity_def ergibt (s. Abschnitt 4.1.5.1). Sie testet beispielsweise, ob an allen Eingabe-Ports der Wis-
sensklasse ein Datenwert anliegt. Diese Abfrage ermittelt mit Meta-Operationen Σ(Queue) die Länge aller
Warteschlangen vor den Eingabe-Ports der zu aktivierenden Klasse. Bei nicht erfüllter Aktivierungsbedin-
gung unterbleibt der Aufruf der Funktionalität der Wissensklasse sowie das Konsumieren des zugehörigen
Eingabedatums. Die Ereignisbehandlung sorgt bei Klassen mit mehreren Vorgängern (s. Abb. 4.5) für die
erneute Prüfung der Bedingung, sobald ein weiterer Produzent Daten liefert. Diesem Vorgehen entspricht
die konjunktive Verknüpfung der Booleschen Terme über den Ports. Bei disjunktiver Verknüpfung führt
jedes Ereignis Current_Queue an der Eingangswarteschlange zur Aktivierung der Komponente.
Beliebig komplexe Bedingungen activity_def werden somit auf Abfragen von Längen der Warteschlan-
gen zurückgeführt.
Beispiel 33 (Warteschlangen)
Die Aktivierung der virtuellen Komponente in Abb. 4.6 ist im Metamodell zu beschreiben.
OU
T
CL
OC
K
IN
P1
IN
P2 Die von der Wissensklasse vertretene Funktion sei zu aktivieren, wenn das Takt-
signal und einer der beiden Eingangsoperanden anliegt.
CLINT++ Metamodell
activity (
CLOCK == 1 &&
(INP1 > 0 || INP2 > 0)
);
&&(>(Σ(CLOCK_Queue), I(1)),
||(>(Σ(INP1_Queue), I(1)),
>(Σ(INP2_Queue), I(1))))
Abbildung 4.6: Eingangswarteschlangen
Das Beispiel zeigt die Unterschiede zwischen der wertbezogenen Arbeitsweise von activity und der
Token-bezogenen Arbeitsweise im Metamodell. Durch Einsatz von Filtern sind diese Techniken ineinan-
der überführbar.
Optional können Ausgangswarteschlangen verwaltet werden. Schreiboperationen, die klasseninterne Er-
eignisse behandeln und die Ausgabeports der Wissensklasse zum Ziel haben, verursachen ein ON-UPDATE-
Ereignis am Ausgabeport. Dieses Ereignis führt zum Kopieren des aktuellen Port-Wertes in die Ausgangs-
warteschlange. Existiert für die Ausgangswarteschlange eine Längenbegrenzung18 und besitzt die Warte-
schlange keine freien Plätze, dann ist die Arbeit der datenproduzierenden Komponente zu blockieren, bis
das Schreiben in die Ausgangswarteschlange wieder möglich ist. Welcher Wissensklasse die Wartephase19
zugeordnet wird, obliegt dem Anwender.
4.1.5 Arbeitszustand einer Wissensklasse
4.1.5.1 Abschnitt activity
Der Abschnitt activity der CLINT-Sprachdefinition beschreibt die Bedingungen, deren Erfüllung den
Arbeitsbeginn der Wissensklasse bewirkt. Er ist ausschließlich während der Systemsimulation relevant
und zeigt dem Simulator an, dass der in der Verhaltenssicht der Klasse angegebene Algorithmus zu
aktivieren ist. Die Bedingung besteht aus einem Booleschen Ausdruck, der Werte an den (Eingabe-)
Ports der Klasse mit anderen Port-Werten oder Konstanten vergleicht.
18abzufragen mit <=(Σ(Queue), I(limit))
19Bleibt die datenproduzierende Komponente während der Wartezeit im aktiven Zustand oder wird die Wartezeit an der
Ausgangswarteschlange gezählt?
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activity_def = "activity" "(" state_condition { ";" state_condition } ")" ";".
state_condition = task_to_check ":" comp_expr.
task_to_check = ident.
comp_expr = comp_elem
| comp_expr rel_operator comp_expr
| "(" comp_expr ")".
comp_elem = term comp_operator term.
term = port_ref | integer | real.
port_ref = ident.
rel_operator = "&&" | "||".
comp_operator = ">" | "<" | "=="| ">=" | "<=".
Der Bedingungsausdruck comp_expr ergibt eine für das jeweilige Element state_condition spezifische
komplexe Funktion, die Zugriffe auf Werte der Ports port_ref durch Lesefunktionen I darstellt und
für rel_operator bzw. comp_operator direkt die Funktionen des Abschnitts 3.8 nutzt. Liefert diese im
Bedingungsteil der ECA-Regel aufgerufene Funktion den Wert True, so kann der Aktionsteil den Algo-
rithmus von task_to_check aktivieren. Dabei sind folgende Formen der Aktivierung zu unterscheiden:
• Aktivierung der Wissensklasse als Ganzes durch Ereignisse aus der Systemumgebung (bisher durch
activity beschreibbar, sofern sich die Aktivierung durch Wertänderungen an den Ports erkennen
lässt), z. B. Bereitstellung von Daten durch den Vorgänger der Wissensklasse
• Aktivierung der Wissensklasse als Ganzes durch fremde Prozesse über nutzerdefinierte Ereignisse
(bisher in CLINT++ nicht beschreibbar), z. B. als Reaktion auf eine Bedienaktivität (press a button)
• Aktivierung/Deaktivierung der Wissensklasse als Ganzes durch ihre eigenen Prozesse (bisher in
CLINT++ nicht beschreibbar), z. B. als Reaktion auf lokale Timer-Ereignisse
Die äußeren Kategorien gelten für Hard- und Software, die inneren nur für Hardware. Beide Arten von
Ereignissen lassen sich durch Wertänderungen an den Ports feststellen und mit ECA-Regeln überwachen.
4.1.5.2 Abschnitt ready
Der Abschnitt ready der CLINT-Sprachdefinition beschreibt die Bedingungen, die nachfolgenden Kom-
ponenten das Arbeitsende von task_to_check und damit die Gültigkeit der Werte an den (Ausgabe-)
Ports der Klasse anzeigen. Die Syntax dieser Bedingung gleicht der des Abschnitts activity. Deshalb
sind die Aussagen aus 4.1.5.1 zum Ersatz dieses Konstrukts durch ECA-Regeln hier ebenfalls gültig.
4.1.5.3 Task-Graphen
Mit dem Sprachelement
task_graph_def = "tasks" "(" connection { ";" connection } ")" ";".
connection = "(" from_task "," to_task "," probability ")".
from_task = ident | from_keyword.
to_task = ident | to_keyword.
probability = natural | real.
from_keyword = "#" "source" | "SOURCE".
to_keyword = "#" "sink"| "SINK".
beschreibt CLINT++ die (meist datenabhängige) Reihenfolge der Aktivierung von Komponenten eines
Systems. Eine solche Ablaufbeschreibung durch Task-Graphen erweist sich als unzureichend, wenn paral-
lele bzw. sequenzielle Abschnitte zu modellieren sind, deren Steuerung nicht durch die Aktivierungsbedin-
gung lt. Abschnitt 4.1.5.1 beschreibbar ist. Außerdem kann es zu Widersprüchen zwischen Task-Graphen
und Strukturgleichungen lt. Abschnitt 4.1.4 kommen. Diese Integritätsprobleme illustriert
Beispiel 34 (Schaltungsbeschreibung) Aus der folgenden Beschreibung in CLINT++ leitet sich der
Task-Graph nach Abb. 4.7 und der Strukturgraph nach Abb. 4.8 ab.
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component class P is
comment ("superobject");
port (
operand: in integer;
result: out integer);
parts (
t1: 1 P1;
t2: 1 P2;
t3: 1 P3;
t4: 1 P4);
tasks (
(#source, t1, 1);
(t1, t2, 1);
(t2, t3, 1);
(t3, t4, 1);
(t4, #sink, 1));
structure (
t1.A = #Me.operand;
t2.A = t1.H;
t3.A = t1.E;
t4.C = t2.H;
t4.D = t3.H;
#Me.result = t4.H);
end P;
P1
P2
P3
P4
P
t1 t2 t3 t4
#source
#sink
I
I
I
I
I
Abbildung 4.7: Task-Graph zu Beispiel 34
component class P1 is
comment ("subobject");
port (
A: in integer;
E: out integer;
H: out integer);
end P1;
component class P2 is
comment ("subobject");
port (
A: in integer;
H: out integer);
end P2;
component class P3 is
comment ("subobject");
port (
A: in integer;
H: out integer);
end P3;
component class P4 is
comment ("subobject");
port (
D: in integer;
E: in integer;
H: out integer);
end P4;
Trotz syntaktischer Korrektheit verletzt nebenstehender CLINT-
Quelltextausschnitt eine (weiche) semantische Integritätsbedingung,
weil die Signalübertragung auf Port-Niveau ( -) zwischen den Sub-
klassen P2 und P4 nicht entlang einer Kante des Task-Graphs ( )
erfolgt. Diese Eigenschaft erlangt Bedeutung beim Anschluss von Si-
mulatoren an die Wissensbasis.
P1
P2
P3
P4
P
-
-
-
-
6
ﬀ
A B C
D E F
G H I
J K L
A B C
D E F
G H I
J K L
A B C
D E F
G H I
J K L
A B C
D E F
G H I
J K L
operand result
Abbildung 4.8: Strukturgraph zu Beispiel 34
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Beispiel 35 (Signalzuweisung) Es ist zu prüfen, ob die durch Strukturgleichungen definierte Art der
Signalzuweisung der Übertragungsrichtung im Task-Graphen entspricht.
Die folgende Metafunktion liefert Strukturgleichungen, zu denen keine Kante im Task-Graph existiert.
∆(valid(⊥), Ω(structure_def))
valid: ||(<>(Σ(∩(Π(Π(structure_def, inputs), str_task),
Π(task_graph_def, from_task))), I(1)),
<>(Σ(∩(Π(Π(structure_def, outputs), str_task),
Π(task_graph_def, to_task))), I(1)))
Die vereinheitlichte Repräsentation von Task-Graphen und Strukturgleichungen ermöglicht neben einer
Prüfung auf Widerspruchsfreiheit auch die automatische Generierung dieser Beschreibungselemente. Je
eine Kante des Task-Graphs ergibt sich dabei durch Gruppierung über from_task und to_task in den
Strukturgleichungen, die zwischen jeweils gleichen Wissensklassen verlaufen.
Beispiel 36 (Prüfungen an der Strukturmatrix)
Die Laufzeit-Eigenschaften eines Systems sind zu analysieren.
Die bisher beschriebenen Prüfungen beziehen sich auf die Semantik je eines Task-Graphen. Trotz festge-
stellter Korrektheit aller Task-Graphen eines Modells kann das eingebettete System fehlerhaftes Verhalten
zeigen, wenn strukturelle Restriktionen verletzt wurden. Deren Prüfung muss jedoch stets bis zu einem
vom Anwender bestimmten Zeitpunkt zurückgestellt werden, um einerseits in der Aufbauphase des Sys-
tems „unvollständige“ Modelle tolerieren und andererseits die rechenzeitintensiven Prüfungen nur im Be-
darfsfall ausführen zu können (weiche Integritätsbedingung). Die strukturelle Analyse des Systems erfolgt
mit Hilfe von erweiterten Strukturmatrizen, deren Grundform bereits von [98, Seite 626/627] vorgeschla-
gen wurde. Die Anwendung einer Strukturmatrix illustriert der folgende CLINT-Quelltextausschnitt:
function class FUNCTION0 is
parts (
step1: 1 FUNCTION1;
step2: 1 FUNCTION2;
step3: 1 FUNCTION3;
step4: 1 FUNCTION4;
step5: 1 FUNCTION5;
step6: 1 FUNCTION6
);
tasks (
(#source, step1, 1);
(step1, step2, 0.4);
(step2, step1, 1);
(step1, step3, 0.6);
(step2, #sink, 1);
(#source, step4, 1);
(step4, step5, 0.5)
);
end FUNCTION0;
Der Task-Graph der Wissensklasse FUNCTION0 ist syntaktisch
und gemäß den bisher vorgestellten ECA-Regeln auch seman-
tisch korrekt. Seine dennoch vorhandenen Fehler (mehr als
ein Eintrittspunkt, step6 als Eremit, keine Fortsetzungsmög-
lichkeit der Systemaktivität nach Erreichung von step3 oder
step5, Existenz disjunkter Teilgraphen) offenbart eine Struk-
turmatrix, deren Zeilen den Ausgangspunkt und deren Spalten
das Ziel der gerichteten20 Kanten des Task-Graphs bilden. Da
die has parts-Liste die Namen der Tasks liefert, ist die Matrix
stets quadratisch. Aus nebenstehendem Beispiel folgt:
#
so
ur
ce
#
si
nk
st
ep
1
st
ep
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st
ep
3
st
ep
4
st
ep
5
st
ep
6
#source
#sink
step1
step2
step3
step4
step5
step6

0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.4 0.6 0.0 0.0 0.0
0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.5 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

In Erweiterung von [98] kommt anstelle einer 0-1-Matrix die Übergangswahrscheinlichkeit aus connection
als Elementwert zum Einsatz. Der Sachverhalt des Fehlens einer Kante zwischen Tasks und eine vorhan-
dene, mit probability = 0 belegte Kante sind in dieser Darstellung zwar nicht mehr unterscheidbar21,
jedoch ist dies wegen der identischen Semantik bzgl. der Auswertung des Task-Graphs gerechtfertigt.
20Diese Festlegung wurde willkürlich getroffen; auf ihr beruhen die nachfolgend beschriebenen Prüfungen.
21Sollte eine spezielle Auswertung diese Unterscheidung dennoch benötigen, so kann die fehlende Kante durch ⊥ repräsen-
tiert werden.
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Sei nun {i ∈ N | i ≤ n} der Zeilenindex und {k ∈ N | k ≤ n} der Spaltenindex einer Strukturmatrix S,
die aus n ∈ N Instanzen des Metaobjekts connection einer Task-Graph-Beschreibung hervorgegangen
ist und aus Elementen pik besteht. Über S definieren sich somit folgende Prüfungen:
• Der Task-Graph ist frei von Schlingen ↔ ∀ x ∈ n: pxx = 0 (alle Elemente der Hauptdiagonalen sind
gleich 0).
• Das Schlüsselwort #source wurde korrekt verwendet ↔∑ni=1 pi1 = 0 (keine Kante führt dorthin).
• Das Schlüsselwort #sink wurde korrekt verwendet ↔∑nk=1 p2k = 0 (keine Kante beginnt dort).
• Der Task-Graph enthält genau einen Eintrittspunkt ↔ ∃k ∈ n : p1k > 0 ∧ @l ∈ n : p1l > 0 ∧ k 6= l
(Schlüsselwort #source tritt einmal auf).
• Der Task-Graph enthält genau einen Austrittspunkt ↔ ∃i ∈ n : p2i > 0 ∧ @l ∈ n : p2l > 0 ∧ i 6= l
(Schlüsselwort #sink tritt einmal auf).
• Der Task-Graph enthält keine Eremiten ↔ ∀x ∈ n :∑nk=3 pxk +∑ni=3 pix > 0
(jede Subklasse wird von mindestens einer Kante berührt).
• Der Task-Graph enthält keine unerreichbaren Knoten ↔ ∀x ∈ n :∑ni=3 pix > 0
(zu jeder Subklasse führt mindestens eine Kante).
• Der Task-Graph enthält keine fortsetzungslosen Knoten ↔ ∀x ∈ n :∑nk=3 pxk > 0
(an jeder Subklasse beginnt mindestens eine Kante).
Eremiten sind Knoten ohne Vorgänger und Nachfolger. Beide Fälle beziehen sich auf die Belegung
from_task 6= ⊥ ∧ from_keyword = ⊥ ∧ to_task 6= ⊥ ∧ to_keyword = ⊥.
Die Erkennung disjunkter Teilgraphen beruht auf dem allgemeinen Erreichbarkeitsproblem der Graphen-
theorie. Dazu sei eine Hilfsfunktion g definiert als
g ∈ pmn | m = i ∧ pin > 0
welche zu einem durch den Zeilenindex i bestimmten Knoten die Menge seiner direkten Nachfolger pmn
aus der Strukturmatrix liefert. Die Suche nach einem Weg zwischen zwei Knoten erfolgt rekursiv22 durch
w | if p2 ∈ g(p1) then
return true
else
w(p2,px)
Ein Task-Graph zerfällt in mindestens zwei disjunkte Teilgraphen ↔ ∃i ∈ n ∧ ∃l ∈ n ∧ ¬w(pi, pl).
Welche der hier vorgestellten weichen Integritätsbedingungen für das spezielle auswertende Tool tatsäch-
lich relevant sind, entscheidet der Wissensingenieur durch Aktivierung oder Deaktivierung der zugehörigen
ECA-Regeln.
4.1.6 Semantische Integritätsprüfung von CLINT-Konstrukten
Ein mit CLINT-Konstrukten syntaktisch korrekt beschriebenes Modell kann fehlerhaftes Verhalten auf-
weisen, wenn Verstöße gegen die semantische Integrität vorliegen. Ein signifikantes Beispiel hierfür ist die
Deadlock-Erkennung in Task-Graphen. Das Entwurfssystem soll den Systemdesigner bereits in der Pha-
se der Modellbeschreibung auf derartige Laufzeit-Probleme hinweisen. Eine solche Prüfung dynamischer
Eigenschaften von Task-Graphen ist in der datenbankgestützten Implementierung von RODOS unter
Verwendung elementarer Aussagen der Graphentheorie möglich.
Beispiel 37 (Deadlock-Prüfung)
Gegeben sei ein Task-Graph nach Abb. 4.9. Er werde durch folgendes CLINT-Konstrukt beschrieben:
22Diese Darstellung der Funktion berücksichtigt nicht, dass beim rekursiven Abstieg eine Liste bereits betretener Knoten
verwaltet werden muss, um ein sicheres Terminieren zu erreichen. Für die Implementierung ist dies jedoch wesentlich.
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 
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A
B
C
D
tasks (
(#source, A, 1);
(A, B, 1);
(B, C, 1);
(C, D, 1); -- Modellierung der
(D, B, 0.8); -- Verzweigung durch
(D, #sink, 0.2) -- Wahrscheinlichkeiten
);
Abbildung 4.9: Task-Graph zur Deadlock-Prüfung
Um Deadlocks zu erkennen, werden aus dem Graphen schrittweise Kanten ohne Vorgänger eliminiert und
dadurch zu Eremiten gewordene Knoten entfernt. In Abb. 4.9 betrifft dies den Knoten A. Der Prozess setzt
sich fort, bis der Graph leer geworden ist oder keine weiteren Kanten eliminiert werden können. Der leere
Graph ist bzgl. der Deadlock-Prüfung unkritisch. Ein verbleibender Zyklus führt zum Deadlock, wenn er
nicht betreten und zum Livelock, wenn er nicht verlassen werden kann. Die Entscheidung darüber stützt
sich auf die Auswertung der Aktivierungsbedingungen nach Abschnitt 4.1.5.1. Obiges System birgt die
Gefahr eines Deadlocks, wenn zwischen den von A und D zu B fließenden Token-Strömen eine konjunktive
Verknüpfung besteht. Die disjunktive Verknüpfung ist wiederum unkritisch. Jede Bedingung, die die
Token-Weitergabe von D an die Nachfolger steuert, muss wenigstens einmal erfüllbar sein.
Eine ausführliche Dokumentation der Methoden zur Deadlock-Erkennung in eingebetteten System enthält
[224].
4.1.7 Automatische Bewertung des Domänenmodells
Aus einem CLINT-Modell ergibt sich durch manuelle oder automatische Anwendung von Konfigurations-
schritten [207] eine große Anzahl von funktional identischen, aber bzgl. nichtfunktionaler Anforderungen
unterschiedlichen Systemkonfigurationen. Sie bilden eine Punktwolke im diskreten Lösungsraum [259].
Für den Anwender ist die Auswahl derjenigen Lösung(en) von Interesse, die alle nichtfunktionalen An-
forderungen am besten erfüllt.
Jede Kenngröße eines Systems setzt sich dabei nach einem spezifischen Algorithmus aus den zugehörigen
Kenngrößen seiner Elemente zusammen, z. B.
- Die Kosten des Systems ergeben sich aus der Summe der Kosten seiner Elemente.
- Die Chipfläche des Systems ergibt sich aus der Summe der Chipflächen der Elemente zuzüglich geo-
metrischer Besonderheiten bei der Anordnung auf der Leiterplatte.
- Die Reaktionszeit des Systems berechnet sich aus den Signallauf- und Verzögerungszeiten der Bau-
elemente unter Beachtung des Task-Graphs (parallele, sequenzielle, zyklische Abschnitte).
- Die Zuverlässigkeit des Systems berechnet sich aus dem Reziprokwert der Ausfallwahrscheinlichkeit
unter Beachtung aktiver und passiver Redundanzen.
- usw.
CLINT stellt Methoden bereit, die Werte solcher Attribute aus den Attributen der jeweils untergeordneten
Klassen berechnen [194][222]. Dieser für Beschreibungssprachen typische Ansatz birgt jedoch Risiken bzgl.
der semantischen Integrität des Modells:
• Besitzt eine Klasse mehrere Spezialisierungen, so müssen deren Attributwert-Summen in der Master-
Klasse als Intervall notiert werden.
• Die vordefinierten Methoden in
method_call = method_name | "SUM" | "MIN" | "MAX" | "AVG" |
"MIN_LATENCY" | "MAX_LATENCY".
beziehen ihre Operanden ausschließlich aus Subklassen entlang der has parts-Relation. Bei nutzerdefi-
nierten Methoden (method_name) muss der Anwender deren Algorithmus selbst der Objekthierarchie
anpassen. Dies kann nach Änderungen zur semantischen Inkonsistenz zwischen der Klassenstruktur
und der Berechnungsmethode führen.
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• Externe Werkzeuge übernehmen die Berechnung der Attributwerte durch Methoden. Da sie den Zeit-
punkt des Methodenaufrufs selbst bestimmen, kann es zur zeitlichen Inkonsistenz nach Attributwert-
änderungen kommen, wenn z. B. die Berechnung der kleinsten Verzögerungszeit des Gesamtsystems
nicht sofort nach der Änderung der Verarbeitungszeit eines Elements erfolgt.
Eine Implementierung mit ECA-Regeln überwindet diese Nachteile, indem sie auf jede Änderung eines At-
tributwertes mit nutzerdefinierten Maßnahmen reagiert. Die Art der Berechnungsabhängigkeit spezifiziert
der Wissensingenieur in Beziehungsobjekten (Abb. 3.15), aus denen sich die konkreten Funktionsobjekte
zur Ausführung arithmetischer Operationen ableiten. Neben den o. g. Berechnungen, deren Algorithmus
aus der Struktur des Modells folgt, kann auch jedes Attribut selbst ein Funktionswert sein. Eine Anwen-
dung hierfür ist z. B. Abhängigkeit der Gatter-Verzögerungszeit von der Schaltkreis-Technologie.
Die ursprünglichen Integritätsprobleme zwischen Klassenstruktur und Berechnungsmethode werden durch
Beziehungsobjekte auf berechnende Regeln nach Abschnitt 3.10.2 zurückgeführt. Die automatische Mo-
dellbewertung ist somit eine Folge kaskadierender Berechnungen einer Fitnessfunktion, die Werte von
Analyseattributen wichtet und zu einer vergleichbaren Kenngröße zusammenfasst. Diese Kenngröße nutzt
die Anfrage nach der „besten“ Konfiguration. Da der charakteristische Wert einer Konfiguration erst zur
Anfragezeit benötigt wird, kann das ADBMS seine Berechnung im Modus decoupled, also unabhängig
vom Fortgang der regelauslösenden Transaktion ausführen.
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Weitere schreibende Transaktionen dürfen die er-
neute Propagation der Änderungen auch dann
veranlassen, wenn die vorhergehende Berechnung
noch nicht abgeschlossen ist. Eine Wartezeit tritt
erst ein, wenn eine Anfrage zur Bewertung der
Konfigurationen eintrifft. Dieses Verfahren setzt
voraus, dass fremde Transaktionen gegen Lese-
zugriffe auf die bis zum Abschluss aller Berech-
nungen inkonsistenten Werte geschützt sind, um
Konflikte der Art „Änderung während der Ände-
rung“ zu vermeiden.
Abbildung 4.10: Aktivitäten zur Modellbewertung
Die automatische, im Systemhintergrund ablaufende Modellbewertung eröffnet der Suche nach der op-
timalen Konfiguration neue Möglichkeiten, weil sie bisher ungenutzte Zeiten im Verwaltungssystem der
Wissensbasis für die systematische Lösungssuche verwendet (vgl. Abschnitt 4.1.7).
Die Bewertung einer Konfiguration als Reaktion auf das Hinzufügen, Ändern oder Löschen von Wissens-
einheiten reduziert zwar nicht die Komplexität des Lösungsraumes, sie ermöglicht aber eine wesentlich
effizientere Suche in ihm, weil die Bewertung von Teillösungen der Pflege eines nutzerdefinierten Index
entspricht. Ein solcher erweitert den Bereich, in dem die Verfahren der exakten Lösungssuche anwendbar
sind. Details dieses Verfahrens beschreibt [207]. Die Implementierung des automatischen Konfigurierers
in der dateibasierten Variante von RODOS behandelt [259].
Analoges gilt für das Scheduling-Problem bei der Bindung von implementierungsneutralen Wissensein-
heiten der Funktionsschicht an (geteilt nutzbare) physische Ressourcen: zur vollständigen Bewertung
müssten alle Permutationen der Ausführungsreihenfolge erzeugt und anschließend die Konfliktfreiheit
an Hand des gegebenen Task-Graphen geprüft werden. Auch diese Aufgabe übersteigt in der Regel die
verfügbare Rechenleistung, so dass Heuristiken die Lösungssuche begrenzen müssen. Die Verwaltung pro-
blembezogener Indizes durch ECA-Regeln hilft jedoch, den Anwendungsbereich der exakten Verfahren
zu vergrößern [68][130].
4.2 Integration sprachfremder Beschreibungsmittel
In den Entwurfsprozess eingebetteter Systeme sind häufig komponentenspezifische Beschreibungsmittel
einzubeziehen, um das Design in seiner Gesamtheit bewerten zu können. Die folgenden Beispiele illustrie-
ren den Einsatz von Konstrukten des Metamodells zur Integration typischer Verfahren.
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4.2.1 Zustandsautomaten
Zustandsautomaten23 bilden die theoretische Grundlage zahlreicher Werkzeuge zur Systembeschreibung
und Modellierung. Vertreter dieser Kategorie sind u. a. POLIS [11], Ptolemy, und VISUAL HDL [165].
4.2.1.1 Beschreibung im Metamodell
Jeder abstrakte Automat ist definiert durch ein 6-Tupel der Gestalt M = (I,O, S, s0, t, r), wobei I
die Menge der Eingangssignale, O die Menge der Ausgangssignale, S die Menge der Zustände, s0 ∈ S
den Initialzustand, t die Zustandsüberführungsfunktion und r die Ausgabefunktion vertritt. Aus dieser
Darstellung folgt ein komplexes Metaobjekt zur Automatenbeschreibung24:
automat
Constructor
Tuple, input_alphabet, output_alphabet, state_alphabet, initial_state, current_state,
transfer_function, result_function
input_alphabet
Constructor
Set, input_datum
output_alphabet
Constructor
Set, output_datum
state_alphabet
Constructor
Set, state_type
initial_state
Constructor
Identity, state_type
current_state
Constructor
Identity, state_type
transfer_function
Constructor
Reference, general_function
result_function
Constructor
Reference, general_function
input_datum
Constructor
Scalar, . . .
output_datum
Constructor
Scalar, . . .
state_type
Constructor
Scalar, . . .
Abbildung 4.11: Automatenbeschreibung im Metamodell
Die Definition tatsächlicher Datentypen der Elemente von Eingabe-, Ausgabe- und Zustandsalphabet ob-
liegt dem Anwender und wurde in Abb. 4.11 offen gelassen. Um Zustandsautomaten simulieren zu können,
enthält automat den zusätzlichen Bestandteil current_state zur Aufnahme des aktuellen Zustands.
4.2.1.2 Integritätsbedingungen
Sowohl initial_state als auch current_state müssen Elemente des Zustandsalphabets sein.
==(Σ(∆(test, Ω(automat))), I(0))
test: &&(==(Σ(∩(Γ(Π(automat, initial_state)), Π(automat, state_alphabet))), I(1)),
==(Σ(∩(Γ(Π(automat, current_state)), Π(automat, state_alphabet))), I(1)))
23griech. automatos - sich von selbst bewegend
24Wegen des Konstruktionsprimitivs für Mengen in state_alphabet werden hier nur endliche Automaten betrachtet.
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Die Zustandsüberführungsfunktion referenziert in Abb. 4.11 ein komplexes Funktionsobjekt. Für einfache
Verknüpfungen ist auch die direkte Nutzung von ECA-Regeln möglich: sie überwachen Änderungen des
Eingabesignals (ON-UPDATE-Ereignis) und fragen den Zustand current_state im Bedingungsteil ab. Der
Aktionsteil überträgt ein Element der Menge state_alphabet nach current_state.
automat_table
Constructor
Tuple, input_signal, old_state, new_state
Die Beschreibung dieser Verfahrensweise im Me-
tamodell übernimmt die klassische Automatenta-
fel. Sie ist „syntaktisch“ korrekt, wenn die Bele-
gungen der Eingabesignale und Zustände in den
jeweiligen Mengen des Automaten-6-Tupels defi-
niert25 wurden. Die nachfolgenden Prüfungen ge-
hen davon aus, dass dem Tupel der Automatenbe-
schreibung in Abb. 4.11 eine Automatentafel nach
Abb. 4.12 als Bestandteil hinzugefügt wurde.Abbildung 4.12: Automatentafel
==(Σ(∆(test, Ω(automat))), I(0))
test: &&(==(Σ(∩(Γ(Π(Π(automat, automat_table), input_signal)),
Π(automat, input_alphabet))),
Σ(Γ(Π(Π(automat, automat_table), input_signal)))),
==(Σ(∩(Γ(Π(Π(automat, automat_table), old_state)),
Π(automat, state_alphabet))),
Σ(Γ(Π(Π(automat, automat_table), old_state)))),
==(Σ(∩(Γ(Π(Π(automat, automat_table), new_state)),
Π(automat, state_alphabet))),
Σ(Γ(Π(Π(automat, automat_table), new_state)))))
Der Automat ist
{
deterministisch
stochastisch
}
↔ Anzahl der Regeln mit gleicher Kombination der Werte des Einga-
besignals und des Zustands ist
{
= 1
> 1
}
. Nachfolgende Regel ermittelt alle deterministischen Automaten.
∆(test, Ω(automat))
test: ==(Σ(Γ(Γ(Π(Π(automat, automat_table), input_signal, old_state)))),
Σ(Π(Π(automat, automat_table), input_signal, old_state)))
Der Automat besitzt unerreichbare Zustände ↔ die Differenz aus der Zustandsmenge im 6-Tupel und
der Menge der Zielzustände seiner Automatentabelle ist verschieden von der leeren Menge.
∆(test, Ω(automat))
test: >(Σ(\(Π(automat, state_alphabet),
Π(Π(automat, automat_table), new_state))), I(0))
Der Automat besitzt Zustände, die nicht wieder verlassen werden können↔ die Automatentabelle enthält
Werte in new_state, die in keiner anderen Zeile26 als old_state auftreten.
∆(test, Ω(automat))
test: >(Σ(\(Π(∆(loop, Π(automat, automat_table)), new_state),
Π(∆(loop, Π(automat, automat_table)), old_state))), I(0))
loop: <>(Π(automat_table, old_state), Π(automat_table, new_state))
Die folgende Funktion ermittelt alle Automaten vom Typ Mealy27.
26Schleifen im Zustandsgraphen sind für diese Prüfung zu eliminieren.
27Die Reihenfolge der Bezugnahme auf Eingabe- und Zustandsalphabet im Eingabevektor wurde willkürlich gewählt und
kann in konkreten Implementierungen abweichen.
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∆(Mealy, Ω(automat))
Mealy: &&(>(Σ(∩(Π([Π(∩(Ω(general_function), Π(automat, result_function)),
inputs), 1, 1]), Abhängigkeit von Eingabesignalen
Π(automat, input_alphabet))), I(0)),
>(Σ(∩(Π([Π(∩(Ω(general_function), Π(automat, result_function)),
inputs), 2]), Abhängigkeit vom Automatenzustand
Π(automat, state_alphabet))), I(0)),
==(Σ(Π(∩(Ω(general_function), Π(automat, result_function)),
inputs)), I(2)))
Die folgende Funktion ermittelt alle Automaten vom Typ Moore. Sie bilden semantisch eine echte Teil-
menge der Mealy-Automaten.
∆(Moore, Ω(automat))
Moore: &&(>(Σ(∩(Π([Π(∩(Ω(general_function), Π(automat, result_function)),
inputs), 1, 1]), Abhängigkeit vom Automatenzustand
Π(automat, state_alphabet))), I(0)),
==(Σ(Π(∩(Ω(general_function), Π(automat, result_function)),
inputs)), I(1)))
Die folgende Funktion ermittelt alle Automaten vom Typ Medwedjew. Sie bilden semantisch eine echte
Teilmenge der Moore-Automaten.
∆(Medwedjew, Ω(automat))
Medwedjew: &&(==(∩(Π(automat, output_alphabet), Π(automat, state_alphabet)),
Π(automat, output_alphabet)),
==(∩(Π(automat, output_alphabet), Π(automat, state_alphabet)),
Π(automat, state_alphabet)))
Zur Beschreibung von Zustandsgraphen auf XML-Basis hat sich der Standard AXML etabliert [18].
4.2.2 Petri-Netze
Petri-Netze unterstützen die Beschreibung nebenläufiger Prozesse und kommen in vielen Werkzeugen zur
Analyse des Systemverhaltens zum Einsatz. Nach der Übersetzung eines Petri-Netzes ins Metamodell
lässt es sich dort durch ECA-Regeln simulieren. Die Umkehrung des Satzes gilt, wenn eine Teilmenge von
Metaobjekten existiert, die auf die formale Definition eines solchen Netzes abbildbar ist.
4.2.2.1 Formale Definition
Nach [112, Seite 6] ist das Systemverhalten unter Verwendung von Petri-Netzen wie folgt zu beschreiben:
Z = {z} — Zustandsmenge
U = {u} — Menge von Komplexregeln
R = {r} — Menge von Elementarregeln
f — Überführungsfunktion
f: Z × U × Z → {0, 1}
z0 ∈ Z — Startzustand
zn ∈ Z — Zielzustandsmenge
Die Steuerungsstrategie besteht in der sequenziellen Anwendung von Regeln derart, dass das System nach
einer endlichen Anzahl von Zustandsübergängen aus dem Initial- in den Finalzustand gelangt.
zn = un−1 ( un−2 ( . . . ( u1 ( u0 ( z0)) . . . )
mit zi−1 = f(zi, ui) und ui ∈ {r1 × r2 × . . . × rn}
Das Petri-Netz PN ist definiert [112, Seite 8] durch ein 7-Tupel: PN = [P, T, F, V, K, M, m0] mit
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P = {p} Menge der Plätze bzw. Stellen
T = {t} Menge der Transitionen
P ∩ T = ∅
F: (P × T × P) → {0, 1} Flussrelation
V: F → N Kantenbewertung
K: P → N Platzkapazität
M: P → N Menge der zulässigen Platzmarkierungen
m0 ∈ M Anfangsmarkierung
Die Verhaltensbeschreibung eines Petri-Netzes besteht aus Regeln, die Bedingungen für den Zustands-
wechsel in Form von Transitionen definieren. Die zugehörigen graphischen Primitive geben Lipp et al. als
Kantentypen28 an (Abb. 4.13).
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Abbildung 4.13: Kantentypen in Petri-Netzen
4.2.2.2 Beschreibung im Metamodell
Aus der formalen Definition des Petri-Netzes29 im Abschnitt 4.2.2.1 folgen Metaobjekte wie folgt:
• Die Menge P der Plätze wird gebildet von der Extensionsmenge eines datenbeschreibenden Metaob-
jekts vom Typ position.
• Die Menge T der Transitionen wird gebildet von ECA-Regeln, die die Bedingungen des jeweiligen
Zustandsübergangs gemäß Abb. 4.13 in ihrem Condition-Teil abbilden.
• Die Flussrelation F wird durch die Ausführung dieser ECA-Regeln vermittelt.
• Die Kantenbewertung V übernehmen funktionsbeschreibende Metaobjekte nach Abschnitt 3.10.3.4.
• Die Platzkapazität K ist eine Beschränkung des Wertebereichs eines Attributs nach Abschnitt 3.6.1.1.
28Quelle: [112, Seite 10, Bild 3.1]
29s. auch http://www.informatik.hu-berlin.de/∼kschmidt/modelchecking/node10.html
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• Ein Funktionsobjekt definiert die Menge M der zulässigen Platzmarkierungen.
• Die Anfangsmarkierung m0 gelangt per Zuweisung O an ihren Platz.
Die disjunkten Mengen der Positionen und der Transitionen bilden Tupelbestandteile eines allgemeinen
Metaobjekts zur Beschreibung des Petri-Netzes. Den Positionen entspricht die Knotenmenge eines Gra-
phen, den Transitionen dessen Kantenmenge.
Petri_net
Constructor
Tuple, positions, transitions
positions
Constructor
Set, position
position
Constructor
Tuple, position_ID, input_queue, output_queue
position_ID
Constructor
Scalar, . . .
Jeder Knoten ist durch position_ID eindeutig innerhalb des Netzes identifizierbar30. Vor und nach dem
Knoten können sich Warteschlangen zur Zwischenspeicherung von token befinden.
Bei direkter Konvertierung von Petri-Netzen in CLINT entstehen aus Knoten die Wissensklassen und
aus Transitionen die Task-Graph-Kanten. Das Verhalten der Knoten bei der Token-Verarbeitung bilden
C-Programme ab, welche den Wissensklassen per View zugeordnet sind. Simuliert wird das Netz in die-
sem Fall mit dem RODOS-eigenen Prototyp-Generator.
token
Constructor
Tuple, Scalar, . . .
input_queue
Constructor
List, token
output_queue
Constructor
List, token
Die Eingangs-Warteschlange ist eine Liste, deren Elemente Token aufnehmen. Die Ausgangs-
Warteschlange ist analog aufgebaut.
transitions
Constructor
Set, transition
transition
Constructor
Tuple, old_state, new_state
old_state
Constructor
Reference, Petri_net, positions
new_state
Constructor
Reference, Petri_net, positions
Die Menge der Transitionen beschreibt mögliche Transportwege von Token zwischen Positionen.
4.2.2.3 Integritätsbedingungen
Die Positionen des Petri-Netzes müssen eindeutig identifizierbar sein.
==(Σ(∆(unique, Ω(Petri_net))), I(0))
unique: >(Σ(Γ(Γ(Π(Π(Π(Petri_net, positions), position), position_ID)))),
Σ(Π(Π(Π(Petri_net, positions), position), position_ID)))
30Im Abschnitt 4.2.2.3 wird diese semantische Integritätsbedingung geprüft.
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Die Länge der Warteschlangen kann begrenzt sein.
<=(Σ(Π(Π(Π(Petri_net, positions), position), input_queue)), I(maximum))
<=(Σ(Π(Π(Π(Petri_net, positions), position), output_queue)), I(maximum))
Das Verhalten von Petri-Netzen ist vollständig durch ECA-Regeln beschreibbar, die das Einfügen und
Entfernen von Token in die Warteschlangen überwachen und in ihrem Bedingungsteil eine komplexe
Funktion zur Realisierung der problemspezifischen Bedingung zum Feuern der Transition aufrufen.
Der Aktionsteil veranlasst die Weitergabe des Tokens entsprechend der aktivierten Transition. Der Trans-
port besteht im Löschen bzw. Hinzufügen des Tokens in den Warteschlangen der beteiligten Positionen.
Analysen zur Lebendigkeit und Konfliktfreiheit des Netzes werden auf induzierte Funktionen an der im
Abschnitt 4.2.2.2 beschriebenen Datenstruktur zurückgeführt.
4.2.3 Semantische Netze
4.2.3.1 Formale Definition
Definition 42 (Semantische Netze31) Semantische Netze sind gerichtete Graphen, deren Ecken Ob-
jekte oder Objekttypen und deren bewertete Kanten Beziehungen zwischen diesen Objekten oder Objekt-
typen darstellen. Dabei ist die Bewertung der Kanten nicht weiter eingeschränkt. Sie umfasst aber auf
jeden Fall die folgenden Typen:
• IS-INSTANCE-OF (Instantiierung),
• IS-PART-OF (Aggregation) und
• IS-A
&%
'$
concept
&%
'$
concept
&%
'$
concept
@
@
@
relation

rela
tion
Ein allgemeines semantisches Netz besteht aus Kon-
zepten, die Objekte des Realweltausschnittes ver-
treten. Zwischen ihnen existieren Relationen, de-
ren Typ die Art der semantischen Beziehungen zwi-
schen Objekten beschreibt.32
Der Wissensingenieur kann für seine spezielle Do-
mäne weitere Beziehungstypen definieren, deren Se-
mantik wiederum auf Metaobjekte abgebildet wird.
Abbildung 4.14: Semantisches Netz
4.2.3.2 Beschreibung im Metamodell
concept
Constructor
Tuple, name, . . .
Die Knoten und Kanten eines semantischen Netzes
bilden Instanzen datenbeschreibender Metaobjekte.
relation
Constructor
Tuple, source, destination, . . .
source
Constructor
Reference, concept
destination
Constructor
Reference, concept
Die Bewertung der Knoten und Kanten durch Attribute sowie die Definition von Integritätsbedingungen
ist domänenspezifisch und obliegt daher dem Wissensingenieur.
31Quelle: [84, Seite 149]
32s. auch http://www.fb10.uni-bremen.de/linguistik/khwagner/semantik/wissen.htm
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4.2.4 EBNF-Notation
4.2.4.1 Von der EBNF zum Metamodell
Die syntaktische Beschreibung (insbesondere deskriptiver) Sprachen mit Hilfe der Erweiterten Backus-
Naur-Form ist eine Basis zur Konstruktion des Metamodells. Dieser Weg wurde für den Aufbau des Struk-
turteils der RODOS-Wissensbasis beschritten und in den Reports [227] und [229] dokumentiert. Deshalb
werden an dieser Stelle domänenneutrale Transformationsregeln für die Konstrukte der EBNF-Notation
angegeben und durch Syntaxdiagramme illustriert. Produktionsregeln haben in EBNF den allgemeinen
Aufbau
symbol ::= definition.
wobei symbol ein nichtterminales Symbol (Zwischensymbol) der zu beschreibenden Sprache vertritt, das
durch die auf der rechten Seite angegebenen terminalen und/oder nichtterminalen Symbole definiert wird.
Folglich muss jedes nichtterminale Symbol, das rechts in einer Produktionsregel vorkommt, genau ein-
mal33 auf einer linken Seite34 auftreten. Das Satzsymbol einer Sprache besitzt als einziges keine Definition.
Die Konstruktion des Metamodells aus der EBNF-Notation erfolgt durch sequenzielle Verarbeitung der
Produktionsregeln. Jeder Name auf der linken Seite einer Regel erzeugt genau ein mit symbol bezeichne-
tes Metaobjekt. Dessen Konstruktionsprimitiv hängt von definition ab:
Besteht definition aus alternativ anwendbaren terminalen Symbolen von identischem Datentyp, so
erhält das Metaobjekt den Typ Scalar und eine ECA-Regel, die die Menge zulässiger Belegungen über-
wacht.
Beispiel 38 (nur alternative terminale Symbole) Gegeben sei folgende Produktionsregel:
digit ::= "0" | "1" | "2" | "3" | "4" |
"5" | "6" | "7" | "8" | "9".
-? ? ? ? ? ? ? ? ? ?
m0 m1 m2 m3 m4 m5 m6 m7 m8 m9
Sie führt zu einem skalaren Metaobjekt. Dessen Datentyp ergibt
sich aus dem der Terminale.
digit
Constructor
Scalar, INTEGER
Die alternativ anwendbaren Terminale führen zu einem Funktions-
objekt, das im Bedingungsteil einer ECA-Regel aufgerufen wird
und die auslösende Operation, also die Wertänderung an digit
akzeptiert oder zurückweist.
Besteht definition aus alternativ anwendbaren terminalen
und/oder nichtterminalen Symbolen von unterschiedlicher Struk-
tur, so enthält das Metaobjekt den Typ Tuple und eine ECA-
Regel, die die alternative Belegung der Bestandteile überwacht.
||(==(I(digit), I(0)),
==(I(digit), I(1)),
==(I(digit), I(2)),
==(I(digit), I(3)),
==(I(digit), I(4)),
==(I(digit), I(5)),
==(I(digit), I(6)),
==(I(digit), I(7)),
==(I(digit), I(8)),
==(I(digit), I(9)))
Beispiel 39 (alternative terminale und nichtterminale Symbole)
Gegeben sei folgende Produktionsregel:
method_call ::= name | "SUM" | "MIN" | "MAX" | "AVG".
-? ? ? ? ?
name

 	SUM 
 	MIN 
 	MAX 
 	AVG
Sie führt zu einer Hier-
archie von Metaobjekten.
Die Produktionsregel name
wird an anderer Stelle defi-
niert und ergibt selbst ein
Metaobjekt.
method_call
Constructor
Tuple, name, method_call_terminal
method_call_terminal
Constructor
Scalar, TEXT, 3
33Daraus folgt direkt eine prüfende ECA-Regel.
34nicht notwendig in einer anderen Produktion, falls Rekursivität erlaubt ist
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Zur Aufnahme der „anonymen“ Terminalsymbole erzeugt der Generator ein Textfeld, dessen Name von
allen Produktionsregeln verschieden sein muss. ECA-Regeln überwachen die alternative Nutzung der
Tupel-Bestandteile
||(&&(==(Π(method_call, name), Null()),
¬(==(Π(method_call, method_call_terminal), Null()))),
&&(¬(==(Π(method_call, name), Null())),
==(Π(method_call, method_call_terminal), Null())))
sowie den korrekten Gebrauch der Schlüsselwörter.
||(==(Π(method_call, name), Null()),
==(Π(method_call, name), I("SUM")),
==(Π(method_call, name), I("MIN")),
==(Π(method_call, name), I("MAX")),
==(Π(method_call, name), I("AVG")))
Enthält definition Wiederholungen eines syntaktischen Elements, so erhält das Metaobjekt den Typ
List und eine ECA-Regel, die die Anzahl ihrer Elemente überwacht.
Beispiel 40 (zyklisch nutzbare Nichtterminale mit Mindesthäufigkeit)
Gegeben sei folgende Produktionsregel:
natural ::= digit { digit }.
-
6
digit
Sie führt zu einer Liste, deren Elemente die Metaobjekte aus Beispiel 38 sind.
Eine ECA-Regel sorgt dafür, dass die Liste mindestens ein Element enthält.
EBNF Semantik Metamodell
[ ... ] 0 ≤ Häufigkeit ≤ 1 <=(Σ(element), I(1))
[ ... ]* 0 ≤ Häufigkeit < ∞ keine Prüfung
[ ... ]+ 1 ≤ Häufigkeit < ∞ >=(Σ(element), I(1))
natural
Constructor
List, digit
>=(Σ(natural), I(1))
Regeln dieser Art bilden direkt die minimale bzw. maximale Häufigkeit des Auftretens eines Elements
ab. Sie sind entbehrlich, wenn die Liste leer sein darf.
Beispiel 41 (zyklisch nutzbare Nichtterminale ohne Mindesthäufigkeit)
Gegeben sei folgende Produktionsregel:
exponent ::= { digit }.
Sie führt zu einem Listen-Metaobjekt analog zu Beispiel 40.
-
6
digit
Terminale Symbole entfallen bei der Überführung ins Metamodell, wenn sie sich in linearer Folge mit
anderen terminalen oder nichtterminalen Symbolen befinden. Codegeneratoren fügen sie bei der Ausgabe
wieder hinzu.
Beispiel 42 (Terminale in linearer Folge) Gegeben sei folgende Produktionsregel:
date_def ::= natural "." natural "." natural.
- -- - - -natural natural naturalm m. .
Die Punkte zwischen den Bestandteilen des Datums liefern keine zusätzliche Information und sind im
Persistenzmodell entbehrlich. Wegen der identischen Struktur der Nichtterminale sind letztere in Listen-
form speicherbar. Der Typ der Elemente ergibt sich aus dem Metaobjekt des Beispiels 40.
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Treten in definition optional anwendbare Terminale auf, so erhält das
Metaobjekt Skalare vom Booleschen Typ, die die An- oder Abwesenheit
der Notationskonstante repräsentieren.
date_def
Constructor
List, natural
==(Σ(natural), I(3))
Beispiel 43 (Folgen von Terminalen und Nichtterminalen)
Gegeben sei folgende Produktionsregel:
view_item ::= ident ":=" language [ "leaf" ] [ "synthesis" ].
- - - - -
6 6
ident language

 	leaf 
 	synthesis
Sie führt zu einem Tupel, dessen Bestandteile aus der
rechten Seite der Regel hervorgehen.
Enthält definition optional anwendbare Abschnit-
te mit mehr als einem terminalen oder nichttermina-
len Symbol, bildet jeder dieser Abschnitte ein eige-
nes Metaobjekt, um zu gewährleisten, dass alle oder
kein Bestandteil belegt oder ausgelassen ist. Dies
gilt auch für Abschnitte einer Produktionsregel, bei
denen ( ... ) eine Gruppierung bzgl. der übrigen
Steuerung vorsieht.
view_item
Constructor
Tuple, ident, language, leaf, synthesis
...
leaf
Constructor
Scalar, BIT
synthesis
Constructor
Scalar, BIT
Beispiel 44 (optional anwendbare Abschnitte) Gegeben sei folgende Produktionsregel:
pattern_descr ::= p_name ":" [ "any" ] c_name [ inherit ] [ "overall" ]
[ cstr_part ident [ "task" t_name ] ]
[ "implementor" i_name ]
[ "attributes" "(" attribute { ";" attribute } ")" ].
- - - - -
6 6 6
- - - -
ﬀ ?
- -
ﬀ
- -
?
6
-
p_name

 	any c_name inherit 
 	overall
cstr_part ident

 	task t_name

 	implementor i_name

 	attributes attribute
Bei Produktionsregeln mit einer solchen Struktur sind vom Generator Metaobjekte mit Namen zu
generieren, die keine Konflikte mit denjenigen Metaobjekten verursachen, die direkt aus EBNF-Regeln
hervorgegangen sind (im folgenden Tupel an den Positionen 7 bis 9).
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pattern_descr
Constructor
Tuple, p_name, any, c_name, inherit, overall, part_ref, impl_ref, attr_ref
p_name
Constructor
Scalar, TEXT, 40
any
Constructor
Scalar, BIT
c_name
Constructor
Scalar, TEXT, 40
Das Zwischensymbol inherit verweist auf eine an anderer Stelle in der CLINT-Syntax definierte
Produktionsregel zur Bezugnahme auf die Vererbungsliste einer Wissensklasse.
overall
Constructor
Scalar, BIT
part_ref
Constructor
Tuple, cstr_part, ident, t_name
impl_ref
Constructor
Scalar, TEXT, 40
attr_ref
Constructor
List, attribute
Elemente attribute der Liste sind Bezug-
nahmen auf Attribute der Wissensklasse (vgl.
Syntax der Sprache CLINT++).
Die Verfügbarkeit einer Transformationsvor-
schrift zu Metaanweisungen für alle EBNF-
Konstrukte rechtfertigt folgenden induktiven
Schluss:
Satz 1 (deskriptive Sprachen) Aus jeder durch EBNF beschreibbaren deskriptiven Sprache lassen sich
persistente Objekte so generieren, dass eine eindeutige Abbildung im Metamodell existiert.
Transformationsalgorithmus
Satz 1 begründet die sprachneutrale Transformation der Grammatik einer durch EBNF beschriebenen
Sprache in Metaobjekte und letztlich in ein Datenbankschema. Sie vollzieht sich in folgenden Schritten:
1. Parser für File, das die EBNF-Darstellung enthält, erzeugt transiente Objekte mit dem Aufbau:
EBNF_Production
Constructor
List, EBNF_Item
Jede Liste nimmt genau eine EBNF-Produktionsregel auf.
Jedes Listenelement klassifiziert die gelesene Zeichenkette.
EBNF_Item
Constructor
Tuple, ItemType, ItemValue
ItemType
Constructor
Scalar, INTEGER
ItemValue
Constructor
Scalar, TEXT
1 ∧= Terminal
2 ∧= Nichtterminal
3 ∧= technisches Zeichen
Wert des Symbols
2. Prüfen der formalen Integritätsbedingungen von EBNF-Produktionen:
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>=(Σ(EBNF_Production), I(4))
Liste muss mindestens 4 Elemente enthalten.
==(Π(Π([EBNF_Production, 1, 1]), ItemType), I(2))
davon ist: erstes Element ein Nichtterminal (Name der Produktionsregel)
&&(==(Π(Π([EBNF_Production, 2, 2]), ItemType), I(3)),
==(Π(Π([EBNF_Production, 2, 2]), ItemValue), I("::=")))
zweites Element das definierende Zeichen
&&(==(Π(Π([EBNF_Production, Σ(EBNF_Production), Σ(EBNF_Production)]),
ItemType), I(3)),
==(Π(Π([EBNF_Production, Σ(EBNF_Production), Σ(EBNF_Production)]),
ItemValue), I(".")))
letztes Element das die Regel abschließende Zeichen
Jedes Morphem, das keines der nebenstehenden
technischen Zeichen ist, gilt zunächst als Nicht-
terminal.
::= Beginn der Regeldefinition
" Beginn und Ende von Terminalen
[ Beginn eines optionalen Abschnittes
] Ende eines optionalen Abschnittes
{ Beginn eines zyklischen Abschnittes
} Ende eines zyklischen Abschnittes
( Beginn eines Ausdrucks
) Ende eines Ausdrucks
. Ende der Produktionsregel
3. Zusammenfassen der Folgen
&&(==(Π(Π([EBNF_Production, x, x]), ItemType), I(3)),
==(Π(Π([EBNF_Production, x, x]), ItemValue), I("""")),
==(Π(Π([EBNF_Production, +(x, I(1)), +(x, I(1))]), ItemType), I(2)),
==(Π(Π([EBNF_Production, +(x, I(2)), +(x, I(2))]), ItemType), I(3)),
==(Π(Π([EBNF_Production, +(x, I(2)), +(x, I(2))]), ItemValue), I("""")))
zu Terminalen (∀ x | 3 ≤ x ≤ Σ(EBNF_Production) - 3)
4. Klassifizieren der Listenelemente mittels simulierter Stack-Maschine in {Sequenz, Alternative, Op-
tion, Zyklus} unter Berücksichtigung der Klammerung von Ausdrücken in EBNF, wobei sich die
Kategorien Option und Zyklus gemeinsam als wiederholbare Elemente durch Angabe von Unter-
und Obergrenze der Auftrittshäufigkeit darstellen
5. Das erste Listenelement benennt die EBNF-Produktionsregel und erzeugt im Metamodell35 ein
Tupel gleichen Namens mit Constructor-Aspekt:
δ(Π(Π(EBNF_Production, 1), ItemValue))
δα(Π(Π(EBNF_Production, 1), ItemValue), I("Constructor"))
6. Falls nur alternativ anwendbare Terminale vorliegen (vgl. Beispiel 38), dann erhält das im Schritt
5 angelegte Tupel ein Skalar mit synthetischem Namen und eine ECA-Regel, die alle Zeichenketten
aus ItemValue der beteiligten Listenelemente als zulässige Belegungen prüft.
δβ(Π(Π(EBNF_Production, 1), ItemValue), I("Constructor"))
ϕ(Π(Π(EBNF_Production, 1), ItemValue), I("Constructor"), symbol_name)
7. Falls alternativ anwendbare Terminale und Nichtterminale auftreten (vgl. Beispiel 39), so werden
diese in einem Tupel zusammengefasst.
8. Optionale und zyklisch anwendbare Terminale und Nichtterminale (vgl. Beispiele 40 bis 44) führen
zu Listen, deren Elemente die jeweiligen Morpheme repräsentieren.
9. Fortsetzung bei 1 bis zur vollständigen Verarbeitung aller Produktionen
35Die hier benötigten Operationen auf dem Metamodell werden im Abschnitt 3.3 formal definiert.
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10. Prüfung der Vollständigkeit des Regelsystems als weiche Integritätsbedingung (Nachweis der
Definition aller Nichtterminale mit Ausnahme des Satzsymbols):
==(-(Σ(Ω(meta_object)),
Σ(∩(Π(Ω(meta_object), object_name),
Γ(∩((Π(∆(complex(⊥), Π(Ω(meta_object), aspect)), slot), 1)))))), I(1))
complex: &&(==(Π(aspect, aspect_name), I("Constructor")),
<>(Π(Π(aspect, slot), 1), I("Scalar")))
Obige Prüffunktion unterstellt, dass alle Elemente der Extensionsmenge von meta_object Meta-
objekte sind, die EBNF-Regeln beschreiben36. Da sich bei Listen, Mengen und Tupeln in den Slots
2 . . . n des Constructor-Aspekts die Namen der jeweils untergeordneten Metaobjekte befinden,
muss die Kardinalität der Extensionsmenge von meta_object genau um 1 größer sein als die mit
den Namen in den Slots geschnittene Menge.
4.2.4.2 Vom Metamodell zur EBNF
Ziel einer solchen Transformation ist die programmiersprachliche Darstellung von Metamodellen, die aus
fremden Quellen gewonnen wurden. Dazu sind die Bestandteile einer Grammatikdefinition aus Metaob-
jekten abzuleiten. Sei G = (N , T , P, S) die gesuchte Grammatik mit
N : Menge der Nichtterminale
T : Menge der Terminale (N ∩ T = ∅)
P : Menge der Produktionsregeln
S : Satzsymbol (S ∈ N )
Während die Transformation einer in EBNF vorliegenden Sprachbeschreibung in ein Metamodell gemäß
Abschnitt 4.2.4.1 uneingeschränkt ausführbar ist, unterliegen Metaobjekte, deren Konstruktion in EBNF-
Notation überführt werden soll, strukturellen Restriktionen:
• Alle Metaobjekte außer einem müssen in mindestens einem anderen Metaobjekt des Typs List oder
Tuple als Bestandteil auftreten.
• Funktionsbeschreibende Metaobjekte, die im Bedingungsteil einer ECA-Regel auftreten, dürfen nur
die in den Beispielen des Abschnitts 4.2.4.1 genannte Struktur haben, um sie analysieren und das
dort beschriebene Verhalten adäquat in eine Struktur übersetzen zu können.
Ein diesen Bedingungen genügendes Metamodell ist wie folgt in eine Grammatik transformierbar:
• Die Namen der Metaobjekte bilden die Elemente von N .
• Die Elemente solcher Prüffunktionen in ECA-Regeln, die die Belegung eines Nichtterminals mit ter-
minalen Symbolen überwachen, bilden die Elemente von T .
• Die Struktur der Metaobjekte vom Tupel- und Listentyp bildet zusammen mit den für sie definierten
ECA-Regeln die Elemente von P.
• Der Name des Metaobjekts, das in keinem anderen Metaobjekt als Bestandteil auftritt, bildet das
Satzsymbol S.
Die automatische, wiederum durch ECA-Regeln und Funktionen des Metamodells gesteuerte Erzeugung
einer Grammatik ist die Grundlage zur ebenfalls automatisierten Generierung von Parsern für eine solche
Sprache. Auf diesem Weg der Transformation kann der Anwender Spezialsprachen in den Entwurfsprozess
einbeziehen, die mit der EBNF beschrieben wurden bzw. für die er selbst eine solche Beschreibung erstellt.
4.3 Verhaltensbeschreibung von Wissensklassen
Die Sprache CLINT++ beschreibt den Entwurfsprozess auf dem Niveau von Wissensklassen. Diese ver-
treten zunächst Objekte der Spezifikationsphase (Anforderungen) und nach den Abbildungs- und Trans-
formationsschritten (vgl. Modelle in Abb. 1.2) schließlich konkrete Hard- und Softwareobjekte, die die
36Andernfalls müssen die relevanten Metaobjekte durch Selektionen ∆ ausgewählt werden (z. B. an Hand von Aspekten).
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Implementierung37 der gewünschten Funktionalität bereitstellen. Die Struktur und das Verhalten dieser
Komponenten selbst bleibt der Sprache jedoch verborgen, da sie lediglich Verweise auf die entsprechenden
Quelltexte verwaltet. Daraus resultieren Nachteile in der Anwendung:
• In der Funktionsschicht soll das Verhalten einer Komponente auf implementierungsneutralem Niveau
erfolgen (d. h. unabhängig von einer Realisierung durch Hard- oder Software). Durch die Wahl einer
der o. g. Sprachen ist die Implementierung jedoch bereits vorgegeben.
• Wenn eine Komponente in der Funktionsschicht durch ein C-Quellprogramm beschrieben und später
durch Software realisiert wird, sind die zugehörigen Views identisch und damit bzgl. des Entwurfspro-
zesses redundant.
• Wenn eine Komponente in der Funktionsschicht durch ein VHDL-Quellprogramm beschrieben und
später durch Hardware realisiert wird, sind die zugehörigen Views identisch und damit bzgl. des
Entwurfsprozesses redundant.
• Wenn eine Komponente in der Funktionsschicht durch ein C-Quellprogramm beschrieben und später
durch Hardware realisiert wird, ist eine Transformation der Views teilautomatisiert unter Verwendung
von Konvertern möglich. Die Einschränkung bezieht sich auf Konstrukte von C, die nicht oder nicht
direkt durch die Ziel-Hardware realisierbar38 sind.
• Wenn eine Komponente in der Funktionsschicht durch ein VHDL-Quellprogramm beschrieben und
später durch Software realisiert wird, ist eine Transformation der Views nicht ohne Beschränkung der
Allgemeinheit möglich. Diese Aussage folgt aus der Existenz von Konstrukten (z. B. Signalen) und
Eigenschaften der Ausführung39, die kein Äquivalent in C haben.
• Da die Quelltexte vom Anwender beliebig zugewiesen werden können, ist die Kompatibilität der
Schnittstelle zwischen CLINT-Beschreibung und nutzerdefinierter Verhaltensbeschreibung nicht for-
mal beschreib- und prüfbar.
• Es findet keine tatsächliche Transformation des spezifizierten Verhaltens in tieferliegende Schichten
der Wissensbasis statt.
• Die Anwendung von Partitionierungsverfahren zum Hardware-Software-Codesign ist nicht möglich,
da keine implementierungsneutrale Repräsentation der Algorithmen existiert.
• Modellgeneratoren müssen auf die korrekte Implementierung einer Funktion vertrauen und können
nicht prüfen, ob z. B. ein durch VHDL beschriebenes System verhaltensgleich mit der zugehörigen
Klasse der Funktionsschicht ist.
• Die Co-Simulation von heterogenen Systemen40 wird nicht unterstützt.
• Die Beschreibungsmöglichkeit ist vom Anwender nicht erweiterbar.
Die genannten Gründe verlangen im Interesse der Wiederverwendung eine tatsächlich implementierungs-
neutrale Verhaltensbeschreibung von Komponenten. Grundlage hierfür ist die semantische Klassifikation
der bisher in der Verhaltenssicht einer Wissensklasse (view-Abschnitt) verwendeten Operationen nach Ta-
belle 4.1. Demnach ist eine Beschreibungssprache genau dann in eine RODOS-Wissensbasis integrierbar,
wenn alle ihre Konstrukte die dort genannten elementaren Eigenschaften aufweisen.
37In anderen Domänen (z. B. Mechanik) kann die „Implementierung“ aus einem Satz von Differentialgleichungen bestehen.
38z. B. Ausgabe von Zeichenketten durch printf oder rekursive Funktionsaufrufe
39z. B. Parallelität von Prozessen und wait-Statement
40Teilsysteme, deren Verhalten z. B. durch Zustandsautomaten (Abschnitt 4.2.1) oder Petri-Netze (Abschnitt 4.2.2) be-
schrieben wurde
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Basisoperation Quelle Ziel Bemerkung
Zuweisung an
Variablen41
transientes
Objekt
transientes
Objekt
alle innerhalb der Komponente befindlichen Objekte
mit der Fähigkeit zur Aufnahme wertveränderlicher
Informationen
Ausgaben transientes
Objekt
persistentes
Objekt
Datenübertragung an außerhalb der Komponente be-
findliche Objekte42
Eingaben persistentes
Objekt
transientes
Objekt
Datenübernahme von außerhalb der Komponente be-
findlichen Quellen
Ablaufsteuerung zeit- oder zustandsabhängige Organisation der Aus-
führungsreihenfolge von Operationen
Tabelle 4.1: Abstrakte Operationen von HDL und PL
Da sowohl in HDL als auch in PL die Ausführung der Operationen an Ereignisse43 gebunden ist, können
die induzierten Operationen der Konstruktionsprimitive (Abschnitt 3.7) sowie die daraus konstruierbaren
komplexen Funktionen in Form berechnender Regeln (Abschnitt 3.10.2) eine Verhaltensbeschreibung auf
höherer Abstraktionsebene, die von einer Realisierung in Hard- oder Software abstrahiert, bereitstellen.
Dies motiviert den Einsatz des Metamodells zur sprach- und implementierungsneutralen Verhaltensbe-
schreibung von Wissensklassen, die sich simulieren und in beide Welten übersetzen lässt44. Die ursprüngli-
chen Wissensklassen der Funktionsschicht werden so zu Entwurfsobjekten mit implementierungsneutraler
Verhaltensbeschreibung. Dadurch verschmelzen die Leistungen konventioneller Systembeschreibungsspra-
chen mit Algorithmenbeschreibungen der Komponenten. Für eine abstrakte Repräsentation dieser bisher
getrennt verwalteten Kategorien ergeben sich im Metamodell unterschiedliche Ansätze:
• Objekte einer Komponente, deren Werte durch Zuweisungen nach Abschnitt 3.8.6 änderbar sind,
bilden Aggregate der zugehörigen Wissensklasse. Die Modellierung mittels has parts-Relation passt
sich besser in die vorhandene Sprachkonzeption und die Transformation nach XML ein, kann aber in
großen Systemen unübersichtlich werden.
• Objekte einer Komponente, deren Werte durch Zuweisungen änderbar sind, bilden eine Sicht auf
diese Klasse. Der Ansatz mit View erlaubt eine komprimierte Darstellung des Verhaltens und lässt
sich gut in eine bestimmte Sprache überführen, jedoch erweist sich die Kommunikation mit anderen
Komponenten als problematisch, da Daten zwischen unterschiedlichen Repräsentationen (CLINT-
Objekte und View-interne Objekte) ausgetauscht werden müssen und sich der „Inhalt“ einer Sicht
den Mechanismen zur Integritätserhaltung in der Wissensbasis entzieht.
Deshalb werden nachfolgend die Objekte, die an Zuweisungsoperationen nach Tabelle 4.1 beteiligt sind,
als Aggregate der Wissensklasse in der Funktionsschicht modelliert. Die Möglichkeit der Hierarchiebildung
entschärft das Problem der Übersichtlichkeit durch Trennung von Struktur und Verhalten. Da sowohl die
Elemente der Struktur- als auch die der Verhaltensbeschreibung einer Wissensklasse von Metaobjekten
vertreten werden, erübrigen sich spezielle, der Systembeschreibungssprache fremde Konstrukte, welche
die Kompatibilitätsprobleme herkömmlicher Ansätze verursacht haben.
Die unterschiedlichen Aspekte der Metaobjekte, die zu Structure und Behavior in Aggregationsbezie-
hungen stehen, steuern die Übersetzung in Hard- bzw. Software in den Generatoren. Zu Behavior gehö-
renden Funktionen greifen lesend und schreibend auf die wertveränderlichen Subklassen von Structure
zu. Eine Regel der semantischen Integrität kann somit feststellen, ob alle Datenquellen und -ziele solcher
Funktionen der Komponente angehören, zu der auch die aktuelle Funktion in has parts-Relation steht.
Diese berechenbare Eigenschaft der Wissensklasse ist eine notwendige Bedingung für die Übersetzbarkeit
in die OO-Welt. Weitere Aussagen über die Komponente leiten sich aus der Analyse Wissensklassen aus
Abb. 4.15 ab.
41Auch die Zuweisung von Eigenschaftswerten von Objekten wird hier als Variablenzuweisung behandelt.
42Wertzuweisung an Datenbanken, Filesysteme, Geräte (die z. B. in UNIX durch Spezialfiles beschrieben werden) oder an
Ports
43Die folgenden Abschnitte zeigen dies an Hand von Beispielen konkreter Sprachen.
44mit Prüfung der Ausführbarkeit, d. h. unter Beachtung der Möglichkeiten der Zielsprache
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Variable Port Signal
0 ... n 0 ... n
Function
Structure Behaviour
Component
System
1 ... n
Abbildung 4.15: Modellierung von Systemkomponenten durch Aggregationsbeziehungen
• Jedes Metaobjekt darf o.B.d.A. den aktuellen Wert in sich selbst und in allen anderen Metaobjekten
des Systems ändern.
• Das „innere“ Verhalten einer Komponente ist eine beobachtbare Folge von Wertänderungen an Ports,
Signalen und Zustandsvariablen.
• Ein Port ist ein sowohl nach außen als auch nach innen sichtbarer45 Bestandteil der Wissensklasse
(vgl. Abb. 4.4).
• Bei Signalen ist zwischen den lokalen (nur innerhalb einer Wissensklasse gültigen) und globalen
(innerhalb des gesamten eingebetteten Systems gültigen) zu unterscheiden46.
• Zustandsvariablen werden im Metamodell durch Skalare, Signale durch Listen von Skalaren beschrie-
ben. Um die Arbeitsweise der Generatoren zu vereinheitlichen, verwenden diese generell Listen und
begrenzen bei Skalaren die Anzahl der Elemente auf 1. Die Strategie zum Überschreiben von Ele-
menten besteht bei Zustandsvariablen darin, die Wertzuweisung stets am letzten (einzigen) Element
auszuführen.
• Alle Wertänderungen an Ports, Signalen und Zustandsvariablen lassen sich durch ECA-Regeln über-
wachen, welche automatisch aus dem Metamodell durch Inspektion der Zuweisungen ableitbar sind.
Die Menge der Kategorien, die in Abb. 4.15 als Subklassen von Structure auftreten, resultiert aus end-
lich vielen Grundkonstrukten der PL und HDL. Im Falle von Spezialsprachen ist diese Menge durch
Hinzufügen weiterer Metaobjekte bzw. Aspekte erweiterbar.
Die variable Kardinalität der has parts-Relation zwischen System und Component impliziert die Existenz
mehrerer, ggf. parallel zueinander fortschreitender Prozesse in System, falls mindestens eine Instanz von
Component eine Verhaltensbeschreibung durch Metafunktionen besitzt. Zur Beschreibung und Prüfung
solcher Abläufe eignen sich Prozessalgebren wie CCS und CSP. Die Grundlagen der Anwendung des
Pi-Calculus für heterogene Systembeschreibungen stellt [179] vor. [58] demonstriert die Nutzung des Pi-
Calculus für modulare Avionic-Systeme in einer industriellen Anwendung von RODOS.
Die Beschreibung des Systemverhaltens durch Prozessalgebren stellt eine weitere Projektion des Meta-
modells und zugleich eine weitere Form der semantischen Integritätserhaltung dar, da die Werkzeuge
zur (simulativen) Auswertung der Prozessbeschreibungen Entwurfsfehler wie z. B. Deadlock-Anfälligkeit
aufspüren können.
4.3.1 Die Objektmenge von HDL und PL
Unter Berücksichtigung des Lambda-Kalküls der Programmiersprachen ist jedes Programm als Instanz
einer Algebra interpretierbar, die aus Objektmenge und Operationsmenge besteht. Beide Mengen sind
von endlicher Kardinalität. Die Objektmenge von HDL und PL enthält Variablen und aus der Sicht des
45Einschränkungen können durch die Übertragungsrichtung der Daten an den Ports definiert werden.
46Die Unterscheidung ist semantischer Natur. Die Repräsentation der Signale im Metamodell ist identisch.
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Programms externe Speicher; die Operationsmenge ist die Gesamtheit der darauf anwendbaren Opera-
toren. Die Objektmenge des Metamodells besteht dementsprechend aus den datenbeschreibenden, die
Operationsmenge aus den funktionsbeschreibenden Metaobjekten.
Beide Kategorien sind somit aus Instanzen von Metaobjekten unter Berücksichtigung der Steuerung durch
spezielle Aspekte ableitbar. In Abhängigkeit von der syntaktischen Mächtigkeit der Zielsprache lassen sich
Metaobjekte direkt oder nach Zerlegung in Strukturen geringerer Komplexität übersetzen. Beispiele für
gebräuchliche Sprachen47 illustrieren dies. Die darin angegebenen Variablen- und Typdefinitionen ent-
sprechen den Syntaxregeln folgender Produkte:
VHDL vhdlan - VHDL Analyzer c© Version 1999.10 der Fa. Synopsys, Inc.
C/C++ g++ - GNU project C++ Compiler
VBA Microsoft Accessr der Fa. Microsoft
Beispiel 45 (skalare Daten) Projektion von Metaobjekten mit dem Konstruktionsprimitiv Scalar
x
Constructor
Scalar, INTEGER
Variable
Übersetzung in
Zielsprache Variablendarstellung
VHDL variable x: integer;
C/C++ int x;
VBA Dim x As Integer
Beispiel 46 (Listen) Projektion von Metaobjekten mit dem Konstruktionsprimitiv List und dem Ele-
menttyp aus Beispiel 45
y
Constructor
List, x
Variable
Übersetzung48 in
Zielsprache Variablendarstellung
VHDL
TYPE List IS ARRAY (1 TO Max) of Integer;
variable y: List;
C/C++ int y[Max];
VBA Dim y() As Integer
Beispiel 47 (Mengen) Projektion von Metaobjekten mit dem Konstruktionsprimitiv Set und dem Ele-
menttyp aus Beispiel 45
Eine Transformation in 3GL ist nur möglich, wenn zur Übersetzungszeit bereits alle Elemente der Menge
bekannt sind (VHDL und C/C++) oder wenn der Anwender die Unterscheidbarkeit der Mengenelemente
selbst überwacht (VBA). 4GL unterstützen die Mengenverarbeitung von persistenten, jedoch o.B.d.A.
nicht von transienten Objekten.
z
Constructor
Set, x
Variable
Übersetzung in
Zielsprache Variablendarstellung
VHDL
type set_type is (Element_1, Element_2, Element_3);
variable z: set_type;
C/C++
enum set_type Element_1, Element_2, Element_3;
enum set_type z;
VBA Dim z As New Collection
Besteht prinzipiell keine Übersetzungsmöglichkeit für die Zielsprache, dann kann die folgende Funktion
das Metamodell auf Abwesenheit von Mengen-Konstruktionsprimitiven prüfen.
47Da meist mehrere Darstellungsmöglichkeiten bestehen, ist die hier angegebene Transformation als Beispiel anzusehen.
48Standardmäßig dürfen Listen im Metamodell eine unbegrenzte Anzahl von Elementen haben. Wenn Zielsprachen die An-
gabe einer Obergrenze schon zur Compile-Zeit fordern, so muss der Generator eine solche problemabhängig hinzufügen.
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==(Σ(∆(is_set(⊥), Ω(meta_object))), I(0))
is_set: &&(==(Σ( ∩(Π(meta_object, aspect),
∪(Γ(I("Constructor")), Γ(I("Variable"))))), I(2)),
==(Π([Π(∆(design(⊥), meta_object), slot), 1]), I("Set")))
design: ==(Π(meta_object, aspect), I("Constructor"))
Beispiel 48 (Tupel) Projektion von Metaobjekten mit dem Konstruktionsprimitiv Tuple und Element-
typen aus Beispiel 45 und Beispiel 46
abc
Constructor
Tuple, x, y, yy
Variable
yy
Constructor
List, y
Variable
Falls die Zielsprache der
Komplexität von Da-
tenobjekten Grenzen49
setzt, können prüfen-
de Funktionen wie im
Beispiel 47 deren Ein-
haltung am Metamodell
überwachen.
Übersetzung in
Zielsprache Variablendarstellung
VHDL
TYPE list_type IS ARRAY (1 TO Max) of Integer;
TYPE matrix_type IS ARRAY (1 TO Max) of list_type;
TYPE tuple_type IS RECORD
x : Integer;
y : list_type;
yy : matrix_type;
END RECORD;
variable abc: tuple_type;
C/C++
struct tuple_type {
int x;
int y[Max];
int yy[Max][Max];
};
int a;
tuple_type abc;
VBA
Private Type list_type
y() As Integer
End Type
Private Type tuple_type
x As Integer
y() As Integer
yy() As list_type
End Type
Dim abc As tuple_type
4.3.2 Die Operationsmenge von HDL und PL
Speziell im Datenbankbereich wird die Abgeschlossenheit der einer Sprache zugrundeliegenden Algebra ge-
fordert, d. h. jedes durch Anwendung einer beliebigen Kombination von Elementen der Operationsmenge
entstehende Ergebnis muss in den durch die Objektmenge konstruierten Strukturen darstellbar und selbst
als Operand für weitere Operationen verwendbar sein. Diesen Ansatz dehnt das Metamodell auf alle in ei-
nem informationsverarbeitenden System auszuführenden Operationen aus, indem es die Operationsmenge
ebenfalls durch Metaobjekte beschreibt. Die so gebildete Algebra ist abgeschlossen, wenn jedes Element
 der Operationsmenge op gemeinsam mit allen zu ihm kompatiblen Elementen der Objektmenge ob
einen Monoid bilden.
∀ ∈ op.∀< ∈ ob : ∀a, b ∈ < : a b ∈ < (4.1)
Die Abgeschlossenheit nach (4.1) ist gesichert, solange jede Metaoperation innerhalb des Metamodells
abläuft (interpretative Ausführung). Bei Übersetzung in ein Fremdsystem mittels transformations ob-
liegt dem Wissensingenieur die Verantwortung für eine korrekte Ausführung.
Alle wertverändernden Operationen einer Sprache sind demnach auf Lese- und Schreibzugriffe zu Meta-
objekten und damit auf die Menge der induzierten Funktionen nach Tabelle 4.1 abbildbar.
49Die Dim-Anweisung von VBA gestattet 60 Dimensionen einer Datenfeldvariablen.
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Beispiel 49 (Arithmetische Operationen) Bei
Nutzung des Metaobjekts aus Beispiel 45 wird ein
Funktionsobjekt O(+(x, I(1)), x) durch Anwen-
dung der Transformationsregeln transformations in
die Zielsprache übersetzt.
Zielsprache Operationsdarstellung
VHDL x := x + 1;
C/C++ x++;
VBA x = x + 1
Beispiel 50 (Zugriffe zu externen Medien)
Es seien zwei Metaobjekte gegeben, deren Instanzen persistent zu verwalten sind.
Ein Funktionsobjekt O(I(file1), file2) beschreibe das vollständige Programm50 zum Kopieren des
Inhalts von file1 nach file2. Während 3GL die Sätze einer sequenziellen Datei als Instanzen des Da-
teityps51 behandeln, kann bei 4GL die Übersetzung in Datenbankzugriffe erfolgen.
file1
Constructor
Scalar, TEXT
Storage
persistent
file2
Constructor
Scalar, TEXT
Storage
persistent
Werden dazu die beiden Metaobjekte in
Tabellen eines RDBMS übersetzt, dann
ergibt sich als Transformationsergebnis
des obigen Funktionsausdrucks:
INSERT INTO file2
SELECT * FROM file1;
Entsprechendes gilt für Objektinstanzen
von OODBMS. Beispiel 50 unterstellt ei-
ne aus einem Satz bestehende Datei. Im
allgemeinen Fall bildet der Kopiervor-
gang in 3GL eine Verarbeitungsschleife.
Durch unterschiedliche, in der Lis-
te transformations des Metaob-
jekts general_function beschriebene
Übersetzungsmöglichkeiten steht dem
Wissensingenieur auf allen Abstrakti-
onsstufen des Entwurfsprozesses vom
High-Level-Spezifikationsmodell bis zu
den Mikrooperationen des Implemen-
tierungsmodells gleiche Objekte zur
Struktur- und Verhaltensbeschreibung
zur Verfügung.
Zielsprache Operationsdarstellung
VHDL
use std.textio.all;
entity CopyFile is
end CopyFile;
architecture behavior of CopyFile is
file log1: text is in "file1";
file log2: text is out "file2";
begin
process
variable source: line;
begin
readline(log1, source);
writeline(log2, source);
wait;
end process;
end behavior;
C/C++
#include <fstream>
main ()
{
char c;
std::ifstream in_file("file1");
std::ofstream out_file("file2");
while(in_file.get(c))
out_file.put(c);
}
VBA
Dim source
Open "file1" For Input As #1
Open "file2" For Output As #2
Input #1, source
Write #2, source
Close #1
Close #2
Zur Adäquatheit der Algebra gelten sinngemäß die gleichen Aussagen wie zur Abgeschlossenheit; während
diese Eigenschaft für die innerhalb des Metamodells ablaufenden Operationen anhand der Mikroopera-
tionen gemäß Tabelle 5.2 nachweisbar ist, obliegt die Verantwortung hierfür bei Transformationen in
Fremdsysteme dem Wissensingenieur.
50Von Generatoren hinzugefügte Fehlerbehandlungen (z. B. Reaktion auf fehlende Eingabedatei / schon existierende Aus-
gabedatei) werden im Interesse der Übersichtlichkeit nicht dargestellt.
51Dies gilt sowohl für unstrukturierte sequenzielle Files als auch für XML-Dokumente.
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4.3.3 Besonderheiten von Hardware-Objekten
4.3.3.1 Zuweisungsoperationen
Zuweisungsoperationen unterliegen meist einer Einschränkung: während Rekursionen im Metamodell pro-
blemlos formuliert und bei Realisierung in Software direkt in die Zielsprache übersetzt werden können,
schließt eine Hardware-Realisierung dies aus. Die folgende Prüfung ermittelt direkte Rekursionen.
∆(recursion, Ω(general_function))
recursion: >(Σ(∩(Γ(Π(general_function, function_name)),
Γ(Π(general_function, inputs)))), I(0))
4.3.3.2 Ports
HDL erweitern die im Abschnitt 4.3.1 definierte Objektmenge um Ports. Letztere sind ebenfalls wertver-
änderliche Datenobjekte, deren Sichtbarkeitsbereich innerhalb (z. B. Signalverarbeitung in einem ASIC)
und außerhalb (z. B. Kommunikation zwischen ASIC) des Hardware-Objekts liegt. Zur Beschreibung von
Ports eignen sich mit dem speziellen Aspekt Port versehene Metaobjekte, die dem Generator die Über-
setzung in die HDL-spezifische Darstellung anzeigen. Zusätzlich stellt das Metaobjekt ein Attribut zur
Aufnahme des aktuellen Portwertes zur Verfügung, so dass auch Ports instanziiert werden können.
port_def
Constructor
List, port_item
Port
port_item
Constructor
Tuple, port_name, port_dir, type_id, type_width, port_value
Eine solche Erweiterung gegenüber CLINT++ ist notwendig, weil mit
activity_def und ready_def Sprachelemente vorliegen, die sich auf
Ports beziehen, die Sprache aber bisher keine Speicherungsmöglichkeit
für deren Werte vorhält.
Der datenbanktypische Wert ⊥ erhält an einem Port während der
Simulation die Semantik einer noch nicht erfolgten Wertzuweisung.
Aufrufe der Funktion I(port_value, . . .)O(port_value, . . .) führen zu
{
Leseoperationen
Schreiboperationen
}
auf Ports. Vor dem Zugriff zu einem Port steht die Auswahl eines solchen
durch Selektion52 mittels port_name.
Als Integritätsbedingung tritt bei Wertzuweisungen an Ports die Kompatibilität der Datentypen auf. In
der Eingabeliste der Funktion O befinde sich dazu ein Metaobjekt, das das zu schreibende Datum liefert.
==(Σ(∆(compatibility, ∆(writing, Ω(general_function)))), I(0))
writing: ==(Π(general_function, function_name), I("O"))
compatibility: ||(&&(<>(σβ(Π([Π(general_function, inputs), 1]), "Constructor"),
Null()),
<>(σβ(Π([Π(general_function, outputs), 1]), "Constructor"),
Null()),
<>(σβ(Π([Π(general_function, outputs), 1]), "Port"),
Null()),
¬(type_eq(Π([Π(general_function, inputs), 1]),
Π([Π(general_function, outputs), 1])))),
==(σα(Π([Π(general_function, outputs), 1]), "Port"), Null()))
Obige Funktion löst die Referenz zu den beiden in O angesprochenen Metaobjekten auf und vergleicht de-
ren Constructor-Aspekte. Sie nutzt dabei in der Funktion type_eq nach Abschnitt 3.8.4.3 die strukturell
identische Beschreibung von daten- und funktionserzeugenden Metaobjekten. ECA-Regeln reglementieren
Zugriffe zu den Ports so, dass
{
Leseoperationen
Schreiboperationen
}
auf Ports mit port_dir =
{
in ∨ inout
out ∨ inout
}
nur innerhalb
und port_dir =
{
out ∨ inout
in ∨ inout
}
nur außerhalb von Komponenten stattfinden dürfen. Mit dem Eintreffen
von Werten an Eingabe-Ports oder der Bereitstellung von Werten an Ausgabe-Ports kann die Aktivierung
(vgl. Abschnitt 4.1.5.1) bzw. Deaktivierung (vgl. Abschnitt 4.1.5.2) der Komponente verbunden sein.
52im Beispiel zwecks Vereinfachung nicht angegeben
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4.3.3.3 Signale
Während Variablen zu einem definierten Zeitpunkt stets genau einen Wert speichern und folg-
lich keine Historie kennen, bilden Signale in HDL eine wesentliche Kategorie zur Beschreibung
von Kommunikationsprozessen. Da in Zielsprachen Konstrukte zur Bezugnahme auf Wertänderun-
gen zur Verfügung stehen, muss das zugehörige Metaobjekt Paare der Gestalt (ti, vi) verwalten
(t ∈ {model_time}, v ∈ Ω(signal_type), i ∈ N). Dazu eignet sich das Listen-Konstruktionsprimitiv.
Signale verfügen so über eine Folge von Werten, die Änderungen zeitabhängig erkennen lässt. Der Aspekt
Signal zeigt dem Generator die Übersetzung in diese Kategorie an.
general_signal
Constructor
List, signal_item
Signal
signal_item
Constructor
Tuple, signal_time, signal_value
signal_time
Constructor
Scalar, Time
signal_value
Constructor
Scalar, . . .
Den konkreten Datentyp des Signals
legt der Wissensingenieur im Meta-
objekt signal_value fest. Die zu-
lässige Menge der Typen bestimmt
die Ziel-HDL.
Der Index i bedarf keiner speziel-
len Darstellung, da mit dem Listen-
Konstruktionsprimitiv eine Indizie-
rung der Elemente verbunden ist.
Die Speicherung der Zeit kann ent-
fallen, wenn jedem Indexwert genau
eine Belegung der Modelluhr ent-
spricht.
Da dies wegen des hohen Speicherplatzbedarfs nur für kurze Simulationszeiten praktikabel ist, wird
ein neues Listenelement signal_item bei jeder Änderung von signal_value hinzugefügt. Somit
befindet sich am Listenende stets die jüngste Eintragung des Signalwertes. Eine Schreiboperation auf
ein Metaobjekt mit Signal-Aspekt ist daher auf die vom Listentyp induzierte Einfüge-Operation für
Listenelemente nach Abschnitt 3.7.3.2 abzubilden (Hinzufügen eines Elements zu general_signal).
Durch entsprechende Wahl des Positionsparameters ist die FIFO-Strategie realisierbar. Eine ECA-Regel
überwacht die Länge der Liste. Überschreitet sie eine vom Anwender vorgegebene Grenze, so wird ihr
erstes, d. h. ältestes Element im Aktionsteil dieser Regel gelöscht. Bei Variablen liegt dieser Grenzwert
nutzerunabhängig bei 1. Bezüglich der Verwaltung bilden Variablen somit einen Spezialfall von Signalen.
model_time
Constructor
Scalar, Time
S
Constructor
Identity, general_signal
Der aktuelle Wert der Modelluhr
sei durch Zugriff auf nebenstehendes
Metaobjekt verfügbar.
Das betrachtete Signal S habe die
Struktur des allgemeinen Signals.
Auf ein solches Metaobjekt stützt sich die formale Definition HDL-typischer Ereignisse an Signalen. Als
Beispiel für VHDL wird auf [9, Seite 111-112] verwiesen:
Given a signal S, and a value T of type time, VHDL defines the following attributes:
S’delayed(T) A signal that takes on the same value as S but is delayed by time T.
S’stable(T) A Boolean signal that is true if there has been no event on S in the time interval T
up to current time, otherwise false.
S’quiet(T) A Boolean signal that is true if there has been no transaction on S in the time
interval T up to the current time, otherwise false.
S’transaction A signal of type bit that changes value from ’0’ to ’1’ or vice versa each time there
is a transaction on S.
S’event True if there is an event on S in the current simulation cycle, false otherwise.
S’active True if there is a transaction on S in the current simulation cycle, false otherwise.
S’last_event The time interval since the last event on S.
S’last_active The time interval since the last transaction on S.
S’last_value The value of S just before the last event on S.
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Damit sind die Funktionen der Objektalgebra auf das Signal-Metaobjekt anwendbar. Die folgenden
Beispiele demonstrieren dies an VHDL-Übersetzungen mit vhdlan und Simulationen mit vhdlsim der
Fa. Synopsys, Inc.
Beispiel 51 (Signalattribut delayed)
result
Constructor
Reference, signal_item
Variable
Eine Metafunktion ermittelt das Element aus der Signalhistorie mit
dem größten Zeitwert, der kleiner oder gleich der Differenz aus aktu-
eller Modellzeit und der Verzögerungszeit T ist. Ein Metaobjekt vom
Typ des allgemeinen Signals nimmt die Zwischenergebnisse auf.
sequence(initial, delayed, out)
initial: O(⊥, result) Initialisieren Zwischenspeicher
delayed: Φ(history(⊥), p1) Iteration über Signalhistorie
history: branching((||(==(result, Null()), Ermitteln Signalwert
&&(>=(Π(signal_item, signal_time), Π(result, signal_time)),
<=(Π(signal_item, signal_time), -(model_time, T)))),
O(⊥, result))) Zwischenergebnis
out: O(Π(result, signal_value), p2)
VHDL-Quelltext
entity SignalTest_delayed is
port (p1: in integer;
p2: out integer);
end SignalTest_delayed;
architecture behavior of
SignalTest_delayed is
begin
process(p1)
begin
p2 <= p1’delayed(5 ns);
end process;
end behavior;
Stimuli
trace /SignalTest_delayed/p1
trace /SignalTest_delayed/p2
assign 1 /SignalTest_delayed/p1
run 10
assign 1 /SignalTest_delayed/p1
run 10
assign 2 /SignalTest_delayed/p1
run 10
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Simulationsergebnis
p p
1 2
–––––– ––––––
0 1 -21474 undefiniertes Ergebnis bei model_time < T
20 2 1 Ausgabe des Signalwertes zum Zeitpunkt model_time - T
Beispiel 52 (Signalattribute stable und quiet)
Das Metamodell beschreibt das Signalattribut stable mit einer Funktion, die die Signalwerte aller Ein-
tragungen in der Liste des zu prüfenden Signals im Intervall 〈model_time - T, T〉 projiziert und von der
Listen- in die Mengenform konvertiert. Dabei entfernt die induzierte Operation Γ eventuell vorhandene
Duplikate. Verbleibt mehr als ein Element in der Ergebnismenge, dann trat im betrachteten Intervall ein
Pegelwechsel und damit ein Ereignis ein. Eine mittels Funktion interval erzeugte leere Menge zeigt die
erfüllte Bedingung quiet an.
stable: &&(>=(model_time, T),
<=(Σ(Γ(Π(∆(interval(⊥), p1), signal_value))), I(1)))
quiet: &&(>=(model_time, T), ==(Σ(∆(interval(⊥), p1)), I(0)))
interval: >=(Π(signal_item, signal_time), -(model_time, T))
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VHDL-Quelltext
entity SignalTest_stable is
port (p1: inout integer;
p2: out boolean;
p3: out boolean;
p4: out boolean;
p5: out boolean);
end SignalTest_stable;
architecture behavior of SignalTest_stable is
begin
process
begin
p2 <= p1’stable(5 ns);
p3 <= p1’quiet(5 ns);
p4 <= p1’stable(15 ns);
p5 <= p1’quiet(15 ns);
p1 <= p1 + 0;
wait for 10 ns;
end process;
end behavior;
Simulationsergebnis
p p p p p
1 2 3 4 5
------ ------- ------- ------- -------
0 1 ’FALSE’ ’FALSE’ ’FALSE’ ’FALSE’
10 1 ’TRUE’ ’TRUE’ ’FALSE’ ’FALSE’
20 1 ’TRUE’ ’TRUE’ ’TRUE’ ’FALSE’
Stimuli
trace /SignalTest_stable/p1
trace /SignalTest_stable/p2
trace /SignalTest_stable/p3
trace /SignalTest_stable/p4
trace /SignalTest_stable/p5
assign 1 /SignalTest_stable/p1
run 30
quit
Nebenstehende Verhaltensbeschreibung
realisiert die zyklische Aktivierung eines
Prozesses, der die Attribute des Signals
p1 an den Ausgabe-Ports bereitstellt. Zur
Simulationszeit 0 zeigen alle Ausgänge
den Wert FALSE, weil das zur Attributbe-
stimmung angegebene Intervall noch nicht
vollständig ist. Nach 10 Nanosekunden
stellt der Simulator an p2 und p3 eine
mindestens 5 ns währende stabile Phase
des Signals fest und gibt TRUE aus. Nach
20 ns wird die unterschiedliche Semantik
der Signalattribute deutlich: das für p4
und p5 betrachtete Intervall erstreckt
sich über zwei Aktivierungszyklen des
Prozesses. In dieser Zeit fand infolge der
Addition von 0 zum Wert von p1 zwar
eine Transaktion statt, jedoch führte diese
nicht zur Wertänderung des Signals.
Beispiel 53 (Signalattribute transaction, event und active)
Diese Attribute unterstützen die Überwachung der Wertänderungen an Signalen und sind somit geeignete
Übersetzungsziele des ON-UPDATE-Ereignisses. Die alternierende Belegung von transaction kommt durch
ein Metaobjekt zum Ausdruck, dessen Wert durch ein nutzerdefiniertes, vom Simulator geliefertes
Ereignis wie folgt geändert wird:
transaction
Constructor
Scalar, BIT
Event Condition Action
Start_Simulation True O(initial_value, transaction)
ON-UPDATE-signal True O(¬(I(transaction)), transaction)
Der Zeitpunkt der Wertänderung an transaction steuert im folgenden VHDL-Modell die Aktivierung des
Prozesses.
Das Attribut event signalisiert nur solche Ereignisse ON-UPDATE-signal_name, bei denen ein Wechsel
des Signalwertes stattfindet. Seine Erkennung beruht auf dem Vergleich des aktuellen Wertes in der
Signalhistorie mit seinem unmittelbaren Vorgänger (vgl. Beispiel 51).
Das Attribut active erhält nach erstmaliger Wertzuweisung an signal_name die Belegung ’TRUE’ und
behält diese bis zum Abschalten des Treibers durch disconnect. Die Erkennung von active und quiet
erfordert daher ein weiteres Metaobjekt, das den diesbezüglichen Signalstatus speichert.
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VHDL-Quelltext
entity SignalTest_transaction is
port (p1: in integer;
p2: out bit;
p3: out boolean;
p4: out boolean);
end SignalTest_transaction;
architecture behavior of SignalTest_transaction is
begin
process(p1’transaction)
begin
p2 <= p1’transaction;
p3 <= p1’event;
p4 <= p1’active;
end process;
end behavior;
Stimuli
trace /SignalTest_transaction/p1
trace /SignalTest_transaction/p2
trace /SignalTest_transaction/p3
trace /SignalTest_transaction/p4
assign 1 /SignalTest_transaction/p1
run 10
assign 1 /SignalTest_transaction/p1
run 10
assign 2 /SignalTest_transaction/p1
run 10
assign 1 /SignalTest_transaction/p1
run 10
assign 1 /SignalTest_transaction/p1
run 10
quit
Simulationsergebnis
p p p p
1 2 3 4
------ - ------- -------
0 1 1 ’FALSE’ ’FALSE’
10 1 0 ’FALSE’ ’TRUE’
20 2 1 ’TRUE’ ’TRUE’
30 1 0 ’TRUE’ ’TRUE’
40 1 1 ’FALSE’ ’TRUE’
Nebenstehende Verhaltensbeschreibung il-
lustriert die Belegung der Signalattribute
nach Zuweisungen an p1. Während tran-
saction jeden Schreibzugriff zum Signal
meldet, zeigt event nur Wertänderungen
an. Eine solche tritt erstmals nach 20 ns
auf, da der Simulator die Initialisierung zur
Zeit 0 nicht als Wertänderung behandelt.
Beispiel 54 (Signalattribute last_event und last_active)
VHDL-Quelltext
entity SignalTest_time is
port (p1: inout integer;
p2: out bit;
p3: out boolean;
p4: out boolean;
p5: out boolean;
p6: out integer);
end SignalTest_time;
architecture behavior of SignalTest_time is
constant test_time: TIME := 5 ns;
begin
process
begin
p2 <= p1’transaction;
p3 <= p1’active;
p4 <= p1’last_event > test_time;
p5 <= p1’last_active > test_time;
p6 <= p1’last_value;
wait for 10 ns;
end process;
end behavior;
Stimuli
trace /SignalTest_time/p1
trace /SignalTest_time/p2
trace /SignalTest_time/p3
trace /SignalTest_time/p4
trace /SignalTest_time/p5
trace /SignalTest_time/p6
assign 1 /SignalTest_time/p1
run 40
quit
Um den absoluten Zeitpunkt der erstma-
ligen Erfüllung dieser Bedingungen wäh-
rend der Simulation festzustellen, erfolgt
ein Vergleich der von den Attributen ge-
lieferten Zeiten mit einer Konstanten des
Typs TIME.
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Simulationsergebnis
p p p p p p
1 2 3 4 5 6
------ - ------- ------- ------- ------
0 1 1 ’FALSE’ ’FALSE’ ’FALSE’ -21474
10 1 1 ’FALSE’ ’TRUE’ ’TRUE’ -21474
Beispiel 55 (Signalattribut last_value)
Die Definition von last_value stützt sich auf die Signalhistorie. Ihre Implementierung im Metamodell
ermittelt den letzten, vor dem aktuellen Eintrag protokollierten Wert des Signals:
last_value: sequence(initial, search, out)
initial: O(⊥, result) Initialisieren Variable für aktuelle Position
search: Φ(history(⊥), p1) Iteration über Signalhistorie
history: branching((||(==(result, Null()), Ermitteln Signalwert
&&(>(Π(signal_item, signal_time), Π(result, signal_time)),
<>(Π(signal_item, signal_value),
Π(Π(p2, Σ(p2)), signal_value)))),
O(⊥, result))) Speichern Zwischenergebnis
out: O(Π(result, signal_value), p4) Ausgabe letzter Signalwert
VHDL-Quelltext
entity SignalTest_last_value is
port (p1: in integer;
p2: out integer;
p3: out integer);
end SignalTest_last_value;
architecture behavior of SignalTest_last_value is
begin
process(p1)
begin
p2 <= p1;
p3 <= p1’last_value;
end process;
end behavior;
Simulationsergebnis
p p p
1 2 3
------ ------ ------
0 1 1 -21474
10 2 2 1
Stimuli
trace /SignalTest_last_value/p1
trace /SignalTest_last_value/p2
trace /SignalTest_last_value/p3
assign 1 /SignalTest_last_value/p1
run 10
assign 2 /SignalTest_last_value/p1
run 10
quit
Nebenstehende Verhaltensbeschreibung il-
lustriert die Semantik des Attributs
last_value. Dessen Wert (am Ausgang
p3) ist zur Zeit 0 undefiniert, da zu diesem
Zeitpunkt noch nicht auf den Wert vor ei-
nem Ereignis zurückgegriffen werden kann.
Danach entspricht er dem letzten Eintrag
in der Signalhistorie vor der aktuellen Än-
derung.
Die Beispiele verdeutlichen, dass auch spezielle Eigenschaften der Signale im Metamodell formal be-
schreibbar und von/nach einer Zielsprache transformierbar sind. Eine formale Semantikbeschreibung ist
zugleich Implementierungsgrundlage für die Generatoren: während Metaobjekte mit Signal-Aspekt in
SystemC ihr direktes Äquivalent finden, müssen sie in C auf Arrays abgebildet werden, deren Manipula-
tion Funktionen übernehmen, die aus den in den Beispielen vorgestellten Metafunktionen hervorgehen.
4.3.3.4 Nebenläufigkeit
Durch die Modellierung des Verhaltens der Komponenten als aktive Objekte ist die Nebenläufigkeit mo-
dellinhärent gegeben: eine Komponente geht in den aktiven Zustand, sobald ihre Eingangsdaten vorliegen,
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bzw. die mittels activity_def beschriebene Bedingung erfüllt ist. Das Simulationsmodell unterstellt in
der Funktionsschicht die sofortige Verfügbarkeit aller zur Aktivität der Komponenten benötigten Ressour-
cen (insbesondere des Prozessors). Erst im Architekturmodell, in dem der Systemdesigner die Ressourcen-
Bindung festgelegt hat, kann es zu Wartezeiten wegen noch nicht verfügbarer Ressourcen kommen.
Nachdem die Entscheidung über eine Realisierung in Hard- oder Software gefallen ist, reduziert sich die
zu prüfende Menge von Funktionen entsprechend. Wenn logische (Daten-) Abhängigkeiten zwischen den
Funktionsobjekten bestehen, die Nebenläufigkeit also explizit auszuschließen ist, dann bietet sich im Meta-
modell eine Funktion an, deren inputs-Liste aus Referenzen auf die in sequenzieller Folge auszuführenden
Operationen besteht. Ein besonderer Aspekt unterstützt die Übersetzung in spezifische Konstrukte der
Zielsprache. Abschnitt 4.3.5.2.2 demonstriert dies am Beispiel des process-Statements in VHDL. Inner-
halb einer solchen Liste dürfen die Kontrollstrukturen auftreten, die auch in Software-Objekten üblich
sind. Abschnitt 4.3.4.2 behandelt die Ablaufsteuerung detailliert.
4.3.3.5 Warten auf Ereignisse
4.3.3.5.1 Semantik
Das Fortschreiten von in der Hardware ablaufenden Prozessen ist häufig an das Eintreten bestimmter
Ereignisse gebunden. In der Simulation wird ein Prozess bis zum Eintritt spezifizierter Bedingungen
oder Ereignisse von der Verarbeitung suspendiert. HDLs bieten spezielle sprachliche Konstrukte zur
Beschreibung von Wartezeiten an. In VHDL gilt dies für das wait-Statement ([9, Seite 113]):
wait_statement ⇐
[label :] wait [ on signal_name {, . . .} ]
[ until boolean_expression ]
[ for time_expression ];
wait-Statements beeinflussen direkt die Ausführung von Prozessen (Verzögerung um festes Intervall oder
Warten auf Ereignis).
Die Beschreibung derartiger Prozess-Zustandswechsel erfolgt im Metamodell durch ein Funktionsobjekt
mit dem zusätzlichen Aspekt wait. Letzterer zeigt dem Codegenerator die spezielle Verwendung an. Ein so
gekennzeichnetes Metaobjekt suspendiert den Prozess, in dem es auftritt, von der Verarbeitung. Bei einer
Simulation des Systems innerhalb der Entwurfsumgebung übernimmt das Laufzeitsystem die Änderung
des Prozesszustands in „wartend“ als Seiteneffekt. Bei der Übersetzung in die Zielsprache entfällt dies, da
dann der VHDL-Simulator diese Aufgabe übernimmt.
Schlüsselwort
im 1. Slot
Semantik Interpretation der folgenden Slots
Expression Warten auf Erfüllung des
Booleschen Ausdrucks
leer, da der Generator die Funktionsdefinition direkt
übernimmt
Event Warten auf Ereignis am
Signal
leer, da der Generator den Signalnamen aus der Funkti-
onsdefinition ableitet
Delay zyklische Aktivierung des
Prozesses
2. Slot: Periodendauer
3. Slot Maßeinheit der Zeitangabe
Die Transformierbarkeit eines solchen Funktionsobjekts ist somit an werkzeugspezifische Integritätsregeln
nach Abschnitt 3.6.1.6 gebunden:
• Wenn eine Funktion den wait-Aspekt besitzt und der 1. Slot mit Expression belegt ist, dann muss
ihre Liste outputs genau ein Element enthalten und vom Typ BIT sein. Der Operatorbaum dieser
Funktion darf nur logische, auf Operationen der Zielsprache abbildbare Funktionen enthalten.
• Wenn eine Funktion den wait-Aspekt besitzt und der 1. Slot mit Event belegt ist, dann muss ihre
Liste inputs ein Metaobjekt mit Signal-Aspekt enthalten.
• Wenn eine Funktion den wait-Aspekt besitzt und der 1. Slot mit Delay belegt ist, dann muss ihre
Liste inputs einen Vergleich zwischen einem Kalenderelement und der Modelluhr enthalten.
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Die Funktion selbst beschreibt die Bedingung, deren Erfüllung die Wiederaufnahme des unterbrochenen
Prozesses bewirkt. Die Slots des wait-Aspekts stellen sprachspezifische Informationen für die Codegene-
rierung bereit.
Das wait-Statement darf innerhalb von Kontrollstrukturen auftreten (s. Abschnitt 4.3.4.2). Die folgen-
den Abschnitte beschreiben die Ableitung dieser Semantik aus einer mit Konstrukten des Metamodells
formulierten Systembeschreibung.
4.3.3.5.2 Beschreibung im Metamodell
DasWarten auf Ereignisse beschreibt das Metamodell sprachunabhängig mit einem Funktions-Metaobjekt
nach Abschnitt 3.6.2.1, das mit dem zusätzlichen Aspekt wait gekennzeichnet ist, um dem Generator
die spezielle Semantik anzuzeigen. Die Interpretation der Elemente der Liste inputs solcher Funktionen
richtet sich nach der Belegung des ersten Slots im Aspekt wait. Die folgenden Beispiele zeigen dies für
die Sprache VHDL.
Beispiel 56 (Warten auf Wertänderung an Signalen)
Die Bedingung zur Wiederaufnahme der Bearbeitung eines suspendierten Prozesses ist gleichbedeutend
mit dem im Abschnitt 4.3.3.3 beschriebenen Signal-Attribut event (vgl. Beispiel 53). Als Elemente
von inputs werden Metaobjekte mit dem Signal-Aspekt erwartet. Eine ECA-Regel überwacht diese
Integritätsbedingung. Sie kommt u. a. bei der Beschreibung von Handshake-Protokollen zum Einsatz.
==(Σ(∆(signalling(Π(general_function, inputs)),
∆(waiting(⊥), Ω(general_function)))),
Σ(∆(waiting(⊥), Ω(general_function))))
waiting: ==(Σ(==(Π([Π(∆(==(Π(aspect, aspect_name), I("wait")),
Π(general_function, aspect)), slot), 1]), I("Event"))),
I(1))
signalling: &&(>=(Σ(inputs), I(1)), ==(Σ(inputs), Σ(∆(referencing(⊥), inputs))))
referencing: ==(Σ(∩(Π(Π(∆(==(Π(general_function, function_name), *),
Ω(general_function)), aspect), aspect_name),
Γ(I("Signal")))), I(1))
Der Generator kann somit ECA-Regeln erzeugen, die Wertänderungen an Signalen registrieren
Event: ON-UPDATE-signal_name
und den Prozess aktivieren, falls er sich im deaktivierten Zustand53 befindet.
Condition: if State of the process = "waiting"
Der Aktionsteil der Regel versetzt den Prozess in den aktiven Zustand.
Action: Setting State of the process = "acting"
Die Transformation nach VHDL erzeugt ein wait-Statement:
53Die Zustandsauswertung des Prozesses bildet den Bedingungsteil dieser Regel.
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VHDL-Quelltext
entity Signal_Test is
port (A: in bit;
B: inout integer);
end Signal_Test;
architecture behavior of
Signal_Test is
begin
process
begin
B <= B + 1;
wait on A;
end process;
end behavior;
Signal_Test
Constructor
Tuple, function_name, inputs, outputs, instructions, transformations
wait
Event
Stimuli
trace /Signal_Test/A
trace /Signal_Test/B
assign ’0’ /Signal_Test/A
assign 0 /Signal_Test/B
run 10
assign ’1’ /Signal_Test/A
run 10
assign ’0’ /Signal_Test/A
run 10
quit
Suspendierung des Prozesses bis
zur nächsten Wertänderung am
Signal A
Initialisiert mit dem Signalna-
men A
ﬀ
6
Simulationsergebnis
/ /
S S
i i
g g
n n
a a
l l
_ _
T T
e e
s s
t t
/ /
A B
- ------
0 0 1
10 1 2
20 0 3
architecture behavior of Signal_Test is
begin
process(A)
begin
B <= B + 1;
end process;
end behavior;
Das obiger Transformation zugrunde liegende Metaobjekt
erlaubt in dieser Konstellation auch die nebenstehende,
semantisch äquivalente Übersetzung in einen Prozess mit
sensitivity-Liste.
Die logische Zusammenfassung mehrerer funktionsbeschreibender Metaobjekte zu einem Prozess über-
nimmt mit sequence ein Konstrukt zur Ablaufsteuerung nach Abschnitt 4.3.4.2.
Beispiel 57 (Warten auf Erfüllbarkeit eines Booleschen Ausdrucks)
Wenn der erste Slot des wait-Aspekts die Erfüllbarkeit eines Booleschen Ausdrucks als Bedingung
zur Wiederaufnahme des suspendierten Prozesses vorsieht, dann muss das Funktionsobjekt in seiner
Ausgabeliste genau ein Metaobjekt von Typ BIT enthalten.
==(Σ(∆(testing(Π(general_function, outputs)), ∆(waiting(⊥), Ω(general_function)))),
Σ(∆(waiting(⊥), Ω(general_function))))
waiting: ==(Σ(==(Π([Π(∆(==(Π(aspect, aspect_name), I("wait")),
Π(general_function, aspect)), slot), 1, 1]),
I("Expression"))), I(1))
testing: ==(Σ(∆(referencing(⊥), outputs)), I(1))
referencing: ==(Σ(∆(boolean(Π(meta_object, aspect)),
∆(==(Π(meta_object, object_name), *), Ω(meta_object)))), I(1))
boolean: &&(||(==(Π(aspect, aspect_name), I("Function")),
==(Π(aspect, aspect_name), I("Constructor"))),
==(Π([Π(aspect, slot), 1, 1]), I("Scalar")),
==(Π([Π(aspect, slot), 2, 2]), I("BIT")))
Die Analyse des Operatorbaums offenbart alle (Variablen-)Objekte, deren Wertänderung von ECA-
Regeln zu überwachen ist. Der Generator kann diese Regeln erzeugen. Sie berechnen den durch die
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Funktion definierten Booleschen Ausdruck bei jeder Wertänderung neu und versetzen den Prozess in den
aktiven Zustand, falls er deaktiviert ist und der Ausdruck den Wert True annimmt.
VHDL-Quelltext
entity Expression_Test is
port (A: inout integer;
B: inout integer);
end Expression_Test;
architecture behavior of
Expression_Test is
begin
process
begin
wait for 5 ns;
A <= A + 1;
end process;
process
begin
wait until (A’event and A mod 10 = 0);
B <= B + 1;
end process;
end behavior;
Expression_Test
Constructor
Tuple, function_name, inputs, outputs, instructions, transformations
wait
Expression
Weitere ECA-Regeln beschränken die Menge komplexer Funktionen in der
Liste inputs, die für diese spezielle Anwendung zulässig sind, so, dass die
Übersetzung in einen until-Ausdruck von VHDL möglich ist.
Stimuli
trace /Expression_Test/A
trace /Expression_Test/B
assign 0 /Expression_Test/A
assign 0 /Expression_Test/B
run 150
quit
zyklische Aktivierung des Pro-
zesses gemäß Beispiel 58
Übersetzung in Booleschen Aus-
druck für until
initialisiert mit nutzerdefinierter
Funktion zur Beschreibung der
Wiederaufnahme-Bedingung
ﬀ
6
6
ﬀ
Simulationsergebnis
A B
----- -----
0 0 0
5 1 0
10 2 0
15 3 0
20 4 0
25 5 0
30 6 0
35 7 0
40 8 0
45 9 0
50 10 1
55 11 1
60 12 1
65 13 1
70 14 1
75 15 1
80 16 1
85 17 1
90 18 1
95 19 1
100 20 2
105 21 2
110 22 2
115 23 2
120 24 2
125 25 2
130 26 2
135 27 2
140 28 2
145 29 2
Beispiel 58 (Warten auf Ablauf einer vorgegebenen Simulationszeit)
Im Gegensatz zu wait on und wait until ergibt sich der exakte Zustand, an dessen Eintritt die Wie-
deraufnahme des Prozesses gebunden ist, hierbei erst zur Laufzeit (Wert der Modelluhr zum Zeitpunkt
der Deaktivierung + Wartezeit). Dieser Zustand tritt beim prozessunabhängigen Inkrementieren der Mo-
delluhr ein, wenn der berechnete Wiederaufnahmezeitpunkt innerhalb der maximalen Simulationsdauer
liegt.
Eine Realisierungsmöglichkeit für wait besteht im Hinzufügen einer ECA-Regel, die die Prozessaktivie-
rung nach Ablauf der Wartezeit ausführt. Dies bedeutet jedoch eine dynamische Änderung der Regelbasis
zur Laufzeit, die zwar prinzipiell möglich, hinsichtlich der Integritätserhaltung jedoch nach Abschnitt
3.11.3.2 als kritisch zu bewerten ist. Hinzu kommt die notwendige Löschung der Regel nach ihrer Aus-
führung, denn diese Ereignisbehandlung findet einmalig54 statt.
Eine solche Steuerung bietet die größte Flexibilität, zugleich aber auch die größten Risiken und die kleinste
Simulationsgeschwindigkeit, weil dynamische Änderungen der Regelbasis stattfinden. Deshalb verwaltet
ein zusätzliches Metaobjekt die wartenden Prozesse.
54Aktivierung eines zuvor deaktivierten Prozesses nur bei bestimmtem Wert der Modelluhr bzw. bei speziellen Signalände-
rungen
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Tasks
Constructor
List, Process
Process
Constructor
Tuple, OID, state, deactivate, activate
time
Constructor
Scalar, LONG55
Die Anzahl der Listenelemente ist gleich der Anzahl von Funktionsobjekten mit wait-Aspekt des aktu-
ellen Modells und damit bereits zur Übersetzungszeit bekannt. Jede Prozessunterbrechung mit wait ist
durch den Objektidentifikator OID des zugehörigen Metaobjekts modellweit eindeutig gekennzeichnet56.
Der Zustand des Prozesses ist im Skalar state ablesbar. Seine Werte sind durch das allgemeine Zustands-
diagramm für Prozesse nach Abb. 3.12 gegeben. Zum Zeitpunkt der Ausführung von wait schreibt die
suspendierende Funktion den aktuellen Stand der Modelluhr in deactivate und addiert den time-Wert
aus dem 2. Slot des wait-Aspekts, um danach das Ergebnis in activate des Elements Process abzulegen.
Deshalb muss sich dort stets eine Zeichenkette befinden, die sich in eine positive Zahl konvertieren lässt.
==(Σ(∆(testing(Π(general_function, aspect)), ∆(waiting(⊥), Ω(general_function)))),
Σ(∆(waiting(⊥), Ω(general_function))))
waiting: ==(Σ(==(Π([Π(∆(==(Π(aspect, aspect_name), I("wait")),
Π(general_function, aspect)), slot), 1, 1]),
I("Delay"))), I(1))
testing: ||(&&(==(Π(aspect, aspect_name), I("wait")),
==(Π([Π(aspect, slot), 1, 1]), I("Delay")),
IsNumeric(Π([Π(aspect, slot), 2, 2])),
>=(Π(Π(aspect, slot), 2), I(0)),
||(==(Π(Π(aspect, slot), 2), I("fs")), Femtosekunde
==(Π(Π(aspect, slot), 2), I("ps")), Pikosekunde
==(Π(Π(aspect, slot), 2), I("ns")), Nanosekunde
==(Π(Π(aspect, slot), 2), I("us")), Mikrosekunde
==(Π(Π(aspect, slot), 2), I("ms")), Millisekunde
==(Π(Π(aspect, slot), 2), I("sec")), Sekunde
==(Π(Π(aspect, slot), 2), I("min")))), Minute

gemäß
VHDL-Syntax
<>(Π(aspect, aspect_name), I("wait")),
<>(Π([Π(aspect, slot), 1, 1]), I("Delay")))
Dieses Verfahren ermöglicht die Generierung nur einer ECA-Regel, welche das Änderungsereignis der
Modelluhr behandelt und deren Wert mit activate der Prozessliste vergleicht. Diese Funktion spezifi-
ziert der Wissensingenieur im zugehörigen Metaobjekt. Eine Integritätsbedingung beim Schreiben von
Listenelementen in Tasks besteht darin, dass time stets größer oder gleich dem Wert der Modelluhr sein
muss und der neue Wert nie kleiner als der alte sein darf (Restriktion erlaubter Zustandsübergänge).
Die Einhaltung von activate ≥ deactivate folgt aus time ≥ 0 des wait-Statements.
55Repräsentation der Modellzeit während der Simulation
56Dadurch können sich mehrere Prozesse gleichzeitig im Wartezustand befinden.
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VHDL-Quelltext
entity Time_Test is
port (value: inout integer);
end Time_Test;
architecture behavior of Time_Test is
begin
process
begin
value <= value + 1;
wait for 5 ns;
end process;
end behavior;
Signal_Test
Constructor
Tuple, function_name, inputs, outputs, instructions, transformations
wait
Delay, 5, ns
ﬀﬀ
?
Stimuli
trace /Time_Test/value
assign 0 /Time_Test/value
run 50 quit
Übernahme aus den Slots des
wait-Aspekts
Initialisiert mit
==(time, Π(∆(==(Π(Process, OID), I(OID)),
Ω(Process)), activate))
Simulationsergebnis
v
a
l
u
e
------
0 1
5 2
10 3
15 4
20 5
25 6
30 7
35 8
40 9
45 10
Erfolgt die Eintragung des Zeitpunkts der Deaktivierung bei jeder Form des Wartens, dann liefert
∆(>(-(I(model_time), Π(Process, deactivate)), I("time out")), Ω(Tasks))
die Prozesse, die länger als time out auf ihre Aktivierung warten. Der Aktionsteil einer solchen Regel
kann die Situation behandeln.
System_load
Constructor
List, Tasks
Die Speicherung des Prozesszustands zusammen mit einem Zeitstempel
in Listenform bildet die Grundlage einer Post-Run-Animation57 sowie
der Gewinnung statistischer Aussagen über die Auslastung der Kompo-
nenten. Ferner ermöglicht Tasks die Prüfung erlaubter Zustandsüber-
gänge: vor jeder Aktivierung testet eine Funktion, ob der Prozess war-
tend ist, andernfalls liegt ein runtime-Fehler in der Simulation vor.
Abbildung 4.16: Post-Run-Animation der Auslastung von Verarbeitungsknoten
57Dieses Verfahren nutzt [256] zur dynamischen Analyse des Zeitverhaltens in VHDL-Modellen.
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4.3.3.5.3 Behandlung durch den Simulator
Während bei der Übersetzung eines Metaobjekts mit dem wait-Aspekt die Scheduling-Strategien für
Prozesse des Zielsystems zum Einsatz kommen (z. B. des wait-Statement in VHDL), muss ein aus Me-
taobjekten aufgebauter Simulator selbst für die Suspendierung und spätere Reaktivierung der Prozesse
sorgen. Die bisher beschriebene Strategie geht davon aus, dass alle während der Simulation benötigten
Datenstrukturen sowie alle ECA-Regeln vom Generator zum Zeitpunkt der Übersetzung des Metamodells
angelegt werden können. Sie ist anwendbar, wenn alle Mechanismen zur Aktivierung und Deaktivierung
in diesem Stadium des Systementwurfs bekannt und Eingriffe in die Regelbasis somit vermeidbar sind.
Falls der Entwurf jedoch weitere Komponenten erfordert, die flexiblere Algorithmen zur Prozesssteuerung
verlangen, so stellt der Generator zur Übersetzungszeit lediglich eine Liste der zukünftigen Ereignisse58
bereit, deren Verwaltung zur Laufzeit den Komponenten obliegt. Sie enthält die Namen aller suspendier-
ten Prozesse und die Namen der Ereignisse, die zur Wiederaufnahme59 führen. Ein suspendierter Prozess
bestimmt in diesem Falle zur Laufzeit selbst das für seine Reaktivierung erwartete Ereignis (z. B. Addition
der Wartezeit zum aktuellen Stand der Modelluhr nach Beispiel 58).
Dadurch kann potentiell jedes Ereignis im ADBMS für die Liste der zukünftigen Ereignisse relevant sein.
Der Aktionsteil der Regel zur Behandlung des Ereignisses ON_CHANGE_Model_Clock (Änderung der Mo-
delluhr) liest den Kalender sequenziell und vergleicht, ob die Modelluhr den im Kalenderelement angegebe-
nen Stand erreicht oder überschritten hat. Die erfüllte Bedingung führt zur Ausführung der spezifizierten
Operation.
Eine weitere Aktion löscht Kalendereinträge, die in der Vergangenheit liegen, deren Zeitwert also kleiner
als der der Modelluhr ist. Diese Verfahrensweise sichert, dass der Kalender auch bei nicht ausgeführten
Operationen stets bereinigt wird.
Folglich muss zur Realisierung einer solchen Strategie ein „Superereignis“ existieren, das unter Anwendung
der Ereignisalgebra aus Abschnitt 3.10.6.1 als disjunktive Verknüpfung aller (primitiven) Ereignisse60
entsteht. Das zugehörige Funktionsobjekt kann der Generator durch lesenden Zugriff auf die Regelbasis
erzeugen. Bei seiner Konstruktion ist zu berücksichtigen, dass bei Eintritt des komplexen Ereignisses
Zugriff zu den primitiven Ereignissen bestehen muss, die dieses ausgelöst haben, damit ein Vergleich
primitiver Ereignisinstanzen mit den Elementen der Liste zukünftiger Ereignisse erfolgen kann. Somit
stellt der Simulator nach jedem beliebigen Ereignis fest, ob dadurch Aktionen aus der Liste anzustoßen
sind (z. B. Aktivierung eines Prozesses nach Wertänderungen an Signalen). Tritt ein lt. Liste erwartetes
Ereignis ein, so entfernt der Simulator den zugehörigen Eintrag.
Bei hinreichend kleinen Zeitschritten der Modelluhr kann deren ON-UPDATE-Ereignis die Behandlung der
Liste künftiger Ereignisse einleiten. Der Aktionsteil der zugehörigen Regel prüft in diesem Falle die Er-
füllbarkeit der Bedingungen wartender Prozesse.
Wiederaufnahme zu einem
festen Zeitpunkt:
Vergleich des Zeitwertes in der Liste künftiger Ereignisse mit dem Stand
der Modelluhr
Wiederaufnahme nach Er-
eignis am Signal:
Lesen des vorletzten und des letzten Wertes der Historie des Signals
und Vergleich gemäß Signalattribut; letztes Element der Liste enthält
aktuellen Wert des Signals
Wiederaufnahme bei erfüll-
tem logischen Ausdruck:
Berechnen des Ausdruckswertes mit Hilfe der Funktionsobjekte
Soll der Simulator z. B. bei begrenzter Anzahl nutzbarer Prozessoren spezielle Scheduling-Strategien be-
rücksichtigen, so empfiehlt sich die Verwaltung einer Liste bereiter Prozesse61. Deren Auswertung gibt
Aufschluss über die Zeitverhältnisse bzgl. der Wartezeit von Prozessen auf Betriebsmittelzuteilungen.
Eine Integritätsbedingung während der Simulation besteht in der Prüfung, ob sich der durch ECA-Regeln
zu aktivierende Prozess im wartenden Zustand befindet; andernfalls liegt ein runtime-Fehler vor.
58Diese Strategie nutzt das System TOMAS und bezeichnet die Liste als Kalender.
59Damit ist das Problem mehrerer durch wait-Statements suspendierter Prozesse gelöst.
60Ggf. beschränkt sich diese Menge auf Ereignisse an Signalen und an der Modelluhr.
61Aufbau des zugehörigen Metamodells wie im Abschnitt 4.3.3.5.2
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4.3.3.6 Komponentenbeschreibung durch Metaobjekte
Das Verhalten typischer Grundbausteine informationsverarbeitender Systeme kann mit ECA-Regeln mit
vom Anwender bestimmten Detaillierungsgrad beschrieben werden. Dies gilt für Hard- und Softwarekom-
ponenten ebenso wie für Bauteile anderer Domänen (z. B. Magnete, Motoren, Beleuchtungskörper).
Eine vereinheitlichte Komponentenbeschreibung durch Metaobjekte ersetzt dazu die bisher verwendete
Verhaltensbeschreibung durch Quelltexte einer domänenspezifischen Sprache. Für ausgewählte Grundele-
mente eingebetteter Systeme demonstrieren dies die folgenden Abschnitte an Beispielen.
4.3.3.6.1 Speicher
Für die Modellierung eines speichernden Bauelements ist nur wesentlich, dass es als Reaktion auf die
Änderung der Adressierungsinformation ein Datenelement liefert und andererseits ein aus der Umgebung
geliefertes Datenelement dort ablegt. Die Struktur eines Speichers widerspiegelt ein Metaobjekt vom
Listentyp (zunächst ohne Beachtung der zugrunde liegenden Technologie62).
storage
Constructor
List, cell
cell
Constructor
Scalar, INTEGER
Das Funktionsergebnis Σ(storage) gibt die Spei-
cherkapazität an, die Begrenzung des Wertebe-
reichs von cell nach Abschnitt 3.6.1.1 definiert
die Wortbreite.
Die Operationen zum Hinzufügen und Löschen
von Listenelementen sind unzulässig63 bei Halb-
leiterspeichern. Die folgende ECA-Regel gibt eine
phänomenologische Beschreibung der Funktiona-
lität eines ROM.
Event Condition Action
ON-UPDATE-address ==(ready, True) I(Π(Π(storage, cell), address))
Ein RAM ist demnach eine Spezialisierung des Metaobjekts storage mit der zusätzlichen Funktionalität
des Schreibens in die durch address bestimmte Speicherzelle. Auf dieser Abstraktionsstufe zeigen Register
und Speicher identisches Verhalten.
Metaobjekte des Typs storage ordnen sich in die Funktionsschicht, also die implementierungsneutrale
Beschreibung einer Funktion in der Wissensbasis ein. Implementierungen dieses Objekts beschreiben eine
konkrete Technologie (z. B. EDO-RAM, DDR-SDRAM, FPM-RAM).
4.3.3.6.2 Flipflops
flipflop
Constructor
Scalar, BIT
Ein Flipflop besitzt die Speicherkapazität von einem Bit. Es ist
strukturell durch nebenstehendes Metaobjekt gegeben.
Sein Verhalten beschreiben ECA-Regeln (hier: J-K-Flipflop):
Event Condition Action
ON-UPDATE-J
ON-UPDATE-K
&&(==(J, True),
==(K, False)) O(True, flipflop)
ON-UPDATE-J
ON-UPDATE-K
&&(==(J, False),
==(K, True)) O(False, flipflop)
ON-UPDATE-J
ON-UPDATE-K
&&(==(J, True),
==(K, True)) O(¬(I(flipflop)), flipflop)
ECA-Regeln, Zustands-
diagramme und Auto-
matentabellen sind somit
ohne Informationsverlust
ineinander überführbare
Verhaltensbeschreibun-
gen. Die erforderlichen
Metaobjekte behandelt
der Abschnitt 4.2.1.
62Bereitstellung und Auswahl von Speichertechnologien ist Aufgabe der Implementierungsschicht.
63Sie würden eine Änderung der Hardware zur Laufzeit suggerieren.
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J K Qt+1
False False Qt
False True False
True False True
True True ¬Qt
"!
# 
"!
# 
True FalseK = False
-
J = Falseﬀ
K = True
-
J = True
ﬀ
Abbildung 4.17: Automatentabelle und Zustandsdiagramm des J-K-Flipflops
4.3.3.6.3 Multiplexer/Demultiplexer
Kombinatorische Elemente benötigen keine speichernden, sondern nur funktionsbeschreibende Metaob-
jekte. So definiert ein algebraischer Ausdruck das Verhalten des 4:1-Multiplexers, indem er im Aktionsteil
einer ECA-Regel die Neuberechnung von y nach jeder Änderung an einem der Eingangssignale bewirkt.
Ein komplexes Ereignis fasst diese Wertänderungen zusammen:
changes_value := ∨(ON-UPDATE-s1, ON-UPDATE-s2)
Event Condition Action
changes_value True
O(||(&&(x1, ¬(s1), ¬(s2)),
&&(x2, ¬(s1), s2),
&&(x3, s1, ¬(s2)),
&&(x4, s1, s2)), y)
x1
x2
x3
x4
s1 s2
y
Abbildung 4.18: Beschreibung eines Multiplexers im Metamodell
Implementierungen der Funktion können kombinatorische Schaltungen, wertzuweisende Ausdrücke in
einer Programmiersprache oder auch pneumatische bzw. hydraulische Einrichtungen sein, die durch Be-
tätigung der Ventile si den stoﬄichen Fluss von den Eingängen xj zum Ausgang y steuern.
4.3.4 Besonderheiten von Software-Objekten
4.3.4.1 Zuweisungsoperationen
Bei Übersetzung von Funktions-Metaobjekten in eine Software-Verhaltensbeschreibung (PL) ist das Ziel
der Funktion O eine Variable oder ein persistentes Objekt in Filesystemen oder Datenbanken.
==(Σ(∆(assign(⊥), ∆(writing(⊥), Ω(general_function)))), I(0))
writing: ==(Π(general_function, function_name), I("O"))
assign: &&(==(Σ(∩(Π(∆(==(Π([Π(general_function, outputs), 1, 1]),
Π(meta_object, object_name)), Ω(meta_object)),
aspect), Γ(I("Constructor")))), I(1)),
||(==(Σ(∩(Π(∆(==(Π([Π(general_function, outputs), 1, 1]),
Π(meta_object, object_name)), Ω(meta_object)),
aspect), Γ(I("Variable")))), I(1)),
&&(==(Σ(∩(Π(∆(==(Π([Π(general_function, outputs), 1, 1]),
Π(meta_object, object_name)), Ω(meta_object)),
aspect), Γ(I("Storage")))), I(1)),
==(Π([Π(∆(==(Π(aspect, aspect_name), I("Storage")),
Π(∆(==(Π([Π(general_function, outputs), 1, 1]),
Π(meta_object, object_name)), Ω(meta_object)),
aspect)), slot), 1, 1]), I("persistent")))))
Obige Integritätsbedingung ist als weich einzustufen, da z. B. Sprachen für OODBMS auch Zuweisungen
an transiente Objekte zulassen. Ferner können spezielle Übersetzungen von Funktionsobjekten, die
nicht bis zum Niveau induzierter Funktionen aufgelöst werden, zu Aufrufen von Bibliotheks- oder
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Systemfunktionen der jeweiligen Programmiersprache führen (API). Beschreibt ein Metaobjekt ein
persistentes Objekt, dann ist der Generator auch für die Erzeugung solcher Servicefunktionen wie
der Prüfung der
{
Existenz
Nichtexistenz
}
von
{
Eingabedateien
Ausgabedateien
}
, dem Öffnen und Schließen der Dateien usw.
zuständig, da diese nicht Gegenstand des Metamodells ist.
4.3.4.2 Ablaufsteuerung
Der Strategie einer Aktivierung von verarbeitenden Funktionen beim Eintreffen der Eingabedaten ent-
spricht die Datenflussmaschine. Programme für eine solche Rechnerarchitektur sind folglich direkt aus
dem Metamodell extrahierbar. Die von-Neumann-Architektur verwendet dagegen eine externe Ablauf-
steuerung, die die jeweils nächste auszuführende Instruktion datenunabhängig ermittelt. Zur Darstellung
einer solchen im Metamodell existieren mehrere Alternativen:
• Da ein Funktionsobjekt per Definition mehr als einen Ergebniswert64 liefern darf, entscheidet jede
Funktion durch Ausgabe des Namens der nächsten auszuführenden Funktion über ihren logischen
Nachfolger. Diesem Prinzip folgt die Assemblersprache einer 5-Adressmaschine oder z. B. auch die
DML des netzwerkorientierten Systems DBS/R.
• Der Befehlszähler von 1 bis 3-Adressmaschinen wird durch ein Metaobjekt vom skalaren Typ simuliert.
Alle Funktionsmetaobjekte einer Programmeinheit bilden die Elemente einer Liste. Der Befehlszäh-
ler enthält jeweils die Indexposition der nächsten auszuführenden Funktion. Bei Sprüngen darf die
Funktion, die die Sprungbedingung auswertet, schreibend auf den Befehlszähler zugreifen. Zugriffe
zum Befehlszähler verursachen Ereignisse, die zur Aktivierung der nächsten Funktion führen. Jede
Funktion meldet ihr Arbeitsende der zentralen Aufrufsteuerung.
• Das gesamte Programm wird als komplexe Funktion definiert, deren Eingangswerte Funktionen niedri-
gerer Komplexität sind. Somit entsteht ein gerichteter, nicht notwendig zyklenfreier Graph (z. B. bei
Rekursionen), dessen allgemeine Knoten komplexe und dessen Blattknoten induzierte Funktionen
sind. Dieses Verfahren nutzen funktionale Programmiersprachen (z. B. ML).
Die Grundelemente der Ablaufsteuerung in PL sind ebenfalls durch komplexe Funktionen modellierbar.
4.3.4.2.1 Sequenz
Semantik
-
Die Elemente der Liste inputs sind Referenzen auf Funktionsobjekte,
die in Statements einer PL zu übersetzen und in der Reihenfolge der
Indizierung der Liste auszuführen sind.
Charakteristische Eigenschaft
Anzahl Vorgänger = Anzahl Nachfolger = 1
Integrität
Eine Sequenz ist eine Funktion mit variabler Anzahl von Parametern. Jeder Parameter verweist auf
ein werterzeugendes Objekt (also eine weitere Funktion). Die Implementation besteht im sequenziellen
Aufruf der Unterfunktionen. Da die Referenz zu einem beliebigen Metaobjekt führen kann, prüft die
folgende Regel, ob die Liste nur Funktionsobjekte enthält. Eine Funktion darf beliebig oft in der Sequenz
vorkommen.
&&(==(Π(general_function, function_name), I("sequence")),
==(Σ(Π(general_function, inputs)),
Σ(∆(<>(σα(*, "Function"), Null()), Π(general_function, inputs)))),
==(Σ(Π(general_function, outputs)), I(0)))
Self-Referencing ist auszuschließen:
64vgl. Definition des Metaobjekts general_function im Abschnitt 3.6.2.1
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==(Σ(∆(self(⊥), ∆(selection(⊥), Ω(general_function)))), I(0))
selection: ==(Π(general_function, function_name), I("sequence"))
self: >(Σ(∩(Γ(Π(general_function, function_name)),
Γ(Π(general_function, inputs)))), I(0))
instructions
For i = 1 To Σ(inputs)
Call inputs(i)
Next i
transformations
Übersetzung in Instruktionssequenz der Zielsprache
4.3.4.2.2 Verzweigung
Semantik
3
QQs
Die Liste inputs besitzt mindestens zwei, höchstens drei Elemen-
te. Alle Elemente sind Referenzen auf Funktionsobjekte. Der Boole-
sche Rückgabewert der ersten Funktion entscheidet, ob nach deren
Auswertung die zweite oder dritte Funktion zur Ausführung gelangt
(allgemeine If . . . Then . . . Else-Anweisung).
Charakteristische Eigenschaft
Anzahl Vorgänger = 1, Anzahl Nachfolger > 1
Integrität
&&(==(Π(general_function, function_name), I("branching")),
>=(Σ(Π(general_function, inputs)), I(2)),
<=(Σ(Π(general_function, inputs)), I(3)),
==(Σ(Π(general_function, inputs)),
Σ(∆(<>(σα(*, "Function"), Null()), Π(general_function, inputs)))),
==(Σ(Π(general_function, outputs)), I(0)))
Die an erster Position der Liste inputs auftretende Funktion muss den Typ Boolean haben. Wegen
der strukturell identischen Beschreibung von induzierten und nutzerdefinierten Funktionen benötigt die
Prüfung diesbezüglich keine Fallunterscheidung.
==(Σ(∆(Boolean(⊥), ∆(selection(⊥), Ω(general_function)))), I(0))
selection: ==(Π(general_function, function_name), I("branching"))
Boolean: &&(==(σβ(Π([Π(general_function, inputs), 1, 1]), "Function", 1),
I("Scalar")),
==(σβ(Π([Π(general_function, inputs), 1, 1]), "Function", 2),
I("BIT")))
instructions
If Eval(inputs(1)) Then
Call inputs(2)
Else
Call inputs(3)
End If
transformations
Die Berechnung des Funktionswertes obliegt der Zielsprache zur Laufzeit. Die Leistung des Transforma-
tionsalgorithmus beschränkt sich auf die der Syntax der gewählten Sprache genügende Darstellung.
Erhalten die Funktionen zur Beschreibung der Grundkonzepte von PL spezielle Aspekte, so können diese
den Übersetzungsvorgang so steuern, dass sich optimale Steuerkonstrukte ergeben.
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Beispiel 59 (Übersetzung von branching)
Das Metaobjekt zur Ablaufsteuerung ist in die Sprache VBA zu übersetzen.65
• Σ(inputs) = 2 der branching-Funktion ↔ Else-Zweig entfällt.
• Liste inputs enthält mehr als eine branching-Funktion66 ↔ Schlüsselwort ElseIf kommt zum Einsatz
• Funktionen an Position 2 und 3 der Liste inputs führen Schreiboperationen auf dem gleichen Meta-
objekt aus ↔ Funktion IIf(expr, truepart, falsepart) kommt zum Einsatz
• Liste inputs enthält branching-Funktionen, deren erstes Element jeweils die Funktion == nutzt ∧
ein Eingabeoperand ist in all diesen Funktionen identisch ∧ der andere ist eine bereits zur Überset-
zungszeit vollständig berechenbare Funktion ∧ die zur Übersetzungszeit berechneten Funktionswerte
sind Konstanten, deren Werte eine lückenlose Folge bilden ↔ Funktion Choose(Index, Auswahl-1
[, Auswahl-2, . . . [, Auswahl-n]]) kommt zum Einsatz
• Liste inputs enthält ausschließlich branching-Funktionen und Wertzuweisungen mit homogener
Struktur ↔ Funktion Switch(Ausdr-1, Wert-1[, Ausdr-2, Wert-2 . . . [, Ausdr-n, Wert-n]]) kommt
zum Einsatz
• Liste inputs enthält ausschließlich branching-Funktionen und Wertzuweisungen, wobei alle Verglei-
che mit dem gleichen Metaobjekt stattfinden ↔ Select Case-Anweisung kommt zum Einsatz
Andere Verzweigungen wie GoTo sind ebenso aus branching ableitbar, jedoch sollte sich deren Anwen-
dung im Interesse der Strukturierung auf Assemblersprachen beschränken.
4.3.4.2.3 Vereinigung
Semantik
QQs
3
In der Software bedarf die Vereinigung des Steuerflusses keiner be-
sonderen Behandlung67, wenn das Prinzip SISD der von-Neumann-
Architektur vorausgesetzt wird und dies die Gleichzeitigkeit des Ein-
treffens von Token ausschließt.
Charakteristische Eigenschaft
Anzahl Vorgänger > 1, Anzahl Nachfolger = 1
4.3.4.2.4 Iteration
Semantik
- -
6
Die Liste inputs besitzt maximal drei Elemente. Alle Elemente sind
Referenzen auf Funktionsobjekte.
Charakteristische Eigenschaft
Anzahl Vorgänger = Anzahl Nachfolger = 1
Integrität
&&(==(Π(general_function, function_name), I("iteration")),
<=(Σ(Π(general_function, inputs)), I(3)),
==(Σ(∆(<>(*, Null()), Π(general_function, inputs))),
Σ(∆(<>(σα(*, "Function"), Null()), ∆(<>(*, Null()),
Π(general_function, inputs))))),
==(Σ(Π(general_function, outputs)), I(0)))
65Die genannten Bedingungen sind wiederum per Objektalgebra formulierbar. Zur besseren Übersicht werden sie hier jedoch
verbal angegeben.
66Bei der Sequenz war dieser Fall als Selbstreferenz ausgeschlossen worden. Bei Kennzeichnung über Aspekte ist er zulässig.
67Ist die Vereinigung des Steuerflusses an das Eintreffen von Daten gebunden, dann kommen die Prinzipien zur Aktivierung
einer Wissensklasse nach Abschnitt 4.1.5 zum Einsatz.
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Die Funktion im ersten Element legt einen Anfangswert der Iteration fest und besteht daher meist68 aus
einer Referenz zur Zuweisung O. Die Schreiboperation bezieht sich dabei auf ein Metaobjekt mit dem
Aspekt Variable. Falls das zweite Element verschieden von ⊥ ist, muss es eine Funktion mit Booleschem
Rückgabewert referenzieren. Zur Laufzeit liefert dieser Wert das Entscheidungskriterium zum Fortsetzen
oder Verlassen der Iteration.
==(Σ(∆(Boolean(⊥), ∆(selection(⊥), Ω(general_function)))), I(0))
selection: ==(Π(general_function, function_name), I("iteration"))
Boolean: ||(==(Π([Π(general_function, inputs), 2, 2]), Null()),
&&(==(σβ(Π([Π(general_function, inputs), 1, 1]), "Function", 1),
I("Scalar")),
==(σβ(Π([Π(general_function, inputs), 1, 1]), "Function", 2),
I("BIT"))))
Die dritte Funktion referenziert ein komplexes Funktionsobjekt, das die Leistung des Schleifenkörpers
erbringt. Zusätzlich zu induzierten und nutzerdefinierten dürfen dort auch alle Funktionen zur Ablauf-
steuerung auftreten. Die Iteration ist somit eine komplexe Steuerstruktur, die sich aus den Primitiven
Sequenz, Verzweigung und Vereinigung zusammensetzt.
instructions
Call inputs(1)
While Eval(inputs(2))
Call inputs(3)
transformations
Je nach Zielsprache und Steuerung über zusätzliche Aspekte entstehen Schleifen:
• mit oder ohne Initialisierung (For | While)
• abweisende oder nicht abweisende Schleife (While | Until)
• anfangs- oder endgesteuert
Die Besonderheit der For-Schleife besteht in der Notwendigkeit des Datenaustauschs zwischen der
Schleifen-Prüfungsfunktion und dem Schleifenkörper (Initialisierung, Abfrage, Inkrementieren bzw. De-
krementieren der Laufvariable). Sie widerspricht hier dem Grundsatz der lokalen Autonomie der Funkti-
onen. Das Problem ist durch Ausführung der Initialisierung in einer vor der Schleife liegenden übergeord-
neten Funktion69 lösbar. Eine Alternative ist die Erweiterung der Syntax von iterationmit gemeinsamer
Übersetzung von:
• Funktion, die vor der Schleife ausgeführt wird (z. B. Initialisieren der Laufvariablen)
• Funktion, die eine Bedingung prüft (Boolescher Ausdruck zur Schleifensteuerung)
• Funktion, die in der Schleife ausgeführt wird (Schleifenkörper)
• Funktion, die nach der Schleife ausgeführt wird (z. B. Freigabe des Speicherplatzes der Laufvariablen
bzw. Löschen der Instanz)
4.3.4.2.5 Unterbrechung
Semantik
Die Liste inputs besitzt maximal ein Element. Es referenziert ein
Funktionsobjekt mit Booleschem Rückgabewert, das über die Unter-
brechung der übergeordneten Funktion entscheidet.
68weiche Integritätsbedingung, die in Abhängigkeit von der Zielsprache verletzt sein kann,
z. B. im Konstrukt for (;test;action) der Sprache C
69Vorteil: Konformität zu übrigen Konstrukten des Metamodells; Nachteil: unübersichtlich und fehleranfällig
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Charakteristische Eigenschaft
Anzahl Vorgänger = Anzahl Nachfolger = 1
Integrität
&&(==(Π(general_function, function_name), I("interruption")),
==(Σ(Π(general_function, inputs)), I(1)),
==(σβ(Π([Π(general_function, inputs), 1]), "Function", 1), I("Scalar")),
==(σβ(Π([Π(general_function, inputs), 1]), "Function", 2), I("BIT")),
==(Σ(Π(general_function, outputs)), I(0)))
instructions
Steuerkonstrukte interruption bewirken die vorzeitige Beendigung der Verarbeitung in der sie um-
schließenden Funktion, falls die Bedingung, die das als Parameter übermittelte Funktionsobjekt be-
schreibt, erfüllt ist.
transformations
In Sprachen wie VBA darf die Unterbrechung nur im Rumpf des Iterationskonstrukts oder innerhalb
einer Prozedur bzw. Funktion auftreten. ECA-Regeln können dies durch Inspektion der Aspekte der
Funktionen prüfen, die die Unterbrechung aufrufen. Die Art der Übersetzung dieser Funktion beeinflusst
die Syntax der zu generierenden Anweisung.
Exit Sub Verlassen des Code-Blocks einer Funktion mit Σ(outputs) = 0
Exit Function Verlassen des Code-Blocks einer Funktion mit Σ(outputs) = 1
Exit Property Verlassen der umgebenden Property-Prozedur
Exit For Abbruch einer Schleife For . . . Next
Exit Do Abbruch einer Schleife Do . . . Loop
Eine der Unterbrechungsfunktion übergebene Bedingung führt in VBA zu If x = 0 Then Exit Do.
In C ist eine solche Unterscheidung nicht erforderlich; die Anweisung exit (Parameter); beendet dort
das laufende Programm. Einen Sonderfall bilden Unterbrechungen durch vom Nutzer veranlasste Aufrufe
von Fehlerbehandlungsroutinen oder Software-Interrupts. Ihre Beschreibung im Metamodell erfolgt eben-
falls durch Funktionsobjekte, welche dem Generator über spezielle Aspekte die gewünschte Übersetzung
anzeigen.
4.3.4.3 Nebenläufigkeit
Die in der Hardware übliche und im Metamodell direkt enthaltene Nebenläufigkeit von Prozessen muss bei
Software-Objekten durch eine die Semantik des zugrunde liegenden Algorithmus erhaltende Serialisierung
ersetzt werden. Bei Verwendung der Funktionen zur Ablaufsteuerung aus Abschnitt 4.3.4.2 ist diese
implizit durch die Auflösbarkeit der Funktionsobjekte gegeben. Andere Verfahren wie z. B. die Steuerung
der Operationsausführung bei vorliegenden Eingabedaten erfordern spezielle Scheduling-Algorithmen70,
falls keine adäquate Prozessorarchitektur vorliegt (z. B. Datenflussmaschine).
Eine weitere Form der Nebenläufigkeit kann sich durch die Art der Übersetzung von Funktionsobjekten
ergeben: bei der Transformation in Funktions- bzw. Prozeduraufrufe der Zielsprache ist per Aspekt zu
unterscheiden, ob deren Aktivierung synchron oder asynchron erfolgt. Auf der Ebene von Prozessen wird
das Problem der Parallelität in der Software von RTOS gelöst; deren Wirkungsweise wird hier jedoch
nicht näher betrachtet.
4.3.5 Codegenerierung
Die Wissensbasis von WiSyRa behandelte die Verhaltenssicht einer Wissensklasse als deren optionaler
Bestandteil. Seine Semantik war dem Entwurfssystem auf diese Weise nicht zugänglich, da ausschließlich
Verweise auf externe Quelltexte verwaltet wurden. Dadurch konnte eine Prüfung der Integrität zwischen
System- und Komponentenbeschreibung nur „syntaktisch“ auf dem Niveau der Datentypen von Ports
70Dieses Verfahren wendet der im Abschnitt 5.4.4 beschriebene Prototyp-Generator von RODOS an.
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erfolgen. Änderungen in der Systemarchitektur oder veränderte Aufteilung der Funktionalität zwischen
Hard- und Software zogen somit stets eine manuelle Korrektur der Quelltexte nach sich. Das Metamodell
ersetzt dieses fehleranfällige Verfahren durch die automatisierte Codegenerierung. Sie behandelt die Ver-
haltensbeschreibung eines Systems als eine von mehreren möglichen Projektionen der Metaobjekte und
ordnet sich in die Phasen der Codegenerierung nach Teich71 ein:
- Aufgabe der Allokation ist es, die Zahl und Art der Komponenten zu bestimmen, die in
der Implementierung verwendet werden sollen, also zum Beispiel die Zahl der Register
und Speicherbänke, die Zahl und Arten der internen Busse zur Datenkommunikation so-
wie die verwendeten funktionalen Einheiten wie Multiplizierer oder ALUs. Daher dient
die Allokation im wesentlichen der Abwägung von Kosten und Leistungsfähigkeit einer
Schaltung.
- Die Ablaufplanung weist den spezifizierten Aufgaben Zeitintervalle der Abarbeitung zu, so
dass anschließend in jedem Zeitschritt bekannt ist, welche Operationen wann ausgeführt
werden.
- Die Bindung ordnet abschließend den Daten entsprechende Speicherzellen, den Operati-
onen funktionale Einheiten und den Datenkommunikationen einen Bus oder eine Verbin-
dung zu.
Mit der Abbildung von Wissensklassen der Funktionsschicht auf solche der Architekturschicht [226] mit-
tels architector-Relation nach Abschnitt 4.1.1.2 ist bereits eine Auswahl der Ressourcen auf der Ebene
von funktionalen Einheiten wie ASIC, FPGA, Speicher- und Rechenbausteinen verbunden. Deshalb ist
die Codegenerierung in dieser Phase als reine Projektion von Metaobjekten und damit ohne Konsistenz-
probleme realisierbar. Der folgende Abschnitt beschreibt diese exemplarisch für die Sprache C.
4.3.5.1 Software-Synthese
Das Metamodell legt sowohl die Struktur eines Objekts als auch dessen Verhalten fest. Die Transfor-
mation von Metaobjekten in den Quelltext einer Programmiersprache ist eine surjektive72, jedoch nicht
notwendig injektive73 Abbildung. Daraus folgt o.B.d.A. die Nicht-Umkehrbarkeit der Transformation.
Die durch daten- und funktionsbeschreibende Metaobjekte bereitgestellte Informationsmenge ist prinzipi-
ell ausreichend zur Generierung einer verhaltensäquivalenten Beschreibung des Algorithmus. Im Interesse
der Speicherplatz- oder Laufzeitoptimierung können über zusätzliche Aspekte z. B. Informationen zur
Steuerung der Speicherklasse von Variablen (Sprache C) bereitgestellt und vom Generator ausgewertet
werden. Auf derartige Spezifika verzichten die folgenden Ausführungen.
Waren in konventionellen Ansätzen sprachspezifische Generatoren erforderlich, so lassen sich diese unter
Nutzung aktiver Informationssysteme ebenfalls aus Metaobjekten und ECA-Regeln universell aufbauen
[184].
source_text
Constructor
List, line
line
Constructor
Scalar, TEXT
Dazu sei source_text ein Metaobjekt, dessen In-
itialisierung in der leeren Liste besteht. Der Liste
source_text fügen Schreiboperationen während der
Übersetzung die Zeilen der Zielprogrammiersprache hin-
zu. Im Anschluss daran überträgt eine Schreiboperation,
deren Transformation in Operationen auf dem Filesys-
tem besteht, das Quellprogramm in die vom Anwender
gewünschte Datei.
71Quelle: [159, Seite 7]
72Jedes Metaobjekt ist in ein Konstrukt der Zielsprache transformierbar.
73Ein Konstrukt der Zielsprache kann aus mehreren Metaobjekten hervorgegangen sein.
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Im Gegensatz zur interpretativen Funktionsausführung innerhalb des Metamodells74 stellt die Codegene-
rierung eine weitere Projektion von Metaobjekten dar. Der dabei erzeugte Quellcode wird von Compilern
oder Interpretern des Zielsystems weiter verarbeitet.
4.3.5.1.1 Übersetzung von Variablen
Variablen sind transiente Datenobjekte. Generatoren erkennen Metaobjekte, die in Variablen zu trans-
formieren sind, am zusätzlichen Aspekt Variable.
Beispiel 60 (Variablen)
Alle skalaren Metaobjekte eines Modells sind in Variablendefinitionen der Sprache C zu übersetzen.
In der Sprache C hat eine Variablendefinition die Syntax75
<speicherklasse> <typ> <bezeichner_1>, . . ., <bezeichner_n>
Variablendefinitionen dieser Struktur erzeugt die folgende Transformation:
Φ([generate(⊥), ∆(atomic(⊥), ∆(definition(⊥), Ω(meta_object)))])
definition: ==(Σ(∩(Π(Π(meta_object, aspect), aspect_name),
∪(Γ(I("Constructor")), Γ(I("Variable"))))), I(2))
atomic: ==(Π([Π(∆(==(Π(Π(meta_object, aspect), aspect_name),
I("Constructor")),
Π(meta_object, aspect)), slot), 1, 1]), I("Scalar"))
generate: O(∪([source_text,
Γ(Γ(+(+(+(Π([Π(Π(meta_object, aspect), slot), 2, 2]), I(" ")),
Π(meta_object, object_name)), I(";"))))]), source_text)
Die Speicherklasse ist eine der optionalen Einstellungen, die aus zusätzlichen Aspekten zu gewinnen ist
(z. B. auto, extern, static, register).
In der Minimalvariante des Metamodells ergibt sich der Datentyp der Variable aus dem zweiten Slot76
des Constructor-Aspekts eines skalaren Metaobjekts. Dessen Name liefert den Namen der Variablen.
Allgemein unterliegt die Transformation von Metaobjekten in Variablen den Restriktionen der Zielspra-
che. Sie stellen sich in funktionsbeschreibenden Metaobjekten analog zu Beispiel 60 dar:
• Skalare lassen sich auf einfache Variablen der Zielsprache abbilden, sofern der Datentyp und dessen
Wertebereich dies zulassen (z. B. Anzahl verfügbarer Bits für Integer).
• Listen lassen sich auf Arrays abbilden, sofern ihre Elemente Skalare oder wiederum Listen sind. Im
letztgenannten Fall ergeben sich mehrdimensionale Arrays. Die Grenze der Verschachtelung legt die
Zielsprache fest.
• Mengen lassen sich nicht in C darstellen. Es gibt zwar den enum-Typ, er setzt jedoch die Kenntnis
der Elemente der Menge zur Generierungszeit voraus. Da dies o.B.d.A. nicht gegeben ist, werden
Mengen wie Listen behandelt.
• Tupel lassen sich auf Strukturen abbilden, sofern ihre Elemente Skalare, Listen oder Tupel sind.
4.3.5.1.2 Übersetzung von Funktionen
Metaobjekte mit Function-Aspekt werden je nach Belegung von transformations in general_function
in die Präfix- oder Infix-Darstellung überführt und dementsprechend auf Operatorsymbole der Zielpro-
grammiersprache oder Funktionsaufrufe abgebildet. Die Schreiboperation (O) ist direkt in eine Zuweisung
transformierbar, falls sie sich auf ein skalares Datenobjekt bezieht.
Die Hierarchie im Aufrufbaum der Funktionsobjekte definiert exakt die Präzedenz der Operationen. Syn-
taktische Fehler sind bei korrekter Implementierung des Generators ausgeschlossen, falls die Konsistenz
74Die Funktionsobjekte des Metamodells bilden somit eine vom Anwender definierbare Interpretersprache.
75Quelle: [31, Seite 71]
76Obige Funktion unterstellt, dass die Namen atomarer Datentypen in Metamodell und Ziel-Programmiersprache überein-
stimmen. Trifft dies nicht zu, ist eine Abbildungsfunktion für Datentypen zu definieren.
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des Metamodells vollständig durch ECA-Regeln überwacht wird. So ist z. B. die Bezugnahme auf eine
nicht definierte Variable als Integritätsverletzung innerhalb eines Quellprogramms anzusehen. Die Kon-
sistenzforderung für das Objekt „Quelltext“ gilt als weich, da sie solange tolerierbar ist, bis ein lesender
Zugriff (durch den Compiler der Sprache) erfolgt. Bei der Verhaltensbeschreibung durch Metaobjekte sind
derartige Integritätsverletzungen ausgeschlossen, da z. B. ein funktionsbeschreibendes Metaobjekt ein va-
riablenbeschreibendes Metaobjekt referenziert und ECA-Regeln die Speicherung von dangling references
unterbinden. Das hat zur Folge, dass Metaobjekte mit dem Function-Aspekt erst dann in die Wissensba-
sis aufgenommen werden können, wenn alle zu referenzierenden Metaobjekte (z. B. mit Variable-Aspekt)
dort bereits vorliegen.
Bei Sprachen mit strenger Typprüfung (z. B. MODULA) lassen ECA-Regeln nur Referenzen zwischen
funktions- bzw. datenbeschreibenden Metaobjekten77 zu. Sie sichern somit die Zuweisungskompatibili-
tät. Für Sprachen mit weniger strenger Typprüfung legen Prüffunktionen in den ECA-Regeln fest, welche
Typen als zuweisungskompatibel gelten. Ggf. können die Aktionsteile solcher Regeln Konvertierungsfunk-
tionen78 in den Quelltext einfügen.
Die Überlauffehlerkontrolle in Funktionsaufrufen bzw. Zuweisungen ist aus der Sicht der Integritätserhal-
tung eine Frage der Einschränkung erlaubter Zustandsübergänge. Deren Kontrolle zur Generierungszeit
wäre eine zu harte Restriktion, da z. B. +(int,int):int potenziell zum Überlauf führen kann. Ein Test
ist erst zur Laufzeit möglich. Der Generator kann jedoch für jede „gefährdete“ Operation eine sprachspe-
zifische Standard-Fehlerbehandlungsroutine79 generieren, um spätere Programmabbrüche zu vermeiden.
Funktions- oder Prozeduraufrufe resultieren aus Funktionsobjekten des Metamodells. Ob die dort mögli-
che Rekursivität direkt in den Quellcode von PL übernommen oder durch Iterationen ersetzt wird, hängt
von der Zielarchitektur ab. Diese Notation ist gut geeignet für synchrone, zeitunkritische Systeme.
4.3.5.1.3 Objektorientierung
Obwohl das Metamodell selbst aus komplexen Objekten besteht, setzt es keine objektorientierte Ziel-
sprache voraus, sondern behandelt die Objektorientierung als eine mögliche Form der Generierung von
Software auf Quelltext-Niveau (Projektion des Metamodells). Dazu kann ein Metaobjekt mit einem spe-
ziellen Aspekt versehen und vom Generator in eine Klassendefinition übersetzt werden. Aus den mit dem
Metaobjekt verbundenen Funktionsobjekten ergeben sich die Methoden der zu generierenden Klasse. Die
Zielsprache bestimmt dabei, welche Forderungen bzgl. der Integrität an diese Metaobjekte zu stellen sind.
Beispiel 61 (Klassen in C++) Übersetzung des folgenden Metaobjekts in eine Klassendefinition
Memory
Constructor
Tuple, private, protected, public
c++_class
Der zusätzliche Aspekt steuert die Übersetzung in eine Klas-
sendefinition der Sprache C++. Eine solche besteht aus dem
Klassennamen (= Name des Metaobjekts) und einer Menge
von Klassenmitgliedern (Member).
private
Constructor
Set, member
protected
Constructor
Set, member
public
Constructor
Set, member
Mit dem Mengen-Konstruktionsprimitiv ist die Unterscheidbarkeit der Member-Namen innerhalb einer
Kategorie gesichert, nicht jedoch innerhalb der Klasse. Deshalb sorgt eine ECA-Regel 80 für klassenweite
77Datenbeschreibende Metaobjekte definieren den Datentyp im Constructor-Aspekt; bei funktionsbeschreibenden Metaob-
jekten wird der Rückgabewert der Funktion verwendet.
78z. B. Wandlung zwischen CARDINAL und INTEGER in MODULA oder Typ-cast in C
79z. B. Test des Divisors vor einer Division
80Die Extensionsmengen der Tupelbestandteile der Klassendefinition werden in eine Liste und zurück in eine Menge kon-
vertiert, um Duplikate von Namen aufzuspüren.
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Eindeutigkeit81 in allen Metaobjekten, die in Klassendefinitionen zu übersetzen sind. Die Integritätsregel
sichert somit die syntaktische Korrektheit.
==(Σ(∆(unambiguity(⊥), ∆(C++(⊥), Ω(meta_object)))), I(0))
C++: ==(Σ(∩(Π(Π(meta_object, aspect), aspect_name), Γ(I("c++_class")))),
I(1))
unambiguity: >(+(Σ(Ω(Π([Π(∆(==(Π(aspect, aspect_name), I("Constructor")),
Π(meta_object, aspect)), slot), 2, 2]))),
Σ(Ω(Π([Π(∆(==(Π(aspect, aspect_name), I("Constructor")),
Π(meta_object, aspect)), slot), 3, 3]))),
Σ(Ω(Π([Π(∆(==(Π(aspect, aspect_name), I("Constructor")),
Π(meta_object, aspect)), slot), 4, 4])))),
Σ(Γ(Γ(∪(Ω(Π([Π(∆( ==(Π(aspect, aspect_name), I("Constructor")),
Π(meta_object, aspect)), slot), 2, 2])),
Ω(Π([Π(∆(==(Π(aspect, aspect_name), I("Constructor")),
Π(meta_object, aspect)), slot), 3, 3])),
Ω(Π([Π(∆(==(Π(aspect, aspect_name), I("Constructor")),
Π(meta_object, aspect)), slot), 4, 4])))))))
member
Constructor
Reference, meta_object
Die Tupel-Bestandteile sind Mengen von Referenzen auf weite-
re Metaobjekte.
Datenbeschreibende Metaobjekte am Ziel der Referenz führen
zu Variablen innerhalb der Klassendefinitionen, während Funk-
tionsobjekte zu Methoden übersetzt werden. Eine ECA-Regel82
prüft diesbezüglich die referenzierten Metaobjekte83.
==(Σ(∆(type(Π(∆(==(Π(aspect, aspect_name), I("Constructor")),
Π(meta_object, aspect)), slot)),
∆(==(Π(meta_object, object_name), I("member")), Ω(meta_object)))),
I(0))
type: ||(<(Σ(∩(Π(Π(∆(==(Π[(slot, 2)], Π(Ω(meta_object), object_name))),
aspect), aspect_name),
∪(Γ(I("Constructor")), Γ(I("Function"))))), I(1)),
>( Σ(∩(Π(Π(∆(==(Π[(slot, 2)], Π(Ω(meta_object), object_name))),
aspect), aspect_name),
∪(Γ(I("Constructor")), Γ(I("Function"))))), I(3)))
Die so geprüften Metaobjekte bilden die Grundlage der Codegenerierung. Für die Bearbeitungsreihen-
folge der Tupel-Bestandteile existieren keine Restriktionen, da die Anordnung der Elemente innerhalb
einer Klassendefinition in C++ semantikfrei ist. Ein Listen-Metaobjekt nimmt den zu generierenden
Quelltext auf. Er beginnt für die C++-Klasse mit einer Notationskonstante. Ihr folgen Variablen- und
Methodendefinitionen sowie die abschließende Notationskonstante.
Φ(sequence(⊥), ∆(definition(⊥), Ω(meta_object)))
sequence(prolog(⊥), body(⊥), epilog(⊥))
definition: ==(Σ(∩(Π(Π(meta_object, aspect), aspect_name),
∪(Γ(I("Constructor")), Γ(I("c_class"))))), I(2))
Die Funktion definition ermittelt anhand der Aspekte diejenigen Metaobjekte, die zur Übersetzung
in C++-Klassendefinitionen vorgesehen sind. Für jedes dieser Objekte kommt die Sequenz der Generie-
rungsfunktionen genau einmal zur Anwendung84.
81Die Regel verwendet + als polyadischen Additionsoperator.
82Im Interesse der Übersichtlichkeit wird unterstellt, dass der Objektname member ausschließlich in Elementen der Tupel-
bestandteile von Metaobjekten mit c_class-Aspekte auftritt.
83Die Namen der referenzierten Metaobjekte befinden sich im 2. Slot des Constructor-Aspekts. Die Funktion type über-
nimmt diesen Namen als Parameter und testet die Existenz von Aspekten im so gewählten Metaobjekt.
84Die Ausgabe von source_text in eine sequenzielle Datei ist eine spezielle Implementierung der Funktion O und wird hier
nicht dargestellt.
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prolog: O(∪([Γ(I("class ")), Γ(Γ(Π(meta_object, object_name)))]), source_text)
body: sequence(variables(⊥), methods(⊥))
epilog: O(∪([source_text, Γ(Γ(I("};")))]), source_text)
Da eine ECA-Regel mit dem Funktionsaufruf unambiguity (Seite 195) den hinsichtlich der Aspekt-
nutzung korrekten Aufbau von Metaobjekten für Klassendefinition überwacht, genügt die Anzahl der
Aspekte zur Unterscheidung zwischen Variablen und Methoden.
variables: Φ(gen_def(⊥), ∆(==(Σ(Π(meta_object, aspect)), I(1)), meta_object))
methods: Φ(gen_fun(⊥), ∆(==(Σ(Π(meta_object, aspect)), I(2)), meta_object))
Obige Funktionen sind Beispiele für Iterationen über Tupel. gen_def und gen_fun erhalten als Wert des
Parameters die Tupelbestandteile, hier also die Metaobjekte, die in Memory auftreten.
Den Datentyp, den Namen und evtl. die Anzahl der von der Variable belegten Speicherzellen entnimmt
der Generator den Eigenschaften des Metaobjekts, das als member den jeweiligen Tupelbestandteil
bildet. Dessen Name steuert die für die Vererbung relevante Sichtbarkeit bzw. die Zugriffsrechte (public,
protected, protected).
gen_def: O(∪([source_text,
Γ(Γ(+(+(+(+(+(+(Π(meta_object, object_name), I(": ")),
obj_type(⊥)), I(" ")), obj_name(⊥)), obj_len(⊥)),
I(";"))))]), source_text)
obj_type: Π([Π(∆(==(Π(aspect, aspect_name), I("Constructor")),
Π(∆(==(Π(aspect, aspect_name), I("Constructor")),
Π(meta_object, aspect)), member)), slot), 2, 2])
obj_name: Π(∆(==(Π(aspect, aspect_name), I("Constructor")),
Π(∆(==(Π(aspect, aspect_name), I("Constructor")),
Π(meta_object, aspect)), member)), object_name)
obj_len: branching(==(Σ(Π(∆(==(Π(aspect, aspect_name), I("Constructor")),
Π(∆(==(Π(aspect, aspect_name), I("Constructor")),
Π(meta_object, aspect)), member)), slot)), I(3)),
+(+(I("["), Typen mit begrenzter Anzahl von Speicherzellen
Π([Π(∆(==(Π(aspect, aspect_name), I("Constructor")),
Π(∆(==(Π(aspect, aspect_name), I("Constructor")),
Π(meta_object, aspect)), member)), slot),
3, 3])), I("]")))
In Analogie hierzu erzeugt gen_fun die Methoden für die Klassendefinition. Diejenigen member, die
von methods bereitgestellt werden, verweisen auf funktionsbeschreibende, von ECA-Regeln geprüfte
Metaobjekte. Zur Generierung der Methodenimplementierung wählt der Anwender zwischen zwei
Verfahren:
i. Die Implementierung der Funktion für ein Zielsystem wird direkt in die Methodendefinition über-
nommen (vgl. Abb. 3.16).
ii. Das aus Metaobjekten aufgebaute Funktionsobjekt wird selbst durch weitere Transformationsfunk-
tionen in die Syntax der Zielsprache überführt.
Während i den geringsten programmtechnischen Aufwand verursacht, aber an die spezielle Sprache gebun-
den ist, bietet ii die unter Beachtung umfangreicher, oftmals objektübergreifender Transformationsregeln
sowohl größere Flexibilität als auch eine formale und somit wieder unter der Verantwortung des DBMS
ausführbare Integritätskontrolle.
Ebenfalls durch funktionsbeschreibende Metaobjekte lässt sich die Verwendung von Konstruktoren bzw.
Destruktoren der Klasse verwalten. Die zugehörigen ECA-Regeln können
• die Existenz dieser speziellen Methoden überwachen, falls der Anwender deren Implementierung be-
reitstellt oder
• solche Methoden erzeugen, falls sie nicht aus dem Metamodell abgeleitet werden.
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Die Struktur der Metaobjekte des Beispiels 61 ist für jede OOPL gültig. Sprachspezifische Details kom-
men in der Anzahl der Bestandteile des Tupels im Metaobjekt mit dem Aspekt der Objektorientierung
(hier c++_class) zum Ausdruck. Die Elemente member der Mengen private, protected und public
sind Referenzen auf Metaobjekte, die der Codegenerator wie folgt behandelt:
Besitzt meta_object den Aspekt Constructor, so erfolgt die Übersetzung in eine der Klassendefinition
zugeordnete Variable nach den Regeln und Integritätsprüfungen des Abschnitts 4.3.1.
storage
Constructor
List, cell
cell
Constructor
Scalar, TEXT, 1
−−−−−−−−−→
Übersetzung
&&(>=(Σ(storage), I(0)), <=(Σ(storage), I(1024)))
class Memory
{
private: char storage[1024];
Eine ECA-Regel zur Beschränkung des Wertebereichs nach Abschnitt 3.10.1.4 definiert die Länge der
Liste. Im Quellcode dient sie der Dimensionierung des Arrays.
Besitzt meta_object den Aspekt Function, so erfolgt die Übersetzung in eine der Klassendefinition zuge-
ordnete Methode nach den Regeln und Integritätsprüfungen des Abschnitts 4.3.2. Funktionsbeschreibende
Metaobjekte haben gemäß Abschnitt 3.6.2.1 die Struktur general_function. Jedes Funktionsobjekt be-
sitzt demnach genau eine Eingabe- und Ausgabeliste. Bei leerer Ausgabeliste erhält die Funktion im Falle
der Projektion nach C++ der Typ void.
−−−−−−−−−→
Übersetzung
Memory: Φ((Initial), storage)
Initial: O(⊥, I(0))
public: Memory()
{ // Initialisierung des
int i; // Speichers im Konstruktor
for (i=0;i<sizeof(storage)/sizeof(char);i++)
storage[i] = 0;
}
An der Übereinstimmung der Namen der Metaobjekte mit Constructor- und Function-Aspekt erkennt
der Codegenerator vom Anwender bereitgestellte Konstruktoren bzw. Destruktoren; ggf. erzeugt er diese
Routinen selbst. Bei der Übersetzung des Metaobjekts für die Konstruktor-Methode ignoriert der Gene-
rator den Objekttyp, da der Compiler für C++ einen solchen nicht zulässt. Übernimmt eine Funktion
Parameter, so sichern ECA-Regeln die Typkompatibilität.
address
Constructor
Scalar, integer
value
Constructor
Scalar, TEXT, 1
−−−−−−−−−→
Übersetzung
public: void set_value(int address,
char value)
{ // Schreiben Speicherzelle
storage[address] = value;
}
set_value: UpdateListElement(cell, address, value)
Das Metaobjekt UpdateListElement vertritt wegen der Darstellbarkeit als
sequence(∪(∩(cell, address, address), address, Γ(value)))
keine induzierte Funktion nach Abschnitt 3.7.3. Eine Implementierung derselben im Metamodell ist nicht
erforderlich, weil C++ den direkten Zugriff auf ein per Index ausgewähltes Array-Element unterstützt.
Eine notwendige Bedingung für die Übersetzbarkeit von Funktionsobjekten in Methoden ist
<=(Σ(Π(general_function, outputs)), I(1))
Deren Einhaltung ermöglicht dem Generator die Verwendung des einzigen Elements der Liste outputs
als Rückgabewert für return im C++-Quelltext. Der Typ der Parameter ergibt sich durch homomorphe
Abbildung der Typen der in der Eingabeliste referenzierten Metaobjekte auf die Datentypen der Pro-
grammiersprache. Entsprechend ergibt sich der Typ der Funktion aus dem Metaobjekt der Ausgabeliste.
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−−−−−−−−−→
Übersetzung
get_value: O(Π(storage, address), value)
public: int get_value(int address)
{ // Lesen Speicherzelle
return storage[address];
}
Bei der Übersetzung der folgenden Funktion mit leerer Eingabeliste greift der Generator auf die Eigen-
schaften der oben definierten Metaobjekte zurück.
−−−−−−−−−→
Übersetzung
capacity: O(Σ(storage), address)
public: int capacity()
{ // Speicherkapazität
return sizeof(storage)/sizeof(char);
}
Das zur Übersetzung in eine Methode vorgesehene Funktionsobjekt darf selbst induzierte und komplexe
Funktionen enthalten. Die folgende Methode benötigt je ein Metaobjekt zur Beschreibung einer lokalen
Variable sowie des Funktionswertes.
−−−−−−−−−→
Übersetzung
sum
Constructor
Scalar, REAL
Variable
result
Constructor
Scalar, REAL
Variable
public: float average()
{ // arithmetisches Mittel
int i; // aller Speicherzellen
float sum;
sum=0;
for (i=0;i<sizeof(storage)/sizeof(char);i++)
sum += storage[i];
return sum/sizeof(storage)/sizeof(char);
}
average: sequence(O(I(0), sum),
Φ((summation(⊥)), storage),
O(/(sum, capacity), result))
summation: O(+(sum, *), sum)
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Wenn sich die Zuweisungen O nur auf das aktuelle Objekt beziehen, so manipulieren sie ausschließlich
klasseneigene Variablen und können direkt in die OOPL übersetzt werden.
Jedes Metaobjekt darf im allgemeinen Fall jedoch den aktuellen Wert in sich selbst und in allen an-
deren Metaobjekten ändern. Aus der Analyse dieser Beziehungen ergeben sich weiterführende Ansätze,
die z. B. in Richtung einer automatisierten Synthese der Objektstruktur mit dem Ziel minimaler inter-
Objekt-Kommunikation gehen können.
4.3.5.1.4 Ausführung der Software
Die Ausführung der Software beschreibt der Wissensingenieur mit der Software Execution Unit (SEU).
Sie besteht aus gemäß Abb. 4.19 angeordneten Wissensklassen und hält in den Spezialisierungen die
ausführenden Elemente sowie die eigentlichen Programme vor.
Aus dem Kreuzprodukt der Spezialisierungsmengen von Prozessor und Programm ergibt sich der
Entscheidungsraum für den Systemdesigner. Constraints können durch Bezugnahme auf Attribute
der spezialisierenden Klassen bestimmte Kombinationen ausschließen, falls (z. B. im Maschinencode
vorliegende) Programme nicht auf jedem Prozessor ausführbar sind.
Der in Abb. 4.19 dargestellte Ablauf wurde in [257] anhand von C-Programmen erprobt, welche mit
dem Compiler sdcc ins IHX-Format übersetzt und anschließend durch einen in Java implementierten
Konverter in VHDL-Konstantendefinitionen überführt wurden. Ein VHDL-Modell des Prozessors 8051
führt diese Programme aus, indem es zu Simulationsbeginn das Abbild des ausführbaren Programms in
den simulierten Hauptspeicher lädt. Um die Kommunikation zwischen (Software-) Wissensklassen auf
dem Niveau komplexer Datentypen nutzen zu können, organisieren Zugriffsfunktionen85 die Zerlegung
in Primitive, die sequenziell von bzw. zu den Ports des 8051-Modells übertragen werden.
85Implementierung durch Herrn Sünderhauf
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Zur Bewertung einer solchen Lösung ist die Ausführungszeit der Software auf dem gewählten Prozessor
ausschlaggebend. Da CLINT die dazu notwendigen Kantengewichte von Architekturgraphen nicht unter-
stützt, können ECA-Regeln eine Metafunktion nutzen, die Instanzen der ausgewählten Spezialisierung
als Parameter übernehmen und damit je ein Element einer Zuordnungsmatrix86 auswählen.(
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Dieser Schritt erübrigt sich, wenn ein taktgenaues
Modell des Prozessors vorliegt oder reale Hardware in
die Simulation einbezogen werden kann.
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Abbildung 4.19: Software Execution Unit
4.3.5.2 Hardware-Synthese
Die Aussagen des Abschnitts 4.3.5.1 zur Übersetzung von Variablen und Funktionen gelten prinzipiell auch
für die Hardware-Synthese. War die Verhaltensbeschreibung einer Software-Komponente im Metamodell
durch eine Algebra beschreibbar, deren Objektmenge aus Metaobjekten mit Variable-Aspekt und deren
Operationsmenge aus Metaobjekten mit Function-Aspekt besteht, so sind mit Ports (s. Abschnitt 4.3.3.2)
und Signalen (s. Abschnitt 4.3.3.3) hier neue Kategorien (Sorten) zu berücksichtigen. Diese lassen sich
ebenfalls in einem Transformationsschritt aus den zugehörigen Metaobjekten erzeugen. Als Beispiel wird
die Syntax der Sprache VHDL gewählt.
86Die Belegung der Matrix entspricht der in Abb. 4.19 durch Spezialisierung (→) getroffenen Auswahl.
199
4 Anwendung des Metamodells
4.3.5.2.1 Übersetzung von Ports
Die Übersetzung beginnt in der Funktion branching mit der Suche nach Metaobjekten, die zusätzlich
zum Constructor- den Port-Aspekt besitzen. Bei Existenz mindestens eines solchen Metaobjekts läuft
die Folge sequence ab. Deren erstes Element prolog fügt in die bisher leere Liste source_text das
Schlüsselwort zur Eröffnung der Port-Liste ein. Die Funktion body iteriert über alle Elemente der
Menge der durch definition bestimmten Metaobjekte und schreibt eine Zeile mit dem Namen, der
Übertragungsrichtung und dem Datentyp des Ports. Jede Zeile einer Port-Definition endet mit dem
Semikolon als Trennzeichen. Dies gilt jedoch nicht für die letzte Zeile einer solchen Gruppe. Dort entfernt
epilog1 das Zeichen am Zeilenende, indem das letzte Listenelement die um ein Zeichen verkürzte
Teilzeichenkette aufnimmt. epilog2 schließt die Definition der Ports ab.
branching(>(Σ(∆(definition(⊥), Ω(meta_object))), I(0)), sequence)
sequence(prolog, body, epilog1, epilog2)
definition: ==(Σ(∩(Π(Π(meta_object, aspect), aspect_name),
∪(Γ(I("Constructor")), Γ(I("Port"))))), I(2))
prolog: O(∪([⊥, I("port ("), I(1)]), source_text)
body: Φ(generate(⊥), ∆(definition, Ω(meta_object)))
generate: O(∪([source_text,
Γ(Γ(+(+(+(+(+(Π(meta_object, object_name), I(": ")),
Π(Π(∆(==(Π(aspect, aspect_name), I("Constructor")),
Π(meta_object, aspect)), port_item), port_dir)),
I(" ")),
Π([Π(∆(==(Π(aspect, aspect_name), I("Constructor")),
Π(meta_object, aspect)), slot), 2, 2])),
I(";"))))]),
source_text)
epilog1: O(∪([Π([source_text, 1, -(Σ(source_text), I(1))]),
subst([Π([source_text, Σ(source_text), Σ(source_text)]), 1,
-(Σ(Π([source_text,
Σ(source_text), Σ(source_text)])), I(1))])]),
source_text)
epilog2: O(∪([source_text, Γ(Γ(I(");")))]), source_text)
4.3.5.2.2 Prozesse
In der Hardware ist die parallele Ausführung wertverändernder Operationen bei Verfügbarkeit der dazu
benötigten Ressourcen ständig möglich. Dem trägt die Sprache VHDL Rechnung, indem sie implizit jede
Signalzuweisung als separaten Prozess behandelt und während der Simulation quasiparallel87 ausführt.
Der Anwender kann jedoch explizit die
sequenzielle Ausführung von Operationen
verlangen, um z.B. eine Reihenfolge auf
Grund bestehender Datenabhängigkeiten
einzuhalten. Er nutzt dazu das process-
Statement mit nebenstehender Syntax88.
process_statement ⇐
[[process_label: ]]
process ([[signal_name {{ , . . . }}) ]] [[is]]
{{ process_declarative_item }}
begin
{{ sequential_statement }}
end process [[process_label: ]];
Alle von sequential_statement vertretenen Anweisungen werden in der Reihenfolge ihrer Notation
ausgeführt. Daher eignet sich die im Abschnitt 4.3.4.2 eingeführte Funktion sequence auch für Prozesse.
Sie erhält einen zusätzlichen Aspekt, der dem Generator die spezielle Form der Übersetzung ankündigt.
Ein Prozess darf auch die übrigen zur Ablaufsteuerung im Abschnitt 4.3.4.2 definierten Konstrukte für
Schleifen und Verzweigungen enthalten.
87Diese Einschränkung resultiert aus Rechnern mit der von-Neumann-Architektur.
88Quelle: [9, Seite 126]
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Optional kann die Prozess-Deklaration eine Liste von Signalen signal_name enthalten, deren Änderungen
zur Aktivierung, d. h. zur erneuten Ausführung aller Anweisungen zwischen process und end process
führt. Die Namen der Signale sind ebenfalls Elemente der inputs-Liste des Funktionsobjekts vom Typ
sequence. Die Aspekte der dort referenzierten Funktionsobjekte übernehmen die Unterscheidung und
Prüfung.
In allen Funktionsobjekten, die in Prozesse übersetzt werden sollen, wird die inputs-Liste des Function-
Aspekts dahingehend geprüft, dass ihre Elemente Funktionsobjekte referenzieren, die ihrerseits entweder
den Function- oder den Signal-Aspekt besitzen. Die Antivalenz kommt in der Summe der Kardinalitä-
ten der Schnittmengen zum Ausdruck.
Die Semantik der Signalliste entspricht der des activity-Abschnitts einer Klassendefinition in
CLINT++. Daher bilden die im 4.1.5.1 vorgestellten Verfahren zur Beschreibung der Aktivierungsbe-
dingung durch Funktionsobjekte des Metamodells die Grundlage zur Übersetzung der sensitivity-Liste
von Prozessen. Die Wertänderung des zu beobachtenden Signals ist detektierbar über die Inspektion der
Signal-Historie.
==(Σ(∆(reference(⊥), ∆(==(Π(aspect, aspect_name), I("Function")),
Π(∆(process(⊥), Ω(meta_object)), aspect)))), I(0))
process: ==(Σ(∩(Π(Π(meta_object, aspect), aspect_name),
∪(Γ(I("Constructor")), Γ(I("Function")), Γ(I("Process"))))), I(2))
reference: <>(Σ(∩(Γ(Π(aspect, inputs)),
Π(∆(type(⊥), Ω(meta_object)), object_name))),
Σ(Γ(Π(aspect, inputs))))
type: ==(Σ(∩(Γ(Π(Π(meta_object, aspect), aspect_name)), Γ(I("Function"))),
∩(Γ(Π(Π(meta_object, aspect), aspect_name)), Γ(I("Signal")))), I(1))
Als Integritätsbedingung für Prozesse tritt die alternative Verwendbarkeit der sensitivity-Liste und des
wait-Statements auf (vgl. Abschnitt 4.3.3.5). Da beide Konstrukte eine Kennzeichnung durch spezielle
Aspekte besitzen, können ECA-Regeln den korrekten Gebrauch derselben überwachen.
Beispiel 62 (VHDL-Projektion) Die Metaobjekte des Beispiels 61 sind in VHDL zu übersetzen.
Da VHDL keine Objektorientierung aufweist, werden die mit dem Hauptobjekt Memory in Beziehung
stehenden funktionsbeschreibenden Metaobjekte übersetzt zu einer ProzedurFunktion
}
falls Σ(outputs = 0)
Σ(outputs = 1)
.
Die Auswahl der so nachgebildeten Methoden erfolgt über die Belegung des vom Generator zu erzeugenden
Bit-Vektors method. Seine Breite resultiert aus der kleinsten natürlichen Zahl, die größer oder gleich dem
Logarithmus dualis der Methodenanzahl ist. Wegen der dabei möglicherweise auftretenden unzulässigen
Belegungen muss dessen gültige Belegung geprüft werden. Dies gilt ebenso für die Speicheradresse und
den zu speichernden Wert, falls der Datentyp im Metamodell einen größeren Wertebereich als die Ziel-
Architektur besitzt.
VHDL-Quelltext
entity Memory is
port (method: in bit_vector(0 to 2);
address: in integer;
value: inout integer;
result: out real);
end Memory;
architecture behavior of Memory is
type array_type is array (1 to 1024) of integer;
procedure constructor (ram : out array_type) is
begin
for i in array_type’range loop
ram(i) := 0;
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end loop;
end constructor;
procedure set_value (address, value : integer; ram : inout array_type) is
begin
ram(address) := value;
end set_value;
function get_value(address : integer; ram : array_type) return integer is
begin
return ram(address);
end get_value;
function capacity(ram : array_type) return integer is
begin
return array_type’right;
end capacity;
function average(ram : array_type) return real is
variable sum : integer;
begin
sum := 0;
for i in array_type’range loop
sum := sum + ram(i);
end loop;
return real(sum) / real(capacity(ram));
end average;
begin
process(method, address, value)
variable storage : array_type;
begin
case method is
when "000" => -- Initialisierung des Speichers
constructor (storage);
when "001" => -- Schreiben Speicherzelle
assert address >= array_type’left and address <= array_type’right
report "invalid address!" severity failure;
set_value (address, value, storage);
storage(address) := value;
when "010" => -- Lesen Speicherzelle
assert address >= array_type’left and address <= array_type’right
report "invalid address!" severity failure;
value <= get_value(address, storage);
when "011" => -- Speicherkapazität
value <= capacity(storage);
when "100" => -- arithmetisches Mittel aller Speicherzellen
result <= average(storage);
when others =>
assert false report "invalid method!" severity failure;
end case;
end process;
end behavior;
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Stimuli
trace /Memory/method
trace /Memory/address
trace /Memory/value
assign "000" /Memory/method – Initialisieren
run 10
assign 1 /Memory/address
assign 1000 /Memory/value
assign "001" /Memory/method – Schreiben
run 10
assign 2 /Memory/address
assign 600 /Memory/value
assign "001" /Memory/method
run 10
assign "010" /Memory/method – Lesen
run 10
assign "011" /Memory/method – Speicherkapazität
run 10
assign "100" /Memory/method – arithmetisches Mittel
run 10
quit
Simulationsergebnis
m a v r
e d a e
t d l s
h r u u
o e e l
d s . t
( s . .
0 . . .
: . . .
2 . . .
) . . .
=== –––––– –––––– ––––––––––
0 000 -21474 -21474 -999999968
10 001 1 1000 -999999968
20 001 2 600 -999999968
30 010 2 600 -999999968
40 011 2 1024 -999999968
50 100 2 1024 1.562
4.3.5.2.3 Verzögerte Signalzuweisung
Während die Funktion O des Metamodells bei Software direkt in Wertzuweisungen übersetzt werden kann,
erfolgt eine solche Operation in der Hardware häufig erst nach Ablauf einer Verzögerungszeit. Damit
beschreibt das Modell zeitverbrauchende Operationen, die ablaufen müssen, bevor deren Ergebnis einer
anderen Komponente bzw. einem Port zugewiesen werden kann. VHDL verwendet dazu den Zusatz89
after time_expression
in Signalzuweisungen. Im Gegensatz zum separat auftretenden wait-Statement ist das Funktionsobjekt
des Metamodells, das den Wert von time_expression berechnet, logisch mit der Zuweisungsfunktion
verbunden. Es bietet sich daher an, diese Funktion mit einem Aspekt zu kennzeichnen und gemeinsam
mit der Zuweisungsfunktion innerhalb von sequence auszuführen.
Beispiel 63 (verzögerte Signalzuweisung)
Die after-Klausel in VDHL bewirkt die einmalige, zeitverzögerte Zuweisung des aus Größen der rechten
Seite berechneten Wertes an das Signal der linken Seite im Ausdruck. Die im Beispiel 58 verwendete
Notation kommt hier erneut zum Einsatz: die Funktion zur Zuweisung eines Wertes an ein Signal erhält
ebenfalls den wait-Aspekt mit Angabe der Verzögerungszeit im 2. Slot. Das Ziel der Zuweisungsoperation
muss ein Metaobjekt mit Signal-Aspekt sein. Diese Konstellation bildet das Kriterium zur Übersetzung:
Signal_Test
Constructor
Tuple, function_name, inputs, outputs, instructions, transformations
wait
Delay, 10, ns
? ? ?
-- VHDL-Projektion - B <= A + 1 after 10 ns;
Initialisiert mit dem Namen der induzierten Funktion O
Initialisiert mit der Funktion +(A, I(1))
Initialisiert mit dem Namen des Metaobjekts B mit Signal-Aspekt
Die folgende Funktion liefert dem Generator alle zeitverzögerten Zuweisungen an Signale.
89Quelle: [9, Seite 445]
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∆(referencing(Π([Π(general_function, outputs), 1, 1])),
∆(waiting(general_function), ∆(==(Π(general_function, function_name), I("O")),
Ω(general_function))))
waiting: ==(Σ(∆(testing(⊥), ∆(==(Π(aspect, aspect_name), I("wait")),
Π(general_function, aspect)))), I(1))
testing: &&(==(Π([Π(aspect, slot), 1, 1]), I("Delay")),
IsNumeric(Π([Π(aspect, slot), 2, 2])),
>=(Π([Π(aspect, slot), 2, 2]), I(0)),
||(==(Π([Π(aspect, slot), 3, 3]), I("ns")),
==(Π([Π(aspect, slot), 3, 3]), I(...))))
}
gemäß VHDL-Syntax
referencing: ==(Σ(∆(assigning(⊥), Π(∆(==(Π(meta_object, object_name), *),
Ω(meta_object)), aspect))), I(1))
assigning: ==(Σ(∩(Π(aspect, aspect_name), Γ(I("Signal")))), I(1))
Die Semantik der after-Klausel ist wesentlich für die Systemsimulation; sie bewirkt die Suspendierung
des aktuellen Prozesses bis zum Ablauf des durch time_expression gegebenen zeitlichen Intervalls. Die
Addition dieses Wertes zum Stand der Modelluhr liefert den Zeitpunkt der Wiederaufnahme des Prozesses.
Damit verbunden ist die Ausführung der eigentlichen Signalzuweisung.
4.3.5.2.4 Objektorientierung
Das Prinzip der Transformation von Metaobjekten in objektorientierte Hardware-Beschreibungen gleicht
dem der Software (vgl. Abschnitt 4.3.5.1.3). In diesem Bereich existieren u. a. mit Objective VHDL sprach-
liche Konstrukte, die sowohl die Struktur als auch das Verhalten von Hardware-Komponenten beschreiben
[52]. Die speziellen Probleme objektorientierter Erweiterungen von vorhandenen Sprachen behandeln [135]
und [136].
4.3.5.3 Kommunikations-Synthese
Unter Kommunikations-Synthese wird die Aufnahme derjenigen Hard- und Softwarekomponenten in das
Zielsystem verstanden, die den Datenaustausch zwischen Wissensklassen bzw. den von ihnen vertretenen
Verarbeitungseinheiten unterstützen [126]. In RODOS bildet jede Wissensklasse ein Teilsystem, dessen
Systemrand aus Metaobjekten mit dem Port-Aspekt besteht. Zuweisungsoperationen an Ports transpor-
tieren komponenteninterne Daten in die Systemumgebung, und Leseoperationen von Ports übergeben Da-
ten aus der Umgebung an komponenteninterne Einrichtungen (z. B. Metaobjekte mit Variable-Aspekt).
Die Wissensklassen verhalten sich somit wie FSMs und bilden ihrerseits die Knotenmenge eines Netzes,
dessen Kantenmenge die Kommunikation innerhalb des eingebetteten Systems beschreibt. Ein solches
Netz ist Ausgangspunkt der Kommunikations-Synthese:
• Jede CLINT-Strukturgleichung definiert genau eine Kante zwischen Wissensklassen.
• Bei sprachneutraler Darstellung beschreibt eine ECA-Regel, die im Ergebnis von Schreiboperationen
an Ports in ihrem Aktionsteil ein Datenelement an den Port einer anderen Wissensklasse schreibt
oder von diesem empfängt, die Kommunikationskante.
• Die Übertragungsrichtung der Daten folgt direkt aus der Syntax der Strukturgleichungen bzw. dem
Aktionsteil der ECA-Regel.
• Multigraphen sind zulässig, ungerichtete Kanten dagegen unzulässig.
• Die Menge der Knoten, an denen keine Kante endet, bildet die Eingabe-Schnittstelle des eingebetteten
Systems.
• Die Menge der Knoten, an denen keine Kante beginnt, bildet die Ausgabe-Schnittstelle des eingebet-
teten Systems.
• Das an den Ports abzuwickelnde Protokoll beschreibt der Anwender bzgl. zeitlicher Restriktionen
durch ECA-Regeln.
Auf der Grundlage dieser Informationen fügt der Wissensingenieur weitere, domänenspezifische ECA-
Regeln zur Regelbasis, die die Ausführbarkeit des Kommunikationsvorgangs prüfen:
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• Datentyp der durch Signale zu verbindenden Ports gemäß Metaobjekt mit Port-Aspekt
• Übertragungsrichtung der Signale gemäß Strukturgleichung oder ECA-Regel
• zeitliche Erfüllbarkeit gemäß Signalspezifikation
• mechanische, elektrische und magnetische Parameter gemäß Attributwerten der Wissensklassen
Für wiederkehrende Protokollwandlungen oder Modifikationen von Signalen stellt der Wissensingenieur
separate Kommunikationsklassen bereit. Dieses Vorgehen ermöglicht die strikte Kompatibilitätsprüfung
durch das Entwurfssystem. Inwieweit die erforderliche Hard- und Software automatisiert generiert werden
kann, hängt von den an die Wissensbasis angeschlossenen Werkzeugen ab [87].
4.4 Heterogene Systemsimulation
Die vorangegangenen Abschnitte wiesen nach, dass die Objektalgebra zur Beschreibung der Struktur und
des Verhaltens komplexer Objekte geeignet ist und dass daraus aufgebaute Metamodelle in die jeweilige
Zielumgebung transformierbar sind. Diese Fähigkeit ist für den Entwurfsprozess eingebetteter Systeme
nützlich, wenn deren Verhalten auf simulativem Wege überprüft werden soll und einer der folgenden
Gründe der Anwendung kommerzieller, domänenspezifischer Simulatoren entgegensteht [145]:
• Es sind Komponenten aus für den Simulator „fremden“ Domänen beteiligt (z. B. mechanische Bau-
gruppen).
• Es werden Hard- oder Softwarekomponenten von Drittanbietern verwendet, deren Implementierung
unbekannt ist.
• Es steht kein domänenübergreifender Simulator zur Verfügung.
Konventionelle ereignisorientierte Simulatoren nutzen einen Simulatorkern, der die Aktivitäten der zu
simulierenden Komponenten steuert. Insbesondere regelt er den Zeitpunkt ihrer Aktivierung bzw. Deak-
tivierung nach dem ihm eigenen Regime. Er stellt dazu eine endliche Menge von Modellelementen zur
Verfügung, mit denen der Wissensingenieur seinen Realweltausschnitt nachbildet.
Sind jedoch anwendereigene Komponenten einzubeziehen, so müssen die zu simulierenden Objekte „phy-
sisch“ in den Simulator integriert, d. h. mindestens gemeinsam mit ihm übersetzt werden. Dieses Verfah-
ren ist nur dann praktikabel, wenn dem Anwender Verhaltensbeschreibungen in einer zum Simulatorkern
kompatiblen Quelltextform vorliegen. Ist diese Bedingung nicht erfüllbar, stellt die heterogene Systemsi-
mulation durch aktive Objekte innerhalb des Metamodells eine umfassende Alternative dar. Sie ist genau
dann möglich, wenn
• jedes Systemelement90 durch ein Metaobjekt beschreibbar ist,
• das System einen endlichen Zustandsraum mit diskreten Zustandsübergängen besitzt,
• jede Zustandsänderung von einem innerhalb oder außerhalb des Systems erkennbaren Ereignis ver-
ursacht wird.
Wenn auf diese Weise Objekte Ereignisse an anderen Objekten verursachen und die gegenseitige Ak-
tivierung sicher bzgl. der Deadlock- und Livelock-Freiheit des Systems ist, bedarf es keines speziellen
Simulators, nachdem das System einmalig von außen (per Testbench) angeregt wurde. Die Simulation
verläuft in diesem Falle ohne zentrale Steuerung ausschließlich in der Verantwortung der Metaobjekte.
Nachdem das Metamodell erzeugt und daraus die Schemadefinition für ein konkretes DBMS generiert
wurde, ergibt sich der in Abb. 4.20 dargestellte Ablauf. Die in der DBMS-Umgebung durch Simulation der
aktiven Objekte erreichten Ergebnisse in Form eines Protokolls der Ausgabedaten bzw. der simulativen
Erprobung nichtfunktionaler Eigenschaften können mit den Ergebnissen domänenspezifischer Simulatoren
verglichen werden. Dadurch erhält der Systemdesigner nach jedem Verfeinerungsschritt seines Modells
eine Rückmeldung über dessen Gültigkeit. Somit bleibt die Integrität des Entwurfswissens bei der Trans-
formation über die Abstraktionsstufen hinweg erhalten.
90Diesem Begriff aus der Systemtheorie entsprechen Hard- und Softwarekomponenten der Implementierungsschicht in der
Wissensbasis für eingebettete Systeme.
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Die an der Simulation teilnehmenden Metaobjekte
können z. B. mittels has parts-Relation ihre Zugehö-
rigkeit zum allgemeinen Simulationsobjekt zum Aus-
druck bringen, das der Simulator als Parameter über-
nimmt. Ihm ist auch das im Abschnitt 4.3.3.5.2 vor-
gestellte Metaobjekt Tasks zur Prozessverwaltung
zuzuordnen.
Wesentlichen Einfluss auf die Kommunikation zwi-
schen Metaobjekten hat die Übersetzung der Zuwei-
sungsoperation: die Semantik der induzierten Opera-
tion O (s. Abschnitt 3.7.5.2) legt lediglich die Über-
tragung des als Parameter übergebenen Wertes an
das bezeichnete Objekt fest. Die Art des Objekts
ergibt sich erst bei Transformation in die Zielum-
gebung. Befindet sich das Zielobjekt innerhalb des
betrachteten Metaobjekts, so löst die Wertänderung
nur eine Zustandsänderung dieses Objekts aus. Wert-
zuweisungen an Ziele außerhalb des Metaobjekts be-
schreiben dagegen Kommunikationsprozesse und ver-
ursachen Ereignisse beim Empfänger. Auch hierbei
entscheidet die Übersetzung über die konkrete Im-
plementation.
Abbildung 4.20: Vom Metamodell zur Systemsimulation
in der Hardware: Schreiben auf Busse, Shared Memories oder direkt an den Port des Empfängers
in der Software: Schreiben in Filesysteme, Datenbanken oder Wertübergabe an Funktionen /
Prozeduren bzw. Methodenaufruf
Im Testbetrieb sind fehlerhafte Funktionen von Komponenten und deren Zusammenwirken zu erwar-
ten, so dass ein Simulator die Steuerungsaufgabe wahrnehmen muss. Eine zentrale Steuerung ist ferner
notwendig, wenn
• die Zeit relevant ist (Reaktionszeit als nichtfunktionale Anforderung)
• Scheduling-Strategien eingesetzt werden sollen (insbesondere Preemption)
• die Simulation vom Anwender unterbrochen/fortgesetzt werden soll (Debugging)
• die Aktivierung der Komponenten durch eine übergeordnete Instanz erfolgen soll
In diesem Falle wird nicht die Simulation, sondern der Simulator als Reaktion auf ein nutzerdefiniertes
Ereignis gestartet (z. B. Tastendruck). Der Aktionsteil einer solchen Regel initialisiert die Modelluhr und
startet den Simulationszyklus. Er besteht aus folgenden Aktivitäten:
• Deaktivieren aktiver Prozesse, die Limits überschritten haben und ggf. Einrichten der Bedingungen
zur Wiederaufnahme
• Aktivieren suspendierter Prozesse, deren Bedingungen zur Wiederaufnahme erfüllt sind
• Prüfen der Abbruchbedingungen der Simulationsrechnung
(Σ aktive Prozesse = 0 ∧ Σ wartende Prozesse = 0) ∨ I(model_time) > maximum_time ∨
nutzerdefinierte Unterbrechungsbedingung ist erfüllt (z. B. Debugging)
• Erhöhen Wert der Modelluhr
Die Implementation des Simulators stellt sich somit als ein Funktionsobjekt vom Iterationstyp nach
Abschnitt 4.3.4.2 dar, in dem die Initialisierung der Modelluhr sowie der Verwaltungs-Datenstrukturen
den Anfangsteil bilden. Bei Steuerung der Simulation durch einen zentralen Simulator-Prozess realisieren
die Funktionen ab dem zweiten Element der Liste inputs des Iterators (Schleifenkörper) die o. g. Prüfung
zum Fortgang der Simulation, während die Funktion im dritten Element das Prozessmanagement in jedem
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Zeitschritt übernimmt. Funktionen vom Typ interruption können die Simulationsrechnung beenden
oder unterbrechen. Das Prozessmanagement umfasst folgende Teilschritte:
1. Verwaltung des Prozesszustands der an der Simulation beteiligten Wissensklassen im Feld state
des Metaobjekts Process gemäß Definition des Metaobjekts im Abschnitt 4.3.3.5.2
2. Initialisierung dieses Feldes für alle Wissensklassen (bzw. Instanzen) mit waiting bei Simulations-
beginn
3. Aktivierung des Testbench-Objekts durch den Simulator (erkennbar an zusätzlichem Aspekt)
4. Testbench schreibt Werte an Input-Ports des zu simulierenden Systems (ohne Information an
Simulator-Prozess)
5. Simulator prüft activity-Conditions aller Klassen gemäß Abschnitt 4.1.5.1; ist die Aktivierungs-
bedingung erfüllt oder - wenn keine solche Bedingung vorhanden ist - liegen an allen Input-Ports
Werte an (erkennbar an der Listenlänge der Eingabeports), dann setzt der Aktionsteil einer Regel
Feld state des Metaobjekts Process auf ready
6. Aktivierung bzw. Fortsetzung der bereiten Prozesse; jeder Prozess führt dabei solange Funktionen
aus, bis er auf ein zeit- oder ereignisrelevantes Statement trifft; er meldet dies dem Simulator und
wird daraufhin suspendiert. Der Simulator kennzeichnet den Prozess als waiting; Rückkehr zu 5
nach vollständiger Verarbeitung der Prozessliste
7. Beenden der Simulation bei ausbleibenden Prozessen im Zustand ready oder waiting bzw. nach
Ablauf der Simulationszeit
8. Inkrementieren der Modelluhr bei leerer Ereigniswarteschlange
9. Prüfung der Reaktivierbarkeit wartender Prozesse mit dem neuen Stand der Modelluhr; bei erfüllter
Bedingung bewerben sich die Prozesse im Zustand ready erneut um die Zuteilung von Ressourcen
(6), andernfalls Rückkehr zu 5
Zur Verwaltung der Prozesse kommt wiederum die im Zusammenhang mit dem wait-Statement im Ab-
schnitt 4.3.3.5.2 eingeführte Liste zum Einsatz. Sie ermöglicht die Implementierung unterschiedlicher
Scheduling-Strategien. Letztere steuern die Zuteilung beschränkter Ressourcen an wartende Prozesse.
Als Grundlage dieser Algorithmen ist eine Liste der bereiten Prozesse zu führen, welche sich durch Se-
lektion über der allgemeinen Prozessliste ergibt.
∆(==(Π(Process, state), I("ready")), Π(Ω(Tasks), Process))
Forderungs- und Zuteilungsvektoren für Betriebsmittel91 erweitern den Entscheidungsraum der
Scheduling-Algorithmen um die für eingebettete Systeme typischen Größen (s. Abschnitt 4.4.1).
Erweiterungen der o. g. Prozessliste um Metaobjekte92 für den (erstmaligen) Startzeitpunkt einer Kom-
ponente, einen Aufrufzähler, eine Summe der Wartezeiten usw. können von den zentralen Funktionen zum
Aktivieren/Deaktivieren aktualisiert werden und liefern die Daten zur Limitierung dieser Größen ebenso
wie zu einer post-run-Animation des Simulationslaufs. Diese Informationen unterstützen u. a. die Bewer-
tung der Zeitverhältnisse bei begrenzter Anzahl nutzbarer Prozessoren93. Jedes Listenelement von Tasks
vertritt genau eine an der Simulation teilnehmende Komponente. Da diese Menge zur Übersetzungszeit
bekannt ist, kann der Generator die Liste anlegen und mit waiting initialisieren.
4.4.1 Aktivierung einer Komponente
Zu einem bestimmten Stand der Modelluhr obliegt dem Simulator die Auswahl mehrerer bereiter Prozesse.
Wegen der quasiparallelen Ausführung auf Rechnern mit von-Neumann-Architektur darf die Auswahl-
strategie das Simulationsergebnis nicht beeinflussen. Bestehen Abhängigkeiten von Daten, so muss der
91wiederum durch Metaobjekte mit Listenkonstruktor beschrieben
92als Bestandteile des Tupels Process
93Wartezeit bis zu Prozessorzuteilung, Auslastung der Prozessoren usw.
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Wissensingenieur durch geeignete Wahl der Aktivierungsbedingungen den möglichen Arbeitsbeginn der
Komponente bestimmen. Wegen der a priori vorliegenden Semantik-Freiheit aller Konstrukte obliegt den
Generatoren für das jeweilige Zielsystem auch die Entscheidung über die Steuerung der Arbeitsweise der
Komponenten nach unterschiedlichen Strategien:
• Der Simulator legt die Reihenfolge der Aktivierungen von Komponenten selbst fest und ruft deren
Funktionalität als prozeduralen Dienst auf. Diese Verfahrensweise ist für bedientheoretische Simulati-
onsexperimente mit ausschließlicher Beteiligung von Software-Komponenten bzw. für CLINT-Klassen
ohne activity-Abschnitt geeignet.
• Der Simulator spielt die Rolle eines Schedulers und aktiviert die Komponenten nach Verfügbarkeit
der Betriebsmittel und unter Beachtung von Auswahlmechanismen (z. B. Prioritäten) als prozessori-
entierten Dienst. Diese Verfahrensweise ist für Multi-tasking-Systeme geeignet.
• Die Komponenten sind ständig aktiv und bewerben sich beim Simulator um Zuteilung zusätzlicher
Betriebsmittel. Diese Verfahrensweise ist für das Hardware-Software-Codesign bzw. die direkte An-
steuerung von Hardware-Baugruppen während der Simulation geeignet.
Die Verfügbarkeit von Betriebsmitteln94 umfasst bei eingebetteten Systemen auch die zu konsumierenden
Daten. Letztere bilden verbrauchbare Betriebsmittel. CLINT++ verwendet den Abschnitt activity der
Klassendefinition 95, um die Aktivierung einer Komponente in Abhängigkeit von der Belegung der Port-
Werte zu steuern. Dieser Abschnitt ist somit Teil des umfassenderen Betriebsmittel-Forderungsvektors,
der Versorgungsspannungen, Signalfolgen, Speicherbereiche, Belegung nichtbinärer Semaphore, Zugriffs-
rechte zu Bussen und geteilten Speichern usw. beschreibt. Ein Vergleich seines Inhaltes mit dem
Betriebsmittel-Zuteilungsvektor liefert die Aussage über die Aktivierbarkeit des Prozesses. Ist mindestens
eine Forderung nicht erfüllbar, so verbleibt der Prozess im Wartezustand, um Deadlocks infolge von
„Nachforderungen“ zu verhindern (Bank-Algorithmus). Mit der Pflege von Betriebsmittel-Forderungs-
und Zuteilungsvektor sollten Funktionen des Simulators betraut sein, um die Sicherheit des Verfahrens
auch beim Fehlverhalten der simulierten Komponenten zu gewährleisten.
Ein eingebettetes System ist somit modellierbar durch eine Menge synchroner Blöcke, die asynchron
zueinander arbeiten. Der Simulator ruft zu Zeitpunkten, die durch Simulationsereignisse bestimmt sind
(Modelluhr, Wertänderung an Signalen), diese synchronen Blöcke auf. Parallelität ist die Folge des Auf-
rufs von mehr als einer Funktion, deren Aktivierungsbedingungen erfüllt sind. Letztere besteht aus den
in Funktionsobjekte per Parse-Baum übersetzten Booleschen Gleichungen state_condition sowie der
Abfrage des Betriebsmittel-Zuteilungsvektors. In synchronen Softwaresystemen sind die Aktivierungsbe-
dingungen immer erfüllt. Sie bilden somit einen Spezialfall der allgemeinen Systembeschreibung.
4.4.2 Deaktivierung einer Komponente
Die bereiten Prozesse werden nacheinander gestartet bzw. fortgesetzt. Jeder Prozess führt solange Funk-
tionen aus, bis er auf ein zeit- oder ereignisrelevantes Statement trifft. Er meldet dies an den Simulator
und wird daraufhin suspendiert. Der Simulator kennzeichnet den Prozess als wartend.
Die Deaktivierung einer Komponente ist gleichbedeutend mit dem Übergang des zugehörigen Prozesses
vom aktiven zum Wartezustand. Er kann von der Komponente selbst oder vom Simulator herbeigeführt
werden. Während der Simulator die Deaktivierung infolge des Überschreitens von Kenngrößen (maxima-
le Verweildauer am Prozessor oder angemeldeter Ressourcenbedarf eines höher priorisierten Prozesses)
vornimmt, kann die Komponente selbst ihr Arbeitsende (z. B. nach Abschluss einer Folge arithmetischer
Berechnungen) anzeigen. Sie ruft dazu eine vom Simulator bereitgestellte Funktion auf, die die Verwal-
tungsstruktur von Tasks kennt, aber nicht offenbart. Besteht diese Möglichkeit nicht (weil z. B. reale
Hardware an der Simulation teilnimmt), werden derartige Zustände von Wrapper-Funktionen detektiert
und in Form nutzerdefinierter Ereignisse in die Ereigniswarteschlange eingetragen.
CLINT++ verwendet zur Anzeige der Deaktivierung einer Komponente den Abschnitt ready der Klas-
sendefinition96, stellt aber keine Simulationssemantik bereit. Diese Lücke schließen ECA-Regeln.
94Damit wird der Begriff gegenüber konventionellen Rechnersystemen erweitert.
95vgl. Abschnitt 4.1.5.1; Bei anderen Beschreibungsmitteln ist eine Transformation in die Funktionsdarstellung erforderlich.
96vgl. Abschnitt 4.1.5.2
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4.4.3 Simulatorsteuerung
Eine nicht in Realzeit97 ablaufende Systemsimulation benötigt ihre eigene Zeitbasis, die diskrete Er-
eigniszeitpunkte unabhängig von der Arbeitsgeschwindigkeit des Rechners zu definieren gestattet. Eine
solche Modelluhr wird durch ein Metaobjekt beschrieben. Nach einmaliger Anregung der Simulation im
Aktionsteil eines nutzerdefinierten Ereignisses initialisiert eine Funktion
O(I(0), model_time)
die Modelluhr. Sie erzeugt dabei ein ON-UPDATE-Ereignis an der Modelluhr, das durch die ECA-Regel
Event Condition Action
ON-UPDATE_model_time <(I(model_time), I(maximum_time))
...
O(+(model_time, I(1)),
model_time)
behandelt wird. Dadurch entsteht eine Folge von ON-UPDATE-Ereignissen an der Modelluhr, die mit dem
Ablauf der Simulationszeit maximum_time endet. Der Aktionsteil obiger Regel organisiert ferner die
sequenzielle Verarbeitung aller zu diesem Zeitpunkt ausführbaren Ereignisbehandlungsroutinen, bis die
dafür vorgesehene Warteschlange leer geworden ist. Die Zuweisung an die Modelluhr bildet stets die letzte
Aktion im Zeitschritt.
Ein Anlass zur vorzeitigen Beendigung der Simulation ist das Fehlen wartender oder aktiver Prozesse.
==(Σ(∆(monitor, Π(Ω(Tasks), Process))), I(0))
monitor: ||(==(Π(Process, state), I("active")),
==(Π(Process, state), I("waiting")))
Weitere Ursachen für das Simulationsende sind das Fehlen von Regeln, die wartende Klassen in den ak-
tiven Zustand versetzen sowie die Signalisierung von Ausnahmesituationen wie Deadlock oder Livelock
durch nutzerdefinierte Ereignisse.
Der Simulator unterscheidet zwischen zeitlosen und zeitverbrauchenden Aktivitäten. Die Aktivierung
einer Komponente ist der Beginn einer zeitverbrauchenden Aktivität. Das Arbeitsende muss jede Kom-
ponente selbst an den Simulator melden (Bedingung ready_def). Alle Komponenten dürfen zu jeder Zeit
den aktuellen Stand der Modelluhr lesen, jedoch nicht selbst ändern. Um Konflikte auszuschließen, ist dies
dem Simulator vorbehalten. Das Schreiben des Uhrwertes erhält die niedrigste Ereignispriorität in der
Ereigniswarteschlange, damit alle zu diesem Zeitpunkt ausführbaren Aktionen vor dem Weiterstellen der
Uhr ausgeführt werden. Auch zeitlose Operationen, die sich als Folge solcher Aktionen ergeben, müssen
vorher ausgeführt werden.
Das Ende einer zeitverbrauchenden Aktivität führt zur Weiterschaltung der Modelluhr98. Dabei wird
nicht die Dauer der Aktivität berücksichtigt, sondern der Zeitpunkt ihres Abschlusses. Dadurch dürfen
parallele Prozesse einander zeitlich überlagern.
Die Funktionen zum Aktivieren und Deaktivieren von Prozessen enthalten Schreiboperationen (O) im
Feld state für das durch OID ausgewählte Element der Liste Tasks. Der Seiteneffekt dieser Funktionen
besteht in der komponentenspezifischen Betriebsmittelverwaltung (Zuteilung bzw. Entzug). Die Kommu-
nikation zwischen den Komponenten sowie ihr interner Zustandswechsel als Folge von Ereignissen wird
von den Komponenten selbst organisiert und ist somit nicht Bestandteil des Simulators. Zur Designzeit
kann das Entwurfssystem dieses Verhalten der Metaobjekte prüfen, wenn die zugehörigen Funktionen
eine Kennzeichnung durch Aspekte tragen. Dies erspart dem Simulator eine dynamische Verwaltung von
Simulationsobjekten.
97Reine Hardware-Prozesse laufen wesentlich schneller ab als in der Simulation (Verhältnis gegenwärtig ≈ 1 : 106), mecha-
nische Vorgänge dagegen oft langsamer als in der Simulation.
98Dass letztlich alle Aktivitäten reale Rechenzeit benötigen, ist für die Simulation irrelevant.
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container
Constructor
List, Data
Category
Variable | Signal | Port︸ ︷︷ ︸
alternativ anwendbar
Sollen dagegen Entscheidungen während der Simulation
vom Zustand einzelner Objekte abhängig sein, dann
kann nebenstehendes Metaobjekt mit gemeinsamem
Zugriff für die Simulationsobjekte und den Simulator
die Kommunikation vermitteln.
Data
Constructor
Tuple, Value, LastModified
Value
Constructor
Scalar, TEXT︸ ︷︷ ︸
problemabhängig
LastModified
Constructor
Scalar, DATETIME
Variablen speichern nur den aktuellen Wert; die Liste der Werte darf höchstens ein Element enthalten.
==(Σ(∆(counting, ∆(==(Π(container, Category), I("Variable")), Ω(container)))), I(0))
counting: >(Σ(Π(container, Data)), I(1))
In LastModified trägt der Simulator den Wert der Modelluhr zum Zeitpunkt der Wertzuweisung ein.
Im Regelfall muss das eingebettete System auf Ereignisse aus der Systemumgebung reagieren. Falls letz-
tere nicht durch einen realen Prozess geliefert und der zentralen Ereignisverwaltung als nutzerdefinier-
te Ereignisse gemeldet werden, kann ein Metaobjekt das Testbench-Verhalten nachbilden. Ein periodi-
sches Signal ist z. B. durch Behandlung von ON-UPDATE-Ereignissen darstellbar99. Der Testbench-Prozess
schreibt Werte durch Aufruf der Funktion O an Input-Ports der Wissensklassen am Systemrand. Der
Simulator erfährt davon zunächst nichts; er bemerkt jedoch die Erfüllung der Aktivierungsbedingung für
diese Komponenten.
Für Ports mit der Übertragungsrichtung in oder inout, für die das Metamodell keine Schreiboperationen
enthält, kann der Generator nach vorgegebenen Regeln Stimuli erzeugen. Der Aufbau der Testvektoren
richtet sich nach dem Datentyp der Metaobjekte, die die empfangenden Ports beschreiben.
Entsprechend bilden die Ports mit der Übertragungsrichtung out oder inout die Ausgabeschnittstelle
des Systems. Während der Simulation können ihre Werte in Listen-Metaobjekten gesammelt werden, um
deren Inhalt durch Übersetzung der Schreiboperation für Dateien ins HOST-Filesystem zu übertragen.
Das Problem der Generierung von Testumgebungen für eingebettete Systeme behandelt [13] an Hand des
Systems REFLECTIVE.
4.5 Zusammenfassung und Systematisierung
Die Anwendungen des Metamodells haben gezeigt, dass die Erzeugung von Metaobjekten und deren Nut-
zung zur Generierung von Konstrukten einer Zielsprache als semantische Transformationen klassifizierbar
sind, die denen in anderen Bereichen der Informatik gebräuchlichen Modellen entsprechen. Als typische
Beispiele seien das OSI-Referenzmodell der ISO und das V-Modell der Software-Anwendungsentwicklung
genannt [114].
Während der Informationsfluss zwischen kommunizierenden technischen Systemen gemäß OSI-Modell von
einer anwenderbezogenen, von Details einer Implementierung befreiten Anwendungsschicht (presentation
layer) nach einer endlichen Folge von Transformationen den physischen Kommunikationskanal erreicht
(physical layer), um danach beim Empfänger wieder in dessen Anwendungsschicht transformiert zu wer-
den, bedeutet die Extraktion von Metaobjekten aus vorhandenen Beschreibungsformen eine Änderung
des Abstraktionsniveaus derselben. Die Generierung zielsystemspezifischer Konstrukte ist demnach ei-
99wie oben für die Modelluhr beschrieben
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ne Transformation des Informationsgehalts der abstrakten Metakonstrukte in solche realer Systeme. Im
Unterschied zum OSI-Modell existiert im hier beschriebenen Metamodell jedoch kein bzgl. des Abstrak-
tionsgrades „höchster“ oder „tiefster“ Punkt, weil die Metaobjekte a priori semantikfrei sind.
semantische logische Konsistenz
Restriktionen mit Mitteln des DBMS
Datenbanken semantische Konsistenz
mit ECA-Regeln
Filesysteme DBMS-Schemata
Beschreibungsmittel Nutzeroberflächen
des Entwurfsprozesses
Werkzeuge Quellcode von
des Entwurfsprozesses HDL und PL
Objekte des Metamodells
-
-
-
-
-
-
-
-
-
-
Abbildung 4.21: Informationsquellen und -ziele des Metamodells
Sowohl Forderungen der semantischen Integrität als auch die durch „Befehle“ zu beschreibenden Abläufe
über speziellen, von den angeschlossenen Tools definierten Datenstrukturen liegen auf höherem Abstrak-
tionsniveau vor. Sie müssen manuell oder durch systemspezifische Analysewerkzeuge100 auf das Niveau
der Primitive transformiert werden, um sie dann auf der Seite des Zielsystems in dessen Darstellung
übersetzen zu können. Die Transformationsschritte sind eindeutig, jedoch nicht eineindeutig, weil fast al-
le Zielsprachen semantische Redundanzen enthalten und daher unterschiedliche Konstrukte der gleichen
Darstellung im Metamodell entsprechen können. In Abb. 4.21 bezeichnen „semantische Restriktionen“ alle
Konsistenzbedingungen, die am Zustandsmodell einer Datenbank101 auf Hochsprachen-Niveau102 ohne
Rücksicht auf deren Datenmodell sowie Mechanismen der logischen Konsistenz definiert werden. Am Ziel
der Generierung steht die Abbildung der Konsistenzforderungen des Anwenders auf datenmodellinhärente
Integritätsbedingungen103 und/oder zusätzlichen Code von Triggern und ECA-Regeln, also in logische
und semantische Konsistenzregeln in der Sprache des Ziel-DBMS.
Um Konvertierungsverluste zu vermeiden, kann der Anwender in zusätzlichen Aspekten der Metaobjekte
Informationen an die jeweils folgende logische Schicht weiterreichen. Typische Beispiele hierfür sind Forde-
rungen nach der Schlüsseleigenschaft104 eines Datenobjekts oder nach Referenzintegrität; auf dem Niveau
der Primitive des Metamodells sind mehrere Regeln formulierbar, welche aber gemeinsam auf gleiche Kon-
strukte der DDL in RDBMS abgebildet werden können, sofern dieser Zusammenhang bekannt ist. Beide
Seiten des Modells in Abb. 4.21 bleiben offen für Erweiterungen. Eine wesentliche Frage jeder Transfor-
mation betrifft die Validierung ihrer semantischen Äquivalenz. Wenn die Konsistenzprüfung der Regeln
(eingangsseitig in Abb. 4.21) auf dem ebenfalls frei wählbaren Hochsprachniveau ausgeführt würde, dann
muss auch der Prüfer frei konfigurierbar sein. Überträgt das System diese Aktivität dem Anwender, so
besteht das Risiko der fehlerhaften Implementierung des Prüfalgorithmus; deshalb bezieht sich der Inte-
gritätstest stets auf Objekte des Metamodells. Nachdem diese Konstrukte (ausgangsseitig in Abb. 4.21)
in ECA-Regeln bzw. Mechanismen der logischen Integrität des DBMS übersetzt wurden, ist zu prüfen, ob
das dadurch bestimmte Verhalten der Datenbank mit dem ursprünglich durch mengentheoretische bzw.
prädikatenlogische Formeln beschriebenen übereinstimmt. Dazu bedürfen die logischen Konsistenzregeln
eines realen DBMS einer Darstellung, die einen Abgleich mit dem Metamodell ermöglicht.
100Aus Datenbanken erfolgt dies z. B. durch Lesen der Schemadefinition.
101Konsistenzbedingungen mit mengentheoretischen und/oder prädikatenlogischen Formeln
102Im Metamodell sind dies auch die mit mengentheoretischen und/oder prädikatenlogischen Formeln formulierten
Konsistenzbedingungen.
103z. B. Schlüsselworte in SQL für die relationalen Invarianten
104Eindeutigkeit der Werte
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Das o. g. Weiterreichen höherer Konstrukte wie des Primary Key ist hierfür möglich, aber als formaler
Beweis unzureichend, weil es die Validierung auf eine Substitution von Schlüsselworten reduzieren würde.
Das hier behandelte Verfahren setzt voraus, dass eine solche Identität nachgewiesen wurde und der
Generator die diesbezüglichen Anforderungen erfüllt. Weiterführende Arbeiten zu diesem Thema befinden
sich in [20].
4.5.1 Kategorien von Objekten
Gemäß Abb. 4.21 lassen sich die am Entwurfsprozess beteiligten Objekte in einem Rechnersystem nach
beschreibenden (passiven) und wertverändernden (aktiven) Elementen klassifizieren. Dies gilt für einge-
bettete und konventionelle Systeme gleichermaßen. Ein passives Objekt besitzt eine physische (innere)
und eine logische (äußere) Struktur sowie in der Regel mindestens eine Eigenschaft, deren Quantität einer
zeitlichen Veränderung unterliegt. Sie ist innerhalb des Systems über Namen identifizierbar und besitzt
einen zum Betrachtungszeitpunkt messbaren Wert. Besitzt letzterer eine abzählbar endliche Wertemenge,
so liegt ein digitales Systemelement vor, andernfalls ein analog arbeitendes.
Auf dieser Abstraktionsstufe sind die Zustände eines Flipflops, der Inhalt von RAM/ROM, die Sätze einer
Datei, die Tupel der Relationen von RDBMS, die Instanzen der Objekte in OODBMS usw. in gleicher
Weise modellierbar. Das Metamodell beschreibt diese realen Objekte durch virtuelle Komponenten nach
Definition 8, die mit Hilfe der im Abschnitt 3.5.1 vorgestellten Konstruktionsprimitive die Struktur re-
präsentieren. Metaobjekte sind durch ihren Namen oder ihre Position identifizierbar (z. B. Zugriff auf das
i-te Element im Listen-Konstruktionsprimitiv). Sowohl das Metamodell selbst als auch die generierten
Objekte des Zielsystems können Werte speichern.
Ein aktives Objekt zeichnet sich durch die Fähigkeit aus, eine Wertänderung an einem oder mehreren
passiven Objekten herbeiführen zu können. Dies gilt für einen Setz-/Rücksetzimpuls am Flipflop, einen
Maschinenbefehl, der Schreiboperationen in Registern oder Speichern ausführt, von Programmiersprachen
initiierte I/O-Operationen sowie für DML-Operationen in DBMS. Die Aktivität ist gekennzeichnet durch
ein auslösendes Ereignis, eine Menge von Bedingungen, bei deren Erfüllbarkeit das Ereignis behandelt
wird, sowie die (absolute oder relative) Wertänderung am passiven Objekt.
Das Metamodell stellt mit ECA-Regeln, die auf Metaobjekten operieren und selbst durch Metaobjekte
darstellbar sind, eine adäquate Beschreibungsform bereit. Deren Wirkung lässt sich im Metamodell si-
mulieren oder nach der Transformation in die Zielumgebung dort testen.
Die o. g. Beispiele sind Vertreter digitaler Systeme. Analoge Größen wie Temperatur, Druck, Spannung,
Stromstärke usw. sind im Metamodell in gleicher Weise darstellbar, jedoch existieren bei aktiven Objekten
erweiterte Regularien (z. B. kontinuierliche, nicht an ein auslösendes Ereignis gebundene Wertänderun-
gen). Deshalb sei an dieser Stelle auf IVE [185][186], Titan [220], VHDL-AMS usw. verwiesen.
Obige Betrachtungen führen zu folgenden Postulaten:
Software
• Ein Programm besteht aus einer Menge wertveränderlicher Objekte (den Variablen).
• Der Zustandsraum des Programms ist gegeben durch das Kreuzprodukt der Belegungsmenge aller
Variablen.
• Zuweisungsoperationen (Maschinenbefehle) ändern diesen Zustand. Sie sind Zustandsüberführungs-
funktionen. Die Überlauffehlerkontrolle ist eine Integritätsprüfung, die feststellt, ob das Ergebnis einer
Operation einen Punkt außerhalb des Zustandsraumes adressiert.
• Die Programmabarbeitung ist eine Folge von Zustandsänderungen, die durch externe Ereignisse ge-
steuert wird. Das externe (aktivierende) Ereignis ist die execute-Phase der Befehlsabarbeitung.
• Das System ist durch die Menge seiner Variablen abgeschlossen.
• Eingaben sind Zuweisungsoperationen an interne Objekte des Systems, also an die Variablen.
• Ausgaben sind Zuweisungsoperationen an externe Objekte des Systems, also dessen Peripherie.
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Hardware
• Ein Hardware-Objekt besteht ebenfalls aus wertveränderlichen Objekten (speichernden Elementen).
• Der Zustandsraum dieser Hardware ist gegeben durch das Kreuzprodukt der Belegungsmenge dieser
Speicher.
• Fehlen speichernde Elemente, dann liegt ein kombinatorisches System vor, das als eine komplexe
Zuweisungsoperation, also als algebraischer Ausdruck formulierbar ist.
• Die Arbeit der Hardware ist eine Folge von Zustandsänderungen, die durch externe Ereignisse (Takt-
geber) und/oder durch die Elemente der Hardware selbst getriggert wird (asynchrone Schaltungen).
• Eingaben sind von der Systemumgebung veranlasste Zuweisungsoperationen an Eingabeports des
Systems.
• Ausgaben sind vom System selbst veranlasste Zuweisungsoperationen an Ausgabeports des Systems.
Datenbanken
• Datenbanken sind definiert durch eine Menge wertveränderlicher Objekte. Die Anzahl speicherbarer
Zeilen in den Tabellen eines RDBMS oder von Instanzen der Klassen eines OODBMS ist endlich
(begrenzt durch die Spezifikation des DBMS oder die Kapazität des Speichermediums).
• Der Zustandsraum der Datenbank ist gegeben durch das Kreuzprodukt der Belegungsmenge dieser
Objekte.
• Der aktuelle Zustand der Datenbasis ist gekennzeichnet durch eine bestimmbare Anzahl105 von Ob-
jekten der Extensionsmenge und deren Belegung mit Werten. Es gibt keine anderen Kategorien der
Zustandsdefinition.
• Integritätsregeln beschreiben eine echte Teilmenge dieser Zustandsmenge oder eine Teilmenge der
Zustandsübergänge. Letztere sind Abbildungen der Zustandsmenge in sich selbst.
• Der Betrieb einer Datenbank ist eine beobachtbare Folge von Zustandsänderungen.
• Werden die Zustandsänderungen ausschließlich von externen Quellen getriggert, dann ist die Daten-
bank passiv.
• Werden die Zustandsänderungen (auch) vom DBMS selbst getriggert, dann ist die Datenbank aktiv.
• Zuweisungsoperationen an die Datenbank führen zu Wertänderungen einzelner Objekte und damit
zur Zustandsänderung der Datenbank als Gesamtheit (INSERT, UPDATE, DELETE). Das verursa-
chende Objekt erfährt keine Veränderung.
• Zuweisungsoperationen an die Systemumgebung führen nicht zu Wertänderungen der Datenbank
(SELECT). Das verursachende Objekt erfährt eine Veränderung (es nimmt die Ergebnismenge auf).
Damit sind (aktive) Datenbanken geeignet zur Repräsentation von virtuellen Hard- und Softwareobjekten.
4.5.2 Systembeschreibung durch aktive Metaobjekte
Bisher erfasst das Metamodell nur den Aufbau persistenter Objekte in der Wissensbasis. Besonders die
Klassen der Implementierungsschicht vertreten reale Hard- oder Softwarekomponenten. Das Verhalten
dieser Komponenten modelliert CLINT als eine Sicht auf dieselben. Technisch ist die Sicht ein Verweis zu
einer Quelltextdatei einer beliebigen106 PL (bei Software) oder HDL (bei Hardware). Die Beschreibungs-
sprache CLINT++ definiert die Wissensklassen sowie ihre strukturellen Beziehungen (Spezialisierung
und Aggregation). Damit werden strukturelle und verhaltensmäßige Aspekte eines Modells nicht nur von
unterschiedlichen Sprachen beschrieben, sondern zudem durch unterschiedliche Paradigmen unterstützt
(deskriptiv in der Struktur, imperativ im Verhalten).
105schließt die Existenz/Abwesenheit ein (Anzahl = 0)
106WiSyRa begrenzte die anwendbaren Sprachen auf C/C++ und VHDL. Bei Verfügbarkeit entsprechender Modellgenera-
toren besteht kein Grund mehr für diese Einschränkung.
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Dies erschwert eine übergreifende Prüfung der semantischen Integrität107 und reduziert insbesondere
die Semantik der inter layer-Relationen auf reine Zuordnungen von Wissensklassen. Eine z. B. durch
implementor vermittelte Beziehung kann WiSyRa nicht auf ihre technische Realisierbarkeit prüfen,
d. h. für das Entwurfssystem ist nicht validierbar, ob die von der Relation in der Implementierungsschicht
referenzierte Klasse tatsächlich in der Lage ist, die in darüberliegenden Schichten spezifizierte Funktio-
nalität zu erbringen. Im Extremfall lässt sich die Relation selbst dann etablieren, wenn die Wissensklasse
am Ziel keine Verhaltenssicht besitzt. Dies offenbart das Problem der semantischen Beziehungen zwi-
schen den Elementen der Beschreibungssprache, welche bisher keiner Prüfung unterliegen. Sprachbasierte
Ansätze enthalten meist keine Kontrollen semantischer Abhängigkeiten, obwohl diese prinzipiell durch
Erweiterung von Parsern um semantische Aktionen realisierbar sind. Deren mangelnde Akzeptanz in der
Praxis ist im erheblichen Implementierungsaufwand begründet.
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Das Problem verschärft sich erheblich, sobald die persistente
Speicherung der Wissensklassen in einem DBMS erfolgt und
fremden Tools die Möglichkeit des schreibenden Zugriffs einge-
räumt wird. Eine nachträglich an der Wissensklasse der Imple-
mentierungsschicht ausgeführte Operation (insbesondere ein
Update oder Delete auf der Verhaltenssicht dieser Klasse) kann
die semantische Integrität der Wissensbasis bzgl. der „Gültig-
keit“ der implementor-Relation gefährden, obwohl diese wei-
terhin syntaktisch korrekt ist (Abb. 4.22).
Abbildung 4.22: Semantikfreie Relation
Der in WiSyRa gewählte Ansatz beschränkt sich auf die Verwaltung von Relationen zwischen den Wis-
sensklassen, ohne diesen Beziehungen jedoch eine Semantik zuzuordnen bzw. die Beziehungen formal
zu beschreiben. Eine Betrachtung der inter layer-Relationen von CLINT++ verdeutlicht dies: die De-
finition der Relation vom Typ multirel erscheint als nichtterminales Symbol in der Produktion für
database_def und ist somit neben den Wissensklassen eine selbständige Wissenseinheit. Sie steuert
die Abbildung von Klassen der Spezifikationsschicht auf solche der Funktionsschicht, indem sie die Er-
füllbarkeit der Bedingungen in ihrem source-Abschnitt prüft. Im Verlaufe des Konfigurierungsprozesses
(manuell oder automatisch) veranlasst sie die Instanziierung derjenigen Klassen der Funktionsschicht, für
die diese Bedingungen erfüllt sind. multirel besitzt somit einen operationalen Aspekt. Die (im Kontext
von WiSyRa erwünschte) Beschränkung der Anwendbarkeit dieser Relation auf den Übergang von der
Spezifikations- zur Funktionsschicht ist jedoch aus der Sprachdefinition mittels EBNF nicht ersichtlich,
sondern nur diversen auswertenden Tools bekannt (z. B. dem automatischen Konfigurierer). Die Syntax
erlaubt demnach den Gebrauch der Relation auch an anderen Schichtübergängen und damit in einem
semantisch unzulässigen Kontext.
Ähnliche Diskrepanzen finden sich in den Relationen architector und implementor. Sie beschreiben
den Abbildungsprozess zwischen Funktions- und Architekturschicht bzw. zwischen Architektur- und Im-
plementierungsschicht, sind jedoch im Gegensatz zu multirel keine selbständigen Objekte108, sondern
Bestandteile der Wissensklasse in der Schicht, die den Ausgangspunkt109 der Relation bildet. Diese Aus-
sage folgt aus der Produktion
property_def = comment_def | history_def | attribute_def | port_def | part_def |
task_graph_def | cdfg_def | structure_def | view_def |
architector_def | implementor_def | user_def | activity_def | ready_def.
architector- und implementor-Relationen besitzen keine berechenbaren (Bedingungs-) Ausdrücke, son-
dern stellen lediglich eine Menge von Referenzen auf andere Wissensklassen bereit. Dem Systemdesigner
107Denn für Prüfungen, die sowohl strukturelle als auch verhaltensmäßige Aspekte umfassen (z. B. der Zugriff auf die Werte
von Ports innerhalb des Algorithmus), müssten für jede mögliche Kombination von Sprachen abstrakte Syntaxbäume
erzeugt werden.
108Für diese syntaktische Unterscheidung besteht wegen identischer Semantik kein Grund.
109Auch diese Festlegung ist weder syntaktisch noch semantisch zu begründen.
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(beim manuellen Konfigurieren) oder dem automatischen Konfigurierungswerkzeug obliegt die Auswahl
genau eines Elements dieser Menge.
implementor(; ; );
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Die Gültigkeit der Menge von Wissensklassen im Nachbereich
von implementor kann durch nachträgliches Löschen oder Um-
benennen verletzt werden (Abb. 4.23), da die etablierte Rela-
tion keine Information über die modifizierte Wissensklasse er-
hält. Die dadurch entstehende Änderungsanomalie wirkt sich
sowohl auf die Eintragungen in der implementor-Liste der Wis-
sensklasse als auch auf evtl. bereits gebildete Instanzen der ge-
änderten Klasse aus. Der letztgenannte Fehler wird erst dann
bemerkt, wenn ein auswertendes Tool (z. B. Modellgenerator)
Informationen aus der Wissensklasse benötigt (z. B. Name des
als View zugeordneten Quelltextfiles) und in dieser Situation
die Wissensklasse, aus der die Instanz einst gebildet wurde,
nicht mehr unter dem in der Instanz gespeicherten Namen er-
reichbar ist.
Abbildung 4.23: Änderungsanomalie
Der Widerspruch zwischen der Orthogonalität von Schicht und Relation einerseits und der semantisch
beschränkten, aber aus der Syntax nicht ableitbaren Bindung an bestimmte Schichten besteht auch bei
architector und implementor. So ist es insbesondere lt. CLINT-Syntaxdefinition möglich, in der hier-
archisch tiefsten Schicht der Wissensbasis die beiden Relationen zu benutzen, obwohl dort auf Grund der
Semantik der Schichten kein Abbildungsprozess beginnen kann.
Aus den genannten Gründen wurde der Geltungsbereich des Metamodells so erweitert, dass sowohl die
Objekte der Wissensbasis als auch die Struktur und das Verhalten der von den Entwurfsobjekten vertrete-
nen realen Objekte mit den gleichen Konstrukten beschreibbar sind. Das Verhalten aktiver Objekte wird
dabei als eine Folge von Zustandsänderungen modelliert. Art und Zeitpunkt der Zustandsänderungen be-
stimmen ECA-Regeln, die ebenfalls in Form von Metaobjekten gespeichert und im Verantwortungsbereich
eines ADBMS ausgeführt werden. Dieser Ansatz folgt dem Vorschlag von Kudraß:110
„In [25]111 wird die Idee eines aktiven Objektraums für die Modellierung heterogener Systeme
skizziert, wobei ein aktives Objekt dadurch definiert ist, dass es in der Lage ist, autonom und
asynchron auf Ereignisse durch Ausführung von Regeln zu reagieren.“
In Analogie zum Autonomiebegriff in Multidatenbanksystemen ergibt sich eine Klassifizierung aktiver
Metaobjekte bzgl. ihrer Rechte:
• Ein Metaobjekt ist absolut autonom, wenn es unabhängig von Prozessen in anderen Metaobjekten
Lese- und Schreiboperationen innerhalb und außerhalb seiner Struktur (vgl. Abb. 4.15) ausführen
darf.
• Ein Metaobjekt ist relativ autonom, wenn es andere Prozessen beeinflussen kann und selbst von
anderen beeinflusst wird.
• Ein Metaobjekt ist nicht autonom, wenn es keine andere Prozesse durch Schreiboperationen beein-
flussen darf und selbst nur reagiert.
4.5.3 Semantikbeladene Relationen
Die im Abschnitt 4.5.2 dargelegten Probleme der bisherigen Relationen überwindet das Metamodell durch
einen vereinheitlichten Ansatz, der die „implizite“ Semantik präzise auf deskriptive und operationale An-
teile zurückführt und zu seiner Realisierung das universelle Konstrukt der ECA-Regeln nutzt. Bevor dieser
Schritt vollzogen werden kann, müssen auch die bisher in separaten Files (*.conf) abgelegten Instanzen
der Wissensklassen ins Metamodell aufgenommen und damit dem Management des DBMS unterworfen
werden. Dies erfordert eine begriﬄiche Präzisierung: die Sprache CLINT++ stellt jede Wissenseinheit
durch eine Klassen-, Methoden- oder Beziehungsdefinition dar.
110Quelle: [106, Seite 76]
111im Original: [Buc90]
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database_def = include_stm | class_def | constraint_def | condition_def |
method_def | multirel.
Folglich enthält ein CLINT-Quelltext entsprechend viele Definitionen gemäß Abb. 4.24.
specification class . . . is
...
end . . .;
function class . . . is
...
end . . .;
architecture class . . . is
...
end . . .;
implementation class . . . is
...
end . . .;
Das Metamodell hält je ein persistentes Objekt für die
Wissensklassen, die Domänenmethoden, die Beziehun-
gen usw. mit allen ihren (optionalen) Bestandteilen vor.
Jede Klasse im Sinne von CLINT++ ist demnach eine
Instanz des Typs class_def in der Datenbank.
Die in WiSyRa ursprünglich als Instanzen bezeichne-
ten Bestandteile einer Konfiguration werden im Meta-
modell durch separate Metaobjekte beschrieben und im
Interesse der Eindeutigkeit nachfolgend als Konfigura-
tionsobjekte bezeichnet. Die Verlagerung ihrer Speiche-
rung in die Verantwortung des DBMS ermöglicht die
Beschreibung der funktionalen Abhängigkeit zwischen
einer Wissensklasse und allen ihren Konfigurationsob-
jekten mit den Mechanismen der semantischen Inte-
grität. Insbesondere können Änderungen am Modell,
d. h. Wertänderungen, Löschungen oder Umbenennun-
gen an Wissensklassen direkt in den betroffenen Konfi-
gurationsobjekten durchgesetzt werden.
Abbildung 4.24
Klassendefinition in CLINT++
instance F_Producer_0 : F_Producer is
...
end F_Producer_0;
Da dieser Zusammenhang nicht auf die logische
Konsistenzsicherung des DBMS abgebildet, sondern auf
semantischer Ebene von ECA-Regeln vermittelt wird,
kann der Wissensingenieur selbst entscheiden, ob sich
eine Änderung in der Wissensbasis (z. B. die Erhöhung
der Prozessor-Taktfrequenz als Attributwert) auf bereits
erstellte Konfigurationen auswirken soll.
Abbildung 4.25
Instanzdefinition in CLINT++
Ging ein solcher Attributwert beispielsweise in die Berechnung der Fitnessfunktion zur Konfigurations-
auswahl ein, so kann sich auch diese Entscheidung infolge des neuen Wertes ändern.
Analoges gilt für Attribute, deren Werte in Methoden, Constraints oder Conditions benutzt wurden. Die
Art der Abhängigkeit zwischen den persistenten Objekten innerhalb der Wissensbasis sowie zwischen Wis-
senseinheiten und Konfigurationsobjekten ist bisher entweder nur dem Wissensingenieur bekannt oder in
maschineller Form nur in der Logik auswertender Tools enthalten (dort jedoch meist nur mit prüfendem
Charakter). Einem Anwender, der den Inhalt der Wissensbasis nur partiell112 kennt, ist damit die Kon-
sequenz einer von ihm veranlassten Änderung nicht bewusst. Als Beispiel sei der Einkaufspreis und der
Energiebedarf eines ASIC genannt. Um die Wissensbasis nach der Änderung der zugehörigen Attribut-
werte in der das Bauelement vertretenden Wissensklasse in der Implementierungsschicht wieder in einen
konsistenten Zustand zu versetzen, müssen alle Modelle (und bei entsprechender Anforderung durch den
Wissensingenieur auch alle davon bereits abgeleiteten Konfigurationsobjekte) ermittelt und deren Ge-
samtpreis bzw. der Gesamtenergiebedarf neu berechnet werden. Hat etwa die Änderung der Taktfrequenz
Auswirkungen auf die Gesamtreaktionszeit des eingebetteten Systems, so kann der daraufhin neu zu er-
mittelnde Wert außerhalb des tolerierbaren Intervalls des zugehörigen Anforderungsattributs liegen und
die Konfiguration bzgl. dieser Forderung unbrauchbar werden.
Um Inkonsistenzen in der Wissensbasis auszuschließen und den Wissensingenieur von derart diffizilen Prü-
fungen zu befreien, werden alle Abhängigkeiten zwischen Objekten ins Metamodell aufgenommen und
dort gemeinsam mit der Struktur der Wissenseinheiten durch die universelle Objektalgebra beschrieben.
Nach der Übersetzung des Metamodells in die Schemadefinition einerseits und die Menge von ECA-
Regeln andererseits kann das DBMS bei jeder von einem beliebigen Tool veranlassten Änderung selbst
alle Maßnahmen veranlassen, die zur Prüfung der dadurch eintretenden Folgezustände notwendig sind.
112Bei großen Domänen ist dies der Regelfall.
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Im Umfeld des Entwurfssystems RODOS und des ihm zugrunde liegenden Metamodells entstanden zahl-
reiche Werkzeuge, deren Einsatz in diesem Kapitel an Hand von Beispielen vorgestellt wird. Dabei steht
der Nachweis der Realisierbarkeit der in den Kapiteln 3 und 4 vorgestellten Prinzipien durch konkrete
Implementationen im Vordergrund (proof of concept). Anschließend werden andere Entwurfsprinzipien
für eingebettete Systeme sowie deren Integrationsmöglichkeiten in eine mit RODOS aufgebaute Entwick-
lungsumgebung diskutiert.
5.1 Strukturbeschreibende Metaobjekte
5.1.1 Definition
Implementierungen der im Kapitel 3 eingeführten Konstruktionsprimitive folgen formal aus der
Definition 43 (Datum) Jedes Datum wird repräsentiert durch einen innerhalb eines Universums ein-
deutigen Namen und einen Wert. Es bildet ein Tupel der Gestalt Date := (name, value).
Die Konstruktionsprimitive sind demnach Ausprägungen der Eigenschaften des Datums:
Anzahl n der
Werte pro Name
Anzahl m von unter-
geordneten Objekten implizite Constraints Indizierbarkeit
Skalar n = 1 m = 0 Wertebereich nein
Liste 0 ≤ n m = 0 ⊥ ja
Menge 0 ≤ n m = 0 Eindeutigkeit derDatenelemente nein
Tupel ⊥ 0 ≤ m Eindeutigkeit der Namen nein
Die Betrachtung von name und value der Primitive führt zur
Definition 44 (Dimension) Die Dimension d ∈ N von name und value gibt die Anzahl zulässiger
Elemente der jeweiligen Kategorie an.
• Skalare haben d = 0: sie entwickeln sich zur Laufzeit eines Systems nicht
• Listen und Mengen haben d = 1: sie entwickeln sich zur Laufzeit entlang der Wert-Dimension
• Tupel haben d = 2: sie entwickeln sich zur Laufzeit in zwei Dimensionen, wobei (wie die vorherge-
henden Kapitel gezeigt haben) in einigen Systemen die Entwicklung entlang der Namens-Dimension
untersagt wird
Skalar Liste und Menge Tupel
name
value
name
value
value
name
name name
value value
value value
Abbildung 5.1: Dimensionen der Konstruktionsprimitive
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Unter Berücksichtigung der Dimensionen erweitert sich Definition 43 zu Date := (named, valued).
Daraus leitet sich die Menge induzierter Operationen über den Konstruktionsprimitiven ab. Tabelle 5.1
stellt die theoretisch möglichen Operationen jenen des Metamodells aus Abschnitt 3.7 gegenüber.
Σ
bei Skalaren: konstant 1
bei Listen und Mengen: aktuelle Anzahl der Elemente in der Wert-Dimension
bei Tupeln: aktuelle Anzahl der Elemente in der Namens-Dimension
∪
bei Skalaren: nicht verfügbar
bei Listen und Mengen: Hinzufügen von Elementen in der Wert-Dimension
bei Tupeln: Hinzufügen von Elementen in der Wert- oder Namens-Dimension
∩
bei Skalaren: nicht verfügbar
bei Listen und Mengen: Löschen von Elementen in der Wert-Dimension
bei Tupeln: Löschen von Elementen in der Wert- oder Namens-Dimension
Π
bei Skalaren: Lesen des aktuellen Wertes
bei Listen: Auswahl der per Index adressierten Elemente
bei Mengen: nicht verfügbar
bei Tupeln: Auswahl der per Bestandteil-Name adressierten Elemente
Tabelle 5.1: Überladene Metaoperationen
Unter Verwendung des global eindeutigen Objektidentifikators OID ergeben sich darüber hinaus vom
Konstruktionsprimitiv unabhängige Operationen.
′
η(OID) liefert den Namen des Objekts
ν(OID) liefert den Wert des Objekts
κ(
′
η(OID))
liefert die Kardinalität der Namens-Dimension
bei Tupeln: > 0
sonst: = 0
κ(ν(OID))
liefert die Kardinalität der Wert-Dimension
bei Skalaren: konstant 1
bei Listen: Anzahl der Elemente
bei Mengen: Anzahl der Elemente
bei Tupeln: Anzahl der Bestandteile
ϕ(
′
η(OID), i) liefert das i-te Element aus der Namens-Dimension falls 1 ≤ i ≤ κ(
′
η(OID))
sonst: ⊥
ϕ(ν(OID), i) liefert das i-te Element aus der Wert-Dimension falls 1 ≤ i ≤ κ(ν(OID))sonst: ⊥
ι(name) liefert OID der Instanz
ι(OID, name) liefert OID des Bestandteils name eines Tupels falls κ(
′
η(OID)) > 0
sonst: ⊥
θ(OID)
liefert die Zustandsinformation über Eindeutigkeit im Cantor’schen Sinne
mit den Werten
⊥ falls κ( ′η(OID)) 6= 1
True falls ∀ i ∈ {1 . . . κ(ν(OID))}: @ j ∈ {1 . . . κ(ν(OID))}:
ϕ(ν(OID), i) = ϕ(ν(OID), j) ∧ i 6= j
False falls ∀ i ∈ {1 . . . κ(ν(OID))}: ∃ j ∈ {1 . . . κ(ν(OID))}:
ϕ(ν(OID), i) = ϕ(ν(OID), j) ∧ i 6= j
Tabelle 5.2: Zugriffsprimitive für Instanzen der Metaobjekte
Die Funktion ϕ zum positions-adressierten Zugriff auf ein Element einer Dimension kommt sowohl für
Listen als auch für Mengen zum Einsatz, da alle Datenelemente intern in Listenform organisiert sind.
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Bei Listen bildet der zweite Operand von ϕ den Listenindex, bei Mengen ist diese Zugriffsmöglichkeit
von außen jedoch nicht sichtbar. Die Implementierung von Iteratoren nutzt intern diesen Dienst (Tabelle
5.3).
in der Namens-Dimension in der Wert-Dimension
For i = 1 To κ(
′
η(OID))
apply Function(ϕ(
′
η(OID), i))
Next i
For i = 1 To κ(ν(OID))
apply Function(ϕ(ν(OID), i))
Next i
Tabelle 5.3: Iteration über Listen- und Mengenelementen
Die Bewertung der Eindeutigkeit von Werten1 durch das Prädikat θ ist ein Constraint bei mengenorien-
tierten Operationen und zugleich Implementierungsgrundlage der Konvertierungsfunktion Γ.
Demnach sind generische Operationen definierbar, deren Verhalten gegenüber dem Datenobjekt von der
Dimension im Konstruktionsprimitiv abhängt. So kann z. B. das Lesen von Skalaren (I) sowie die Projek-
tion (Π) bei Listen und Tupeln eine vereinheitlichte Zugriffsfunktion bewerkstelligen, die als Parameter
einen Index in der gewünschten Dimension übernimmt.
Entsprechend würde die Operation Ω unter Beachtung der ihr übergebenen Dimension entweder die
Extensionsmenge der Namen2 oder die Extensionsmenge der Werte eines Datenobjekts liefern. Die Ver-
fügbarkeit der Extensionsmenge der Namen bedeutet für Beschreibungssprachen, dass zur Laufzeit die
Struktur eines Metaobjekts3 analysiert und auf diese z. B. durch get_property_??? und set_property_???
zugegriffen werden kann.
Mit dieser Betrachtungsweise sinkt die Anzahl der im Abschnitt 3.7 als induziert gekennzeichneten Ope-
ration weiter, d. h. einige Funktionen fallen in den Rang nutzerdefinierter Operationen zurück.
Der Vorteil dieses Ansatzes liegt in seiner klaren Systematik, sein Nachteil in komplexer werdenden
Funktionsaufrufen. Daher gelten nachfolgend weiterhin diejenigen Operationen als induziert, für die der
Anwender keine eigene Implementierung bereitstellen muss.
Hohenstein unterscheidet zwischen Datentyp-Signaturen und Datenbanksignaturen [86]. Eine Interpreta-
tion eines Datentyps ist dort gleichzusetzen mit der Menge aller Werte, die dieser Typ annehmen kann.
Die Interpretation eines komplexen Typs setzt sich (rekursiv) zusammen aus den Interpretationen der
elementaren Typen. Den Sorten der Signatur entsprechen die Datentypen im Metamodell. Operationen
und Prädikate stellt das Metamodell durch Metaobjekte mit Function-Aspekt dar. Prädikate erzeugen
einen Booleschen Wert über Sorten, im Metamodell also über Wissenseinheiten. Die Semantik der Ope-
rationen ist im Metamodell durch Zustände der Wissensbasis vor und nach der Operationsausführung
gegeben. Datentypen induzieren bei Hohenstein eigene Operationen. Davon macht das Metamodell keinen
Gebrauch, da es den Anspruch erhebt, von keinem konkreten Datentyp abhängig zu sein. Jede Operation
wird explizit im Metamodell definiert.
Die mit den Konstruktionsprimitiven
beschriebenen Objekte sind demnach
Datensorten, aus denen sich durch An-
wendung von Standardkonstruktoren
neue Sorten definieren lassen. Tabelle
5.4 stellt die Sortenausdrücke nach Ho-
henstein dem Metamodell gegenüber.
Konstruktor4 Semantik Metamodell
prod Kartesisches Produkt Tuple
list Listenbildung List
set Mengenbildung Set
bag Multimengenbildung Π
Tabelle 5.4: Vergleich mit Sortenausdrücken
Das Metamodell sieht keinen Konstruktor für Multimengen vor, jedoch können Mengen mit mehreren
identischen Elementen durch Projektionen Π entstehen, wenn aus einem Tupel, das einen aus mehreren
Attributen bestehenden Primärschlüssel besitzt, zum Schlüssel gehörende Attribute „entfernt“ werden.
1Folglich ist θ bei Skalaren immer erfüllt, bei Listen und Mengen im Falle der Unterscheidbarkeit der Elemente erfüllt und
auf Tupel nicht anwendbar.
2Die Menge der Namen der Bestandteile eines Tupels ergibt sich aus den Slots des Constructor-Aspekts.
3z. B. Bereitstellen einer Standard-Methode, die die Namen aller verfügbaren Properties einer Klasse liefert
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Beispiel 64 (Multimengen) Es sei ein Tupel nach Abb. 5.2 gegeben.
Tupel T mit Werten Ergebnis der Projektion
A1 A2 A3
1 1 1
1 1 2
1 1 3
Π([T, (A1, A2)])
A1 A2
1 1
1 1
1 1
Im Ergebnis der Projektion entsteht eine Multi-
menge. Damit ist das Metamodell diesbezüglich
konform zu Kalkülen des EER-Modells.
Abbildung 5.2: Entstehung von Multimengen
5.1.2 Minimale Integritätsbedingungen
Das Metamodell setzt der Konstruktion komplexer Datenobjekte selbst keine Grenzen. Jedoch können
die Ziel-DBMS auf Grund ihres Datenmodells strukturelle Restriktionen aufstellen, deren Einhaltung im
Metamodell durch ECA-Regeln zu überwachen ist. Sie resultieren aus der
Definition 45 (minimale Integritätsbedingung) Die Menge der Integritätsbedingungen ist minimal,
wenn sie ausschließlich durch Generierung aus datenbeschreibenden Metaobjekten abgeleitet wurde und
keine nutzerdefinierten Erweiterungen aufweist.
Einige minimale Integritätsbedingungen folgen direkt aus den Konstruktionsprimitiven:
Skalar Begrenzung des induzierten Wertebereichs bei Datentypen mit Ordnungsrelation durch Unglei-
chungen,
Begrenzung des induzierten Wertebereichs bei Datentypen ohne Ordnungsrelation5 durch Men-
genoperationen,
Ein- bzw. Ausschluss von ⊥
Liste Begrenzung der Anzahl der Elemente (minimal/maximal),
Begrenzung des Datentyps der Listenelemente,
Position muss innerhalb der Indexmenge liegen oder Nachfolger des größten Elements dieser
Menge sein
Menge Begrenzung der Anzahl der Elemente (minimal/maximal),
Begrenzung des Datentyps der Mengenelemente,
Duplikatfreiheit der Elemente
Tupel Begrenzung der Namens-Dimension (minimal/maximal),
Begrenzung der Wert-Dimension (minimal/maximal),
Integritätsbedingungen der Bestandteile
Unabhängig vom Konstruktionsprimitiv sind Integritätsbedingungen, die aus der Anwendung von Quan-
toren über der Extensionsmenge eines Metaobjekts folgen (Existenz/Abwesenheit von Datensätzen/In-
stanzen). Dieser Kategorie gehören u. a. die Forderungen der Referenzintegrität von DBMS an.
Ein der minimalen Integritätsbedingung für ein Datenmodell genügendes Metamodell ist ohne Verlust
an struktureller Information in die DDL des Ziel-DBMS transformierbar. Tabelle 5.5 stellt minimale In-
tegritätsbedingungen für gebräuchliche Datenmodelle zusammen. Da Integritätsregeln den durch den
Strukturteil aufgespannten Zustandsraum (Menge der Interpretationen) sowohl durch Restriktionen des
Datenmodells als auch durch zusätzliche nutzerdefinierte Anforderungen beschränken10, kann es kein
allgemeines Vollständigkeitsmaß über die minimalen Integritätsbedingungen hinaus geben. Daraus folgt
die Nicht-Prüfbarkeit der Vollständigkeit von ECA-Regeln für einen Diskursbereich (Prüfung der seman-
tischen Kongruenz zwischen Wissensbasis und Realweltausschnitt ist nach Definition 14 nicht algorith-
mierbar).
5meist enumerative Definition des Wertebereichs
6z. B. IMS von IBM, DBS/R von robotron
7z. B. UDS von Siemens
8z. B. Microsoft Access
9z. B. O2 von O2 Technology
10z. B. durch Beschränkung des Wertebereichs eines Datentyps
220
5 Implementierung des Metamodells
Name Bedingung
hierarchisches
Modell6
nur Skalare sind zulässig
Navigation zwischen Datenobjekten gemäß Hierarchie im Schema
allgemeines
Netzwerkmodell7
nur Skalare sind zulässig
Navigation zwischen Datenobjekten entlang der Verkettung
klassisches
Relationenmodell8
Listen und Mengen sind unzulässig
alle Bestandteile eines Tupels müssen Skalare sein
objektrelationales
Modell
wie Relationenmodell – jedoch vereinfachte Transformation,
da Tupel Bestandteile eines Tupels sein dürfen
objektorientiertes
Modell9 keine
NF2 Listen und Mengen sind unzulässigBestandteile eines Tupels müssen Skalare oder Tupel sein
AIM-P keine
Tabelle 5.5: Minimale Integritätsbedingungen gebräuchlicher Datenmodelle
5.1.3 Interaktive Bearbeitung
Die Bearbeitung von Instanzen der Metaobjekte ist unabhängig sowohl vom Datenmodell des DBMS
als auch von der Struktur der Wissensbasis. Sie wendet objektorientierte Prinzipien der Implementierung
auch in RDBMS an. Der Editor für Instanzen der Metaobjekte soll ausschließlich aus Funktionen bestehen,
die auch im batch-Betrieb nutzbar sind, um Ereignisse universell detektieren zu können. Zu diesem Ziel
führen unterschiedliche Ansätze:
i. Es wird ein universeller Editor entwickelt, der jedes Konstruktionsprimitiv unterstützt.
ii. Es wird nach der Auswahl eines Metaobjekts ein für dieses spezifischer Editor generiert.
Während i keine Formularänderungen in der Datenbank nach sich zieht, aber nur geringen Bedienkom-
fort bietet, muss das Verwaltungssystem der Wissensbasis bei ii bei jeder Änderung eines Metaobjekts
nach einem zugehörigen Editor suchen, diesen löschen und neu generieren, da nach der letzten Benutzung
eine Änderung am Metamodell eingetreten sein könnte. Bedienkomfort und Implementierungsaufwand11
sind dadurch höher, weil z. B. Tupel, die nur aus Skalaren bestehen (also direkt dem relationalen Modell
entsprechen) in einem Endlosformular bearbeitet werden können und objektspezifische Besonderheiten
(Constraints, spezielle Wertebereiche) direkt in der Bedienoberfläche Berücksichtigung finden.
Die Vorteile von i und ii sind kombinierbar, wenn der Editor aus einem statischen Basisformular zur
Auswahl des Metaobjekts und einer Menge von dynamischen, vor jeder Bearbeitung von Metaobjekten
generierten, aber nicht gespeicherten Formularen besteht. Diese Vorgehensweise minimiert den Rechen-
zeitbedarf zur Laufzeit. Der domänenneutrale Editor bietet dem Anwender folgende Funktionalität:
• Auswahl eines Metamodells
• Auswahl eines Metaobjekts
• Erzeugen der Extensionsmenge des Metaobjekts
• Anzeigen der Anzahl der Instanzen
• Anzeigen aller Instanzen des Metaobjekts und Scrollen in dieser Menge
• Hinzufügen und Löschen von Instanzen
• Navigation durch die Objektstruktur
• Änderung der Werte in den Blattknoten des Hierarchiebaums
11Die Löschung und Neugenerierung könnten ebenfalls von ECA-Regeln übernommen werden, die auf Änderungen am
Metamodell reagieren. Wegen des zeitlichen Aufwandes sollte die Generierung des Editors bis zum Anfragezeitpunkt
verzögert werden.
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• Speichern der Instanzenmenge (unter Beachtung aller Constraints)
• bei Skalaren: Fenster mit Bearbeitungsmöglichkeit für das jeweilige Datum
• bei Listen und Mengen: Anzeigen, Hinzufügen und Löschen der Elemente (mit bzw. ohne Index)
• bei Tupeln: Anzeigen der Bestandteile in einem Listenfeld, mindestens Hinzufügen und Löschen in
der Wert-Dimension, optional Hinzufügen und Löschen in der Namens-Dimension
Beim Scrollen in der Extensionsmenge eines Metaobjekts wird das jeweils aktuelle Element in einem dafür
reservierten Fenster angezeigt. Dieses Fenster bleibt während der Bearbeitung geöffnet, zeigt aber jeweils
nur die aktuellen Daten an. Die in den jeweils untergeordneten Fenstern darzustellende Datenmenge ist
eine Projektion der Datenmenge des übergeordneten Fensters bzgl. der ausgewählten Komponente. Dieses
Verfahren forciert die transaktionsorientierte Speicherung durch unterschiedliche Strategien:
• Jedes Fenster bezieht seine Daten direkt aus der Tabelle ObjectData und speichert dort auch die
Änderungen (vgl. Abschnitt 3.5.6.1). Dieses Verfahren ist leicht implementierbar, kann aber die Inte-
gritätsregeln nicht vollständig sichern, da z. B. eine Änderung in einem Blattknoten bereits ausgeführt
ist, wenn sich eine andere Änderung als unzulässig erweisen sollte (Verletzung des Transaktionsprin-
zips).
• Jedes Fenster präsentiert eine „Simulation“ der Extensionsmenge. Änderungen an dieser werden aus-
schließlich in einem internen Puffer ausgeführt und dessen Inhalt erst nach Aufforderung durch den
Anwender (per Save-Button oder bei Navigation zu einem anderen Datensatz) gespeichert, sofern alle
Konsistenzbedingungen erfüllt sind.
Das letztgenannte Verfahren ist sicher bzgl. der Integrität, weist aber Besonderheiten bzgl. der Imple-
mentierung auf: Die Löschung und anschließende erneute Eintragung der vollständigen Extensionsmenge
eines Metaobjekts ist nicht nur zeitlich zu aufwändig, sondern würde auch die Löschung abhängiger
Datenobjekte nach sich ziehen und damit die semantische Integrität gefährden. Deshalb bezieht sich die
Änderungsoperation stets nur auf die aktuell ausgewählte Instanz. Vor dem Speichern entscheidet eine
Datenbankanfrage nach dem Objektidentifikator, ob INSERT oder UPDATE auszuführen ist.
5.1.4 Speicherung
Während alle Lese- und Verarbeitungsvorgänge durch Funktionsobjekte beschreibbar sind, nimmt das
Schreiben in die Wissensbasis insofern eine Sonderstellung ein, als die Übertragung auf ein physisches
Speichermedium aus der Sicht des Metamodells einen Seiteneffekt der Zuweisungsoperation O darstellt.
Sie führt somit bei wiederholter Anwendung nicht zu identischen Resultaten12. Die automatische Code-
generierung erkennt diese Situation am Storage-Aspekt des empfangenden Metaobjekts nach Abschnitt
3.5.3. Eine Klassifikation der Schreiboperationen ergibt sich unter Beachtung der Konstruktionsprimitive
aus Abb. 5.1 sowie ihrer Dimensionen nach Definition 44:
• Schreiben auf ein Skalar ist die Änderung des Wertteils in einem definierten Namensteil.
• Schreiben in eine Liste ist die Änderung des Wertteils des i-ten Elements.
• Schreiben in eine Menge ist nicht erklärt, weil die Elemente nicht explizit identifizierbar sind.
• Schreiben in der Wert-Dimension von Tupeln erfolgt für untergeordnete, über Namen identifizierte
Objekte wie für die jeweiligen Primitive beschrieben.
• Schreiben in der Namens-Dimension von Tupeln ist gleichzusetzen mit einer Strukturänderung des
Tupels.
• Schreiben auf einen adressierten Namensteil ist ein Umbenennen des (untergeordneten) Objekts.
• Schreiben auf einen nicht adressierten Namensteil ist ein Hinzufügen eines untergeordneten Objekts.
• Schreiben von ⊥ auf einen adressierten Namensteil ist ein Löschen des untergeordneten Objekts.
• Schreiben von ⊥ auf einen nicht adressierten Namensteil ist nicht erklärt.
12Diese Forderung der funktionalen Programmierung nach referential transparency [173, Seite 320] ist beim Schreiben auf
Datenträger ohne explizite Positionsangabe verletzt (z. B. Magnetband).
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Die Verarbeitung komplexer Objekte wirft ein neues, in RDBMS unbekanntes Integritätsproblem auf:
viele Integritätsregeln beziehen sich auf mehrere Objektbestandteile. So sind z. B. Aussagen über die
Deadlock-Freiheit eines Task-Graphen nach Abschnitt 4.1.6 erst nach dessen vollständiger Eingabe mög-
lich. Da die Bereitstellung aller Daten eines komplexen Objekts oftmals in sequenzieller Folge abläuft
(z. B. durch Dateneingabe des Anwenders in einer Bildschirmmaske), gerät die Instanz zwangsläufig in
der Zeit zwischen ihrer Erzeugung und der vollständigen, allen Integritätsbedingungen genügenden Bele-
gung in einen inkonsistenten Zustand.
Das Metamodell stellt mit transienten Objekten eine Lösung des Problems zur Verfügung, die in den
programmtechnischen Konstrukten zur Überwindung des Impedance Mismatch zwischen 3GL und 4GL
ihr Vorbild hat. Der Anwender definiert dazu Metaobjekte mit dem Aspekt Variable.
Beispiel 65 (transiente Objekte)
Die Preise aller Komponenten der Implementierungsschicht fallen um 10%.
working
Constructor
Set, class_def
Variable
Es sei eine Wissensbasis gegeben, die der Syntax von CLINT++ genügt. Die
Änderung erfolgt an komplexen Objekten des Typs class_def. Eine Variable
nimmt die zu modifizierenden Daten auf.
Die Zuweisungsoperation O des Metamodells überträgt die Extensionsmenge
eines datenbeschreibenden Metaobjekts in den bei der Übersetzung der Varia-
ble vorgehaltenen Speicherbereich und selektiert dabei die von der Änderung
betroffenen Instanzen.
O(∆(==(Σ(∩(Π(Π(class_def, attribute_def), attribute_name), Γ(I("Price")))), I(1)),
∆(==(Π(class_def, hierarchy_spec), I("implementation")), Ω(class_def))),
working)
Die Übersetzung von working nutzt die Darstellungsmöglichkeiten der Zielsprache für objektwertige Va-
riablen. So bietet z. B. ORACLE’s PL/SQL eine Möglichkeit, durch spezielle Schlüsselwörter Variablen
mit der Struktur der Zeile einer Tabelle aus dem RDBMS mit
variable_name table_name%rowtype;
oder einer Spalte derselben mit
variable_name table_name.attribute_name%type;
anzulegen und so Integritätsprobleme zwischen transienten und persistenten Objekten13 auszuschließen.
VBA unterstützt mit der Verwendung von Recordset-Objekten die Navigation und satzbezogene Bearbei-
tung in Microsoft Access.
Die Variable working erhält folglich die Objektstruktur einer CLINT-Wissensklasse. Der Mengenkon-
struktor ermöglicht die Aufnahme aller Instanzen von class_def, die der gewünschten logischen Schicht
angehören und das Preisattribut besitzen. Auf dieser Menge findet die eigentliche Änderung durch Itera-
tion der Elemente statt.
Φ((selecting, working))
selecting: Φ((updating, ∆(==(Π(attribute_def, attribute_name), I("Price")),
Π(class_def, attribute_def))))
updating: O(*(Π(attribute_def, attribute_value), I(0.9)
Π(attribute_def, attribute_value)))
Auf jedes Mengenelement in working, also jede modifizierbare Instanz von class_def wendet Φ die
Funktion selecting an. Sie stellt durch ∆ aus der Attributmenge14 der Wissensklasse dasjenige mit dem
Namen Price zur Verfügung. Die Funktion updating wirkt daher in selecting auf genau ein Element15.
O(working, class_def)
Den Transport der geänderten Daten in die Wissensbasis übernimmt wiederum die Funktion O. Da
class_def ein persistentes Objekt ist (erkennbar am Storage-Aspekt des Metaobjekts), erzeugt der
13hier bezogen auf Metaobjekte vom Typ Tuple, deren Bestandteile ausschließlich Skalare sind
14Denn zwischen den Attributen einer Wissensklasse in CLINT++ besteht keine semantische Beziehung.
15Denn die Namen der Attribute sind innerhalb einer Wissensklasse eindeutig.
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Generator die DBMS-spezifischen Änderungsoperationen16. Damit verbunden ist die Generierung des
ON-UPDATE-Ereignisses sowie die Integritätsprüfung der geänderten Instanzen durch ECA-Regeln. Die
Synchronisation zwischen transientem und persistentem Objekt stützt sich auf den global eindeutigen
Objektidentifikator OID. Sein Wert gelangt beim Einlesen der Extensionsmenge des Metaobjekts mit in
die zugehörige objektwertige Variable17.
Einzufügende Instanzen benötigen ebenfalls eine Variable mit der Struktur des Metaobjekts, um die
Bestandteile des komplexen Objekts nacheinander füllen zu können.
Beispiel 66 (Instanzen von Wissensklassen)
Der Funktionsschicht ist eine Wissensklasse mit dem Namen Adder hinzuzufügen.
Unter Verwendung des variablen-wertigen Metaobjekts working aus Beispiel 65 erzeugt
α(class_def, working)
eine „leere“ Instanz der Klassendefinition. Die Implementierung dieser Funktion belegt alle Instanzen
gemäß Konstruktionsprimitiv
Scalar mit dem Wert ⊥,
Set mit der leeren Menge,
List mit der leeren Liste,
Tuple mit dem Anfangswert jedes Bestandteils
so dass anschließend die notwendigen Felder ihre Werte durch Zuweisungen erhalten können.
O(I("function"), Π(class_def, hierarchy_spec))
O(I("Adder"), Π(class_def, class_name))
Das Hinzufügen zur Extensionsmenge von class_def, also die Übertragung in die Datenbank übernimmt
wiederum die Funktion O.
O(working, class_def)
Beim Instanziieren der Wissensklasse wurde von α ein bisher in der Wissensbasis noch nicht verwendeter
Wert für OID generiert18. An ihm erkennt das System bei Ausführung von O, dass jetzt eine INSERT-
Anweisung (bei OODBMS) bzw. eine Folge von INSERT-Anweisungen (bei RDBMS) auszuführen ist.
Aus einer derart implementierten Schreiboperation leitet sich der Name des Ereignisses {ON-INSERT,
ON-UPDATE} sowie der Name des Metaobjekts19 ab.
Analog bewirkt eine von τ veranlasste Löschung in der Variable working deren Vollzug durch DELETE-
Anweisungen beim Transport zum persistenten Objekt.
5.1.5 Referenzen
In DBMS ist es üblich, Beziehungen zwischen Datenobjekten durch Referenzen zu beschreiben. Deren
Verwaltung bildet einen Teil der logischen Integritätserhaltung. Eine Referenz ist darstellbar mit dem
Quantor ∃, d. h. in der referenzierten Menge muss mindestens ein Element mit der angegebenen Bedingung
existieren.
>(Σ(∆(condition(⊥), Ω(foreign_object))), I(0))
condition: meist Übereinstimmung von Werten der Schlüsselattribute mit dem aktuellen Objekt
In RDBMS muss der Bezug auf den Primärschlüssel oder einen anderen eindeutigen Index erfolgen.
Dadurch verschärft sich die Prüfung:
==(Σ(∆(condition(⊥), Ω(foreign_object))), I(1))
16Aufruf der Save-Methode in Caché, Aufruf der Update-Methode in Microsoft Access, Schließen des Cursors in PL/SQL
17Da der Wert von OID durch den Anwender nicht manipulierbar sein darf, tritt er in keinem Metaobjekt auf. Generatoren
für die Zielsprache müssen für ihn jedoch Speicherplatz vorhalten.
18Jedes Objekt erhält unabhängig von seinem Konstruktionsprimitiv und unabhängig von transienter oder persistenter
Darstellung einen global eindeutigen, vom DBMS vergebenen OID-Wert.
19Ereigniseigenschaften (s. Abschnitt A) legen fest, ob das Ereignis nur am direkt betroffenen Objekt oder auch allen seinen
Subobjekten zu signalisieren ist.
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Das referenzierende Objekt muss das referenzierte Objekt darüber informieren, dass es im Falle von
Änderungen am referenzierten Objekt eine Leistung des DBMS erwartet. Vom Anwender ist die Art der
erwarteten Aktion zu spezifizieren.
• Durchsetzen der referentiellen Integrität, d. h. Ausführen von Update und Delete am referenzierenden
Objekt
• Neuberechnung von Werten
• Starten von nutzerdefinierten Aktivitäten20
Wegen der unterschiedlichen Handhabung von Referenzen in den einzelnen Datenmodellen21 muss das
Metamodell eine abstrakte Darstellung finden, aus der die Semantik verlustfrei für konkrete DBMS ab-
leitbar ist. Daher wird die Referenz zunächst phänomenologisch beschrieben und anschließend präzisiert.
• Eine Referenz darf im Metamodell generell erst dann aufgebaut werden, wenn das referenzierte Objekt
bereits existiert. Der Schemagenerator prüft dies bei der Verarbeitung des Constructor-Aspekts.
• Das referenzierende Objekt ist für die An- und Abmeldung der Referenz verantwortlich (Abmeldung
nur erforderlich bei dynamischer Änderung des Metamodells).
• Die Anmeldung erfolgt durch Eintragung ins Beziehungsobjekt.
Die An- und Abmeldung von Referenzen zur Laufzeit ist eine Form dynamischer Änderungen am Meta-
modell und wird wegen der damit verbundenen Risiken nicht weiter betrachtet.
Die im Kapitel 3 vorgestellten Funktionsobjekte gelten als spezielle Beziehungsobjekte. Mit ihnen sind
auch wertabhängige Regeln formulierbar, die z. B. Referenzintegrität nur bei Werten 6= ⊥ anfordern.
Durch Analyse der Struktur der Integritätsregeln muss dem Generator die Entscheidung darüber möglich
sein, ob Mechanismen der logischen Integrität des DBMS genutzt werden oder ob Trigger bzw. Integri-
tätsregeln generiert werden müssen.
5.1.5.1 Referenzen zur Designzeit
Während der Constructor-Aspekt in Metaobjekten den Neuaufbau von Datenstrukturen zum Ziel hat,
stellt die Referenz stets eine Beziehung zwischen vorhandenen Datenstrukturen her. Referenzen sind
somit echte Teilmengen des Kreuzprodukts aller Metaobjekte mit Constructor-Aspekt und folglich als
Relationen22 interpretierbar. Daraus resultieren nach Abschnitt 3.6.2 unterschiedliche Ansätze:
(1) Die Referenz wird zusammen mit dem Ausgangspunkt der Relation23 gespeichert.
(2) Die Referenz wird zusammen mit dem Zielpunkt der Relation gespeichert.
(3) Die Referenz wird als separates Metaobjekt gespeichert.
(4) Die Referenz wird als ECA-Regel gespeichert.
(1) und (2) sind ausreichend, wenn eine Transformation ausschließlich in RDBMS vorgesehen ist.
OODBMS verwalten Beziehungen häufig bidirektional; daher ist hierfür der umfassendere Ansatz (3)
besser geeignet. Die Semantik der Referenz, also die Erhaltung der referentiellen Integrität nach Ände-
rungsoperationen ist ebenso durch (4) beschreibbar.
Wegen der größten Universalität soll (3) weiter verfolgt werden. Für einen solchen Pool von Integritätsre-
geln spricht auch, dass dabei für häufig auftretende Abhängigkeiten24, Konstrukte auf höherem Abstrak-
tionsniveau25 einsetzbar sind, die von Generatoren in die interne Darstellung des Metamodells übersetzt
werden. Metaobjekte zur Beschreibung von Referenzen erhalten den zusätzlichen Aspekt Reference.
20Solche Aktivitäten behandelt der Abschnitt 5.2.4 am Beispiel von state_condition.
21Ketten in netzwerkorientierten Systemen, Bezugnahmen auf fremde Tabellen in RDBMS, Zeiger auf Objekte in OODBMS
22Der Begriff bezieht sich hier auf die mathematische Definition, nicht auf RDBMS.
23Diesem Ansatz folgt z. B. SQL mit dem REFERENCES-Abschnitt der CREATE TABLE-Anweisung.
24z. B. solche, die im relationalen Modell auf Schlüssel-Integritäten abgebildet werden
25z. B. nutzerdefinierte Schlüsselworte
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general_reference
Constructor
Tuple, source, target, attribute
Reference
Das Metaobjekt general_reference besitzt selbst ein
Integritätsproblem: die in source und target genann-
ten Metaobjekte müssen im Metamodell existieren und
sich im Falle ihrer Änderung26 auf die Referenz auswir-
ken. Die zugehörige Prüfung übernehmen ECA-Regeln.
• Sind source und target Skalare, die Namen von Metaobjekten mit Constructor-Aspekt speichern,
so prüfen ECA-Regeln zur Designzeit die Existenz der referenzierten Metaobjekte und setzen Ände-
rungen kaskadierend durch. Daraus leiten sich im Zielsystem Konstrukte der referentiellen Integrität
ab.
• Enthalten source und target Instanzen von Metaobjekten mit Function-Aspekt, so werden nicht
standard-konforme Beziehungen beschrieben, die ausschließlich von ECA-Regeln überwacht werden
und zur Laufzeit die Existenz je einer Instanz von source und target sichern. Typische Beispie-
le sind Referenzen zu Projektionen eines Metaobjekts oder Beziehungen, die in Abhängigkeit von
Instanzwerten gelten.
attribute
Constructor
Set, attribute_def
attribute_def
Constructor
Tuple, attribute_name, attribute_value
attribute_name
Constructor
Scalar, TEXT
attribute_value
Constructor
Scalar, TEXT
Die Hauptaufgabe von Metaobjekten mit Function-
Aspekt besteht daher in der Bereitstellung von struktu-
rierten Informationen für die Generatoren. Diese werden
ergänzt durch Attribute zur Beschreibung der Seman-
tik. Solche Zusatzinformationen betreffen anzufordern-
de Aktualisierungs- und Löschweitergaben bzw. die uni-
oder bidirektionale Speicherung der Referenz.
Die Bezeichnung der Attribute in attribute_name so-
wie deren Werte vergibt der Wissensingenieur unter
Beachtung der eingesetzten Generatoren. Letztere ak-
tivieren DBMS-spezifische Mechanismen zur Durchset-
zung der Semantik der Referenz zur Laufzeit. Die durch
general_reference beschriebenen Referenzen inner-
halb der Datenstruktur sind durch prädikatenlogische
Ausdrücke darstellbar.
Beispiel 67 (Referenzen zur Designzeit)
Jede RODOS-Wissensklasse gehört genau einer Domäne an.
Die Wissensklasse werde durch ein Metaobjekt Concept beschrieben, die Domäne durch ein Metaobjekt
Domain. Die Namen dieser Metaobjekte bilden die Belegungen einer Instanz von general_reference.
Ihre Übersetzung in RDBMS ergibt
CONSTRAINT constraint_name
FOREIGN KEY (SystemVersion, DomainVersion, DomainId) REFERENCES Domain
sofern die Schlüsselfelder aus den Metaobjekten ermittelbar27 sind. Ist dies nicht automatisiert möglich
oder unterscheiden sich die Feldnamen von referenzierender und referenzierter Tabelle, so erhalten source
bzw. target Projektionen der Gestalt
Π([Concept, (SystemVersion, DomainVersion, DomainId)])
Π([Domain, (SystemVersion, DomainVersion, DomainId)])
welche zur Laufzeit die Erfüllung des folgenden Ausdrucks sichern.
26Löschen oder Umbenennen von Metaobjekten bzw. deren Instanzen
27Die Ableitung derselben aus ECA-Regeln behandelt der Abschnitt 5.3.4.1
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∀ OID1 ∈ Ω(Concept): ∃ OID2 ∈ Ω(Domain) ∧
ν(ι(OID1, SystemVersion)) = ν(ι(OID2, SystemVersion)) ∧
ν(ι(OID1, DomainVersion)) = ν(ι(OID2, DomainVersion)) ∧
ν(ι(OID1, DomainId)) = ν(ι(OID2, DomainId))
Die im Metamodell realisierten Verfahren zur Verwaltung von Referenzen behandelt [232].
5.1.5.2 Referenzen zur Laufzeit
Die Bezugnahme auf Objekte über Referenzen findet sich in nahezu allen Abstraktionsebenen:
• Prozessorarchitekturen stellen Maschinenbefehle bereit, die ihre Operanden durch Dereferenzierung28
von Adressinformationen erreichen.
• In Assemblersprachen existieren Befehle zum Laden der Maschinenadresse eines Objekts in Register29,
um danach über die Adresse auf das Objekt zugreifen zu können.
• Imperative Sprachen wie C/C++ und PASCAL nutzen dieses Konzept in Form von Pointern.
• Datenbanksprachen wie Caché Object Script bieten Zeiger auf Objekte an.
• VBA unterstützt Variablen mit dem Datentyp Object, die mit 32-Bit-Adressen auf Objekte verweisen.
Andere Übersetzungsziele wie z. B. Java untersagen die Verwendung von Referenzen zur Laufzeit, da der
hohen Flexibilität und der effizienten Implementierung von Algorithmen bei unsachgemäßer Verwendung
ein Stabilitätsrisiko des Systems gegenübersteht.
Ob der Wissensingenieur im Metamodell derartige Referenzen zulässt, hängt deshalb von der gewünschten
Zielumgebung bzw. der Fähigkeit der Generatoren ab, die Darstellung des Metamodells auf Konstrukte
der Zielsprache abzubilden. Innerhalb des Metamodells besteht umkehrbare Eindeutigkeit zwischen der
Instanz eines Objekts und seinem Objektidentifikator. Ein Metaobjekt vom skalaren Typ nimmt den
Wert von OID auf. Zusätzliche Aspekte wie Reference und Variable zeigen den Generatoren die spezi-
elle Verwendung an.
general_OID
Constructor
Scalar, LONG
Reference
Die Zuweisung des Zeigers auf ein Objekt bzw. dessen Instanz kann durch
explizite Nutzung der im Abschnitt 5.1.1 vorgestellten primitiven Funkti-
onen (vgl. Tabelle 5.2)
O(ι(name), general_OID)
oder implizit durch Auswertung der Aspekte der an der Zuweisung beteilig-
ten Metaobjekte erfolgen.
O(name, general_OID)
Im letztgenannten Fall erkennt der Generator am Reference-Aspekt des Zielobjekts die Notwendigkeit
zur Erzeugung eines Zeigers zur Laufzeit.
Meist unterliegen die über Zeiger adressierten Objekte hinsichtlich ihrer Verwendung den gleichen Regu-
larien wie direkt erreichbare. Folglich dürfen Zeiger an den Stellen eines Quelltextes auftreten, an denen
der referenzierte Objekttyp zulässig ist. Da das Metamodell alle wertverändernden Operationen durch
Funktionsobjekte beschreibt, ist die Verwendung von Referenzen gleichbedeutend mit der Zuweisung eines
Metaobjekts30 mit Reference-Aspekt an die Liste inputs der Eingangsoperanden des Funktionsobjekts
general_function. Falls spezielle Funktionen keine Referenzen als Operanden akzeptieren, so können
ECA-Regeln diese Einschränkung beim Versuch einer Zuweisung überwachen.
Die Anwendung von Laufzeit-Referenzen auf Funktionsobjekte eröffnet diesen neue Gestaltungsmöglich-
keiten: bisher erfolgte der Aufbau solcher Hierarchien zum Zeitpunkt der Konstruktion des Metamodells in
Form von Zuweisungen an Instanzen. Ein Generator konnte die verschachtelten Funktionen31 analysieren
28Indexmodifikation und Adressensubstitution bereits beim R300; Befehlsmodifikation per EX-Befehl bei IBM-Mainframes
29z. B. Befehl LA R1, address bei IBM-Mainframes; Dereferenzierung mit MVC target, 0(R1)
30Die Verwendung von Literalen gilt als syntactic sugar und kann von Generatoren durch automatisches Anlegen und
Referenzieren von Metaobjekten gelöst werden.
31Funktionen dürfen Eingangsgrößen von Funktionen sein.
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und in die der Zielumgebung transformieren, d. h. Datenstrukturen des Metamodells und (Integritäts)-
Funktionen werden stets zur gleichen Zeit übersetzt. Mit Laufzeit-Referenzen ist die Änderung der Struk-
tur einer Funktionshierarchie im laufenden Betrieb möglich, wenn die Funktionsausführung interpretativ
erfolgt. Diese Voraussetzung ist innerhalb des Metamodells erfüllt. Dadurch entsteht jedoch ein weiteres
Integritätsproblem: falls von der Änderung Funktionen betroffen sind, die von integritätserhaltenden Re-
geln gerufen werden, so bedeutet dies eine Änderung des Regelwerkes zur Laufzeit32. Hat die Änderung
ein Prüfkriterium verschärft, also z. B. den Wertebereich eines Datentyps eingeschränkt, so entsteht ein
Konflikt zu schon gespeicherten Daten. Die Änderung von Integritätsregeln muss daher mit der Prüfung
der Wirkung der vorhergehenden Regel einhergehen. Da keine logische Verbindung zwischen Regeln und
betroffenen Daten besteht, ist die Erstellung solcher Funktionen ausschließlich manuell zu bewerkstelli-
gen. Wegen der Fehleranfälligkeit und Komplexität sollte diese Verfahrensweise Spezialfällen vorbehalten
sein und die dynamischen Änderungen von Instanzen solchen Funktionen vorbehalten bleiben, die nicht
an Integritätsregeln beteiligt sind.
Beispiel 68 (Referenzen zur Laufzeit) Es sei der Ausdruck (a + b) * c zu berechnen.
Unter der Voraussetzung, dass Metaobjekte vom skalaren Typ die Variablen repräsentieren, ergibt die
direkte Transformation eine Funktion der Gestalt
*(+(I(a), I(b)), I(c))
Mittels dynamischer Referenzen erhält die Instanz der Multiplikationsfunktion in der Liste inputs einen
Verweis auf eine Instanz der Additionsfunktion und einen Verweis auf eine Instanz des Objekts c.
Die allgemeine Funktionsbeschreibung ist ein persistentes Objekt in der Wissensbasis. Die konkreten
Funktionen sind Instanzen des Funktionsobjekts mit jeweils eigener OID. Der OID-Wert gelangt durch
Zuweisungen in die Elemente der inputs-Liste, welche zum Zeitpunkt der Instanziierung noch leer ist.
Der Funktionsausführer (vgl. Abschnitt 5.2.2) sorgt für die Dereferenzierung, also die Bereitstellung der
Daten der über die Referenz adressierten Instanz. In persistenten Objekten ist diese Lösung platzsparend,
weil sich der Speicherbedarf auf die Größe von general_OID beschränkt und Daten nur zur Anfragezeit
benötigt werden. Sprachliche Konstrukte, die sich auf Bestandteile des eingebetteten Systems beziehen,
lassen sich mit Hilfe von Referenzen effizienter in ein Persistenzmodell überführen als dies durch direkte
Transformation der EBNF-Produktionen möglich ist.
Beispiel 69 (EBNF-Produktionen als dynamische Referenzen)
Für die Aktivierungsbedingung einer CLINT-Wissensklasse sei ein Metamodell gesucht.
activity_def = "activity" "(" state_condition { ";" state_condition } ")" ";".
state_condition = task_to_check ":" comp_expr.
task_to_check = ident.
comp_expr = comp_elem
| comp_expr rel_operator comp_expr
| "(" comp_expr ")".
comp_elem = term comp_operator term.
term = port_ref | integer | real.
port_ref = ident.
rel_operator = "&&" | "||".
comp_operator = ">" | "<" | "=="| ">=" | "<=".
Abbildung 5.3: Syntax der Aktivierungsbedingung in CLINT++
Aus activity_def folgt ein Metaobjekt vom Tupel-Typ mit Constructor-Aspekt. Teil eines solchen ist
eine Referenz zu einem Funktions-Metaobjekt, das die Zustandsbedingung state_condition der Wis-
sensklasse auswertet. Die Referenz verweist auf eine Instanz der zuvor definierten Funktion.
In state_condition ist task_to_check eine Referenz auf ein datenbeschreibendes Metaobjekt, das die
Subklasse in der Parts-Liste bezeichnet und comp_expr eine Referenz auf ein funktionsbeschreibendes
Metaobjekt. Die Alternativen in comp_expr kommen durch Zuweisungen unterschiedlicher Funktionen
32Laufzeit meint hier jeden Zeitpunkt > Schemagenerierung.
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an diese Referenz zum Ausdruck. Dadurch ist jedoch nicht am Datenmodell prüfbar, ob die zugewiesene
Funktion der Semantik von CLINT genügt. ECA-Regeln sorgen für die Zuweisung „richtiger“ Funktionen.
Mit Referenzen sind die folgenden speziellen Integritätsprobleme aus state_condition besser beherrsch-
bar als bei direkter Übersetzung der EBNF-Produktion in die Schemadefinition von DBMS.
• Ein komplettes comp_elem ist zu entfernen, falls term einen Port referenzierte und dieser in seiner
Wissensklasse gelöscht wurde.
• Trat das gelöschte comp_elem in comp_expr auf, dann entfällt rel_operator, und für comp_expr
verbleibt die Form comp_expr = comp_elem.
• Dies gilt jedoch nur, wenn comp_expr links und rechts von rel_operator unterschiedliche Terme
vertreten. Im Falle ihrer Gleichheit33 entfällt der gesamte Ausdruck.
Hierbei genügt es nicht, die Referenzintegrität der in den Ausdrücken angesprochenen Objekte zu beach-
ten, da sich in den genannten Fällen auch die Struktur des Ausdrucks selbst ändert.
Diese Abhängigkeiten sind mit den Mechanismen der logischen Integrität beider Datenmodelle nicht
beschreibbar. Eine Lösung besteht in der Definition einer Funktion comp_expr in Form eines funktions-
beschreibenden Metaobjekts. Die drei Alternativen in der Produktion comp_expr führen zum Überladen
dieser Funktion durch unterschiedliche Operanden. Bei Eliminierung von rel_operator erhält die über-
geordnete Funktion einen neuen Referenz-Wert zum dann gültigen Funktionsobjekt.
Auf diese Weise gelingt die Verknüpfung von statischen Elementen (die den Aufbau der Wissenseinheiten
beschreiben) mit dynamischen Elementen (die Laufzeitaspekte beschreiben) und ggf. auch die Änderung
der Aktivierungsbedingung zur Laufzeit durch Zuweisung anderer Prüfbedingungen. Entsprechend führt
comp_expr rel_operator comp_expr
zu einem funktionsbeschreibenden Metaobjekt, das die logische Verknüpfung unter Verwendung nutzerde-
finierter Funktionen34 ausführt. Im speziellen Fall ist eine Konjunktions-Funktion und eine Disjunktions-
Funktion zu definieren. Die Produktionsregel
comp_elem = term comp_operator term.
ergibt eine Funktion, die die Port-Werte mit anderen Port-Werten oder Konstanten vergleicht. Hierzu
genügt ein Vergleich von Skalaren, sofern die Port-Werte im Ergebnis von Projektionen als Skalare aus der
komplexen Datenstruktur ausgelesen werden. Literale sind zum Zwecke der Prüfung der Zuweisungskom-
patibilität mit der induzierten Operation I von der Textdarstellung in ein Skalar-Objekt zu konvertieren.
Ein Problem birgt die Rekursivität der Produktion comp_elem : da die Zuweisung von Funktionen nahezu
unbegrenzt möglich ist, liegt die Verantwortung für ein erreichbares Abbruchkriterium vollständig beim
Anwender. Insbesondere kann das Entwurfssystem nicht die semantische Korrektheit von nutzerdefinier-
ten Funktionen bewerten, die z. B. den aktuellen Port-Wert auslesen und ggf. Konvertierungen ausführen,
um ihn mit Konstanten vergleichen35 zu können.
Die Referenz ist somit kein weiteres Konstruktionsprimitiv neben Skalar, Liste, Menge und Tupel, son-
dern eine weitere Zugriffsmöglichkeit zu derart konstruierten Objekten bzw. deren Instanzen. Der Wert
⊥ ist per Definition Element jedes Wertebereichs und kann somit auch in general_OID auftreten. Er
vertritt die Semantik des nil-Pointers. Über dessen Zulässigkeit in einem bestimmten Kontext wachen
vom Anwender bereitgestellte ECA-Regeln. Die Dereferenzierung des nil-Pointers liefert ⊥.
Referenzen auf Referenzen oder Self-Referencing sind mit dem vorgestellten Verfahren technisch möglich,
aber in vielen Anwendungen unerwünscht. Deshalb müssen diesen Zustand ebenfalls ECA-Regeln erken-
nen und ggf. verhindern.
Optional kann der Anwender in die Slots des Reference-Aspekts die Namen referenzierbarer Metaob-
jekte36 eintragen, um so den Geltungsbereich zu beschränken. In diesem Fall steht die Erzeugung der
33Die Verknüpfung identischer Terme mittels rel_operator ist semantisch wertlos, weil solche Ausdrücke unter Anwendung
des Idempotenzgesetzes der Booleschen Algebra zu genau einem comp_expr reduzierbar sind. Die CLINT-Syntax schließt
diesen Fall jedoch nicht aus. Er muss deshalb bzgl. der Integritätserhaltung Berücksichtigung finden.
34Denn die logischen Verknüpfungen sind keine induzierten Funktionen.
35Derartige Funktionen erweisen sich bei Hardware-Datentypen als nützlich, die z. B. Projektionen von Bitvektoren aus-
führen (Einsatz auch in Strukturgleichungen).
36Diese Strategie wendet derzeit die relationale Implementierung des Metamodells an.
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ECA-Regeln in funktionaler Abhängigkeit von general_OID. Die aus dem Reference-Aspekt erzeugten
oder manuell eingefügten ECA-Regeln führen die für Referenzen typische Prüfung der Zuweisungskom-
patibilität aus: sind bei Zuweisungsoperationen identische Datentypen von Quelle und Ziel erforderlich,
so unterliegt hier der Typ des referenzierten Objekts einer Gültigkeitsbeschränkung.
5.2 Funktionsbeschreibende Metaobjekte
Funktionen verarbeiten Mengen von Operanden (meist die Extensionsmenge eines Metaobjekts) und
produzieren eine Menge von Operanden. Bei arithmetischen Operationen enthalten die Mengen je ein
Element vom skalaren Typ.
Funktionen erzeugen ihre Ergebnismenge unabhängig davon, ob ein- oder ausgangsseitig transiente oder
persistente Objekte beteiligt sind. Der Storage-Aspekt des Metaobjekts, das die Ergebnismenge auf-
nimmt, entscheidet über die Vergabe eines neuen Objektidentifikators: während bei Zuweisung an per-
sistente Objekte die aktuelle Instanz geändert und der vorhandene OID-Wert bestehen bleibt, erhält ein
transientes Objekt hierfür einen neuen Wert37. Bei Variablen unterbleibt die OID-Erzeugung.
Bei dieser Verfahrensweise verbietet sich zugleich die dynamische Änderung des Metamodells im laufenden
Betrieb, da sie zu Inkonsistenzen zwischen dem Metamodell und schon erzeugten transienten Objekten
führen kann, wenn nicht alle Änderungen an Metaobjekten auch an allen Instanzen nachvollziehbar38
sind.
5.2.1 Verwaltung
Die im Kapitel 3 eingeführten induzierten und komplexen Funktionen sind Instanzen des allgemeinen
Funktionsobjekts. Ein Funktionsobjekt ist ein Metaobjekt mit zusätzlichem Function-Aspekt. Dessen
Struktur wird nur bis zur Ein- und Ausgabeliste gemäß Abschnitt 3.6.2.1 definiert, d. h. jede Funktion
erhält eine Liste von Eingabeobjekten und produziert eine Liste von Ausgabeobjekten. Die Art der Ele-
mente für diese Listen sowie ggf. eine Beschränkung ihrer Anzahl ist funktionsabhängig.
Zum Ausführen einer Funktion wird die über den Funktionsnamen identifizierte Instanz des allgemei-
nen Funktionsobjekts in den Speicher geladen39. Es obliegt der Implementierung, ob das Zielsystem (in
funktionalen Ansätzen) eine Ausführungskomponente für diese Funktion bereitstellt oder ob die Funktion
selbst eine Methode zu ihrer Ausführung mitbringt (in OO-Ansätzen).
Die im Speicher befindliche Funktionsbeschreibung ist aus DBMS-Sicht ein transientes Objekt, das seine
Eingabewerte durch Zuweisungsoperationen erhält. Hierbei ergibt sich ein Problem der Integritätsprü-
fung: auch an einem transienten Objekt müssen die ECA-Mechanismen wirken, um unzulässige, d. h. bei
Funktionsobjekten insbesondere nicht typkompatible Zuweisungen zu erkennen. Andererseits darf z. B. die
Vollständigkeitsprüfung40 hier noch nicht wirken, denn die Zuweisungen erfolgen zeitlich nacheinander.
Folglich sind „unvollständige“ Zustände für eine gewisse Zeit zu tolerieren.
Speziell bei den Funktionen sollte das Zurückschreiben in die Datenbank (Aktualisieren) untersagt wer-
den. Auch das können ECA-Regeln leisten, indem sie bei auftretenden Schreiboperationen (Event) und
deren Eintreten an einem Funktionsobjekt (Condition) die auslösende Operation abbrechen (Action).
Die den Funktionen als Elemente der Eingabeliste zugewiesenen Objekte dürfen direkt zu verarbeitende
Wertemengen oder Funktionen sein, die eine solche Wertemenge bereitstellen. ECA-Regeln definieren die
zulässigen Datenquellen. Da daten- und funktionsbeschreibende Metaobjekte eine identische Semantik ih-
rer charakteristischen Aspekte aufweisen, ist die Zuweisungskompatibilität unabhängig von der Kategorie
prüfbar. So akzeptiert z. B. die Funktion ∩ eine Menge oder eine Funktion, die eine Menge produziert. Den
letztgenannten Fall erkennt das System an der Existenz des Function-Aspekts und veranlasst die Substi-
tution des Funktionsaufrufs durch die von ihr erzeugte Wertemenge in der inputs-Liste. Die Elemente der
outputs-Liste bestimmen den Typ des Funktionsergebnisses. Auf diese Weise ist die Zuweisungskompati-
bilität auch bei geschachtelten Funktionen41 gesichert. Einen Verstoß gegen diese Form der semantischen
37Denn die nachträgliche Speicherung als persistentes Objekt ist möglich.
38Dies würde ein Management über Transaktionsgrenzen hinweg bedeuten und wird für die hier diskutierte Anwendung
nicht angestrebt.
39Damit werden Funktionen wie „normale“ Instanzen von Datenbankobjekten behandelt.
40Belegung aller NOT NULL-Bestandteile
41wie in funktionalen Programmiersprachen, z. B. ML
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Integrität diagnostiziert das Entwurfssystem somit bereits vor der Übersetzung in Zielobjekte wie Vari-
ablen, Ports oder Signale.
Da sich die ECA-Regeln auf den Funktionsnamen stützen, sind auch Ausnahmen formulierbar: die Funkti-
on zum Instanziieren eines Metaobjekts darf nur den Namen eines solchen und keine Wertemenge erhalten.
Die Aufstellung der ECA-Regeln obliegt dem Anwender. Deshalb prüft jede Funktion selbst die Gültigkeit
der ihr übergebenen Informationen.
Die Funktionen sind objekterzeugende Operationen, wenn sie eine Ergebnismenge hervorbringen, die eine
neue Instanz bildet. Strukturverändernde Operationen erkennen prüfende ECA-Regeln daran, dass sich
die Metaobjekte in den Listen inputs und outputs unterscheiden.
Die Implementierung mit VBA verwendet folgende, an den Möglichkeiten dieser Sprache orientierte In-
formationsstruktur. Sie ist prinzipiell auch in andere Darstellungen transformierbar. (z. B. XML):
Public Type InstanceDataElement ’ Element transienter Instanzdaten
object_name As String ’ Name des instanziierten Metaobjekts
primitive As String ’ Name des Konstruktionsprimitivs
OID As Variant ’ modellweit eindeutiger Objektidentifikator
ref As Variant ’ übergeordneter Objektidentifikator
state As Variant ’ Zustand des Instanz
type As Byte ’ Type der Eintragung
data As Variant ’ Daten der Instanz
End Type
Dim Value_set As InstanceDataElement ’ Variable des Instanztyps
Die Orthogonalität der Konstruktionsprimitive kommt dadurch zum Ausdruck, dass in data Datenele-
mente vom Typ Value_set auftreten42 dürfen. Davon ausgenommen sind Skalare als einzige atomare
Typen. Sie enthalten den Bezeichner des originären Datentyps sowie den aktuellen Wert.
Obige Struktur enthält alle Informationen, die zur Rekonstruktion der Instanz eines komplexen Objekts
nach Abschnitt 3.5.6.1 erforderlich sind.
Value_set Unabhängig von der Datenstruktur lässt sich das Ergebnis des obigen Ausdrucks stets
einer Variablen des Typs Variant zuweisen.
object_name Name des Metaobjekts, dem die Instanzen angehören oder Null, falls ein solches nicht
ermittelbar ist, weil z. B. eine nutzerdefinierte Funktion die Ergebnismenge produziert
hat
primitive Art des Konstruktionsprimitivs (redundant falls Object_name 6= Null)
OID global eindeutiger Objektidentifikator (Surrogat) bei vorhandenen, Null bei hinzuzufü-
genden Objekten
state Zustand des Objekts bzgl. Löschungen
data bei Skalaren: Array(Data_type, Value)
(Datentyp ist redundant falls Object_name 6= Null)
bei Listen und Mengen: Beschreibung der Elemente in Form von Value_set
der bei Listen verfügbare Index wird nicht gespeichert, sondern ergibt sich implizit durch
die Reihenfolge der Elemente im Array
Mengen nutzen diesen Dienst nicht
bei Tupeln: Data ist ein Array von Beschreibungen der Tupel-Bestandteile
Bei globaler Eindeutigkeit der Namen von Metaobjekten innerhalb einer System- und Modellversion
des Metamodells genügt im Datenspeicher die Angabe des Objektnamens bei Zugriffsfunktionen (Kon-
textfreiheit); der zugehörigen Typ43 ergibt sich aus dem Constructor-Aspekt des Metaobjekts. Diese
Sichtweise stützt sich auf eine zur Laufzeit verfügbare Referenz zum Metamodell. Ein solches Verfahren
ist resistent gegenüber Änderungsanomalien, weil es Redundanzen vermeidet. Es verschlechtert jedoch
die Performanz des Systems, da sich die Zugriffsfunktionen zur Laufzeit die erforderlichen Informationen
immer wieder neu beschaffen müssen. Außerdem würde die mehrmalige Verwendung von Metaobjekten
42Eine Konvertierungsfunktion transformiert diese Datenelemente in den Typ Variant, da VBA rekursive Datenstrukturen
verbietet.
43also den Namen des Primitivs oder – mit den Worten des Kalküls – der Sorte SORTDT
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in unterschiedlichen übergeordneten Objekte ausgeschlossen44. Da dies die Modellierungsmächtigkeit zu
stark einschränken würde, führen die Instanzen lt. obiger Struktur redundante Informationen mit.
Zwischen den Bestandteilen der Instanzbeschreibung existieren ebenfalls Integritätsbedingungen, für de-
ren Einhaltung die Bearbeitungsfunktionen verantwortlich sind.
5.2.2 Ausführung
Der Code der Funktion befindet sich gemäß der allgemeinen Funktionsdefinition ebenfalls in der Daten-
bank (s. Metaobjekt instructions als Bestandteil von general_function im Abschnitt 3.6.2.1). Die
Implementierung des Metamodells unter Microsoft Access nutzt Code-Module, um die Syntaxprüfung und
Compilierung dem DBMS übertragen zu können. Das Metamodell enthält unter instructions einen Ver-
weis auf den Namen der VBA-Prozedur, die die Implementierung bereitstellt.
Jede Funktion inspiziert ihre Liste inputs und ruft eine Funktion auf, falls eine solche anstelle der
Wertemenge auftritt. Diesen semantikneutralen Teil der Verarbeitung kann ein allgemeiner Funktions-
ausführer45 übernehmen. Ihm obliegt auch die Integritätsprüfung der Struktur Value_set.
• Value_set muss stets ein Array mit genau 5 Elementen sein. Der Wert Null signalisiert Fehler in der
erzeugenden Funktion.
• Object_name muss den Namen eines Metaobjekts mit Constructor-Aspekt oder Null enthalten.
• Primitive ∈ {Scalar, Set, List, Tuple}
• OID muss als Schlüsselwert im Attribut Surrogate der Tabelle ObjectData auftreten oder den Wert
Null enthalten.
• State ∈ {True, False} zur Unterscheidung zwischen persistenten und zu löschenden Instanzen
• Dimension von Data bei

Primitive= Scalar: 0
Primitive= Set: 1
Primitive= List: 1
Primitive= Tuple: 2
• Bei Listen und Mengen müssen Object_name und Primitive in allen Elementen im Array Data gleich
sein.
• Bei Tupeln besteht diese Forderung in der Namens-Dimension nicht, wohl aber in der Wert-Dimension;
in letzterer muss jede Datenliste die gleiche Anzahl von Elementen46 haben.
Der Algorithmus der Funktionsimplementierung ist für den korrekten Aufbau der Elemente der Ergebnis-
liste outputs verantwortlich. Die Prüfung der Datenelemente übernimmt die „konsumierende“ Funktion
unmittelbar vor der Verarbeitung. Sie vollzieht sich durch Interpretation der funktionsbeschreibenden
Metaobjekte und wird selbst zentral durch vom Metamodell bereitgestellte Funktionalität realisiert.
Diese Funktion stellt zunächst alle Eingangsoperanden bereit; sie durchläuft dabei die Liste inputs des
zugehörigen Metaobjekts general_function und prüft für jedes Element, ob bereits direkt verarbeitbare
Daten in Form des oben beschriebenen Value_set vorliegen oder ob das referenzierte Metaobjekt den
Function-Aspekt besitzt. Der letztgenannte Fall bewirkt den rekursiven Aufruf des Funktionsinterpre-
ters, um die Daten durch Ausführung der angegebenen Funktion bereitzustellen. Im Metamodell erfolgt
dies ohne explizite Anforderung von temporärem Speicherplatz, weil das Funktionsergebnis entweder un-
mittelbar von der rufenden Funktion verarbeitet oder einem datenbeschreibenden Metaobjekt zugewiesen
wird.
Nachdem alle Blatt-Funktionen der Hierarchie47 erreicht wurden, kann die eigentliche Verarbeitung be-
ginnen. Der dazu aufgerufene funktionstypische Code48 braucht sich somit nur mit der Verknüpfung der
Daten zu befassen. Die nötige Zwischenspeicherung der Funktionsergebnisse übernimmt der Interpre-
ter in Form von Arrays der Struktur Value_set. Benötigt die Funktion die Namen der Datenelemente
44Denn wenn Objekt A sowohl Bestandteil von B als auch von C ist, wäre die Identifikation nicht eindeutig.
45Er stellt universelle Fehlerbehandlungsfunktionen bereit.
46Denn z. B. bei Transformation in die Tabellenstruktur eines RDBMS müssen alle Spalten die gleiche Anzahl belegter
Zeilen aufweisen.
47Die Auswertung (Funktionswertberechnung) erfolgt wie in PL’s Bottom-Up.
48entnommen aus instructions der Funktionsobjektbeschreibung
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(z. B. Bestandteile eines Tupels), so ermittelt sie diese durch Zugriff auf das Metamodell. Damit verfügen
alle Funktionen nicht nur über die Daten, sondern auch über deren Beschreibung.
Den Typ des Ergebnisses einer komplexen Funktion leitet der Interpreter rekursiv aus dem Hierarchie-
baum des Metaobjekts ab. Er bildet die Grundlage der Prüfungen zur Zuweisungskompatibilität bereits
beim Aufbau der Funktion.
5.2.3 Overloading
OOPL’s unterstützen meist das Überladen von Operatoren, um unterschiedliche Datentypen in seman-
tisch entsprechender Form verarbeiten zu können. Im Metamodell ist z. B. die Funktion Σ auf Objekte
aller Konstruktionsprimitive anwendbar (vgl. Abschnitt 3.7). Nach den Regeln der Typkompatibilität
müsste Σ für jedes Primitiv separat definiert werden. Dies steht im Widerspruch zur Definition von
general_function im Abschnitt 3.6.2.1, sobald der Funktionsname Teil des Primärschlüssels ist.
Die im Abschnitt 5.2.1 vorgestellte Verwaltung von Funktionen in Form von Instanzen des Metaob-
jekts general_function löst dieses Problem, indem sich die Identifikation auf einen Surrogatwert stützt
und damit mehrere Funktionen gleichen Namens toleriert. In der Phase des Aufbaus der Funktionsbe-
schreibungen definieren Zuweisungen an die Listen inputs bzw. outputs die ein- bzw. ausgangsseitig
akzeptierten Objekttypen. Für die überladene Funktion Σ ergibt sich die Instruktionsfolge
- Erzeugen Instanz der Funktion (Σ)
- Schreiben Set in erstes Element der Liste inputs der aktuellen Instanz
- Schreiben Scalar in erstes Element der Liste outputs der aktuellen Instanz
- Speichern der aktuellen Instanz
- Erzeugen Instanz der Funktion (Σ)
- Schreiben Tuple in erstes Element der Liste inputs der aktuellen Instanz
- Schreiben Scalar in erstes Element der Liste outputs der aktuellen Instanz
- Speichern der aktuellen Instanz
- . . .
In der Phase der Funktionsausführung berechnet der Interpreter die Extensionsmenge der konkreten,
durch general_function beschriebenen Funktion und selektiert die Instanzen mit dem Funktionsna-
men Σ. Da jede Instanz für andere Objekttypen „geeignet“ ist, kann der Interpreter feststellen, ob die
Operation mit dem aktuellen „Operanden“ ausführbar ist. Auf Grund der sequenziellen Inspektion der
Extensionsmenge ist dies in jedem Fall ohne Kenntnis der Surrogatwerte möglich.
Bei der Hardware-Synthese entnimmt der Generator die zum Typ der Operanden passende Schaltung
(z. B. Überladen der Operation + bei Anwendung für Fest- und Gleitkommazahlen).
Ein weitere Realisierungsmöglichkeit für polymorphes Verhalten bieten ECA-Regeln, die bei der Zuwei-
sung von Objekten an Funktionen deren Typ an Hand des Konstruktionsprimitivs überwachen. Voraus-
setzung hierfür ist eine für mehrere Argumenttypen ausgelegte Implementierung der Funktionen. Die
damit verbundenen Probleme behandelt der Abschnitt 3.6.1.1.
5.2.4 Behandlung von Ausdrücken
5.2.4.1 Semantische Integrität
In Systembeschreibungssprachen treten häufig Ausdrücke auf, in denen eine Verknüpfung von Referen-
zen auf Systemkomponenten durch arithmetische und/oder logische Operatoren stattfindet. Änderungen
an den referenzierten Komponenten ziehen meist Änderungen an den Ausdrücken nach sich, um deren
semantische Integrität zu gewährleisten. Im Abschnitt 5.1.5.2 wurde die damit verbundene Formelmanipu-
lation mit Hilfe von dynamischen Referenzen am Beispiel der Aktivierungsbedingung activity_def der
Sprache CLINT++ demonstriert (s. Abschnitt 4.1.5.1). Obwohl Referenzen dieses Problem flexibel lösen
können, sind sie nicht in allen Ziel-Umgebungen verfügbar (z. B. Java). Deshalb stellt dieser Abschnitt
auf ECA-Regeln basierende Alternativen vor:
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Beispiel 70 (Formelmanipulation über komplexen Metaobjekten)
In nebenstehender CLINT-
Wissensklasse unterliege
die Aktivierungsbedingung
der dynamischen Modifika-
tion durch Fremdprodukte.
function class Arithmetic is
comment ("description of an arithmetic function");
port (
P1: in integer;
P2: in integer;
P3: out integer
);
activity (
step: P1 > 0 && P2 > 0
);
end Arithmetic;
p p p p p p p p p p p p p p p p p p p p p p p p pppppppppppppppppp
ppppppppppppppppppppppppppppppppp
Während sich sprachbasierte Ansätze bei der syntaktischen Analyse des Ausdrucks activity_def auf
die Existenzprüfung der referenzierten Ports beschränken, muss die datenbankgestützte Implementierung
die semantische Integrität der Aktivierungsbedingung auch dann sicherstellen, wenn fremde Produkte
die Menge der Ports modifizieren. Namensänderungen von Ports sind vom Entwurfssystem automatisch
in der Aktivierungsbedingung zu propagieren, um dangling references zu vermeiden. Die Löschung ei-
nes Ports zieht die Änderung der Aktivierungsbedingung, also eine Formelmanipulation nach sich. Eine
solche Abhängigkeit ist mit den Mitteln der logischen Integritätserhaltung konventioneller DBMS nicht
realisierbar.
Deshalb beschreibt das Metamodell activity_def als Tupel, dessen Bestandteile Operatoren, Konstanten
und Referenzen auf Ports sind (vgl. EBNF-Darstellung von activity_def in Abb. 5.3). Eine solche der
syntaktischen Struktur angepasste Datenstruktur ermöglicht die automatische Korrektur des Ausdrucks
nach Update-Operationen durch ECA-Regeln:
Event Condition Action
ON-Delete_activity
ON-Update_activity port_ref=⊥ Löschen des übergeordneten Elements comp_elem
49
ON-Delete_activity
ON-Update_activity comp_expr=⊥ Löschen des übergeordneten Elements comp_expr
Die Aktionsteile der Regeln enthalten Schreibzugriffe zum jeweiligen Element und verursachen somit
selbst das Ereignis ON-Update_activity, so dass es ggf. zur mehrmaligen Manipulation des Ausdrucks
kommt. Die Ereignisfolge endet, nachdem sich der Ausdruck der veränderten Situation an den Ports voll-
ständig angepasst hat.
Der enge Bezug dieser Lösung zur Syntax ist zugleich ihr größter Nachteil, da eine diesbezügliche Än-
derung mit Eingriffen in die Datenstruktur verbunden ist. Dies gilt auch für die im Abschnitt 4.1.5.1
vorgeschlagene Lösung mit Hilfe von Funktionsobjekten.
Beispiel 71 (Formelmanipulation über Listen)
Ausdrücke comp_expr sind nach Änderungen an referenzierten Metaobjekten umzuformen (Abb. 5.3).
Metaobjekte für comp_expr erweisen sich wegen ihrer rekursiven Datenstrukturen als problematisch bei
der Übersetzung in ein konkretes Zielsystem [16]. Auch die Ereigniserkennung an rekursiven Strukturen
wird von den bisher betrachten Detektionsmechanismen nicht unterstützt.
Dieses Problem überwindet ein Listen-Metaobjekt für comp_expr, dessen Elemente die syntaktischen Ka-
tegorien rel_operator, comp_operator und term aufnehmen. Damit ergeben sich für die Listenelemente
folgende Belegungen durch atomare50 Terminale oder Nichtterminale:
port_ref | integer | real | "&&" | "||" | ">" | "<" | "==" | ">=" | "<=" | "(" | ")"
49Die Aktion gilt beispielhaft für Vergleichsoperationen. Allgemein sollte die Korrektur eines Ausdrucks unter Beachtung
des neutralen Elements der jeweiligen Operation erfolgen.
50Der Begriff bezeichnet hier Produktionen, die keine Alternativen oder Wiederholungen aufweisen.
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Die Listenform ist bzgl. einer Änderung syntaktischer Elemente offen, sie unterstützt jedoch die Ver-
waltung von Referenzen und damit die Konsistenzsicherung nicht selbst, sondern erfordert deren Pflege
durch ECA-Regeln zur Prüfung und Wiederherstellung der Integrität.
comp_expr
Constructor
List, comp_item
Jedes Listenelement beschreibt genau einen Vergleich. Die an
ihm teilnehmenden Elemente belegen alternativ die Bestandtei-
le des Zwischensymbols comp_item. Die nachfolgend genannten
Regeln behandeln die Ereignisse ON-INSERT, ON-UPDATE und
ON-DELETE an diesem Objekt.
comp_item
Constructor
Tuple, port_ref, integer, real, rel_operator, comp_operator, parenthesis
port_ref
Constructor
Reference, port_def
integer
Constructor
Scalar, integer
real
Constructor
Scalar, real
rel_operator
Constructor
Scalar, TEXT
Statische Integritätsbedingung:
||(==(Π(comp_item, rel_operator), I("&&")),
==(Π(comp_item, rel_operator), I("||")))
comp_operator
Constructor
Scalar, TEXT
Statische Integritätsbedingung:
||(==(Π(comp_item, comp_operator), I(">")),
==(Π(comp_item, comp_operator), I("<")),
==(Π(comp_item, comp_operator), I("==")),
==(Π(comp_item, comp_operator), I(">=")),
==(Π(comp_item, comp_operator), I("<=")))
parenthesis
Constructor
Scalar, TEXT
Statische Integritätsbedingung:
||(==(Π(comp_item, parenthesis), I("(")),
==(Π(comp_item, parenthesis), I(")")))
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||(&&(¬(==(Π(comp_item, port_ref), Null())),
==(Π(comp_item, integer), Null()),
==(Π(comp_item, real), Null()),
==(Π(comp_item, rel_operator), Null()),
==(Π(comp_item, comp_operator), Null()),
==(Π(comp_item, parenthesis), Null())),
&&( ==(Π(comp_item, port_ref), Null()),
¬(==(Π(comp_item, integer), Null())),
==(Π(comp_item, real), Null()),
==(Π(comp_item, rel_operator), Null()),
==(Π(comp_item, comp_operator), Null()),
==(Π(comp_item, parenthesis), Null())),
&&( ==(Π(comp_item, port_ref), Null()),
==(Π(comp_item, integer), Null()),
¬(==(Π(comp_item, real), Null())),
==(Π(comp_item, rel_operator), Null()),
==(Π(comp_item, comp_operator), Null()),
==(Π(comp_item, parenthesis), Null())),
&&( ==(Π(comp_item, port_ref), Null()),
==(Π(comp_item, integer), Null()),
==(Π(comp_item, real), Null()),
¬(==(Π(comp_item, rel_operator), Null())),
==(Π(comp_item, comp_operator), Null()),
==(Π(comp_item, parenthesis), Null())),
&&( ==(Π(comp_item, port_ref), Null()),
==(Π(comp_item, integer), Null()),
==(Π(comp_item, real), Null()),
==(Π(comp_item, rel_operator), Null()),
¬(==(Π(comp_item, comp_operator), Null())),
==(Π(comp_item, parenthesis), Null())),
&&( ==(Π(comp_item, port_ref), Null()),
==(Π(comp_item, integer), Null()),
==(Π(comp_item, real), Null()),
==(Π(comp_item, rel_operator), Null()),
==(Π(comp_item, comp_operator), Null()),
¬(==(Π(comp_item, parenthesis), Null()))))
Der Ausdruck in Abb. 5.4 sichert, dass in je-
dem Listenelement genau ein Tupelbestand-
teil einen von ⊥ verschiedenen Wert besitzt.
Die Umbenennung von referenzierten Ob-
jekten (hier der Ports) ist für die Syntax-
prüfung nicht relevant, da diese Operati-
on die Struktur des Ausdrucks nicht beein-
flusst. Die Löschung eines Ports kann jedoch
mehrere Umformungsschritte in der Lis-
te comp_expr auslösen. Mit der Löschope-
ration des Ports in der Wissensklasse ist
das Eintragen von ⊥ an der Listenpositi-
on, die den Port referenzierte, verbunden.
Dies führt zur Verletzung obiger Exklusivi-
tätsforderung für die Tupelbelegung an ge-
nau diesem Listenelement. Aus der EBNF-
Darstellung (Abb. 5.3) ist zu entnehmen,
dass die „Lücke“ nur in Exemplaren der Pro-
duktion
comp_elem = term comp_operator term.
auftreten kann. Die entstehende Sequenz hat
die Form
⊥ comp_operator ⊥
falls beide Terme den gleichen Port referen-
zierten oder
⊥ comp_operator term
term comp_operator ⊥
in allen anderen Fällen. Sie lässt sich wie
folgt erkennen und beseitigen:
Abbildung 5.4: Exklusivität der Benutzung
Im Interesse der Übersichtlichkeit wird nachfolgend die Behandlung der Liste der syntaktischen Elemente
von Ausdrücken in prädikatenlogischer Schreibweise angegeben. Die genannten Konstrukte sind direkt
auf Funktionsobjekte des Metamodells abbildbar.
∀ i ∈ Ind(comp_expr) \ {Card(Ind(comp_expr))} \ {Card(Ind(comp_expr)) - 1}:
If (∀ j ∈ Ind(comp_expr(i)): comp_expr(i)(j) =⊥ ∧
comp_expr(i + 1).comp_operator 6=⊥ ∧
∀ j ∈ Ind(comp_expr(i + 2)): comp_expr(i + 2)(j) =⊥) ∨
(∀ j ∈ Ind(comp_expr(i)): comp_expr(i)(j) =⊥ ∧
comp_expr(i + 1).comp_operator 6=⊥ ∧
∃ j ∈ Ind(comp_expr(i + 2)): comp_expr(i + 2)(j) 6=⊥) ∨
(∃ j ∈ Ind(comp_expr(i)): comp_expr(i)(j) 6=⊥ ∧
comp_expr(i + 1).comp_operator 6=⊥ ∧
∀ j ∈ Ind(comp_expr(i + 2)): comp_expr(i + 2)(j) =⊥) Then
DeleteElement(comp_expr, (i))
DeleteElement(comp_expr, (i + 1))
DeleteElement(comp_expr, (i + 2))
End If
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In obigem Ausdruck tritt i ∈ Ind(comp_expr) auf. Nach Hohenstein ist Ind eine von der Sorte der
Listen induzierte Operation, die die Menge der Indizes dieser Liste bereitstellt (vgl. [86, Seite 49]). Das
Metamodell verwendet die Menge N \ {0} zur Indizierung von Listenelementen. Deshalb erübrigt sich eine
Typangabe für die Variable i. Die von Ind gelieferte Menge ist demnach eine lückenlose Folge natürlicher
Zahlen mit endlicher Anzahl von Elementen.
∀i ∈ N : i ≥ Σ(list) ∧ i = 1 ∨ ∃ j : mit j = i− 1 ∧ j ∈ Ind(list)
Der Index des vorletzten und des letzten Listenelements werden aus der zu testenden Menge entfernt, um
zu vermeiden, dass comp_expr(i + 1) und comp_expr(i + 2) Zugriffsversuche hinter dem Listenende
unternehmen.
Die Bedingung im If-Abschnitt besteht aus den disjunktiv verknüpften Teiltermen, von denen jeder
genau eine der oben genannten Sequenzen beschreibt. Da die syntaktische Korrektheit der Liste bis zum
Zeitpunkt der Löschung eines Ports vorausgesetzt wird, genügt es, mit
∃ j ∈ Ind(comp_expr(i)): comp_expr(i)(j) 6=⊥
nach der Existenz von mindestens einer Eintragung im Tupel des Elements zu fragen, d. h. eine Unter-
scheidung nach der Belegung des Terms gemäß
term = port_ref | integer | real.
ist nicht erforderlich. Der Aktionsteil der Regel (in der prädikatenlogischen Darstellung als Then-Zweig
notiert) löscht drei aufeinanderfolgende Listenelemente in einer langen Transaktion. Die Zusammenfas-
sung dieser Operationen zu einer Transaktion dient nicht nur der Integritätserhaltung, sondern ist hier
zwingend notwendig, um sich auf den jeweils „alten“ Wert von i beziehen zu können. Die Korrektur der
Indexmenge einer Liste nach dem Löschen eines Elements ist integraler Bestandteil der Löschoperation.
Falls das Ziel-DBMS keine langen Transaktionen unterstützt und damit die Linksverschiebung der ver-
bleibenden Listenelemente nach jeder Operation separat stattfindet, dann muss
DeleteElement(comp_expr, (i))
DeleteElement(comp_expr, (i))
DeleteElement(comp_expr, (i))
ausgeführt werden, denn nach dem Löschen des i-ten Elements nimmt das Element an i + 1 dessen
Position ein usw.
Da ein comp_elem Bestandteil von comp_expr sein kann, verbleibt ein vollständig mit ⊥ besetztes Element
an der gelöschten Position. Dies ermöglicht die Korrektur von Strukturen der Gestalt
comp_expr rel_operator comp_expr
nach dem gleichen Muster. Zuvor werden Klammerausdrücke, die keinen Inhalt mehr haben, beseitigt.
∀ i ∈ Ind(comp_expr) \ {Card(Ind(comp_expr))} \ {Card(Ind(comp_expr)) - 1}:
If comp_expr(i).parenthesis 6=⊥ ∧
∀ j ∈ Ind(comp_expr(i + 1)): comp_expr(i + 1)(j) =⊥ ∧
comp_expr(i + 2).parenthesis 6=⊥ ∧
Val(comp_expr(i).parenthesis) = "(" ∧
Val(comp_expr(i + 2).parenthesis) = ")" Then
DeleteElement(comp_expr, (i))
DeleteElement(comp_expr, (i + 2))
End If
Wenn keine langen Transaktionen verfügbar sind, ist die öffnende und die schließende Klammer separat
zu löschen:
DeleteElement(comp_expr, (i))
DeleteElement(comp_expr, (i + 1))
Nach der Löschung vergleichender Ausdrücke können Strukturen wie die folgenden entstehen:
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⊥ rel_operator ⊥
⊥ rel_operator comp_expr
comp_expr rel_operator ⊥
falls die vergleichenden Ausdrücke identisch warensonst
Terme mit dieser Struktur sind in der Booleschen Algebra auf Grund der zweiwertigen Logik nicht bere-
chenbar. Aus pragmatischen Gründen (Einsatz zur Feststellung des Arbeitszustands einer Komponente)
wird festgelegt, dass der Ausdruck vollständig zu löschen ist, falls rel_operator zwei Elemente mit dem
Inhalt ⊥ verknüpft. Andernfalls verbleibt nur comp_expr. Wegen der unterschiedlichen Aktionen bedarf
es dazu dreier Regeln:
Eliminieren der Folge ⊥ rel_operator ⊥
∀ i ∈ Ind(comp_expr) \ {Card(Ind(comp_expr))} \ {Card(Ind(comp_expr)) - 1}:
If ∀ j ∈ Ind(comp_expr(i)): comp_expr(i)(j) =⊥ ∧
comp_expr(i + 1).rel_operator 6=⊥ ∧
∀ j ∈ Ind(comp_expr(i + 2)): comp_expr(i + 2)(j) =⊥ Then
DeleteElement(comp_expr, (i))
DeleteElement(comp_expr, (i + 1))
DeleteElement(comp_expr, (i + 2))
End If
⊥ zu beiden Seiten des logischen Operators entstand im Ergebnis der oben beschriebenen Auflösung der
Term-Verknüpfung.
Eliminieren der Folge ⊥ rel_operator comp_expr
∀ i ∈ Ind(comp_expr) \ {Card(Ind(comp_expr))} \ {Card(Ind(comp_expr)) - 1}:
If ∀ j ∈ Ind(comp_expr(i)): comp_expr(i)(j) =⊥ ∧
comp_expr(i + 1).rel_operator 6=⊥ ∧
∃ j ∈ Ind(comp_expr(i + 2)): comp_expr(i + 2)(j) 6=⊥ Then
DeleteElement(comp_expr, (i))
DeleteElement(comp_expr, (i + 1))
End If
ohne lange Transaktion: DeleteElement(comp_expr, (i))
DeleteElement(comp_expr, (i))
Die konkrete Belegung von comp_expr ist für die Auswertung der ECA-Regel unerheblich, die Erkennung
der Situation kann sich daher auf die Existenz eines von ⊥ verschiedenen Bestandteils in dem dem
logischen Operator folgenden Element beschränken.
Eliminieren der Folge comp_expr rel_operator ⊥
∀ i ∈ Ind(comp_expr) \ {Card(Ind(comp_expr))} \ {Card(Ind(comp_expr)) - 1}:
If ∃ j ∈ Ind(comp_expr(i)): comp_expr(i + 2)(j) 6=⊥ ∧
comp_expr(i + 1).rel_operator 6=⊥ ∧
∀ j ∈ Ind(comp_expr(i + 2)): comp_expr(i)(j) =⊥ Then
DeleteElement(comp_expr, (i + 1))
DeleteElement(comp_expr, (i + 2))
End If
ohne lange Transaktion: DeleteElement(comp_expr, (i + 1))
DeleteElement(comp_expr, (i + 1))
Infolge der Rekursivität in der Produktion comp_expr soll die Regel zu Beseitigung überflüssiger Klam-
mern solange angewandt werden, bis keine weitere Reduktion mehr möglich ist.
Für die übrigen Elemente von comp_expr sind keine Regeln zur Behandlung der Löschoperation nötig,
da sie wie die Operationssymbole in Literalform auftreten und ihre korrekte Verwendung durch statische
Integritätsbedingung überwacht wird (s. oben). Wenn bei der Auflösung unvollständiger
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term comp_operator term
Elemente mit dem Inhalt ⊥ entstanden, aber nicht bei der Auflösung von
comp_expr rel_operator comp_expr
gelöscht51 worden sind, so wird dies jetzt nachgeholt:
∀ i ∈ Ind(comp_expr):
If ∀ j ∈ Ind(comp_expr(i)): comp_expr(i)(j) =⊥ Then
DeleteElement(comp_expr, (i))
End If
Das beschriebene Regelwerk sichert die semantische Integrität der Bedingungen activity_def und
ready_def nach einer Löschoperation an referenzierten Objekten, also den Ports. Die Löschung einer
numerischen, als Literal verwendeten Konstante ist dagegen eine Operation zur direkten Manipulati-
on des Ausdrucks (z. B. innerhalb eines Assistenten). Bei Ausweitung der beschriebenen Prinzipien auf
alle Ausdrucksbestandteile ist die syntaktische und semantische Korrektheit der Ausdrücke auch dann
gewahrt, wenn solche Assistenten Schreibzugriffe auf die Wissensbasis ausführen.
5.2.4.2 Berechenbarkeit
Das im Abschnitt 5.2.4.1 vorgestellte Prinzip ist auch für automatische Formelvereinfachungen
(z. B. durch Idempotenz) sowie zum Test auf Tautologie/Kontradiktion nutzbar. Er ist wesentlich für
die Beurteilung der Lebendigkeit eingebetteter Systeme.
• Ist state_condition zur Designzeit vollständig berechenbar, so kann dies ein Hinweis auf eine feh-
lerhaft formulierte Bedingung sein, weil ihr Wert zeitinvariant ist.
• Führt die Auswertung von activity_def zur Tautologie, dann ist die Komponente unabhängig von
der Belegung ihrer Eingangsports immer aktiv.
• Führt die Auswertung von activity_def zur Kontradiktion, so bildet die Komponente einen Eremi-
ten im System, da sie nie aktiviert wird.
Sinngemäße Aussagen gelten für ready_def. Nach jeder Änderung eines Ausdrucks (durch explizite Ver-
anlassung des Nutzers oder infolge der automatisierten Formelmanipulation) kann das ADBMS die Er-
reichung der o. g. Zustände in state_condition prüfen, um den Systemdesigner auf Entwurfsfehler hin-
weisen zu können. Grundlage dieses Tests ist die Produktion
term = port_ref | integer | real.
Während der Term-Auswertung sind die Ports als Variablen52, die übrigen Elemente als Konstanten
anzusehen. Ausdrücke, die nur aus Konstanten bestehen, können bereits zur Designzeit des eingebet-
teten Systems zu Tautologien oder Kontradiktionen ausgewertet werden. Gehen diese Werte in durch
rel_operator gebildete Ausdrücke ein, dann ist in Abhängigkeit vom Verknüpfungstyp teilweise eben-
falls eine Berechnung des Ausdruckswertes möglich (Anwendung der Idempotenzgesetze der Booleschen
Algebra).
Die Existenz von Variablen zeigt dagegen, dass state_condition tatsächlich von sich ändernden Werten
an den Ports der Wissensklasse abhängt. Um dies prüfen zu können, wird die nicht leere Liste in ein
transientes Objekt kopiert, welches modifiziert, jedoch nicht in die Datenbank zurückgeschrieben werden
darf. Die Elemente dieser Liste haben den gleichen Aufbau wie comp_item (vgl. Definition des Metaob-
jekts im Abschnitt 5.2.4.1), erweitert um ein zusätzliches skalares Feld vom Typ BIT.
51z. B. wenn in state_condition keine Boolesche Operation auftritt
52Denn relevant ist der zur Laufzeit am Port anliegende Wert.
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value
Constructor
Scalar, BIT
Dieses Feld wird als optional definiert, so dass es neben den Belegungen
True und False auch ⊥ aufnehmen kann. Es erhält folgende Semantik:
True Auswertung zur Tautologie
False Auswertung zur Kontradiktion
⊥ Auswertung ist portabhängig
Die Analyse des Ausdrucks erfolgt von innen nach außen und beginnt
mit der Suche nach Vergleichsoperatoren:
∀ i ∈ Ind(comp_expr):
If comp_expr(i).comp_operator 6=⊥ ∧
comp_expr(i - 1).port_ref 6=⊥ ∧
comp_expr(i + 1).port_ref 6=⊥ Then
If Val(comp_expr(i - 1).port_ref) = Val(comp_expr(i + 1).port_ref) Then
If Val(comp_expr(i).comp_operator) = ">" ∨
Val(comp_expr(i).comp_operator) = "<" Then
Set comp_expr(i).value = False
Else
Set comp_expr(i).value = True
End If
Else
Set comp_expr(i).value =⊥
End If
DeleteElement(comp_expr, (i - 1))
DeleteElement(comp_expr, (i + 1))
End If
An die Stelle der Folge term comp_operator term tritt somit nur noch das Symbol des Vergleichsope-
rators, welches in seinem value-Feld die Art der Ausdrucksauswertung enthält. Obige Regel behandelt
den Vergleich zweier Port-Werte und berechnet den Wert in Abhängigkeit vom Vergleichsoperator. Bei
Berücksichtigung des Wertebereichs der Datentypen ergibt z. B. der Vergleich eines Port-Wertes vom
Typ natural mit einer negativen Konstanten bereits zur Designzeit eine Kontradiktion. Vergleiche von
Port-Werten mit Konstanten sind stets erst zur Laufzeit53 ausführbar:
∀ i ∈ Ind(comp_expr):
If comp_expr(i).comp_operator 6=⊥ ∧
((comp_expr(i - 1).port_ref 6=⊥ ∧
(comp_expr(i + 1).integer 6=⊥ ∨
comp_expr(i + 1).real 6=⊥)) ∨
((comp_expr(i - 1).integer 6=⊥ ∨
comp_expr(i - 1).real 6=⊥) ∧
comp_expr(i + 1).port_ref 6=⊥)) Then
Set comp_expr(i).value =⊥
DeleteElement(comp_expr, (i - 1))
DeleteElement(comp_expr, (i + 1))
End If
Dagegen lässt sich der Ausdruckswert zur Designzeit berechnen, wenn nur Konstanten an den Vergleichs-
operationen teilnehmen.
53Diese Aussage entspricht dem Dialekt CLINT++ mit ungetypten Konstanten und der Festlegung des Port-Datentyps
durch Schlüsselworte in der Beschreibungssprache. Probleme einer solchen Verfahrensweise behandelt Beispiel 72.
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∀ i ∈ Ind(comp_expr):
If comp_expr(i).comp_operator 6=⊥ ∧
(comp_expr(i - 1).integer 6=⊥ ∧
comp_expr(i + 1).integer 6=⊥) Then
If Val(comp_expr(i).comp_operator) = ">" Then
If Val(comp_expr(i - 1).integer) > Val(comp_expr(i + 1).integer) Then
Set comp_expr(i).value = True
Else
Set comp_expr(i).value = False
End If
ElseIf Val(comp_expr(i).comp_operator) = "<" Then
If Val(comp_expr(i - 1).integer) < Val(comp_expr(i + 1).integer) Then
Set comp_expr(i).value = True
Else
Set comp_expr(i).value = False
End If
Else
If Val(comp_expr(i - 1).integer) = Val(comp_expr(i + 1).integer) Then
Set comp_expr(i).value = True
Else
Set comp_expr(i).value = False
End If
End If
DeleteElement(comp_expr, (i - 1))
DeleteElement(comp_expr, (i + 1))
End If
∀ i ∈ Ind(comp_expr):
If comp_expr(i).comp_operator 6=⊥ ∧
(comp_expr(i - 1).real 6=⊥ ∧
comp_expr(i + 1).real 6=⊥) Then
If Val(comp_expr(i).comp_operator) = ">" Then
If Val(comp_expr(i - 1).real) > Val(comp_expr(i + 1).real) Then
Set comp_expr(i).value = True
Else
Set comp_expr(i).value = False
End If
ElseIf Val(comp_expr(i).comp_operator) = "<" Then
If Val(comp_expr(i - 1).real) < Val(comp_expr(i + 1).real) Then
Set comp_expr(i).value = True
Else
Set comp_expr(i).value = False
End If
Else
If Val(comp_expr(i - 1).real) = Val(comp_expr(i + 1).real) Then
Set comp_expr(i).value = True
Else
Set comp_expr(i).value = False
End If
End If
DeleteElement(comp_expr, (i - 1))
DeleteElement(comp_expr, (i + 1))
End If
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Nachdem die Werte der Vergleichsausdrücke berechnet wurden, können die sie direkt umschließenden
Klammern entfernt werden:
∀ i ∈ Ind(comp_expr):
If comp_expr(i).parenthesis 6=⊥ ∧
comp_expr(i + 1).comp_operator 6=⊥ ∧
comp_expr(i + 2).parenthesis 6=⊥ ∧
Val(comp_expr(i).parenthesis) = "(" ∧
Val(comp_expr(i + 2).parenthesis) = ")" Then
DeleteElement(comp_expr, (i))
DeleteElement(comp_expr, (i + 2))
End If
Die Liste enthält jetzt nur noch durch rel_operator verknüpfte Konstanten54. Bei ihrer Auswertung ist
die mögliche Klammerung zu berücksichtigen. Deren Auflösung erfolgt von innen nach außen. Innerhalb
von Klammern sowie bei Ausdrücken ohne Klammern gelten die Vorrangregeln der Operatoren. Obwohl
CLINT++ diese nicht explizit regelt, implementiert RODOS die in anderen Programmiersprachen übliche
Auswertung, wonach && (logische Konjunktion) stets vor || (logische Disjunktion) berechnet wird. Die
Assoziativität der Operatoren ist bedeutungslos55, da sowohl die Konjunktion als auch die Disjunktion
kommutativ sind.
∀ i ∈ Ind(comp_expr):
If comp_expr(i).comp_operator 6=⊥ ∧
comp_expr(i + 1).rel_operator 6=⊥ ∧
comp_expr(i + 2).comp_operator 6=⊥ ∧
Val(comp_expr(i + 1).rel_operator) = "&&" Then
If Val(comp_expr(i).value) = False ∨
Val(comp_expr(i + 2).value) = False Then
Set comp_expr(i + 1).value = False
ElseIf Val(comp_expr(i).value) = True ∧
Val(comp_expr(i + 2).value) = True Then
Set comp_expr(i + 1).value = True
Else
Set comp_expr(i).value =⊥
End If
DeleteElement(comp_expr, (i))
DeleteElement(comp_expr, (i + 2))
End If
Diese Regel realisiert die Konjunktion unter Verwen-
dung einer 3-wertigen Logik wie folgt:
linker Term rechter Term ∧
⊥ ⊥ ⊥
⊥ False False
⊥ True ⊥
False ⊥ False
False False False
False True False
True ⊥ ⊥
True False False
True True True
Wie bei allen bisher beschriebenen Korrekturoperationen muss die Implementierung die korrekte Be-
handlung der Indizes sicherstellen: durch DeleteElement verkürzt sich die Liste, d. h. es ändert sich die
Kardinalität der von Ind(comp_expr) gelieferten Menge. Es ist daher sinnvoll, die gesamte Änderung
in einer langen Transaktion auszuführen, damit sich DeleteElement unabhängig von der Anzahl bereits
ausgeführter Löschoperationen stets auf den alten Indexwert beziehen kann. Die mittels Set vorgenom-
menen Zuweisungen müssen daher für nachfolgende Array-Zugriffe mit Val „sichtbar“ sein, obwohl noch
54Gemeint sind hier die bei der Auflösung der Vergleichsausdrücke berechneten Werte (nicht die Konstanten lt. EBNF).
55Auf Grund der Bearbeitungsrichtung der Listen in der Reihenfolge der Indizierung ihrer Elemente wirkt die Regel links-
assoziativ.
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kein Commit stattfand56. Es lassen sich somit Ausdrücke der Gestalt A && B && C mit nur einem Array-
Durchlauf auf genau ein Element reduzieren. Dies gilt nicht für Klammern. So wird in A && (B && C)
von obiger Regel zunächst nur der Ausdruck in der Klammer berechnet, da die Bedingung zur Erkennung
einer konjunktiven Verknüpfung (äußeres If) nicht vorliegt57. Erst nach Beseitigung der Klammer ist die
vollständige Berechnung möglich. Damit entspricht die Auflösungsstrategie der konventioneller Program-
miersprachen. Nach der logischen Konjunktion wird die logische Disjunktion behandelt.
∀ i ∈ Ind(comp_expr):
If comp_expr(i).comp_operator 6=⊥ ∧
comp_expr(i + 1).rel_operator 6=⊥ ∧
comp_expr(i + 2).comp_operator 6=⊥ ∧
Val(comp_expr(i + 1).rel_operator) = "||" Then
If Val(comp_expr(i).value) = True ∨
Val(comp_expr(i + 2).value) = True Then
Set comp_expr(i + 1).value = True
ElseIf Val(comp_expr(i).value) = False ∧
Val(comp_expr(i + 2).value) = False Then
Set comp_expr(i + 1).value = False
Else
Set comp_expr(i).value =⊥
End If
DeleteElement(comp_expr, (i))
DeleteElement(comp_expr, (i + 2))
End If
Diese Regel realisiert die Disjunktion unter Verwen-
dung einer 3-wertigen Logik wie folgt:
linker Term rechter Term ∧
⊥ ⊥ ⊥
⊥ False ⊥
⊥ True True
False ⊥ ⊥
False False False
False True True
True ⊥ True
True False True
True True True
Nachdem weiter oben die die Vergleichsausdrücke umschließenden Klammern entfernt wurden, sind nun
auch Klammern überflüssig geworden, die logische Ausdrücke umschließen, sofern diese infolge der bisher
beschriebenen Auflösungen aus nur einem Element bestehen.
∀ i ∈ Ind(comp_expr):
If comp_expr(i).parenthesis 6=⊥ ∧
comp_expr(i + 1).comp_operator 6=⊥ ∧
comp_expr(i + 2).rel_operator 6=⊥ ∧
comp_expr(i + 3).comp_operator 6=⊥ ∧
comp_expr(i + 4).parenthesis 6=⊥ ∧
Val(comp_expr(i).parenthesis) = "(" ∧
Val(comp_expr(i + 4).parenthesis) = ")" Then
DeleteElement(comp_expr, (i))
DeleteElement(comp_expr, (i + 4))
End If
56Das RDBMS ORACLE unterscheidet zu diesem Zweck zwischen den Operationen Post und Commit.
57denn falls comp_expr(i + 1) den rel_operator identifiziert, enthält comp_operator an der Position i + 2 wegen der
Klammer die Eintragung ⊥
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Auf Grund der (theoretisch) unbegrenzten Schachte-
lungstiefe von Ausdrücken in state_conditionmüs-
sen die bisher behandelten Schritte zyklisch ausge-
führt werden, bis die Liste nur noch ein Element ent-
hält.
Do While Card(comp_expr) > 1
Berechnen Konjunktion
Berechnen Disjunktion
Auflösen Klammern
Loop
Im Metamodell übernimmt eine ECA-Regel mit der Bedingung
<(Σ(comp_expr), I(1))
die Rolle des Schleifen-Steuerkonstrukts, indem sie das Ereignis ON-DELETE an comp_expr überwacht und
die drei Verarbeitungsschritte des Schleifenkörpers in ihrem Aktionsteil anstößt. Letztere besitzen die
niedrigste Priorität, damit der Test der Schleifen-Invariante erst nach Ausführung aller Verarbeitungs-
schritte erfolgt.
Sobald dieses einzige Element in comp_expr vorliegt, kann der Systemdesigner erkennen, ob die von
ihm formulierte Zustandsbedingung tatsächlich vom Wert der Ports abhängt (⊥), ob die zugehörige
Wissensklasse nie (False) oder immer (True) aktiviert wird bzw. nie (False) oder ständig (True) ihr
Arbeitsende anzeigt.
Der gesamte Abschnitt activity_def bzw.
ready_def kann entfernt werden, falls die Liste
der Bedingungen leer geworden ist (vermittelt
durch den Aufbau dieser Metaobjekte, welche
state_condition als Bestandteil enthalten).
∀ i ∈ Ind(comp_expr):
If Card(comp_expr) = 0 Then
Delete(state_condition)
End If
Die Grenze der Einsatzmöglichkeit des hier beschriebenen Verfahrens liegt in der Erkennung von mehr-
gliedrigen Termen, die sich durch Anwendung der Idempotenz bzw. Absorptionsregel berechnen ließen,
also z. B.
step8: I1 > 0 || I2 > 0 || I1 > 0;
Alle Vergleichsausdrücke ergeben ⊥ (auf Grund der Vergleichs eines Port-Wertes mit einer Konstanten).
Folglich ist das Gesamtergebnis ebenfalls ⊥ (unter Anwendung obiger Wertetabelle der Disjunktion). Das
Ergebnis ist zwar richtig, könnte jedoch reduziert werden zu
step8: I1 > 0 || I2 > 0;
Wenn der Anwender derartige Vereinfachungen wünscht, muss die Struktur des Terms mit den Mitteln
der Compiler-Technik analysiert und ggf. reduziert werden. Die Implementation einer vollständigen Syn-
taxanalyse über dem Aufbau des Parse-Baumes ist zwar ebenfalls möglich, würde jedoch den Rahmen
dieses Kapitels sprengen.
Ein weiteres Problem der Semantik von Ausdrücken ist dagegen der ereignisorientierten Listenmodifika-
tion zugänglich:
Beispiel 72 (Erfüllbarkeitstest) Gegeben sei folgende Aktivierungsbedingung einer Wissensklasse:
step: I1 > 0 && I1 < 0;
Da Vergleiche von Ports mit Konstanten bisher stets mit ⊥ bewertet wurden, ist das Ergebnis der
Berechenbarkeit von step ebenfalls ⊥, d. h. das System meldet dem Designer Laufzeitabhängigkeit der
Aktivierungsbedingung.
Wegen @ x ∈ P: x < c ∧ x > c (für jedes konstante c) führt dieser Ausdruck bei allen numerischen
Datentypen am Port zur Kontradiktion. Eine solche Situation lässt sich durch Erweiterung des bisherigen
Verfahrens um Prinzipien der Intervallarithmetik lösen.
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port_value
Constructor
Tuple, port_ref, interval
interval
Constructor
List, range_section
Dazu wird für jeden Port eine Lis-
te als Metaobjekt angelegt, deren
Elemente die durch die Verglei-
che definierten Intervalle aufneh-
men. Die Identifikation des Ports
über port_ref wurde oben durch
das gleichnamige Metaobjekt be-
schrieben. Deshalb folgt nun die De-
finition der Listenelemente.
range_section
Constructor
Tuple, lower_boundary, lower_range, upper_boundary, upper_range
lower_boundary
Constructor
Scalar, type_id
lower_range
Constructor
Scalar, TEXT
upper_boundary
Constructor
Scalar, type_id
upper_range
Constructor
Scalar, TEXT
Statische Integritätsbedingungen (offenes oder geschlossenes Intervall):
&&(||(==(Π(range_section, lower_range), I(">")),
==(Π(range_section, lower_range), I(">="))),
||(==(Π(range_section, upper_range), I("<")),
==(Π(range_section, upper_range), I("<="))))
Die Listenelemente beschreiben die durch Vergleichsausdrücke bestimmten Teilintervalle des Wertebe-
reichs. Der Typ der Skalare ist gleich dem Datentyp des Ports. Er offenbart weitere Besonderheiten:
• CLINT-Datentypen (definiert als Belegungen des Nichtterminals type_id) weichen von den primiti-
ven Typen des Metamodells ab. Insbesondere Hardware-Datentypen wie std_logic_vector bedürfen
der Nachbildung durch komplexe Datentypen des Metamodells.
• Der Typ der Skalare ist vom Typ des referenzierten Ports abhängig. Eine Änderung desselben zieht
folglich eine Änderung im Metamodell nach sich. Eine solche Abhängigkeit ist prinzipiell ebenfalls
per ECA-Regel beschreibbar, wurde aber bisher nicht vorgesehen. Die Konsequenz einer Typände-
rung kann im erneuten Aufruf von Schemageneratoren bestehen. Eine solche Abhängigkeit ist jedoch
unerwünscht.
Für lower_boundary und upper_boundary ist die Verwendung von ⊥ ausdrücklich erlaubt und mit der
Semantik des in diese Richtung offenen Intervalls versehen. Bei der Interpretation von I1 > 0 erhält
lower_boundary den Wert 0 und upper_boundary den Wert ⊥.
Bei der Interpretation von I1 < 0 prüft der Algorithmus zunächst, ob zu diesem Port bereits eine Liste
von Intervallen vorliegt und ob die neue Bedingung mit der vorhandenen kombinierbar ist. Dies trifft im
Beispiel zu. Die Schnittmenge beider Wertebereiche ist die leere Menge. Folglich liefert der Ausdruck eine
Kontradiktion.
Die Diskussion ist jedoch erst dann nützlich, wenn eine präzise Definition des Wertebereichs der Daten-
typen vorliegt. Um die Vergleichsoperationen ausführen zu können, muss innerhalb der Wertemenge eine
strenge totale Ordnung58 definiert sein. Die Behandlung der Intervalle folgt der Theorie der Symbolsub-
stitution und stellt eine Implementierung der Relationen zwischen Intervallen nach Abb. 3.14 dar.
58zugehörige Ordnungsrelation ist irreflexiv und transitiv
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5.3 ECA-Regeln
5.3.1 Funktionen im Bedingungsteil
Der Abschnitt 3.10.4.2 stellte die grundlegenden Datenstrukturen zur Verwaltung der Bedingungen für
ECA-Regeln vor. An dieser Stelle werden Auswertungen über den funktionsbeschreibenden Metaobjekten
behandelt, die bereits zur Entwurfszeit Aussagen über deren Eigenschaften ermöglichen.
Beispiel 73 (Typtest)
Für den Bedingungsteil von ECA-Regeln eignen sich Funktionen, die einen Booleschen Wert liefern.
∆(is_condition(⊥), Ω(meta_object))
is_function: ==(Σ(∩(Π(Π(meta_object, aspect), aspect_name),
∪(Γ(I("Constructor")), Γ(I("Function"))))), I(2))
is_condition: &&(==(Π([Π(∆(==(Π(aspect, aspect_name), I("Function")),
meta_object), outputs), 1]), I("Scalar")),
==(Π([Π(∆(==(Π(aspect, aspect_name), I("Function")),
meta_object), outputs), 1]), I("BIT")))
Beispiel 74 (Abhängigkeitstest) Der Funktionswert einer beliebigen Funktion ist zur Entwurfszeit
bestimmbar, wenn alle seine in inputs referenzierten Objekte unveränderlich sind.
Die Ergebnismenge von Ω ist dagegen veränderlich, weil die Extensionsmenge eines Metaobjekts vom
Zeitpunkt der Anfrage abhängt. Auf Grund der flexiblen Funktionsdefinitionen besitzt das Metamodell
selbst keine Informationen darüber, ob der Funktionswert tatsächlich von den übergebenen Argumenten
abhängt. Eine zusätzliche Funktion kann jedoch ein funktionsbeschreibendes Metaobjekt unter Beach-
tung der Semantik der beteiligten Funktionsobjekte dahingehend bewerten. Diese Eigenschaft ist nütz-
lich, um zu prüfen, ob sich eine Funktion zur Kontradiktion oder Tautologie auswerten lässt. Unter
transformations gibt der Wissensingenieur dazu eine vereinfachte, wiederum durch Funktionsobjek-
te vermittelte Implementierung ◦ an, die nur die Funktionswerte variable und constant kennt. Durch
Anwendung der Verknüpfungsregel
variable ◦ variable 7→ variable
variable ◦ constant 7→ variable
constant ◦ constant 7→ constant
offenbart eine komplexe Funktion, ob ihr Wert von Laufzeiteinflüssen abhängt. Da für den Bedingungs-
teil einer ECA-Regel nur Funktionen mit Booleschem Ergebnis relevant sind (siehe oben), fällt damit
unmittelbar die Entscheidung über Kontradiktion oder Tautologie. Jede Integritätsregel besitzt damit ei-
ne berechenbare Erfüllbarkeitseigenschaft mit den Werten {⊥, True, False}, die die Zustände erfüllbar,
erfüllt und nicht erfüllt vertreten.
• Eine Regel ist erfüllbar, wenn es Zustände der Wissensbasis gibt, für die die Funktion den Wert True
liefert.
• Eine Regel ist erfüllt, wenn sie zustandsunabhängig den Wert True liefert.
• Eine Regel ist nicht erfüllt, wenn sie zustandsunabhängig den Wert False liefert.
• Die Menge aller Integritätsregeln einer Wissensbasis bildet ein System linearer (Un-)Gleichungen.
• Die Integritätsregeln sind konsistent, wenn das Gleichungssystem lösbar ist.
• Als Lösbarkeit gilt die Existenz von erfüllten und erfüllbaren Regeln.
• Die Datenbasis ist konsistent, wenn ihr aktueller Zustand in der Lösungsmenge des Gleichungssystems
liegt.
Der Konsistenzbegriff aus Definition 12 wurde somit präzisiert und ist formal prüfbar.
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5.3.2 Funktionen im Aktionsteil
Die zur Behandlung des Ereignisses auszuführende Aktion kann in der Abarbeitung von Statements der
DML des Ziel-DBMS bestehen oder Kommandos des HOST-Betriebssystems betreffen. Auf der Ebene
des Metamodells beschreiben Funktionsobjekte diese Funktionalität. Die Übersetzung einer Funktion
general_function gemäß transformations führt entsprechend zu Anweisungen der Datenbanksprache
oder zu Konstrukten, die außerhalb des DBMS zur Ausführung gelangen.
z. B. :
Start einer Java Virtual Machine
Start eines Kommandointerpreters in MS-DOS
Start eines Shell-Prozesses in UNIX
Start eines Jobs in JCL bei Mainframe-Systemen
5.3.3 Regelgenerierung
In ADBMS sind ECA-Regeln neben den Daten des Diskursbereichs gleichberechtigte Objekte, die der
Nutzer mit Mitteln der DML pflegt. Die Möglichkeit der manuellen Erstellung integritätserhaltender
ECA-Regeln wird bei Anwendung des Metamodells um die automatische Generierung auf der Grundlage
von Metaobjekten ergänzt.
Ausgangspunkt dieser Generierung sind die in den vorangegangenen Abschnitten zur Beschreibung der
Integritätsbedingungen vorgestellten prüfenden Funktionen. Sie bestehen aus Gleichungen oder Unglei-
chungen, deren Terme Teilmengen der Zustandsmenge der Datenbank beschreiben. Der Generator erzeugt
den Parse-Baum dieser Funktionen und ermittelt in den Blattknoten die Zugriffe zu datenbeschreibenden
Metaobjekten. Meist befindet sich dort die Funktion Ω zur Bereitstellung der Extensionsmenge eines Me-
taobjekts. Aus dem Parse-Baum leiten sich die Namen derjenigen Metaobjekte ab, bei denen Änderungen
in der Extensionsmenge zur Neuberechnung des Funktionswertes der prüfenden Integritätsfunktion führt.
Für jedes dieser Metaobjekte legt der Generator eine ECA-Regel an, die die prüfende Integritätsfunktion
in ihrem Bedingungsteil aufruft. Die Namen der Ereignisse ergeben sich aus dem kartesischen Produkt
der Objekt- und Ereignisnamen. Für prüfende Regeln sind alle schreibenden Datenbankzugriffe relevant;
die Ereignismenge besteht deshalb aus {ON-INSERT, ON-UPDATE, ON-DELETE}. Ist dem Generator zusätz-
lich die Semantik der Funktionen bekannt, so kann er die Menge zu überwachender Ereignisse gezielt
reduzieren.
Beispiel 75 (Ereignisreduktion) Der Abschnitt dest (Nachbereich) der Relationen multirel muss
mindestens einen Eintrag besitzen (vgl. Abb. 4.1).
>(Σ(Π(Π(Ω(multirel), dest), multi_conc_list)), I(0))
Die Funktion projiziert die Liste der Aktivitäten der Funktion aus dem Metaobjekt multirel und ver-
gleicht die Anzahl ihrer Elemente mit einer Konstante. Die Analyse des Parse-Baumes führt zu den
Ereignissen
ON-INSERT-multi_conc_list
ON-UPDATE-multi_conc_list
ON-DELETE-multi_conc_list
 ohne Beachtung der Semantik
ON-INSERT-multi_conc_list
ON-DELETE-multi_conc_list
}
mit Beachtung der Semantik
weil nur die Anzahl der Listenelemente, jedoch nicht ihr Inhalt den Funktionswert von Σ beeinflusst. Bei
zusätzlicher Berücksichtigung des Aktionsteils der Regel (abort bei nicht erfüllter Bedingung) reduziert
sich die zu überwachende Ereignismenge auf ON-DELETE, weil die die übrigen Ereignisse verursachenden
Operationen das Ergebnis der Prüfung nie zu False werden lassen können.
Beispiel 76 (Ausschluss von Null -Werten) Wissensklassen müssen benannt sein (vgl. Beispiel 5).
<>(Π(class_def, ident), Null())
Der Generator erzeugt ECA-Regeln für die Ereignisse ON-INSERT und ON-UPDATE am Namen der Wis-
sensklasse. Bei einer Transformation in die DDL von RDBMS übernimmt der Zusatz NOT NULL in der
Tabellendefinition als Maßnahme der logischen Integrität die Leistung der ECA-Regel.
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Beispiel 77 (eindeutige Indexe) Wissensklassen sind zu indizieren.
Indexe verwenden DBMS’s zum beschleunigten Zugriff auf ausgewählte Daten. Für die Integritätser-
haltung erlangen nur eindeutige Indexe Bedeutung. Solche erzeugt der Generator bei der Übersetzung
komplexer Metaobjekte in die DDL von RDBMS, wenn infolge der Normalisierung Detailtabellen angelegt
werden müssen59. Da das Metamodell den für RDBMS typischen Primärschlüssel nicht explizit auszeich-
net, fügt der Generator jeder Tabelle eine zusätzliche Spalte zur Aufnahme des Surrogat-Wertes hinzu.
Diese Spalte bildet den Primärschlüssel in der hierarchisch höchsten Tabelle. In der jeweils untergeord-
neten Tabelle tritt dieser als Fremdschlüssel auf, um die Zugehörigkeit zum übergeordneten Datenobjekt
mittels referentieller Integrität ausdrücken zu können.
Für eindeutige Indexe, die nicht den Primärindex bilden, rufen generierte ECA-Regeln die Prüfung auf
Duplikatfreiheit als Reaktion auf die Ereignisse ON-INSERT und ON-UPDATE auf.
Beispiel 78 (Fremdschlüsselbeziehung)
Strukturgleichungen beschreiben die Kommunikation zwischen Wissensklassen.
Zusätzlich zu den infolge der Normalisierung entstehenden Fremdschlüsselbeziehungen kann der Wis-
sensingenieur weitere, nicht auf Mechanismen der referentiellen Integrität abbildbare Abhängigkeiten in
Beziehungsobjekten beschreiben (vgl. Abb. 3.15). Beispiele hierfür sind Fremdschlüsselbeziehungen zu
mehr als einer Fremdtabelle sowie Beziehungen, die wert- oder zeitabhängig sind. Sie treten in eingebet-
teten Systemen auf, wenn Strukturgleichungen für Kommunikationsprozesse der dynamischen Änderung
unterliegen. Gültigkeit der dabei auftretenden Referenzen zu Ports wird nur zum Zeitpunkt der Simula-
tion bzw. Synthese gefordert. Das referenzierte Objekt kann dabei ein Port der aktuellen Wissensklasse,
ein Port einer zu ihr in Aggregationsbeziehung stehenden Wissensklasse oder eine Konstante sein. Eine
solche Fremdschlüsselbeziehung ist darüber hinaus nur gültig, wenn Zuweisungskompatibilität der betei-
ligten Datentypen vorliegt.
In diesen Fällen erzeugt der Generator ECA-Regeln für die Ereignisse ON-INSERT und ON-UPDATE am
referenzierenden Objekt, welche die Existenz oder Abwesenheit eins in der Beziehung spezifizierten refe-
renzierten Objekts prüfen.
Beispiel 79 (allgemeine Beziehungen) Nicht auf Mechanismen der logischen Integrität abbildbare
Beziehungen sind im Metamodell zu beschreiben.
In realen DBMS ist die Beziehung zwischen Datenobjekten vom Anwender konstruierbar, jedoch entzieht
sich die Verfolgung der Beziehungen bei Änderungsoperationen seinem Einfluss (z. B. bei kaskadierend
ausgeführten DML-Operationen). Damit ist eine sonst mögliche Inkonsistenz zwischen Beziehungen und
Datenobjekten ausgeschlossen. Im Metamodell können derartige Inkonsistenzen durch unsachgemäße Än-
derungsoperationen entstehen, da alle Metaobjekte offengelegt sind.
Je nach Priorisierung dürfen die Wissenseinheiten Referenzen auf Regeln oder die Regeln Referenzen auf
Wissenseinheiten enthalten. Diese formal korrekte Methode bereitet jedoch Schwierigkeiten bei der Imple-
mentierung. Sollen dem Bediener z. B. vor dem Löschen einer Regel alle Konsequenzen dieser Operation
für Wissenseinheiten angezeigt werden, so muss das gesamte Metamodell nach derartigen Referenzen
durchsucht werden. Bei komplexen Metaobjekten kann dies die Performance sehr ungünstig beeinflussen.
Dependence
Constructor
Tuple, RelationshipList, RelationshipType
RelationshipList
Constructor
List, RelationshipMember
RelationshipMember
Constructor
Reference, "Π(Ω(object_name), . . .)"
RelationshipType
Constructor
Scalar, TEXT
Deshalb nutzt
das Metamodell
nebenstehende Spei-
cherungsform, um
n:m-Beziehungen
(wie im relationalen
Datenmodell) in
Relationen für n:1
und 1:m zerlegen zu
können.
59Eine ausführliche Beschreibung der Funktionsweise des Schemagenerators enthält [232]
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Die Existenz mindestens eines Elements in der Liste RelationshipList sichert eine ECA-Regel, die bei
erfüllter Bedingung
<=( Σ(RelationshipList), I(1))
die Löschung der zugehörigen Instanz veranlasst. Die Beziehungen zwischen Wissensklassen und Re-
geln sind somit Instanzen des Objekts Dependence. Elemente der Liste RelationshipList referenzieren
Objekte der Wissens- oder Regelbasis. Die Reihenfolge der Listenelemente drückt die Richtung60 der
Beziehung aus. Eine Beziehung darf sich über mehr als zwei Elemente erstrecken.
Unter RelationshipType verwaltet das Metamodell eine endliche Menge von Zeichenketten, die die Art
der Beziehung hinsichtlich der auszuführenden Operationen beschreiben.
||(==(Π(Dependence, RelationshipType), I(". . .")),
==(Π(Dependence, RelationshipType), I(". . .")),
. . .
)
Beispiel 80 (Master-Detail-Beziehungen) In einem System, das keine Aktualisierungs- und Lösch-
weitergabe unterstützt, ist eine Master-Detail-Beziehung zu pflegen.
Ein wesentlicher (weil im relationalen Modell direkt unterstützter) Beziehungstyp ist die Aktualisierungs-
und Löschweitergabe, d. h. eine Update- oder Delete-Operation an einem Objekt, dessen Referenz am
Anfang der Liste RelationshipList steht (vgl. Beispiel 79), bewirkt ebensolche Operationen an den
Objekten, die in den Elementen mit größerem Index referenziert werden. Die Wissensbasis ist bzgl. einer
solchen Referenz konsistent, wenn das aktuelle Datenobjekt Element der Extensionsmenge des referen-
zierten Objekts ist.
Von den Schemageneratoren werden die Beziehungsobjekte in die DBMS-spezifische Repräsentation über-
führt, um sie vor Manipulationen des Anwenders zu schützen. Kommt das Metamodell für die direkte
Simulation zum Einsatz, so müssen entsprechende Implementationen der Zugriffsoperationen dafür sor-
gen, dass bei jeder Änderung einer Wissenseinheit dieselbe auch in Dependence gesucht wird, um ent-
sprechende Maßnahmen zur Behandlung der Abhängigkeit einleiten zu können.
entity_1
entity_2
entity_x
 
HHHHHH
1 : n
 
HHHHHH
1 : n
...
Das erste Element von RelationshipList
des Beziehungsobjekts Dependence referen-
ziert das Master-Objekt, die folgenden Elemen-
te bezeichnen zugehörige Detail-Objekte.
Abbildung 5.5: Master-Detail-Beziehungen
Aktualisierung
Event: ON-UPDATE-entity_1
Condition: ==(Σ(∆(&&(>(Σ(Π(Dependence, RelationshipList)), I(1)),
==(Π([Π(Dependence, RelationshipList), 1, 1]),
I("entity_1")),
==(Π(Dependence, RelationshipType), I("UpdateCascade"))),
Ω(Dependence))), I(1))
Action: Φ(updating(⊥),
Π([Π(∆(&&(==(Π([Π(Dependence, RelationshipList), 1, 1]),
I("entity_1")),
==(Π(Dependence, RelationshipType), I("UpdateCascade"))),
Ω(Dependence)), RelationshipList), 2]))
updating: O(Π(*, Änderung lt. Primärschlüssel), *)
60Per Definition markiert das Element mit dem kleinsten Index den Beginn einer Beziehung.
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Namen und Werte der geänderten Felder sind der Instanz des Ereignisses ON-UPDATE-entity_1 in der
Ereigniswarteschlange zu entnehmen.
Löschung
Event: ON-DELETE-entity_1
Condition: ==(Σ(∆(&&(>(Σ(Π(Dependence, RelationshipList)), I(1)),
==(Π([Π(Dependence, RelationshipList), 1, 1]),
I("entity_1")),
==(Π(Dependence, RelationshipType), I("DeleteCascade"))),
Ω(Dependence))), I(1))
Action: Φ(deleting(⊥),
Π([Π(∆(&&(==(Π([Π(Dependence, RelationshipList), 1, 1]),
I("entity_1")),
==(Π(Dependence, RelationshipType), I("DeleteCascade"))),
Ω(Dependence)), RelationshipList), 2]))
deleting: τ(*, Auswahl lt. Primärschlüssel)
Unterstützt das Ziel-DBMS die automatische Aktualisierungs- und Löschweitergabe, so wird der Gene-
rator diese Möglichkeit bevorzugen. Die Übersetzung der Beziehungsobjekte führt
• in Microsoft Access zum Setzen der Attribute dbRelationUpdateCascade + dbRelationDeleteCascade
als Eigenschaft der Beziehung zwischen den beteiligten Tabellen (CreateRelation-Methode)
• in ORACLE (Version ≥ 7.0) durch Installation des update cascade package @uc
• im SQL-99-Standard zur Beschreibung derartiger Beziehungen in der Tabellendefinition auf DDL-
Niveau:
"CONSTRAINT" constraint-name
"FOREIGN KEY" (attribute-name) "REFERENCES" table-name(attribute-name)
[ "ON DELETE" "SET NULL" | "SET DEFAULT" ] [ "ON UPDATE CASCADE" ];
• in Systemen, die dieses Feature nicht unterstützen, zu einer ECA-Regel, die die Ereignisse ON-DELETE
bzw. ON-UPDATE an der Mastertabelle überwachen und in ihrem Aktionsteil DML-Operationen aus-
führen, um die jeweilige Änderung an der Detailtabelle nachzuvollziehen
Beispiel 81 (komplexe Metaobjekte)
Änderungen an Bestandteilen von Wissensklassen ziehen Formelmanipulationen nach sich.
Während Beispiel 80 vorrangig RDBMS adressiert, existieren in den Entwurfsdaten eingebetteter Sys-
teme häufig Abhängigkeiten zwischen komplexen Metaobjekten, die nicht durch das Datenmodell des
Ziel-DBMS beschreibbar sind und demzufolge auch den Weitergabemechanismus nicht nutzen können.
Als Beispiel hierfür sei die Beschreibung einer CLINT-Wissensklasse genannt. Die Löschung einer solchen
bewirkt auch die Entfernung aller von ihr abhängigen Objekte wie z. B. ihrer Ports sowie die Beziehungen
zu Subklassen (Relation has parts) ohne die Subklassen selbst zu löschen. Traten Ports der gelöschten
Wissensklasse in Strukturgleichungen auf, so sind diese in Abhängigkeit von struc_item umzuformen
oder zu löschen (Abb. 4.3).
In diesen Fällen ist es wünschenswert, dass das am komplexen Metaobjekt erkannte Ereignis (hier
ON-DELETE) auch an jedem primitiven Metaobjekt eintritt, um z.B. die in der Funktion des Aktions-
teils, die die Auswirkung auf Strukturgleichungen behandelt, auf den Namen des momentan gelöschten
Ports zugreifen zu können. Hierbei fügt der Generator in den Aktionsteil der Regel zur Behandlung des
Ereignisses am komplexen Metaobjekt Funktionen ein, die (nutzerdefinierte) Ereignisse an untergeordne-
ten Metaobjekten auslösen und so deren gezielte Behandlung ermöglichen.
Bei Lesezugriffen auf komplexe Objekte ist das Verfahren in RDBMS nützlich, um ON-SELECT-Ereignisse
an den untergeordneten Metaobjekten (Tabellen) auszulösen. In OODBMS erübrigt sich dies, weil die
Instanz des angesprochenen Objekts dort in ihrer Gesamtheit verfügbar ist.
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Der Wissensingenieur spezifiziert somit nur die Maßnahme beim Zugriff auf jedes Metaobjekt, und der
Generator sorgt für deren Aktivierung in der jeweiligen Objekthierarchie. Allein die Gestaltung des Ge-
nerators definiert so den Zusammenhang zwischen komplexen Metaobjekten und komplexen Ereignissen.
Die Codegenerierung für die ECA-Regeln folgt den Prinzipien der Übersetzung von funktionsbeschrei-
benden Metaobjekten nach Abschnitt 4.3.5 und wird durch die Angaben der Liste transformations
zielsystemspezifisch gesteuert.
Liegen im Ergebnis der Generierung mehrere Regeln zum gleichen Ereignis vor, so entscheidet die Prio-
rität über die Reihenfolge der Funktionsausführung. Prüfende Regeln sind kommutativ, da sie keine
Schreibzugriffe zur Wissensbasis enthalten. Die Reihenfolge der Aktivierung berechnender Regeln beein-
flusst dagegen maßgeblich den Folgezustand. Deshalb sollten ECA-Regeln nach erfolgter Generierung die
Regelbasis inspizieren und durch Analyse der Funktionsobjekte für jeden Ereignistyp ermitteln, ob Kom-
mutativität der Regeln vorliegt oder die Reihenfolge durch Prioritäten geregelt ist. Eine solche Prüfung
ist wegen der optionalen Vergabe von Prioritäten im Metamodell notwendig. Falls mehrere Regeln mit
gleicher Priorität zu einem Ereignistyp vorliegen, müssen über der Regelbasis operierende ECA-Regeln
den Konflikt erkennen und den Wissensingenieur zu dessen Lösung auffordern.
5.3.4 Automatische Regeltransformation
Die semantische Integrität einer vollständig im Metamodell beschriebenen Wissensbasis sichern funkti-
onsbeschreibende Metaobjekte. Die Ausführung der Prüffunktionen durch ECA-Regeln ist innerhalb der
homogenen Umgebung des Metamodells gesichert.
Bei beliebigen Zielsystemen, d. h. der Nutzung vorhandener aktiver oder passiver DBMS stellt sich dem
Wissensingenieur das Problem der automatischen Regeltransformation. Nachdem bisher eine manuell ver-
anlasste Übersetzung für ein konkretes DBMS stattfand, sind Beschreibungsformen für die integritätser-
haltenden Fähigkeiten bestehender DBMS zu entwickeln, die einen Abgleich mit funktionsbeschreibenden
Objekten des Metamodells ermöglichen und dadurch Regeln dahingehend klassifizieren, ob sie sich direkt
in Mechanismen der logischen Integrität übersetzen lassen oder ob zusätzlicher Code für Trigger und
ECA-Regeln zu generieren ist. Dazu sind unterschiedliche Ansätze praktikabel:
(1) Das bisherige Metamodell wird zur Instanz eines Meta-Metamodells, welches die Struktur des Mo-
dells und den Aufbau seiner Regeln beschreibt. Analogien dieses Ansatzes finden sich in den Tem-
plates der Generativen Programmierung nach [38].
(2) Über den zur Integritätserhaltung definierten Funktionen operieren weitere Funktionen des aktuellen
Metamodells, welche deren Struktur mit dem Ziel einer semantischen Analyse inspizieren.
(3) Die zur Übersetzung in integritätserhaltende Mechanismen vorgesehenen Funktionen werden auf
höherem als dem bisher für Funktionsobjekte verwendeten Abstraktionsniveau spezifiziert und dort
syntaktisch analysiert, um sie direkt transformieren zu können (vgl. Abb. 4.21).
Die größte Flexibilität gegenüber unterschiedlichen Datenbankprodukten und unterschiedlichen Daten-
modellen verspricht (1), jedoch ist dieser Ansatz auch mit dem größten Implementierungsaufwand verbun-
den. Die Inspektion vorhandener Regeln mit (2) erfordert keine Änderungen am vorhandenen Metamodell,
verlagert aber die Verantwortung für eine korrekte Regeltransformation vollständig auf den Wissensinge-
nieur. Von dieser Aufgabe befreit ihn (3), wenn er sich auf ein Datenmodell beschränkt. Die Möglichkeiten
des Ansatzes (2) für RDBMS illustrieren die folgenden Beispiele.
5.3.4.1 Schlüsselintegrität
Die Betrachtung der Regeltransformation folgt der Klassifizierung von Integritätsregeln aus Abschnitt
2.4.3.
Beispiel 82 (Schlüsselintegrität) Im Metamodell sind Beziehungen zu erkennen, die sich auf die
Schlüsselintegrität eines RDBMS abbilden lassen.
Seien m1 bis mn Metaobjekte. Sie bilden die Attribute a1 bis an eines Schlüssels genau dann, wenn gilt:
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• ∀mi: ||(==(σβ(mi, "Constructor", 1), I("Scalar")),==(σβ(mi, "Constructor", 1), I("Tuple")))
• ∃ mi: ==(σβ(mi, "Constructor", 1), I("Scalar")) ∧∃ mj: ==(σβ(mj, "Constructor", 1), I("Tuple"))
• Jedes Metaobjekt vom skalaren Typ ist Bestandteil eines Tupels.
• Es existiert eine Regel der Gestalt
If new-value ∈ Π(Ω(mx), mi) Then Rollback Transaction
für die Ereignisse ON-UPDATE-mi und ON-INSERT-mi
Schlüsselattribute a1 bis an sind demnach jene Namen von Metaobjekten mi, die alle o. g. Bedingungen
erfüllen.
Das Beispiel zeigt zugleich die Grenzen dieses Ansatzes: er ermittelt aus dem Metamodell Attributkom-
binationen mit eindeutiger Wertbelegung. Daraus kann der Generator die SQL-Anweisung
CREATE UNIQUE INDEX index_name ON table_name (a1, . . ., an);
erzeugen; ob es sich dabei um den Primärschlüssel handelt, muss der Wissensingenieur entscheiden.
5.3.4.2 Referenzintegrität
Die Schlüsselintegrität eines referenzierten Datenobjekts ist notwendige Voraussetzung für
Beispiel 83 (Referenzintegrität) Im Metamodell sind Beziehungen zu erkennen, die sich auf die Re-
ferenzintegrität eines RDBMS abbilden lassen.
Seien m1 und m2 Metaobjekte vom Typ Tuple mit ihren Bestandteilen mx1 bzw. m
y
2. Es liegt eine
Fremdschlüsselbeziehung genau dann vor, wenn gilt:
• Für m2 existiert ein eindeutiger Index61 in den Attributen my2.
• Für m1 existiert eine Regel der Gestalt
If new-value (mx1) 6∈ Π(Ω(m2), my2) Then Rollback Transaction
für die Ereignisse ON-UPDATE-m1 und ON-INSERT-m1
Wenn obige Regel bei Änderung von Attributwerten in m1 die Existenz einer Instanz mit identischem
Wert im Objekt m2 fordert und für die Attribute m
y
2 der fremden Relation ein eindeutiger Index vorliegt,
dann kann der Generator den Abschnitt
CONSTRAINT constraint_name
FOREIGN KEY (mx11 , . . ., m
xn
1 ) REFERENCES m2 (m
y1
2 , . . ., m
yn
2 )
in der CREATE TABLE-Anweisung für m1 erzeugen und damit die Verantwortung zur Erhaltung der Refe-
renzintegrität an das RDBMS delegieren.
Besitzt die DDL des Ziel-DBMS keine derartigen Konstrukte zur Beschreibung der Referenzintegrität, so
bildet die Funktion zur Beschreibung der Beziehung die Grundlage der Übersetzung. Sie führt den Da-
tenbankzugriff zur Bildung der Extensionsmenge aus, wendet anschließend Projektionen und Selektionen
der Attribute my2 an und zählt die Elemente der Ergebnismenge.
5.3.4.3 Domänenintegrität
Regeln zur Domänenintegrität sind erforderlich, wenn die Menge zulässiger Belegungen von Datenbank-
objekten eine echte Teilmenge des kartesischen Produkts aller Belegungen ist.
Beispiel 84 (Domänenintegrität) Im Metamodell sind Beziehungen zu erkennen, die sich auf die
Domänenintegrität eines RDBMS abbilden lassen.
Sei m ein Metaobjekt vom Typ Tuple mit seinen Bestandteilen mx. Es liegt eine als Domänenintegri-
tätsbedingung darstellbare Beschränkung des Wertebereichs nach Abschnitt 3.6.1.1 vor, wenn gilt:
61Dieser kann, muss aber nicht der Primärindex sein (vgl. Beispiel 82).
252
5 Implementierung des Metamodells
• Für ein Attribut mx existiert eine Regel der Gestalt
If new-value(mx) == Null() Then Rollback Transaction
für die Ereignisse ON-UPDATE-mx und ON-INSERT-mx
Das Verbot von Null-Werten setzt der Generator durch Hinzufügen von
mx data_type NOT NULL
in der Felddefinition der CREATE TABLE-Anweisung durch.
Andere Beschränkungen des Wertebereichs sind z. B. in Microsoft Access als Wert der ValidationRule-
Eigenschaft des betreffenden Field-Objekts darstellbar, so dass Meta-Funktionen der Gestalt
&&(>= (Π(m, m1), I(0)), <= (Π(m, m1), I(9)))
zu einer Gültigkeitsregel
[m1] >= 0 Und [m1] <= 9
im Feld m1 der Tabelle m führen. Genau eine Integritätsbedingung darf sich in diesem System auf meh-
rere Felder des gleichen Tupels beziehen. ECA-Regeln können durch Auswertung des Funktionsobjekts
feststellen, ob dies zutrifft.
([Comparison] = Wahr Und ([Operator] = ">" Oder [Operator] = "<" Oder
[Operator] = "==" Oder [Operator] = ">=" Oder [Operator] = "<=")) Oder
([Comparison] = Falsch Und ([Operator] = "&&" Oder
[Operator] = Zchn(124) & Zchn(124)))
Der SQL-2-Standard sieht mit dem Domänen-Konzept die Definition von Mengen erlaubter Werte vor
und unterstützt so direkt die Domänenintegrität:62
domain-definition ::= "CREATE DOMAIN" domain-name [ "AS" ] data-type
[ default-clause ]
[ domain-constraint ]
[ collate-clause ]
domain-constraint ::= ["CONSTRAINT" constraint-name] "CHECK" (such-bedingung)
Wenn eine Wertebereichsbeschränkung innerhalb des DB-Schemas nur einmal Verwendung findet und eine
Domänen-Definition daher nicht angemessen erscheint, kann im SQL-99-Standard die Prüfbedingung zum
Bestandteil der Attributdefinition werden.
m1 INT NOT NULL CHECK (m1 > 0 AND m1 < 21)
Das Metamodell beschreibt die Domänenintegrität für RDBMS als Menge von Beziehungen zwischen
Skalaren eines Tupels63 und für OODBMS zwischen Instanzen eines Objekttyps. Dabei kommen Opera-
tionen zum Einsatz, die die beteiligten Datentypen induzieren. Die Zulässigkeit nutzerdefinierter Funkti-
onen hängt von deren Darstellungsmöglichkeiten im Ziel-DBMS ab. Aus den Beispielen folgen allgemeine
Regeln für Constraints:
• Bezieht sich die Beschränkung auf genau ein Attribut, so kann ein Constraint für die Felddefinition
in der Tabelle erzeugt werden.
• Bezieht sich die Beschränkung auf mehrere Attribute des gleichen Tupels, so kann ein Constraint für
die Tabellendefinition erzeugt werden.
• Enthält die Prüfung Aggregatfunktionen, nutzerdefinierte Funktionen oder Bezugnahmen auf andere
Objekte, die sich nicht auf Mechanismen der Schlüssel- oder Referenzintegrität abbilden lassen, so
müssen ECA-Regeln erzeugt werden.
Die Analyse der Funktionsobjekte hinsichtlich der Anwendbarkeit logischer Integritätsmechanismen soll
am bereits für RDBMS normalisierten Metamodell ausgeführt werden, um die Erkennung zu erleichtern.
62Quelle: [143, Seite 85]
63innerhalb einer Zeile der Tabelle
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5.3.5 Ereignis-Compiler
Eine zentrale Stellung in der vorgestellten Lösung für das Integritätsproblem nimmt der Ereignis-Compiler
ein. Er analysiert Metaobjekte mit Function-Aspekt und ermittelt die Ereignisse, die auf Grund der
Existenz von Integritätsbedingungen überwacht werden müssen.
• Integritätserhaltende Funktionen besitzen zusätzlich den Integrity-Aspekt. Da sie im Bedingungsteil
von ECA-Regeln auftreten, müssen sie einen Booleschen Wert zurückgeben (weiche Integritätsbedin-
gung über der Regelbasis).
• Verhaltensbeschreibende Funktionen besitzen zusätzlich den Behavior-Aspekt. Da sie in eine Ziel-
sprache übersetzt werden, müssen sie deren Integritätsregeln befolgen (werkzeugspezifische Integri-
tätsbedingung).
Seine Implementation beruht auf der strukturellen Analyse der integritätserhaltenden Funktionen. Dazu
baut der Ereignis-Compiler intern einen Operatorbaum gemäß Abb. 3.26 auf. Für jedes Metaobjekt mit
Constructor-Aspekt erzeugt der Compiler eine ECA-Regel.
• Die Menge der Ereignisse gibt der Systemadministrator zielsystemspezifisch vor (meist {ON-INSERT,
ON-UPDATE, ON-DELETE})
• Der Bedingungsteil besteht aus der jeweiligen Funktion mit Integrity-Aspekt.64
• Der Aktionsteil besteht aus dem zielsystemspezifischen abort-Statement zum Abbruch der regelaus-
lösenden Transaktion, falls deren Ergebnisse zur Integritätsverletzung führen würden.
Der Ereignis-Compiler arbeitet inkrementell. Er fügt neue ECA-Regeln der Regelbasis nur dann hinzu,
wenn das betreffende Ereignis nicht bereits von einer „härteren“ Prüffunktion überwacht wird. Die seman-
tische Analyse der Regeln muss ferner Konflikte erkennen, die beim Hinzufügen neuer mit bestehenden
Regeln auftreten können.
Automatisch generierte Regeln überwachen die Konsistenz des Metamodells mit der Forderung nach Exis-
tenz von Metaobjekten, deren Namen in den Slots des Constructor-Aspekts auftreten:
==(Σ(integrity(construction)), Σ(construction))
construction: ∆(==(Π(aspect, aspect_name), I("Constructor")),
Π(Ω(meta_object), aspect))
integrity: ||(==(Π(Π(aspect, slot), 1), I("Scalar")),
&&(||(==(Π([Π(aspect, slot), 1, 1]), I("Set")),
==(Π([Π(aspect, slot), 1, 1]), I("List")),
==(Π([Π(aspect, slot), 1, 1]), I("Tuple"))),
==(Σ(∩(Γ(Π([Π(aspect, slot), 2])),
Π(Ω(meta_object), object_name))),
-(Σ(Π(aspect, slot)), I(1)))))
Auf jede Änderung von Funktionen mit Integrity-Aspekt müsste das Entwurfssystem mit dem Aufruf
des Ereignis-Compilers reagieren. Dieses Verfahren garantiert die Einhaltung jeder Integritätsbedingung
und ist über ECA-Regeln leicht automatisierbar, verursacht aber eine hohe Systemlast. Deshalb sollte
der Wissensingenieur Änderungen von Integritätsregeln möglichst außerhalb des regulären Betriebes der
Wissensbasis durchführen und nach Abschluss derselben den Ereignis-Compiler manuell aktivieren.
Da Ereignisse unterschiedliche Quellen haben und deren Erkennung sowohl system- als auch datenmo-
dellspezifisch ist, wurde im Abschnitt 2.7 die abstrakte Ereignisrepräsentation eingeführt (Abb. 2.15).
Obwohl inzwischen Forschungsprototypen aktiver DBMS vorliegen (HiPAC, SAMOS, Sentinel, Snoop,
Ode, NAOS, Chimera, ACOOD, REFLEX, ADL)65, wird die Erkennung und Behandlung der für RODOS
relevanten Ereignisse an kommerziell verfügbaren passiven DBMS demonstriert, da deren Möglichkeiten
zur Erhaltung der logischen Konsistenz genutzt werden sollen. [129] schlägt ein Verfahren vor, bei dem
die Datenbank unter Verwendung des CASE Data Interchange Formats die vermittelnde Schicht zwischen
unterschiedlichen Modellierungswerkzeugen bildet.
64Aus pragmatischen Gründen wurden die integritätsbezogenen Prüffunktionen bisher stets so formuliert, dass sie den
gültigen Datenbankzustand beschreiben. Ihre Aussage ist vom Ereignis-Compiler zu negieren, falls die erfüllte Bedingung
im Condition-Teil zum Auslösen von abort im Action-Teil führt.
65Eine detaillierte Beschreibung der Ereigniserkennung und -verarbeitung gibt [190].
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5.4 RODOS-eigene Werkzeuge
Im Verlaufe der Entwicklung von RODOS sind Werkzeuge zum Aufbau, zur Wartung und zur Auswertung
der Domänenmodelle in der Wissensbasis entstanden. Sie nutzen die im Kapitel 2 beschriebenen Prinzi-
pien. Der vorliegende Abschnitt stellt deren Funktionsweise unter dem Aspekt der Integritätserhaltung
vor. Die Richtung der Pfeile in Abb. 5.6 symbolisiert die Informationsübertragung und damit verbundene
Schreibzugriffe zur Datenbasis. Eine Dokumentation der verfügbaren Werkzeuge enthält [233].
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Editor
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Abbildung 5.6: RODOS-eigene Werkzeuge
5.4.1 CLINT-Parser
Der Parser wurde auf der Grundlage der Werkzeuge flex und bison entwickelt66 und übernimmt die syn-
taktische Analyse von Quelltexten in den Dialekten CLINT (für WiSyRa) und CLINT++ (für RODOS).
Er prüft semantische Beziehungen zwischen den Wissenseinheiten (Objekte und Relationen). Fehlerfreie
Quelltexte kann der Parser zusätzlich als XML-File ausgeben, so dass der Informationsgehalt der Wis-
sensbasis fremden Werkzeugen zugänglich ist. Eine Anwendung dieser Zusatzfunktion besteht in der Ge-
nerierung von SQL-Anweisungen zum Laden einer RODOS-Wissensbasis. Diese Statements entstehen aus
der XML-Datei mittels XSL-Script unter Beachtung der CLINT-Syntax. Deren Verarbeitung übernimmt
ein RODOS-eigener Interpreter. In Abhängigkeit vom durch den Wissensingenieur gewählten Modus be-
wirken die SQL-Anweisungen das Hinzufügen einer Domäne zur Wissensbasis oder die Aktualisierung
einzelner Wissenseinheiten.
66Implementierung durch Herrn Friedemann
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Abbildung 5.7: Parametrisierung des CLINT-Parsers
5.4.2 Source Code-Scanner
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Eine weitere Informationsquelle für die Wissensbasis ist der
Source Code-Scanner. Verhaltensbeschreibungen von IP’s
sind in RODOS Teile von Wissenseinheiten, die diese Kompo-
nenten in der Wissensbasis repräsentieren. Um dem System-
designer die Nutzung fremder IP’s zu ermöglichen, welche ihm
in Form von Quelltexten der Sprachen C, C++ oder VHDL
vorliegen, unterstützt RODOS deren Verwaltung in Form vir-
tueller Komponenten.
Das dafür entwickelte Werkzeug analysiert Funktionsdefini-
tionen in C-Quelltexten sowie entity-Definitionen in VHDL-
Quelltexten und generiert daraus Beschreibungen von Wis-
sensklassen in CLINT++. Zur Übertragung derselben in die
Wissensbasis steht der CLINT-Parser aus Abschnitt 5.4.1 im
Zusammenhang mit den angeschlossenen DML-Generatoren
zur Verfügung.
Abbildung 5.8: Arbeitsweise des Source Code-Scanners
5.4.3 Source Code-Tester
Das Port-Konzept von CLINT++ beschreibt die Kommunikation zwischen virtuellen Komponenten unab-
hängig von der Beschreibungssprache der Verhaltenssicht. Eine automatisierte Überwachung der Verfüg-
barkeit und der semantischen Entsprechung zwischen Quelltexten und Wissenseinheiten ist erforderlich,
weil hierbei eine Beziehung zwischen der Wissensbasis und Objekten des Filesystems besteht, die bisher
keiner Integritätsprüfung unterliegt. Wurden die Wissenseinheiten mit einem RODOS-fremden Werkzeug
generiert und sind ihnen später Quellfiles zuzuordnen (z. B. als Ergebnis des Source Code-Scanners aus
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5.4.2), so kann sich der Wissensingenieur des Source Code-Testers67 bedienen, um die Kompatibilität der
Schnittstellen (interface definition) von textuellen Verhaltensbeschreibungen der Wissenseinheiten bzgl.
der zugehörigen Port-Definition von CLINT++ zu überwachen. Gegenwärtig sind folgende Leistungen
verfügbar:
Sprache Integritätstest
C/C++ Prüfung des Verweises von view_def auf Quelltext-File
Test des Funktionskopfes bzgl. Datentyp und Rückgabewert
Generierung von C-Aufrufprozeduren für VHDL-Quellfiles (zur Testvorbereitung)
VHDL Prüfung des Verweises von view_def auf Quelltext-File
Test der Ports in der entity-Definition bzgl. Datentyp und Übertragungsrichtung
5.4.4 Prototyp-Generator
Die Prüfung des Funktionsmodells (vgl. Abb. 2.1) hinsichtlich der Erfüllung der in der Spezifikationsphase
formulierten funktionalen Anforderungen des eingebetteten Systems unterstützt ein Prototyp-Generator
[208]. Er entnimmt dazu den Wissenseinheiten der Funktionsschicht implementierungsneutrale Verhal-
tensbeschreibungen in Form von C-Quelltexten und fügt diese unter Berücksichtigung von Task-Graphen
und Strukturgleichungen, welche die Weitergabe von Datenwerten beschreiben, zu einem ausführbaren
Modell zusammen, das unter der Steuerung des HOST-Betriebssystems (bei Verwendung von Standard-
Compilern) oder in der Zielarchitektur des eingebetteten Systems (bei Verwendung von Cross-Compilern)
zur Ausführung kommt. Die Erprobung des Verfahrens erfolgte mit dem Compiler SDCC für Intel-
Prozessoren des Typs 8051.
1 2 3 4 5
J J JJ JJ J
Function 1 Function 2 Function 3 Function 4 Function 5
I I I J J
Stimuli ‖ ‖ ‖ ⇑ ‖ ‖ ‖ ⇑ ResultsVerwaltungs-Datenstrukturen
Input information Output information
Abbildung 5.9: Task-Management im Prototyp-Generator
In den ausführbaren Prototyp fügt der Generator eine Verwaltungsdatenstruktur nach Abb. 5.9 ein. Jede
Funktion entnimmt ihr die Eingabewerte und legt an den Ausgabe-Ports entstehende Werte dort ab.
Eine Funktion gilt als aktivierbar, wenn für alle Eingabeports Daten vorliegen bzw. die Bedingung aus
activity_def erfüllt ist. Der Verarbeitungszyklus setzt sich fort, solange weitere Funktionen auf ihre
Aktivierung warten. Positionen in der Verwaltungsdatenstruktur, die nicht von anderen Funktionen ge-
füllt werden, bilden die Eingabeschnittstelle des eingebetteten Systems. An diesen Ports erwartet der
Prototyp Stimuli. Entsprechend gelangen Ausgabeinformationen der Funktionen, die von keiner anderen
Funktion konsumiert werden, ins Ergebnisprotokoll. Die Abarbeitungsstrategie gleicht der einer Daten-
flussmaschine.
Der Prototyp-Generator legt den erzeugten C-Quelltext im HOST-Filesystem ab und verursacht daher
keine Integritätsprobleme in der Wissensbasis.
67Implementierung in der Sprache C durch Herrn Tinter
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5.4.5 Konfigurierer
Durch Ausführung von Konfigurationsschritten entsteht aus dem Spezifikationsmodell [172] des einge-
betteten Systems in der Wissensbasis eine konkrete Konfiguration (vgl. Abb. 2.1). Eine Konfiguration
besteht aus Instanzen von Wissenseinheiten. Als Konfigurationsschritte treten auf:
• Spezialisierung einer Klasse (1-aus-n-Auswahl der spezialisierenden Klasse)
• Ausprägung der Instanzen der has parts-Relationen
• 1-aus-n-Auswahl bei den Relationen architector und implementor
• Zuweisung von Werten an Attribute
• Prüfung der Erfüllbarkeit von Constraints und Conditions
• Auswertung von Mustern
• Analyse der Teilkonstruktion und Prüfen des Constraintnetzes
• Rücknahme eines Konfigurationsschrittes bei Verletzung von Constraints oder Conditions
Die Semantik der Attribute ist von der Zugehörigkeit zu einer logischen Schicht der Wissensbasis abhängig:
• Attributwerte in Wissensklassen der Spezifikationsschicht haben den Charakter von Anforderungen
an das zu entwerfende System.
• Attribute in Wissensklassen der Funktionsschicht haben den Charakter von Näherungswerten für die
(abstrakte) Funktionsbeschreibung.
• Attributwerte in Wissensklassen der Architekturschicht haben den Charakter von Analysewerten für
die Implementierung auf geteilten Ressourcen.
• Attributwerte der Implementierungsschicht liefern Analysewerte für die reale Implementierung einer
Funktion.
• Attributwerte der spezialisierenden Klasse überschreiben Attributwerte der spezialisierten Klasse
(z. B. die Zeitangaben für einen Algorithmus im allgemeinen durch deren Ausführungszeit auf einem
speziellen Prozessor).
Wissensklassen einer Domäne spannen unter Verwendung der Relationen azyklische Hierarchiegraphen
auf, aus denen sich bei Ausführungen der o. g. Konfigurationsschritte der modellspezifische Instanzen-
baum ableitet. Habe der Graph vg Knoten, die spezialisierende Klassen vs aufweisen, wobei der vi-te
Knoten s ∈ N \ {0} spezialisierende Klassen hat und enthalte jede Klasse v insgesamt n Attribute, deren
Wertemenge aus m Belegungen besteht, so ist bei vollständiger Exploration des Entwurfsraumes eine
Kardinalität von
vg∏
i=1
vsi ×
v∏
i=1
n∏
j=1
vmij (5.1)
zu erwarten. Weiterhin tragen Dekompositionsrelationen (has parts) zur Vergrößerung des Entwurfsrau-
mes bei, sofern die Anzahl ihrer tasks68 variabel ist. Falls sich diese Anzahl aus dem Wert eines Attributs
ergibt, dann sind die dabei auftretenden Fälle in Formel 5.1 bereits enthalten.
WiSyRa stellt dem Systemdesigner eine Agenda zur Verfügung, in der der jeweils nächste Konfigurations-
schritt gewählt und ausgeführt wird. Mit der Abbildung der Wissensklassen auf Objekte der nächsttieferen
Schicht ist die Präzisierung von Attributwerten verbunden: solange nur die implementierungsneutrale Be-
schreibung einer Funktion vorliegt, gilt die in der zugehörigen Wissensklasse angegebene Zeit. Sobald diese
Funktion jedoch auf eine konkrete Implementierung abgebildet wird, ist dieser Wert durch den „realen“
Wert aus dem gleichnamigen Attribut der Architekturklasse zu ersetzen, da jetzt die Abhängigkeit der
Ausführungszeit von der Implementierung maßgebend ist.
Führt die Transformation zu einer Software Execution Unit nach vgl. Abb. 4.19, so hängt die Reaktions-
zeit von der jeweiligen Spezialisierung von Prozessor und Algorithmus ab. Deren Berechnung erfordert
Kantengewichte in Architekturgraphen. Constraints können die Abarbeitungszeit auf einem speziellen
68Anzahl auszuprägender Instanzen an jeder Kante
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function class F_INVERSION isa MATRIX_OPERATION is
...
implementor (S_INV_MATRIX;
H_INV_MATRIX_CHAIN1;
H_INV_MATRIX_CHAIN2);
end F_INVERSION;
Darstellung alternativer
Implementierungs-
möglichkeiten in CLINT
und in der Agenda wäh-
rend des Konfigurierens
T
T
T
T
T
T
T
T
T
T
T
T
TT
r
r
Abbildung 5.10: Auswahl einer konkreten Implementierung in WiSyRa
Prozessor bestimmen, indem sie mit einem Muster die gewählte Spezialisierung der beiden Wissensklas-
sen erkennen. Die Vollständigkeit einer Konstruktion ist erreicht, wenn alle Spezifikationsentscheidungen
getroffen wurden (Auflösung aller is a-Relationen, Ausprägen aller has parts-Relationen, Belegung aller
Analyseattribute mit gültigen Werten). Diesen Zustand können ECA-Regeln erkennen und dem Designer
anzeigen bzw. sofort die folgenden Entwurfsschritte wie z. B. den Aufruf des Prototyp-Generators nach
Abschnitt 5.4.4 veranlassen.
Die dateibasierte Implementierung von RODOS bietet dem Designer einen automatischen Konfigurierer69
[209]. Er setzt funktionell identische Implementierungen einer Funktion in Hard- bzw. Software voraus
und trifft seine Auswahl auf Grund nichtfunktionaler Randbedingungen, die der Systemdesigner im Spe-
zifikationseditor [193] in Form von Anforderungsattributen hinterlegt hat.
Die datenbankgestützte Implementierung von RODOS beschreibt den Konfigurierungsprozess vollständig
durch ECA-Regeln. Sie kombiniert manuelle und automatische Verfahren wie folgt:
• Der Start des Konfigurierungsprozesses ist ein nutzerdefiniertes Ereignis, das RODOS mit dem Aufruf
eines die Konfiguration steuernden Formulars behandelt.
• Die Inspektion der Wissensbasis beginnt in der hierarchisch höchsten Schicht; dort werden die in
der aktuellen Schicht beginnenden Relationen gesucht und in sequenzieller Folge interpretiert. Für
CLINT-basierte Wissensbasen betrifft dies die Relation multirel.
• Diese Relationen beschreiben Bedingungen über dem Zustand der Wissensbasis; die Aktion bei deren
69Implementierung durch Herrn Förster [259]
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Erfüllung besteht in der Instanziierung von Wissensklassen der nächsttieferen Schicht. Für CLINT-
basierte Wissensbasen betrifft dies die Funktionsschicht.
• Die Verarbeitung setzt sich bis zur hierarchisch tiefsten Schicht der Wissensbasis fort.
• Die automatische Konfiguration wird unterbrochen, wenn nicht entscheidbare Situationen im Konfigu-
rierungsprozesses entstehen (mehr als eine Relation beginnt in der aktuellen Schicht der Wissensbasis;
die Interpretation einer Relation enthält eine 1-aus-n-Auswahl; ein Attribut einer Wissenseinheit be-
nötigt einen nicht automatisch ermittelbaren Wert usw.)
• Die Behandlung dieser Situation besteht in der Generierung eines Formulars, das den Systemdesigner
bei seiner manuellen Auswahl unterstützt.
• Das Schließen dieses Formulars erzeugt ein nutzerdefiniertes Ereignis zur Fortsetzung des Konfigurie-
rungsprozesses.
Ein Maß für die Komplexität des automatischen Konfigurierens ist die Kardinalität der Menge der bild-
baren Architekturen [217]. Dazu sei in der Funktionsschicht eine nichtleere Menge von n Klassen gegeben.
Jede Architektur wird als eine Teilmenge dieser Klassen interpretiert. Die Teilmengen können echt oder
unecht sein. Abb. 5.11 illustriert dies am Beispiel einer aus 3 Klassen bestehenden Funktionsschicht.
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Abbildung 5.11: Menge der Architekturen bei 3 Funktionen und identischen Ressourcen
Architektur A5 beschreibt eine unechte Teilmenge der Funktionsmenge, da deren Kardinalität gleich der
der Funktionsmenge ist. Dieser Spezialfall bindet alle Funktionen an die gleiche physische Ressource. Alle
übrigen Architekturen bilden echte Teilmengen.
Es sei ferner zu unterscheiden, ob alle Subklassen einer Architekturvariante mittels implementor-Relation
auf verhaltensidentische Ressourcen abgebildet werden oder ob die jeweiligen Ressourcen zwar physisch
in der Lage sind, die entsprechenden Funktionen zu implementieren, dies aber mit unterschiedlichen
Leistungsmerkmalen (d. h. unterschiedlichen Werten in den Analyseattributen) bewerkstelligen. Im letzt-
genannten Fall beeinflusst die Art der Bindung die „Gesamteigenschaft“ der Architektur und damit deren
Auswahlkriterium beim automatischen Konfigurieren. Die allgemeine Kardinalität der Architekturmenge
ergibt sich demnach aus folgendem Ansatz:
• Bei n Klassen der Funktionsschicht lassen sich n Architekturvarianten bilden.
• Eine Architekturvariante sei hier die jeweilige abstrakte Architekturklasse mit ihren n Aggregaten.
In Abb. 5.11 sind {A1}, {A2, A3, A4} und {A5} die 3 möglichen Architekturvarianten.
• Jede Subklasse einer Architektur bindet mindestens eine Funktionsklasse.
• Die Anzahl unterschiedlicher Bindungen innerhalb einer Architekturvariante ist gleich der Anzahl
von möglichen Zerlegungen einer natürlichen Zahl n in x Summanden mit ∀x.0 < x ≤ n. Das sind
alle x-stelligen Zahlen, deren Quersumme = n ist. Nur Architekturvarianten, bei denen die Anzahl
der Subklassen ungleich 1 und ungleich n ist, können mehr als eine Architektur haben.
Sei nun f die Anzahl der Funktionen F1, . . . , Fn mit f ∈ N \ {0}. Dann ergibt sich die Anzahl mög-
licher Architekturen, die diese Funktionen auf physische Ressourcen abbildet, durch Betrachtung aller
Bindungsvarianten.
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Wenn eine Architektur p Parts mit a ∈ N \ {0} hat, auf denen insgesamt f Funktionen mit f ∈ N \ {0}
und p ≤ f abgebildet werden sollen, dann muss zunächst die Anzahl x(ai) der in der i-ten Subklasse von
A zusammenzufassenden Funktionen bestimmt werden. Um alle Belegungen zu finden, die der Bedingung
∀A.
p−1∑
i=0
ai = f (5.2)
genügen (Surjektivität der Relation), werden die Ränge der Knoten ai (bzgl. der Anzahl der zu ai füh-
renden architector-Relationen) als Ziffern einer Zahl im Zahlensystem der Basis f interpretiert.
 
 
 
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@
@
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} } }
A
ma2 ma1 ma0Abbildung 5.12Interpretation der Anzahl zu bindender Funktionen je Subklasse als Ziffer im
Zahlensystem zur Basis f
Wegen der allgemeinen Darstellung des Wertes einer Zahl Z in einem Zahlensystem beliebiger Basis
Z =
m∑
i=n
bi ·Bi (5.3)
gilt infolge von b < B auch stets ai < f . Dies schließt eine Intervallgrenze aus (d. h. alle Funktionen
werden von der gleichen physischen Ressource implementiert). Dieser Grenzfall ist folglich immer der
Liste der Lösungsvektoren hinzuzufügen. Die übrigen Belegungen ergeben sich wie folgt:
Lösungen := ∅
for i = 1 to ff - 1 do
if
∑
ai = f and ∀ ai > 0 then
Lösungen := Lösungen ∪ i
Das Inkrementieren der Laufvariablen i besteht in einer Addition im Zahlensystem der Basis f . Die Zahl
erfüllt die Forderung nach vollständiger Abbildbarkeit der Klassen der Funktionsschicht genau dann,
wenn ihre Quersumme gleich der Kardinalität der Funktionsmenge ist.
Nachdem die Anzahl der von jeder Subklasse der Architektur realisierten Funktionen feststeht, ist zu
ermitteln, welche Klassen der Funktionsmenge jeweils per architector-Relationen an den i-ten Knoten
von a zu binden sind. Dies ist gleichbedeutend mit der Berechnung der Anzahl von Kombinationen von
n Elementen zur k-ten Klasse, also der Bestimmung des jeweiligen Binomialkoeffizienten. Die Menge
der Kombinationen bezieht sich stets auf eine konkrete Subklasse. Bei Betrachtung der Architektur A
als Gesamtheit aller Kombinationen aller ihrer Subklassen kann jede Kombination von Funktionen an
einer Subklasse gemeinsam mit jeder Kombination von Funktionen an allen anderen Subklassen auftre-
ten. Deshalb ist das Produkt über allen Binomialkoeffizienten zu bilden. Anderseits verringert sich die
Kardinalität der Grundgesamtheit mit jeder bereits berechneten Kombinationsmenge wie folgt:
Anzahl Architekturen =
f∑
i=1
i∏
j=1
(
i−∑j−1k=0 ak
j
)
(5.4)
f Anzahl zu bindender Funktionen
i Anzahl der Subklassen in der aktuellen Architekturvariante
ak Anzahl der an die aktuelle Subklasse zu bindenden Funktionen
(= k-te Ziffernstelle der Zahl im Zahlensystem zur Basis f)
Für das Beispiel aus Abb. 5.11 mit f = 3 ergibt sich in den Fällen i = 1 und i = f = 3 jeweils eine
Architekturvariantenmenge der Kardinalität 1. Bei i = 2 ist in einem Zahlensystem zur Basis f = 3 die
Folge
a1a0 = {00, 01, 02, 10, 11, 12, 20, 21, 22}
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zu erzeugen, wobei nur die gekennzeichneten Elemente sowohl
∑
ak = f = 3 als auch ∀k.ak > 0 erfüllen.
Vor der Berechnung des Produkts aller Kombinationen von i−∑j−1k=0 ak Funktionen zur j-ten Klasse ist
eine Reduktion der o. g. Zahlenfolge genau dann erforderlich, wenn identische physische Ressourcen zur
Verfügung stehen. Dazu sei nochmals auf das Beispiel in Abb. 5.11 verwiesen: dort unterscheiden sich
die Architekturen A2, A3 und A4 nur durch die Art der Bildung echter Teilmengen der zu bindenden
Funktionsmenge (jeweils eine Kombination von drei Elementen zur zweiten Klasse70 und eine Kombina-
tion von drei Elementen zur ersten Klasse). Die Belegungen der Subklassen von A2 und A3 werden durch
a1a0 = 21, jene von A4 durch a1a0 = 12 beschrieben. Da all diese Subklassen jedoch funktional identisch
sind, würden keine weiteren, bzgl. ihrer aggregierten Attributwerte abweichenden Architekturen entste-
hen. Folglich ist die oben beschriebene Methode der Generierung einer beschreibenden Zahlenfolge zur
Erfassung des allgemeinen Falles geeignet, welcher von physisch unterschiedlichen Ressourcen ausgeht.
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Abbildung 5.13: Unterschiedliche Ressourcen in einer Architekturvariante
Um die Reduktion der Architekturmenge infolge identischer Ressourcen zu berücksichtigen, werden die
Elemente der Zahlenfolge derart gruppiert, dass in jeder Gruppe nur Zahlen enthalten sind, deren Ziffern
der gleichen Permutation angehören. Aus jeder der so gebildeten Gruppen kann genau ein Vertreter
willkürlich bestimmt und als Grundlage der Berechnung des Produkts der Kombinationen verwendet
werden. Damit ergibt sich für die Architekturen
A2 und A3 mit a1a0 = 21:
(
3 - 0
2
)
·
(
3 - 2
1
)
=
3!
2!(3−2)! ·
1!
1!(1−1)! =
3 · 2!
2! · 1! ·
1!
1! · 0! = 3 · 1 = 3
A4 mit a1a0 = 12:
(
3 - 0
1
)
·
(
3 - 1
2
)
=
3!
1!(3−1)! ·
2!
2!(2−2)! =
3 · 2!
1! · 2! ·
2!
2! · 0! = 3 · 1 = 3
Satz 2 (Architekturmenge) Die Reihenfolge der Berechnung der Kombinationen hat keinen Einfluss
auf die Kardinalität der Architekturmenge.
Beweis durch Widerlegen der Kontraposition:
Seien A1 und A2 die Subklassen einer Architektur A, welche insgesamt f Funktionen zu binden hat. Es sei
ferner k1 die Anzahl der auf A1 (k1 > 0) und k2 die Anzahl der auf A2 (k2 > 0) abgebildeten Funktionen
(architector-Relation) mit k1 + k2 = f .
Wenn die Berechnungsreihenfolge das Ergebnis beeinflussen würde, müssten die folgenden Ausdrücke
unterschiedliche Werte liefern. Um dies zu prüfen, wird die aus der Voraussetzung folgende Beziehung
k2 = f − k1 eingesetzt:
Beginn der Berechnung mit
70Der Klassenbegriff bezieht sich hier auf die Definition von Ckn der Kombinatorik und hat keine Beziehung zu Klassen der
Wissensbasis.
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A1:
(
f−0
k1
)
·
(
f−k1
k2
)
=
(
f
k1
)
·
(
f−k1
f−k1
)
=
f !
k1! (f−k1)! ·
(f−k1)!
(f−k1)! (f−k1−(f−k1))!
=
f !
k1! (f−k1)! ·
(f−k1)!
(f−k1)! · 0!
=
f !
k1! (f−k1)!
A2:
(
f−0
k2
)
·
(
f−k2
k1
)
=
(
f
f−k1
)
·
(
f−(f−k1)
k1
)
=
(
f
f−k1
)
·
(
k1
k1
)
=
f !
(f−k1)! (f−(f−k1))! ·
k1!
k1! (k1−k1)!
=
f !
(f−k1)! · k1! ·
k1!
k1! · 0!
=
f !
k1! (f−k1)!
Folglich liefern beide Ausdrücke den gleichen Wert =
f !
k1! k2! .
q.e.d.
Bei unterschiedlichen physischen Ressourcen bedarf auch der Spezialfall der bijektiven Relation zwischen
Klassen der Funktionsschicht und Subklassen der Architektur einer Sonderbehandlung. Nach Abb. 5.14
ergibt sich die Anzahl voneinander verschiedener Architekturen aus der Permutation der Kardinalität der
Funktionsmenge.} } }m m m
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Abbildung 5.14: Bijektive Abbildung von 3 Funktionen auf unterschiedliche Ressourcen
Für den Spezialfall am gegenüberliegenden Rand des In-
tervalls, bei dem alle Funktionen der gleichen physischen
Ressource zugeordnet werden (A5), ist eine Unterschei-
dung nach dem Ressourcentyp naturgemäß unerheblich.
Der so entwickelte Algorithmus zur Bestimmung der An-
zahl von Konfigurationen aus einem gegebenen CLINT-
Modell wurde als C-Programm implementiert [219] und
liefert nebenstehende Werte.
functions processors architectures
----------------------------------
6 6 883
7 7 6442
8 8 55184
9 9 508151
5.4.6 Simulator
Das Verhalten eines vollständig durch (aktive) Metaobjekte beschriebenen eingebetteten Systems lässt
sich domänenunabhängig mit den Mechanismen eines ADBMS simulieren. Dieses Verfahren wurde in
Abschnitt 4.4 behandelt.
Liegt eine Verhaltensbeschreibung der Komponenten noch nicht vor und steht die Prüfung der Erfüll-
barkeit zeitlicher Anforderungen im Vordergrund, so kann der Nutzer der relationalen Implementierung
von RODOS einen Generator nutzen, der aus den Wissenseinheiten bzw. deren Instanzen ein GPSS-
Modell erzeugt. Ein Assistent führt den Wissensingenieur dabei durch diverse Auswahlentscheidungen
zur Steuerung der Generierungsmodi. Das Ergebnis der Generierung ist ein GPSS-Quelltext. Das Über-
setzungsverfahren sowie eine ausführliche Beschreibung der Prinzipien der Systemmodellierung mit GPSS
behandeln [225] und [240].
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Abbildung 5.15: Simulation eines aus RODOS generierten GPSS-Modells
Der generierte GPSS-Quelltext stellt eine weitere Projektion des Metamodells dar. Die damit ausführbare
Simulation auf der Basis virtueller Komponenten unter Beachtung ihrer Verknüpfungsstruktur liefert dem
Systemdesigner Aussagen über die Einhaltung nichtfunktionaler Anforderungen ohne Kenntnis einer kon-
kreten Implementierung. Bei der Beurteilung des zeitlichen Verhaltens eingebetteter Systeme beantwortet
die Simulation mit GPSS Fragen wie
• Wie groß ist die durchschnittliche Reaktionszeit eines Systems (Zeit von der Eingangssignaländerung
bis zur Systemantwort)?
• Trifft innerhalb eines vorgegebenen Intervalls ein bestimmtes Signal (nicht) ein?
• Gelingt die vollständige Verarbeitung eines Eingabesignals bis zu dessen nächster Änderung?
5.4.7 Modellgenerator
Modellgeneratoren erzeugen die vollständige Beschreibung des eingebetteten Systems auf der Grundlage
der von Konfigurierern aus dem Domänenmodell abgeleiteten Instanzenmenge [216]. Dabei werden auf lo-
gischem Niveau definierte (Daten-) Abhängigkeiten zwischen den Komponenten in die Hardware-Beschrei-
bungssprache übersetzt und Software-Beschreibungen komponentenspezifisch eingefügt [216]. Die in der
Architekturschicht der Wissensbasis beschriebene Zuordnung von Funktionen zu Architekturblöcken nach
Abb. 5.11 steuert dabei die Nutzung geteilter Ressourcen. Modellgeneratoren sind sprachspezifisch.
Die Ausgabe des derzeit implementierten Modellgenerators71 ist ein VHDL-Quelltext, welcher im HOST-
Filesystem abgelegt wird. Um das Werkzeug sowohl in der datei- als auch in der datenbankgestützten
Implementierung nutzen zu können, wurde es als externes Programm in der Sprache C entwickelt. Es
verursacht keine Integritätsprobleme in der Wissensbasis, da es das exportierte *.clint und *.conf-File
des Modells verarbeitet. Der Generator fügt die VHDL-Beschreibungen der Komponenten zu einen Ge-
samtsystem zusammen und erzeugt Signale für den Informationsaustausch auf Port-Niveau [216]. Erprobt
wurde dies in [257] für C-Programme, die als RAM-Abbild in ein VHDL-Modell des 8051 gelangen.
Mit dem Ersatz der konventionellen Verhaltensbeschreibung in Form von Sichten nach Abschnitt 4.3
durch aktive Metaobjekte ändert sich auch die Aufgabe und die Implementierung des Modellgenerators:
an die Stelle eines monolithischen Werkzeuges treten constructor-Methoden als Aktionsteile von ECA-
Regeln, die sprach- und konstruktionsschrittabhängig sind und den Code im Zielsystem auf Micro-Niveau
71Implementierung durch Frau Ziegler
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erzeugen, d. h. die Moleküle aus Atomen in der Objektstruktur aufbauen. Liegen alle Atome vor, so fügt
ihn eine weitere ECA-Regel, deren Bedingungsteil die Vollständigkeit prüft, zum Quelltext des Gesamt-
systems (Makromolekül) zusammen. Damit wird eine weitere Inkonsistenz-Gefahr des gegenwärtigen Mo-
dells, die aus nicht prüfbaren semantischen Differenzen zwischen dem Objektmodell in der Wissensbank
und dem tatsächlichen, bisher per View zugeordneten Quelltext, resultiert, beseitigt.
5.4.8 PDL-Generator
CLINT++
Konfigu-
ration
PDL-
Generator
PDL-
Compiler
Analyse,
Visualisierung
-
-
-
-
- -
Um die Möglichkeiten von PDL zur statischen Ana-
lyse des Verhaltens eines Systems nutzen zu kön-
nen, generiert das Werkzeug72 aus einer mit RO-
DOS erzeugten Konfiguration Quelltexte für diese
Sprache [215]. Nach dem Einfügen von Methoden,
die spezielle Ablaufkonstrukte wie Verzweigungen
und Vereinigungen des Steuerflusses sowie Datenab-
hängigkeiten in Zyklen behandeln, folgt der Aufruf
des PDL-Compilers mit den generierten Quelltex-
ten. Das Übersetzungsergebnis bildet die Grundlage
graphischer Auswertungen zur Performance des Sys-
tems. Die Wissensbasis wird dabei nur gelesen.
Abbildung 5.16: Analyse nichtfunktionaler Eigenschaften mit PDL
5.4.9 XML-Generator
XML-Files zur Darstellung der Wissensbasis bilden eine Schnittstelle zum Anschluss von Präsentations-
komponenten für die Modellstruktur sowie für die Zusammenarbeit mit Fremdsystemen. Die Ausgabe
von XML-Files ist optionaler Bestandteil des CLINT-Parsers (vgl. Abschnitt 5.4.1). Dieses Werkzeug73
ist sowohl in der datei- als auch in der datenbankgestützten Version von RODOS verfügbar. Die Wis-
sensbasis wird dabei nur gelesen.
Ein weiterer XML-Generator wurde entwickelt, um die Schemadefinition für das OODBMS Caché auto-
matisch aus dem Metamodell auf der Grundlage die im Abschnitt 3.5.5 beschriebenen Transformation
ableiten zu können. Er weist nach, dass die Schemadefinitionen für RDBMS und OODBMS Projektionen
des Metamodells sind. Eine ausführliche Beschreibung dieses Werkzeuges enthält [232].
5.4.10 UML-Scanner
Die Modellierungssprache UML [55] hat sich im Bereich der Systemspezifikation und der implementie-
rungsneutralen Beschreibung von Interaktionen zwischen Systemkomponenten etabliert. UML ermöglicht
sowohl die blockorientierte Beschreibung des Systems mittels Class Diagram, Object Diagram, Compo-
nent Diagram, Deployment Diagram als auch die Interaktion zwischen diesen mittels Sequence Diagram,
72Implementierung durch Herrn Engler und Herrn Wenzel
73Implementierung durch Herrn Friedemann
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Activity Diagram, Collaboration Diagram, Statechart Diagram und bedient somit auch die Verhaltens-
sicht [26]. Die Diagramme erlauben sowohl die Abstimmung zwischen Auftraggeber und Systementwerfer
als auch die Prüfung ihrer formalen Konsistenz [181].
Wegen der graphischen Primitive bedarf es der Wandlung in eine textuelle Repräsentation, um UML-
Diagramme als RODOS-Wissenseinheiten zugänglich zu machen [160]. Eine mögliche Zuordnung des
Informationsgehalts von UML-Diagrammen zu den Sprachelementen von CLINT beschreibt [249] am
Beispiel des Werkzeuges OTW der Fa. OWiS Software GmbH. Die direkte Generierung eines Datenbank-
schemas aus UML-Diagrammen stellt [105] vor. Inzwischen bieten UML-Tools74 meist selbst den Export
der Diagramminformationen in ein XML-File75 an.
In Abhängigkeit von der Darstellungsweise dieser In-
formationen durch das gewählte UML-Tool stellt der
Wissensingenieur daher ein Skript bereit (z. B. XSL),
das die gewünschte Konvertierung ausführt. Der ei-
gentliche Import dieser Informationen erfolgt mit den
bereits beschriebenen Standardmitteln von RODOS.
Abbildung 5.17: Spezialisierung von Klassen in ArgoUML
5.4.11 Concept-Editor
Der Editor unterstützt den Wissensingenieur beim Aufbau und der interaktiven Bearbeitung aller Wis-
senseinheiten sowie der zwischen ihnen bestehenden Relationen in der Wissensbasis. Er vereinigt in sich die
Funktionalität der einzelnen Editoren für die Wissensbasis von WiSyRa und ist für die vollständige Reali-
sierung der aus CLINT bzw. CLINT++ resultierenden semantischen Integritätsregeln ausgelegt. Darüber
hinaus kann der Wissensingenieur neue Sprachkonstrukte auf EBNF-Niveau beschreiben und deren In-
tegritätsregeln spezifizieren. Das Hinzufügen von Bearbeitungsformularen für zusätzliche Konstrukte ist
ohne Programmieraufwand möglich, da die Verwendung solcher Objekte im RODOS-Systemmodell be-
schrieben und somit der Bearbeitungsvorgang selbst modellierbar ist.
Es liegt eine Implementation im RDBMS Microsoft Access vor, die die Prinzipien eines ADBMS hin-
sichtlich der Erhaltung der semantischen Integrität durch ECA-Regeln simuliert. Eine Beschreibung der
Funktionsweise enthält [232]. Da Formulare in diesem RDMBS ohne für den Programmierer zugängliche
SQL-Statements mit der Datenbank kommunizieren, beruht die Ereigniserkennung hierbei auf Ereig-
nisprozeduren, die bevorstehende Änderungen von Feldinhalten signalisieren und zur Erzeugung von
Ereignisinstanzen in der Ereigniswarteschlange führen.
74Den Standard XMI zur Darstellung der UML-Informationen beschreibt http://www.jeckle.de/xmi.htm
75RODOS unterstützt das Java-basierte ArgoUML.
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Abbildung 5.18: Editor für RODOS-Wissenseinheiten
Ereignis Situation
AfterDelConfirm nach Bestätigung der Löschung eines Tupels
AfterInsert nach dem Einfügen eines Tupels in die Datenbank
AfterUpdate nach der Änderung eines Feldes in der Datenbank
BeforeDelConfirm vor der Löschbestätigung eines Tupels
BeforeInsert vor dem Einfügen eines Tupels in die Datenbank
BeforeUpdate vor der Änderung eines Feldes in der Datenbank
Change bei Wertänderungen in Steuerelementen
Current beim Betreten des aktuellen Datensatzes
Der Anwender stellt Funktionen zur Behandlung solcher Ereignisse bereit und schließt diese in einem
Formular der Regelbasis an RODOS an. Sie realisieren komplexe semantische Integritätsprüfungen und
stoßen ggf. Folgeaktivitäten an. Eine weitere Implementation im OODBMS Caché demonstriert die Prin-
zipien der objektorientierten Bearbeitung der Wissenseinheiten [233]. Caché besitzt keine eigenes Front-
End, sondern nutzt HTML-Seiten mit speziellen Tags (Caché Server Pages) zur Darstellung der jeweils
selektierten Informationsmenge. Der netzbasierte Zugriff zur Wissensbasis erfüllt die Forderung nach
Unterstützung des räumlich und zeitlich verteilten Entwurfs.
5.4.12 CLINT-Generator
Dieser Generator ist Bestandteil der RODOS-Implementation im RDBMS Microsoft Access. Nach erfolg-
ter Bearbeitung von Wissenseinheiten in der Datenbank (z. B. mit dem Editor nach Abschnitt 5.4.11)
erzeugt er je nach Anforderung durch den Anwender aus den in den Tabellen des RDBMS abgelegten Wis-
senseinheiten die zugehörigen Quellfiles in den Dialekten CLINT oder CLINT++. Die Implementation
dieses Werkzeuges dient der Abwärtskompatibilität und ermöglicht die Übergabe von Wissenseinheiten
an andere Systeme (so auch an WiSyRa). Spezielle Transformationen von Sprachkonstrukten beschreibt
der Systemadministrator in Prozeduren, die der Generator während der Ausgabe aufruft.
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5.4.13 Animationen
5.4.13.1 Robotersteuerung
Die Hardware-Software-Cosimulation wurde am Beispiel unterschiedlicher Koordinatentransformationen
für die Robotersteuerung nach Abb. 5.19 als VHDL-Java-Kopplung76 unter Verwendung der Umgebung
IVE demonstriert. Eine Beschreibung derselben geben [185] und [186].
Abbildung 5.19: Simulation einer Robotersteuerung mit VHDL-Java-Kopplung
5.4.13.2 Kohletransport
Die Erzeugung und Behandlung von DBMS-fremden Ereignissen demonstriert die Simulation der Steue-
rung für eine Kohletransport-Anlage. Sie wird von nutzerdefinierten sowie von Ereignissen des Zeitgebers
gesteuert und wurde vollständig in VBA implementiert. Eine detaillierte Beschreibung enthält [232].
5.5 RODOS-fremde Werkzeuge
Dieser Abschnitt stellt RODOS-fremde Werkzeuge für den Systementwurf vor und erörtert deren Inte-
grationsmöglichkeiten in den Entwurfsprozess. Dabei kommen nochmals Prinzipien des Metamodells und
dessen Fähigkeit zur Ereignisbehandlung zur Anwendung.
5.5.1 SQL-Datenbanken
SQL bildet den quasi-Standard für die Arbeit mit relationalen Datenbanken. Eine Entwurfsumgebung
für eingebettete Systeme sollte daher dem Wissensingenieur Zugriffsmöglichkeiten auf (fremde) Datenbe-
stände in RDBMS einräumen, um dort recherchieren und Entwurfsdaten ablegen zu können.
5.5.1.1 Von SQL-Datenbanken zum Metamodell
5.5.1.1.1 Datenstruktur
Verbleiben die Informationen aus SQL-Datenbanken dauerhaft im Fremdsystem und organisieren in RO-
DOS integrierte Werkzeuge des Anwenders den Zugriff, so hat dieser keinen Einfluss auf das Metamodell,
da Standardschnittstellen wie ODBC oder JDBC zum Einsatz kommen. Dieses Verfahren ist vertretbar,
solange keine Integritätsbedingungen zwischen RODOS-eigenen und Fremddaten bestehen.
Soll die Verarbeitung von Daten aus SQL-Datenbanken dagegen unter der Integritätskontrolle von RO-
DOS stehen und/oder Teil einer umfassenderen Datenhaltung für Entwurfsdaten sein, so ist der Infor-
mationsgehalt der Schemadefinition im Metamodell darzustellen. Er ist durch folgende Axiome gegeben.
76Implementierung durch Herrn Goericke
76Quelle: Digitaltechnik Übung 10, Aufgabe 5 der Professur Rechnersysteme
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Abbildung 5.20: Simulation der Kohletransport-Steuerung in Microsoft Access
• Das relationale Datenmodell verwendet benannte Eigenschaften von Objekten der Realwelt und spei-
chert sie in Form von Attributen.
• Die Menge aller Attribute eines Objekts77 bildet eine ebenfalls benannte Relation.
• Die Werte der Eigenschaften für genau ein Exemplar der Objektmenge bilden ein Tupel.
• Ein Tupel ist ein Element des kartesischen Produkts der Wertemenge aller Attribute der Relation.
• Es existiert eine bijektive Abbildung zwischen jeder Relation aus der Schemadefinition und einem
Tupel-Objekt des Metamodells (gemäß 1NF).
• Es existiert eine bijektive Abbildung zwischen jedem Attribut der Relation und einem Metaobjekt
vom skalaren Typ, welches Bestandteil des Tupel-Objekts ist.
Auf Grund der umkehrbar eindeutigen Abbildbarkeit kann der Wissensingenieur die benötigten Metaob-
jekte manuell mit Hilfe des Meta-Editors erstellen oder diese Aufgabe einem Programm übertragen, das
die Schemadefinition des Ziel-DBMS liest und daraus Metaobjekte generiert. Dies wurde am Beispiel von
Microsoft Access erprobt und in [232] dokumentiert.
77Der Begriff bezieht sich hier auf den Realweltausschnitt, nicht auf das Datenmodell.
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table_name
Constructor
Tuple, attribute_name_1, . . ., attribute_name_n
attribute_name_1
Constructor
Scalar, data_type
. . .
attribute_name_n
Constructor
Scalar, data_type
Alle aus der Schemadefinition abgeleite-
ten Metaobjekte haben nebenstehende
Struktur. Die semantische Äquivalenz
zwischen Schemadefinition und Meta-
modell ist die Grundlage des bidirek-
tionalen Datentransfers von/zu frem-
den SQL-Datenbanken. Unterschiede in
SQL-Dialekten gleichen von RODOS
bereitgestellte Interpreter für das State-
ment INSERT INTO aus.
5.5.1.1.2 Integritätsbedingungen
Die Bedingungen zur logischen Integrität betreffen in RDBMS:
• Beschränkungen des Wertebereichs eines Datentyps für Attribute
• Eindeutigkeit der Werte in Schlüsselfeldern
• Referenzintegrität zwischen Attributwerten unterschiedlicher Relationen
Sie finden im Metamodell ihre Entsprechung in funktionsbeschreibenden Metaobjekten, die von ECA-
Regeln als Reaktion auf schreibende Datenbankzugriffe gerufen werden. Die Generierung der zugehörigen
Funktionen wird an je einem Beispiel demonstriert.
SQL Metafunktion
Frequency > 0 >(Π(table_name, "Frequency"), I(0))
CREATE UNIQUE INDEX index_name ON
SystemUser (LastName, FirstName);
==(Σ(Γ(Γ(Π(Ω(SystemUser),
(LastName, FirstName))))),
Σ(Ω(SystemUser)))
FOREIGN KEY (SystemVersion, Layer)
REFERENCES SystemLayer
==(Σ(∩(Π(Ω(table_name),
(SystemVersion, Layer)),
Π(Ω(SystemLayer),
(SystemVersion, Layer)))),
Σ(Ω(table_name)))
Die Automatisierung dieses Schrittes ist stets an die DBMS-spezifische Speicherung der Integritäts-
bedingungen gebunden: bei Microsoft Access befinden sich attributbezogene Prüfbedingungen in der
ValidationRule-Eigenschaft des zugehörigen Field-Objekts und je eine tabellenbezogene Prüfbedingung
in der gleichnamigen Eigenschaft des TableDef-Objekts. Die im Ergebnis von REFERENCES im CONSTRAINT-
Abschnitt der CREATE TABLE-Anweisung erstellten Bedingungen der referentiellen Integrität befinden sich
in der Systemtabelle MSysRelationships.
5.5.1.2 Vom Metamodell zu SQL-Datenbanken
5.5.1.2.1 Datenstruktur
Die von einer RODOS-Entwicklungsumgebung verwalteten Daten kann der Anwender in SQL-
Datenbanken transferieren, um deren externe Weiterverarbeitung vorzubereiten. Analog zum Abschnitt
5.5.1.1.1 ist auch hier zwischen einer existierenden Schemadefinition mit ausschließlicher Datenübertra-
gung78 und der Schemamodifikation in einer Fremddatenbank zu unterscheiden.
Da die reine Datenübertragung keine Relevanz für die Integritätskontrolle hat, soll hier die Neugenerie-
rung bzw. Modifikation der Schemadefinition für ein RDBMS auf der Grundlage des Metamodells im
Vordergrund stehen. Das Ziel einer solchen Transformation besteht in der automatischen Schemagene-
rierung für ein reales DBMS, um den Wissensingenieur von Spezifika solcher Systeme zu entlasten. Aus
Metaobjekten, die er im Meta-Editor erfasst oder aus anderen Quellen gewonnen hat, entsteht somit ein
78Je nach Ziel-DBMS ist die Datenübertragung durch ODBC, JDBC, DDE, OLE udgl. realisierbar.
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Datenbankschema, auf dem die im Metamodell entworfene Funktionalität realisierbar ist.
Den ersten Transformationsschritt bildet die Auswahl der Metaobjekte, die die Tabellenstruktur liefern
sollen. Im Regelfall sind diese datenbeschreibend und besitzen den Constructor-Aspekt.
∆(transformable(⊥), Π(Ω(meta_object), aspect))
transformable: &&(==(Π(aspect, aspect_name), I("Constructor")), ==(Σ(aspect), I(1)))
Die von ∆ bereitgestellte Menge der transformierbaren Metaobjekte führt in Abhängigkeit von deren
Konstruktionsprimitiv zu Tabellendefinitionen:
• Metaobjekte vom Typ Scalar bilden Attribute einer Relation, sofern ihr Name in den Slots eines
anderen Metaobjekts vom Typ Tuple auftritt. Andernfalls entsteht aus dem Metaobjekt eine Relation
mit genau einem gleichnamigen Attribut.
• Metaobjekte vom Typ Set bilden eine nach ihnen benannte Relation, deren Tupel die Mengenelemente
aufnehmen, falls diese Skalare sind. Andernfalls etablieren sie eine Master-Detail-Beziehung zu einer
weiteren Relation, die im Ergebnis der rekursiven Transformation entsteht.
• Metaobjekte vom Typ List bilden eine nach ihnen benannte Relation, deren Tupel die Listenelemente
aufnehmen, falls diese Skalare sind. Andernfalls etablieren sie eine Master-Detail-Beziehung zu einer
weiteren Relation, die im Ergebnis der rekursiven Transformation entsteht. Ein zusätzliches Attribut
verwaltet den Listenindex.
• Metaobjekte vom Typ Tuple etablieren für jeden Bestandteil vom nicht-skalaren Typ eine Master-
Detail-Beziehung zu einer weiteren Relation, die im Ergebnis der rekursiven Transformation entsteht.
Bestandteile vom nicht-skalaren Typ bilden Attribute in der Master-Relation.
Die rekursive Implementierung dieser Transformationsschritte garantiert ein den Normalisierungsforde-
rungen des Abschnitts 3.10.3.1 genügendes Relationenschema. Der Transformationsalgorithmus unter-
stützt folgende Varianten:
• Generieren eines DDL-Scripts zur Ausführung von CREATE TABLE-Anweisungen in einer fremden Da-
tenbank
• Erzeugen einer neuen Microsoft Access-Datenbank mit einem dem Metamodell äquivalenten Relati-
onenschema
• Hinzufügen des dem Metamodell äquivalenten Relationenschemas zu einer vorhandenen Microsoft
Access-Datenbank
Details der Transformation beschreibt [232].
5.5.1.2.2 Transformation von Funktionsobjekten
Das Metamodell realisiert alle Zugriffe zum Datenbestand einheitlich durch Funktionsobjekte. Wenn die
im Metamodell im Verlaufe des Entwurfsprozesses entstandenen Datenstrukturen in eine SQL-Datenbank
übertragen werden, um Entwurfsdaten dort weiterzuverarbeiten, so sollen auch die Operationen, die
der Wissensingenieur innerhalb des Metamodells genutzt hat, in dieser Umgebung verfügbar sein. Einer
solchen Transformation setzt jedoch die Ausdrucksmächtigkeit der DML des Zielsystems Grenzen.
Daher ist jedes funktionsbeschreibende Metaobjekt auf seine Darstellbarkeit in der DML zu prüfen. Wegen
der Erweiterbarkeit der Operationsmenge der Objektalgebra beschränken sich die folgenden Ausführungen
auf die im Abschnitt 3.7 definierten induzierten Operationen.
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Metamodell SQL Bemerkung
Π([meta_object,
name1, . . ., name_n]) SELECT-Klausel der gleichna-migen Anweisung
Projektion der Attribute
Ω(meta_object) FROM-Abschnitt, sofern
meta_object ein Tupel be-
schreibt, dessen Bestandteile
Skalare sind
Extensionsmenge des Objekt-
typs ∧= Tupel der Relation
∆(test(⊥), Ω(meta_object)) WHERE-Klausel mit Bedingun-
gen aus der Funktion test
Selektion gemäß Werten von
Attributen über der Exten-
sionsmenge
Γ(Γ(meta_object)) GROUP BY-Abschnitt Entfernen von Duplikaten aus
der Menge
∆(test(⊥), Γ(Γ(meta_object))) HAVING-Abschnitt Selektion gemäß Werten der
Gruppe
Φ(sort(⊥), Ω(meta_object)) ORDER BY-Abschnitt Sortieralgorithmus
Tabelle 5.6: Abbildung von induzierten Funktionen auf SQL-Konstrukte
Tabelle 5.6 enthält diejenigen Konstrukte, die direkt auf einzelne SQL-Anweisungen abbildbar sind. Die
Einhaltung struktureller Bedingungen an den zur Transformation vorgesehenen Funktionsobjekten über-
wachen ECA-Regeln. Dies gilt insbesondere für meta_object. Es muss im ersten Slot des Constructor-
Aspekts die Kennzeichnung als Tupel besitzen und in allen folgenden Slots Metaobjekte vom skalaren
Typ referenzieren. Deren Namen bilden die zu projizierenden Attribute in der SELECT-Klausel.
Die Funktion Ω des Metamodells liefert die Extensionsmenge eines Metaobjekts. Ihr entspricht in RDBMS
die Menge der Tupel einer Relation. Eine Teilmenge derselben entsteht durch Anwendung einer Funk-
tion test auf alle Elemente. Als Bedingung der Transformierbarkeit darf test nur solche Operationen
enthalten, die semantisch äquivalente SQL-Ausdrücke erzeugen. Diese zusätzliche Integritätsforderung
ergibt sich aus der im Metamodell orthogonalen Kombinierbarkeit von Funktionsobjekten: in einer SQL-
SELECT-Anweisung legen die in FROM-Klauseln angegebenen Tabellen die Menge der Attribute fest, die
in der SELECT-Klausel auftreten dürfen. Im Metamodell wird die Bereitstellung der Extensionsmenge
eines Objekts und die darauf anzuwendende Selektion bzw. Projektion dagegen von separaten Funkti-
onen übernommen, die a priori keine Kenntnis voneinander haben. ECA-Regeln prüfen daher bereits zur
Designzeit, ob die in der Funktion test angesprochenen Metaobjekte Bestandteile des Metaobjekts sind,
das die Extensionsmenge liefert. SQL prüft Feldangaben in der WHERE- und SELECT-Klausel auf Existenz
in den Tabellen, die die FROM-Klausel nennt, erst zum Zeitpunkt der Interpretation des Statements.
Eine aus mehreren konjunktiv verknüpften WHERE-Klauseln bestehende Bedingung ist semantisch äquiva-
lent zur geschachtelten Anwendung von Selektionen.
Eine aus mehreren disjunktiv verknüpften WHERE-Klauseln bestehende Bedingung ist semantisch äquiva-
lent zur Vereinigung der jeweiligen Selektionen.
Die Wirkung des GROUP BY-Abschnitts besteht im Aufbau einer duplikatfreien Menge. Die gleiche Leis-
tung erbringt die Konvertierungsfunktion Γ für Listen in Mengen des Metamodells. Deshalb führt die
Folge von Konvertierungen Menge ⇒ Liste ⇒ Menge in Tabelle 5.6 zur Gruppierung. Eine weitere Rea-
lisierungsmöglichkeit besteht in der Vereinigung mit der leeren Menge.
Der HAVING-Abschnitt wendet Selektionsbedingungen auf gruppierte oder aggregierte Daten an. Er ent-
steht ebenfalls aus der Funktion ∆ des Metamodells, setzt aber die Existenz des GROUP BY-Abschnitts
oder einer Aggregatfunktion in der SELECT-Klausel voraus. Die SQL-Aggregatfunktionen Avg, Count,
Min, Max, StDev, StDevP, Sum, Var, VarP sind dazu im Metamodell als nutzerdefinierte Funktions-
objekte bereitzustellen. Sie bedürfen jedoch keiner Implementierung, wenn sie in einen SQL-Ausdruck
übersetzt werden.
Analoges gilt für die Sortierung der Ergebnismenge von SELECT-Anweisungen. Der Sortieralgorithmus ver-
birgt sich in Tabelle 5.6 hinter der Funktion sort. Deren reale Implementierung müsste Static-Variablen
verwenden, um nach der Iteration in Φ auf alle Elemente zugreifen zu können. Die Übersetzung in die
ORDER BY-Klausel macht ein solches Verfahren entbehrlich.
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Beispiel 85 (Selektion der Extensionsmenge von Metaobjekten, die sich in 1NF befinden)
Es seien alle terminalen Symbole der RODOS-Sprachenbeschreibung anzuzeigen.
Darstellung im Metamodell als Funktionsobjekt:
Γ(Γ(Π(∆(terminal(⊥), Ω(SystemSyntax)), ItemValue)))
terminal: ==(Π(SystemSyntax, ItemType), I(3))
Darstellung als SELECT-Anweisung in SQL:
SELECT ItemValue FROM SystemSyntax WHERE ItemType = 3 GROUP BY ItemValue;
Funktionen des Metamodells führen zu geschachtelten Ausdrücken, wenn die alternative Lösung mittels
LEFT JOIN-Operation für den Codegenerator nicht erkennbar ist.
Beispiel 86 (Selektion der Extensionsmenge mehrerer Metaobjekte)
Es seien die Satzsymbole der RODOS-Sprachenbeschreibungen anzuzeigen.
Darstellung im Metamodell als Funktionsobjekt:
\(Π(∆(==(Π(SystemSyntax, ItemType), I(1)), Ω(SystemSyntax)), ItemValue),
Π(Ω(SystemSyntax), RuleName))
Darstellung als SELECT-Anweisung in SQL:
SELECT ItemValue FROM SystemSyntax WHERE ItemType = 1 AND ItemValue Not In
(SELECT RuleName FROM SystemSyntax);
Die bisher beschriebenen Transformationen setzen Metaobjekte voraus, die direkt in relationale Struk-
turen übersetzbar sind (Tupel mit Skalaren als Bestandteile). Der allgemeine, 1NF nicht genügende Fall
erfordert Konstrukte zur Ablaufsteuerung. Letztere sind zielsystemspezifisch79 und werden hier daher nur
exemplarisch vorgestellt.
Beispiel 87 (Selektion der Extensionsmenge von Metaobjekten, die 1NF nicht genügen)
Eine semantische Integritätsbedingung für die Aktivierung einer Wissensklasse fordert die Definition aller
referenzierten Ports in der aktuellen80 Wissensklasse.
Darstellung im Metamodell als Funktionsobjekt:
==(∆(test(⊥), Ω(Concept)), I(0))
test: <>(Σ(∩(∆(<>(Π(term, port_ref), Null()),
Π(Π(Π(Π(Concept, activity), state_condition), comp_elem), term)),
Π(Π(Π(Concept, port), port_item), port_name))),
Σ(∆(<>(Π(term, port_ref), Null()),
Π(Π(Π(Π(Concept, activity), state_condition), comp_elem), term))))
Darstellung als VBA-Funktion81:
Private Function test() As Boolean
Dim dbs As database
Dim rst_Concept As Recordset
Dim rst_activity As Recordset
test = True
Set dbs = CurrentDb
Set rst_Concept = dbs.OpenRecordset("Concept")
Do Until rst_Concept.EOF
Set rst_activity = dbs.OpenRecordset("SELECT * FROM Activity WHERE " & _
79z. B. PL/SQL im RDBMS ORACLE
80In CLINT++ dürfen auch geerbte Ports referenziert werden. Dieser Fall wird hier aus Gründen der Übersichtlichkeit
nicht beachtet.
81Von den am realen Metamodell für CLINT++ nötigen Projektionen zeigt das Beispiel nur eine Stufe.
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"SystemVersion = " & rst_Concept!Systemversion & " And " & _
"DomainVersion = " & rst_Concept!DomainVersion & " And " & _
"DomainId = ’" & rst_Concept!DomainId & "’ And " & _
"Layer = ’" & rst_Concept!Layer & "’ And " & _
"ClassName = ’" & rst_Concept!ClassName & "’;")
Do Until rst_activity.EOF
If Not IsNull(rst_activity!port_ref) Then
If IsNull(DLookup("port_name", "Port", _
"SystemVersion = " & rst_Concept!Systemversion & " And " & _
"DomainVersion = " & rst_Concept!DomainVersion & " And " & _
"DomainId = ’" & rst_Concept!DomainId & "’ And " & _
"Layer = ’" & rst_Concept!Layer & "’ And " & _
"ClassName = ’" & rst_Concept!ClassName & "’ And " & _
"PortName = ’" & rst_activity!port_ref & "’")) Then
test = False
End If
End If
rst_activity.MoveNext
Loop
rst_activity.Close
rst_Concept.MoveNext
Loop
rst_Concept.Close
Set dbs = Nothing
End Function
Am Beispiel der Operationen Projektion und Selektion fasst Tabelle 5.7 die Abhängigkeit der Übersetzung
von den Primitiven zusammen.
Projektion(meta_object, pi) Selektion(meta_object, σ)
Skalar nicht anwendbar nicht anwendbar
Liste Wert des Elements an der Position82 pi Ergebnis ist eine Liste, deren Elemente die Bedin-
gung σ erfüllen
Menge nicht anwendbar Ergebnis ist eine Menge, deren Elemente die Be-
dingung σ erfüllen
Tupel Wert des Elements an der Position83 pi Ergebnis ist die Menge der Tupel, die die Bedin-
gung σ erfüllen
Tabelle 5.7: Transformation von Projektion und Selektion
5.5.2 ML
Funktionale Sprachen eigenen sich besonders als Übersetzungsziel funktionsbeschreibender Metaobjekte
und damit zur domänenneutralen Generierung simulierbarer Prototypen, weil sich deren Ausdrücke direkt
aus dem rekursiven Durchlauf des Parse-Baumes ableiten. Tabelle 5.8 gibt für induzierte Operationen die
von Generatoren zu erzeugenden Quelltext-Abschnitte dieser Sprache an:
Metamodell Semantik Meta Language
Σ(meta_object) Anzahl der
Listen- oder
Mengenele-
mente
Nutzung der vordefinierten Funktion length oder rekursive Be-
rechnung durch
- fun len nil = 0
= | len(_::xs) = 1 + len xs;
> val len = fn : ’a list -> int
- len[0,0];
val it = 2 : int
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Metamodell Semantik Meta Language
∪(set1, set2) Bildung der
Vereinigungs-
menge
Eliminieren von Duplikaten in der Ergebnismenge durch Filter
[173, Seite 215]
- fun filter p nil = nil
= | filter p (x::xs) = if p x
= then x :: filter p xs
= else filter p xs;
> val filter = fn : (’a -> bool) -> ’a list -> ’a list
- fun mem nil a = false
= | mem(x :: xs) a = a = x orelse mem xs a;
> val mem = fn : ”a list -> ”a -> bool
- fun union set1 set2 = set1 @ filter (not o mem set1) set2;
> val union = fn : ”a list -> ”a list -> ”a list
- union [1,2,3] [3,4];
val it = [1,2,3,4] : int list
∩(set1, set2) Bildung
der Durch-
schnittsmen-
ge
Test auf Existenz eines Elements in der Menge nach [173, Seite
430]
- fun intersection set1 set2 = filter(mem set2) set1;
> val intersection = fn : ”a list -> ”a list -> ”a list
- intersection [1,2,3] [3,4];
val it = [3] : int list
\(set1, set2) Bildung der
Mengendiffe-
renz
unter Verwendung der oben definierten Hilfsfunktionen
- fun difference set1 set2 = filter(not o mem set2) set1;
> val difference = fn : ”a list -> ”a list -> ”a list
- difference [1,2,3] [3,4];
val it = [1,2] : int list
Φ(f, obj) Iteration
über Listen-
oder Mengen-
elemente
Anwendung einer nutzereigenen Funktion auf jedes Element
- fun calc x = 1.1 * real(x);
val calc = fn : int -> real
- fun Psi f nil = nil
= | Psi f (x::xs) = f x::Psi f xs;
> val Psi = fn : (’a -> ’b) -> ’a list -> ’b list
- Psi calc [1,2,3];
val it = [1.1,2.2,3.3] : real list
∆(f, obj) Selektion von
Listen- oder
Mengenele-
menten
Funktion f entscheidet über Aufnahme des Elements ins Funkti-
onsergebnis
- fun Delta nil = []
= | Delta (x::xs) = (if x >= 0 then [x]
= else []) @ Delta xs;
> val Delta = fn : int list -> int list
- Delta [1,∼2,∼3,4];
val it = [1,4] : int list
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Metamodell Semantik Meta Language
Π(l, from, to) Projektion
von Listen-
elementen
ggf. fehlender Operand to ist vom Generator durch 0 zu ersetzen
- local fun inspect (nil, from, to, pos) = []
= | inspect (x::xs, from, to, pos) =
= (if from <= pos andalso
= pos <= to then [x]
= else [])
= @ inspect(xs, from, to, pos + 1);
= in fun Pi (x, from, to) = (if from <= to then
= inspect (x, from, to, 1)
= else
= inspect (x, from, length(x), 1))
= end;
> val Pi = fn : ’a list * int * int -> ’a list
- Pi([5,6,7,8],3,4);
val it = [7,8] : int list
Γ(l) Konvertierung
Liste in Men-
ge
Eliminieren von Duplikaten durch Suche im Listenrest
- fun Gamma nil = nil
= | Gamma (x::xs) = if (mem xs x)
= then Gamma xs
= else x::Gamma xs;
> val Gamma = fn : ”a list -> ”a list
- Gamma [1,4,2,3, 3,4];
val it = [1,2,3,4] : int list
Π(obj, name) Projektion
von Tupelbe-
standteilen
Wert des Selektors in ML := Position des Slots im Constructor-
Aspekt - 1
- #2 ("a", ("b", 3));
val it = ("b",3) : string * int
Tabelle 5.8: Projektion des Metamodells in die Sprache ML
Wie in der ML-Literatur üblich, zeigt in Tabelle 5.8 das erste Zeichen einer Zeile deren Bedeutung an:
- Eingabe des Anwenders nach System-Prompt
= Fortsetzung der Eingabe auf Folgezeile
> ausgeführte Bindung
Zeilen in dieser Schrift kennzeichnen Beispiele zur Nutzung der jeweiligen ML-Funktion.
Beispiel 88 (Projektionen in RDBMS)
Die Datenstrukturen und Operationen für RDBMS sind in ML zu projizieren. [173, Seite 227]
Table
Constructor
Tuple, key, field1, field2
key
Constructor
Scalar, INTEGER
field1
Constructor
Scalar, TEXT
field2
Constructor
Scalar, TEXT
Zur Darstellung von Tabellen verwendet ML Listen, deren Elemente jeweils ein Tupel aufnehmen. Folglich
ist die SQL-Operation
INSERT INTO Table (key, field1, field2) VALUES ( ... );
abbildbar auf das Hinzufügen von ML-Listenelementen.
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- fun insert key info table = (key, info)::delete key table;
> val insert = fn : ”a -> ’b -> (”a * ’b) list -> (”a * ’b) list
Die sequenzielle Anwendung dieser Funktion auf die anfangs leere Liste erzeugt eine Tabelle.
- val tuple = insert 1 ["a", "b"] (insert 2 ["c", "d"] (insert 3 ["e", "f"] []));
> val tuple = [(1,["a","b"]),(2,["c","d"]),(3,["e","f"])] : (int * string list) list
Das Löschen des Listenelements mit dem hinzuzufügenden Schlüssel vor dem Einfügen sichert die Pri-
märschlüsselbedingung in der Simulation. Reale RDBMS brechen eine INSERT-Operation ab, wenn sie
diese Integritätsbedingung verletzen würde.
- fun delete key nil = nil
= | delete key ((key’, info)::table) =
= if key = key’ then table else (key’, info):: delete key table;
> val delete = fn : ”a -> (”a * ’b) list -> (”a * ’b) list
Auf dem so aufgebauten Objekt tuple simuliert die folgende ML-Funktion die SQL-Operationen
DELETE FROM Table WHERE key = 2;
- delete 2 tuple;
> val it = [(1,["a","b"]),(3,["e","f"])] : (int * string list) list
In ähnlicher Weise wird SELECT field1, field2 FROM Table WHERE key = 2; auf Listenoperationen
von ML abgebildet.
- fun select key nil = nil
= | select key ((key’, info)::table) =
= if key = key’ then info else select key table;
> val select = fn : ”a -> (”a * ’b list) list -> ’b list
- select 2 tuple;
> val it = ["c","d"] : string list
Die SQL-Operation UPDATE Table SET field1 = "x", field2 = "y" WHERE key = 2; ist gleichbe-
deutend mit der Substitution der Werte im Abschnitt info in der ML-Datenstruktur.
- fun update set key nil = nil
= | update set key ((key’, info)::table) =
= if key = key’ then (key’, set)::update set key table
= else (key’, info)::update set key table;
> val update = fn : ’a -> ”b -> (”b * ’a) list -> (”b * ’a) list
- update ["x", "y"] 2 tuple;
> val it = [(1,["a","b"]),(2,["x","y"]),(3,["e","f"])] : (int * string list) list
Beispiel 89 (Partialsumme)
Der Funktionswert von
∑n
i=1 i ist in der Sprache ML zu berechnen. [173, Seite 48]
Ausgangspunkt sei eine Funktion des Metamodells. sum1to: /(*(n, +(n, I(1))), I(2))
Die zugehörigen Objekte im Metamodell für diese Funktion entstehen, indem zunächst eine Instanz des
allgemeinen Funktionsobjekts erzeugt und einer Variablen zugewiesen wird, deren Typ dem des zugehö-
rigen Metaobjekts entspricht. In Abhängigkeit vom Ziel-DBMS wird die Referenz in einen Pointer oder
in eine objektwertige Variable84 übersetzt.
84Beispiele einer solchen Übersetzung enthält der Abschnitt 5.1.4.
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general_function
Function
Tuple, function_name, inputs, outputs, instructions, transformations
calculation
Constructor
Scalar, LONG
Variable
n
Constructor
Scalar, Integer
Variable
sum1to  
/  , 2
*  ,  
+  , 1
︷ ︸︸ ︷ ︷ ︸︸ ︷
-
-
-
-
?
?
In
st
an
ze
n
de
s
Fu
nk
ti
on
so
bj
ek
ts
O(α(general_function), calculation)
O(I("sum1to"),
Π(calculation, function_name))
inputs: OID der Funktionsinstanz, Konstante
inputs: OID der Variable, OID der Funktionsinstanz
inputs: OID der Variable, Konstante
Abbildung 5.21: Komplexes Funktionsobjekt für Beispiel 89
Ihren Namen erhält die Funktionsinstanz durch Zuweisung an die durch Projektion ausgewählte Kompo-
nente85 des funktionsbeschreibenden Tupels.
Die Liste inputs der Top-Funktion sum1to nimmt genau ein Element auf, welches eine Variable vom
skalaren Ganzzahltyp oder ein Funktionsobjekt mit diesem Typ referenziert. Die daraus abgeleiteten
ECA-Regeln sichern die konsistente Belegung dieses Funktionsobjekts.
&&(==(Σ(Π(calculation, inputs)), I(1)),
==(+(Σ(∆(is_variable(⊥),
∆(test_aspect(⊥), Π(Π([Π(calculation, inputs), 1, 1]), aspect)))),
Σ(∆(is_function(⊥), Π(Π([Π(calculation, inputs), 1, 1]), aspect)))), I(1)))
test_aspect: ==(Σ(∩(Π(aspect, aspect_name),
∪(Γ(I("Constructor")), Γ(I("Variable"))))), I(2))
is_variable: &&(==(Π(aspect, aspect_name), I("Constructor")),
==(Π([Π(aspect, slot), 1, 1]), I("Scalar")),
==(Π([Π(aspect, slot), 2]), I("INTEGER")))
is_function: &&(==(Π(aspect, aspect_name), I("Function")),
==(Π([Π(aspect, slot), 1, 1]), I("Scalar")),
==(Π([Π(aspect, slot), 2]), I("INTEGER")))
Eine diese Bedingung erfüllende Zuweisung an die Eingabeliste obiger Funktion ist die erneute Instan-
ziierung von general_function.
O(α(general_function), Π([Π(calculation, inputs), 1, 1]))
ECA-Regeln erkennen an den Funktionsnamen, ob eine vom Datentyp induzierte oder eine komplexe,
vom Anwender bereitgestellte Operation vorliegt. Bei induzierten Operationen leiten sich automatisch
die Prüfregeln für Daten in den Listen inputs und outputs ab. Sie wurden daher in obigem Beispiel
nicht separat angegeben.
85in HLL meist Übersetzung in die Notation object.function_name
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tmp
Constructor
Reference, general_function
Variable
Anstelle des systematischen, aus der Struk-
tur des Zielterms abgeleiteten Top-Down-
Strategie ist für die programmtechnische Rea-
lisierung die kürzere, semantisch äquivalente
Bottom-Up-Strategie günstiger. Sie verwen-
det einen Zwischenspeicher zum Aufbau des
Funktionsausdrucks:
O(α(general_function), tmp) Instanziieren Funktionsobjekt für Addition
O(I("+"), Π(tmp, function_name)) Benennen induzierte Funktion
O(I(α(n)), Π([Π(tmp, inputs), 1, 1])) 1. Element der Eingabeliste ist Variable
O(I(α(n)), Π([Π(tmp, inputs), 2])) 2. Element der Eingabeliste ist Variable
O(I(1), Π(Π(tmp, inputs), 2)) Initialisieren Variable
O(α(general_function), calculation) Instanziieren Funktionsobjekt für Multiplikation
O(I("*"), Π(calculation, function_name)) Benennen induzierte Funktion
O(I(α(n)), Π([Π(calculation, inputs), 1, 1])) 1. Element der Eingabeliste ist Variable
O(tmp, Π([Π(calculation, inputs), 2])) 2. Element der Eingabeliste ist Funktionsobjekt
O(calculation, tmp) Umspeichern Funktionsinstanz
O(α(general_function), calculation) Instanziieren Funktionsobjekt für Division
O(I("/"), Π(tmp, function_name)) Benennen induzierte Funktion
O(tmp, Π([Π(tmp, inputs), 1, 1])) 1. Element der Eingabeliste ist Funktionsobjekt
O(I(α(n)), Π([Π(tmp, inputs), 2])) 2. Element der Eingabeliste ist Variable
O(I(2), Π([Π(tmp, inputs), 2])) Initialisieren Variable
Eine so erstellte Funktionsinstanz widerspiegelt unmittelbar den Operatorbaum, so dass die direkte Pro-
jektion der Knoten in die Syntax von ML unter Anwendung folgender ECA-Regeln möglich ist:
• Der Operatorbaum wird Top-Down durchlaufen.
• Ein nutzerdefiniertes Ereignis startet die Projektion (z. B. Betätigung einer Schaltfläche).
• Der lesende Zugriff auf eine Instanz des Metaobjekts general_function wird von einer ECA-Regel
behandelt, deren Aktionsteil den Code der Zielsprache mittels Zuweisungsoperation O erzeugt; die
Implementation dieser Zuweisung ist eine Schreiboperation im Filesystem (vgl. Beispiel 50).
• Ein initialisiertes, d. h. mit einem Wert 6= ⊥ belegtes Metaobjekt mit Variable-Aspekt in der Liste
inputs ergibt eine Konstante in der Zielsprache.
• Ein nicht initialisiertes, d. h. mit ⊥ belegtes Metaobjekt mit Variable-Aspekt in der Liste inputs
ergibt eine Variable in der Parameterliste der Funktion.
• Der Typ des Objekts in der Liste outputs bestimmt den Rückgabewert der zu generierenden Funktion.
• Eine Instanz von general_function in der Liste inputs ergibt eine Metavariable mit Knotenidenti-
fikator in der Zielsprache und löst einen Zugriff auf die Funktionsinstanz aus (Beginn der Rekursion
von Ereignissen).
• Wenn eine Metavariable im Zielstring existiert, so wird diese mittels subst (vgl. formale Definition
dieser Operation im Abschnitt 3.8.1.2.2) durch die Daten der aktuellen Funktionsinstanz ersetzt
(Rekursionsschritt).
• Die Verarbeitung endet bei Erreichung des Listenendes von inputs (Rekursionsende).
• Über der Menge der als Funktionsparameter identifizierten Variablen wird gruppiert, um jeweils nur
ein Exemplar in die Parameterliste aufzunehmen.
Für Beispiel 89 ergibt sich der ML-Ausdruck [173, Seite 254 ff.]: fun sum1to(n) = n*(n+1) div 2;
Während Skalare des Metamodells direkt auf die zugehörigen originären Typen von ML abbildbar sind,
werden für die übrigen Primitive Datentyp-Definitionen erzeugt:
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a
Constructor
Scalar, TEXT
b
Constructor
List, a
c
Constructor
Set, b
d
Constructor
Tuple, a, b, c‖
⇓
‖
⇓
‖
⇓
‖
⇓
datatype A = a of string; datatype B = b of a list; datatype C = c of b list; datatype D = d of a * b * c;
Funktionsausdrücke in ML sind somit als Projektion des Metamodells interpretierbar und als solche funk-
tional abhängig von Metaobjekten. Änderungen an denselben wirken sich daher ohne Integritätsprobleme
immer dann aus, wenn ein an die Wissensbasis angeschlossenes System (hier ML-Quelltextverarbeitung)
das Leseereignis für die jeweiligen Metaobjekte auslöst.
Abbildung 5.22: Berechnung des Funktionsausdrucks aus Beispiel 89 in ML
5.6 Grenzen der Implementierung durch ADBMS
Die Grenzen des beschriebenen Verfahrens zur Metamodellierung des Entwurfsprozesses eingebetteter
Systeme liegen einerseits in den zugrundeliegenden Hard- und Softwareprodukten als Host für die Wis-
sensbasis, andererseits aber auch in deren Komplexität.
5.6.1 Operative Belastbarkeit
Passive DBMS verarbeiten Anforderungen aus interaktiver oder Stapelnutzung in sequenzieller Folge.
Ein Fehlverhalten infolge Überlastung ist ausgeschlossen, solange DBMS-fremde Prozesse (z. B. durch
Warteschlangen-Verwaltung im Betriebssystem) für die zeitliche Verzögerung neuer Anforderungen bis
zum Abschluss der laufenden Aktivität sorgen.
Die ECA-Regeln aktiver DBMS veranlassen jedoch die Ausführung einer Instruktionssequenz, deren Dau-
er dem verursachenden Prozess unbekannt ist. Das nächste regelauslösende Ereignis kann demzufolge
eintreffen, während das ADBMS noch mit der Behandlung von Aktionen des vorhergehenden Ereignis-
ses beschäftigt ist. Ein Maß für die Belastbarkeit des ADBMS liefert der bei Bediensystemen übliche
Verkehrswert ρ = λµ , wobei die Ankunftsrate λ =
1
t¯Event
den mittleren Abstand zwischen eintreffenden
Ereignissen und µ = 1t¯Action die mittlere Dauer ihrem Behandlung charakterisiert. Demnach ist das Sys-
tem bei einem Mittelwert von ρ < 1 stabil, d. h. jedes Ereignis erfährt nach endlicher Wartezeit seine
Behandlung.
ADBMS verursachen naturgemäß einen Overhead für die Ereigniserkennung und -behandlung, jedoch ist
dieser im Verhältnis zu den eigentlichen Datenbankzugriffen klein, weil moderne Systeme die Regelbasis
größtenteils im Speicher halten und Suchoperationen dadurch ohne I/O-Aktivitäten ablaufen.
Bei der zeitlichen Bewertung von ADBMS ist zu berücksichtigen, dass bei vergleichbaren passiven Lösun-
gen dieselben Datenbankoperationen auszuführen sind und sich lediglich die Strategie ihrer Aktivierung
geändert hat. Die Vergleichbarkeit der Performance ist Bestandteil des Active Database Management
Systems Manifesto [45]. Von passiven DBMS bekannte Benchmarks sind dabei den Besonderheiten von
ADBMS anzupassen (TPC, 007).
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5.6.2 Determiniertheit
In passiven Systemen ist die Beurteilung der Determiniertheit bereits zur Entwurfszeit möglich. Sie stützt
sich auf die Sicherheit und Abgeschlossenheit der den Anfragesprachen zugrundeliegenden Kalküle [86,
Seite 65 ff.].
In aktiven Systemen ist dagegen die schwer prüfbare Determiniertheit des Verhaltens ein Preis der vom
Anwender frei wählbaren Ereignisbehandlung. Sobald nutzereigene Prozesse das Recht zur Modifikation
der Regelbasis im laufenden Betrieb haben, ist die Determiniertheit der Ereignisbehandlung nicht mehr
vor86 dem regelauslösenden Ereignis, sondern erst bei Eintritt desselben prüfbar. Das starke Anwachsen
der Komplexität von Prüfalgorithmen für diese Form der Integritätserhaltung setzt dem Verfahren zeitli-
che Grenzen, so dass der Anwender einen Kompromiss zwischen tolerierbarer Antwortzeit, Sicherheit der
Ereignisbehandlung und Flexibilität der Regelgestaltung finden muss.
Für den praktischen Betrieb einer RODOS-Wissensbasis erweisen sich deshalb Beschränkungen in der
Regelgestaltung87 als sinnvoll:
• Modifikationen der Regelbasis durch ECA-Regeln sind unzulässig.
• Funktionen im Aktionsteil einer Regel dürfen keine ereignisverursachenden Operationen an dem Ob-
jekt ausführen, an dem das aktuelle Ereignis eintrat.
• Rekursive Datenstrukturen sind unzulässig.
Den Beitrag einer semantischen Prüfung von Ereignisdefinitionen zum Terminierungsproblem in ADBMS
illustriert
Beispiel 90 (Ereignisfolgen) Es ein Metamodell nach Abb. 5.23 gegeben.
M1 M2
M3 M4
ON-SELECT
ON-INSERT
ON-UPDATE
ON-DELETE
ON-SELECT
ON-INSERT
ON-UPDATE
ON-DELETE
ON-SELECT
ON-INSERT
ON-UPDATE
ON-DELETE
ON-SELECT
ON-INSERT
ON-UPDATE
ON-DELETE
-(a)
-
-
(b)
-
ﬀ
ﬀ
(a) Ausgangspunkt seien DML-
Operationen, die am Metaobjekt
M1 das Ereignis ON-INSERT auslösen.
Es wird durch eine prüfende Regel
behandelt, welche Werte der Meta-
objekte M2 und M3 liest und dort
ON-SELECT-Ereignisse verursacht. Da
diese Ereignisse keine Behandlung
erfahren, terminiert die Ereignisfolge.
(b) Dagegen löst ein ON-UPDATE-Ereignis
das Einfügen eines Datenelements in M4
aus (Aktionsteil einer berechnenden Re-
gel). Die Behandlung des ON-INSERT-
Ereignisses an M4 führt zur Löschung
eines Datenelements in M2 und in der
Folge zu einem weiteren ON-UPDATE-
Ereignis an M1. Der in Abb. 5.23 hervor-
gehobene Schritt leitet eine Livelock-
Situation ein.
Abbildung 5.23: Ereignisfolge-Graph eines Metamodells
Aus Beispiel 90 folgen Integritätsbedingungen für die Regelbasis:
• Unter der Voraussetzung des Verbots dynamischer Änderungen der Regelbasis ist die Integrität der
Regeln bzgl. ihres terminierten Verhaltens zur Designzeit prüfbar.
• Diese Aussage stützt sich auf die einheitliche Beschreibung aller im Bedingungs- und Aktionsteil
aufgerufenen Funktionen durch funktionsbeschreibende Metaobjekte.
86zur Designzeit der Wissensbasis
87Prüfung der Einhaltung dieser Restriktionen wiederum durch ECA-Regeln
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• Sie setzt eine homomorphe Abbildung der Menge der (induzierten) Funktionen auf die Menge der
von ihnen verursachten Ereignisse voraus.
• Ein Algorithmus prüft die Determiniertheit, indem er für jedes Metaobjekt eines Metamodells einen
Ereignisfolge-Graph nach Abb. 5.23 berechnet.
• Jeder Knoten besteht aus dem kartesischen Produkt der Menge der primitiven Ereignisse und dem
Namen je eines Metaobjekts.
• Die gerichteten Kanten verbinden das an einem Metaobjekt durch Funktionen behandelte Ereignis mit
den Folgeereignissen, die bei der Funktionsausführung am eigenen oder einem fremden Metaobjekt
eintreten würden88.
• Determiniertheit liegt genau dann vor, wenn alle generierten Graphen zyklenfrei sind.
Enthält eine Funktion wert- oder zeitabhängige Entscheidungen, so muss der Prüfalgorithmus alle Alter-
nativen verfolgen, da die Entscheidungsgrundlage zur Designzeit nicht vorliegt. Darüber hinaus erscheint
es angemessen, bestimmte Ereignisse von der Behandlung auszuschließen, um Ereignisfolgen zu verhin-
dern, die ohne praktische Bedeutung bleiben. Dies gilt insbesondere für ON-SELECT-Ereignisse (Fall (a) im
Beispiel 90) in prüfenden Regeln, weil ihr Aktionsteil höchstens den Abbruch der auslösenden Transaktion
bewirkt. Auch zuweisende Regeln, in denen der oben beschriebene Algorithmus Zyklen erkennt, müssen
nicht zwangsläufig zum Livelock führen. Eine solche Situation kann z. B. entstehen, wenn ECA-Regeln
zyklisch Elemente zu einer Liste oder Menge hinzufügen und eine weitere ECA-Regel mit der Funktion
<=(Σ(test_object), I(limit))
in ihrem Bedingungsteil für den Abbruch der Aktivitäten bei Erreichung einer Höchstgrenze sorgt. Diese
terminierende Ereignisfolge würde der Prüfalgorithmus als Livelock einstufen, weil er die erst zur Laufzeit
vorliegenden Werte für eine Entscheidung nicht nutzen kann.
Analoge Aussagen gelten für das oben ausgesprochene Verbot rekursiver Datenstrukturen in der Wis-
sensbasis. Es dient ebenfalls der Terminierungssicherheit, indem es zyklische Ereignisfolgen ausschließt.
Wenn der Abschluss einer solchen Folge jedoch durch zusätzliche Randbedingungen89 garantiert ist, kann
der Wissensingenieur auch Strukturen zulassen, die der formalen Integritätsbedingung widersprechen.
Verhaltens-Determiniertheit eines aktiven Systems ist somit nicht a priori gegeben, sondern von der
Struktur des Metamodells, dem Inhalt der Regelbasis und der Art ihrer Integritätsprüfung abhängig.
5.6.3 Vollständigkeit
Der Abschnitt 5.1.2 hatte die Nicht-Prüfbarkeit der Vollständigkeit des Regelwerkes bzgl. minimaler In-
tegritätsbedingungen konstatiert. Diese Aussage ist auf die gesamte Wissensbasis auszudehnen, da die
Frage der semantischen Integrität eines Zustands der Wissensbasis mit dem Test auf Zugehörigkeit zur
Menge erlaubter Status-Werte des Zustandsraumes bzw. der Zugehörigkeit zu erlaubten Zustandsüber-
gängen entschieden wird. Die Frage nach der Vollständigkeit des Regelwerkes ist nur mit einem Test
auf Kongruenz des Verhaltens eines technischen Systems zum Realweltausschnitt zu beantworten (vgl.
Abschnitt 2.4).
Die Nicht-Formalisierbarkeit dieser Frage begründet deren fehlende allgemeingültige Antwort. Dennoch
kommt das ADBMS-gestützte Verfahren der angestrebten Vollständigkeit wesentlich näher als konven-
tionelle Ansätze, weil es das Integritätsmanagement nicht mehr als zusätzliches Feature eines informati-
onsverarbeitenden Systems, sondern als dessen integraler Bestandteil behandelt.
Die vorangegangenen Abschnitte haben gezeigt, dass der überwiegende Teil der ECA-Regeln aus ande-
ren Informationsquellen (Metamodell) abgeleitet und auf innere Konsistenz geprüft werden kann. Durch
funktionale Abhängigkeiten zwischen Metaobjekten lassen sich Generatoren einsetzen, die die Regeln er-
zeugen und widerspruchsfrei halten. Eingriffe des Anwenders beschränken sich auf darüber hinaus gehende
Restriktionen oder die Beschreibung von Sonderfällen.
88Auf Grund ihrer formalen Beschreibung im Metamodell (vgl. Definition der Funktionsobjekte im Abschnitt 3.6.2.1)
müssen die Funktionen nicht ausgeführt werden.
89Im Fall (b) des Beispiels 90 ist dies durch Test auf spezielle Werte im Metaobjekt M1 zu bewerkstelligen.
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5.7 Zusammenfassung
Im Kapitel 5 wurden Verfahren und Werkzeuge zum Aufbau von Metamodellen vorgestellt. Sie unter-
stützen die Generierung von Metaobjekten aus vorhandenen Beschreibungsmitteln sowie deren Transfor-
mation in struktur- und verhaltensbeschreibende Konstrukte.
Die persistente Verwaltung aller im Verlaufe der Entwicklung eines eingebetteten Systems anfallenden
Entwurfsobjekte erfolgt dabei in aktiven oder passiven Datenbanksystemen. Letztere bilden Container
zur Verwaltung virtueller Komponenten. Die Struktur einer solchen Wissensbasis, deren semantische Inte-
gritätserhaltung und das Verhalten der virtuellen Komponenten sind Projektionen des Metamodells. Die
Transformation zwischen Metaobjekten und fremden Beschreibungsformen übernehmen vom Anwender
definierbare Generatoren, die selbst aus funktionsbeschreibenden Metaobjekten bestehen.
Mit der aus Metaobjekten generierbaren Wissensbasis etabliert RODOS eine neue Abstraktionsebene
oberhalb konventioneller Entwurfswerkzeuge [153]. Sie sichert die semantische Integritätserhaltung durch
ECA-Regeln, die ebenfalls durch Generierung aus dem Metamodell hervorgehen und in aktiven DBMS
direkt ausgeführt, in passiven DBMS dagegen simuliert werden.
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Das vorgestellte Verfahren zum Aufbau einer generierbaren Entwurfsumgebung auf der Grundlage einer
erweiterbaren Objektalgebra lässt sich durch Hinzufügen weiterer Generatoren an neue Einsatzgebiete
anpassen. Das vorliegende Kapitel skizziert mögliche Weiterentwicklungen des Metamodells und seiner
Anwendung im Entwurfsprozess.
6.1 Entwurfsautomatisierung
Das ursprüngliche Konzept von WiSyRa sah die Zuordnung von Verhaltensbeschreibungen zu Wis-
sensklassen vor, wobei die Verantwortung für die korrekte „Erfüllung“ des erwarteten Verhaltens voll-
ständig beim Wissensingenieur lag, da kein die Entwurfsebenen überspannendes Integritätsmanagement
existierte. Dieses Problem löst die datenbankgestützte Implementierung von RODOS, indem sie Verhal-
tensbeschreibungen automatisch aus funktionsbeschreibenden Metaobjekten ableitet.
In den realen Entwurf sind jedoch häufig vorhandene Komponenten oder Teilsysteme einzubeziehen,
deren Funktionsweise gemeinsam mit neu entwickelten zu simulieren ist. Für diese Aufgabe stellt das Me-
tamodell Konstrukte bereit, die das Verhalten wiederzuverwendender Komponenten mit vom Anwender
definierbarer Genauigkeit beschreiben.
Mit zunehmendem Umfang des formalisierten Wissens über solche Komponenten in der Wissensbasis
stellt sich das Problem der Auswahl, d. h. der Systemdesigner erwartet vom Entwurfssystem eine Unter-
stützung bei der Wahl derjenigen Komponenten, die seine Anforderungen am besten erfüllen. Dies gilt
insbesondere für die Modelltransformation von der Funktions- zur Architekturschicht. Unter der Vor-
aussetzung, dass die Wissensbasis mehrere funktionell identische Realisierungen (z. B. unterschiedliche
mathematische Verfahren zur Inversion der regulären Matrix) einer implementierungsneutral beschriebe-
nen Funktion enthält, vollzieht sich die Auswahl nach nichtfunktionalen Anforderungen (z. B. kürzeste
Reaktionszeit, minimaler Energiebedarf, maximale Parallelisierbarkeit). Eine Lösung hierfür beschreibt
[207].
Der nächste Entwicklungsschritt besteht in der automatisierten Suche nach funktionell identischen bzw.
weitgehend ähnlichen Komponenten, bei der die o. g. Voraussetzung der Verhaltensgleichheit nicht erfüllt
ist. Eine solche war mit dem konventionellen Ansatz nicht möglich, weil sich eine diesbezügliche Daten-
bankanfrage nur auf die formalen Beschreibungsgrößen einer Wissensklasse (z. B. Art und Anzahl der
Ports einer Wissensklasse), jedoch nicht auf deren Verhalten stützen konnte.
Die formale Verhaltensbeschreibung einer Komponente durch eine Folge von Zustandsänderungen als Re-
aktion auf Ereignisse eröffnet nun die Möglichkeit zur Konstruktion von komplexen Datenbankanfragen.
In Kombination mit Methoden der Fuzzy-Logik sind dazu Algorithmen zu erproben, die einen akzep-
tablen Kompromiss zwischen der Genauigkeit der Suche und der benötigten Rechenzeit erzielen. Wenn
es gelingt, dem Designer eine Menge möglicher Realisierungen einer Funktion vorzuschlagen, so ist da-
mit ein wesentlicher Schritt zum automatisierten Systementwurf getan, welcher dann tatsächlich mit der
Compiler-Technologie nach Abb. 1.6 vergleichbar ist.
Beispiel 91 (von-Neumann-Rechner) Die Funktionsweise eines von-Neumann-Rechners ist im Me-
tamodell grob durch ECA-Regeln zu beschreiben.
main_storage
Constructor
List, storage_cell
storage_cell
Constructor
Scalar, TEXT
instruction_counter
Constructor
Scalar, Long
instruction_register
Constructor
Scalar, Long
Hauptspeicher Speicherzelle Befehlszähler Befehlsregister
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Beschreibung der Befehlsabarbeitung in der zentralen Steuerschleife1:
Event Condition Action
Start True O(start_address, instruction_counter)
ON-UPDATE-instruction_counter True sequence(fetch, execute, next)
Das externe Ereignis Start wird mit dem Eintragen der Startadresse des Programms in den Befehlszäh-
ler behandelt. Diese Schreiboperation verursacht ein ON-UPDATE-Ereignis am Befehlszähler, welches die
sequenzielle Ausführung2 der durch sequence spezifizierten Teilfunktionen zur Folge hat.
fetch: O(Π(main_storage, I(instruction_counter)), instruction_register)
execute: Befehlsausführung gemäß Inhalt von instruction_register
next: O(+(I(instruction_counter), I(1)), instruction_counter)3
Die Erhöhung des Wertes im Befehlszähler4 liefert somit nach der Befehlsausführung das Ereignis, das die
erneute Ausführung der Steuerschleife veranlasst. Dies zeigt den Unterschied zur Datenflussarchitektur,
bei der das Eintreffen der Operanden am jeweiligen Operationsknoten die Verarbeitung auslöst [131].
Damit liegt eine implementierungsneutrale Beschreibung des Systems vor, die innerhalb des Metamodells
simulierbar ist (z. B. zur Erprobung von Befehlssatzmodellen nach Abschnitt 3.9). Die weitere Detail-
lierung einer solchen Verhaltensbeschreibung bis zum Niveau von Gattern oder Funktionsblöcken wie
Addierern, Multiplexern usw. und die anschließende Implementierung stellt den Systemdesigner vor die
Frage der Auswahl geeigneter physischer Ressourcen. Sie sollte durch Anfragen an die Wissensbasis auf
der Verhaltensebene unterstützt werden.
Das Problem der Suche nach Komponenten von Drittanbietern über Web-Services wurde im Projekt IPQ
der Universität Paderborn behandelt. Ein noch höheres Abstraktions- und Anfrageniveau ist erreich-
bar, wenn eine Beschreibungsform für die funktionalen Besonderheiten von Komponenten gefunden wird.
Das Entwurfssystem könnte dann z. B. Vorschläge dafür unterbreiten, welche Wissensklassen in der Wis-
sensbasis oder welche virtuellen, von Drittanbietern bereitgestellten Objekte die momentan gewünschte
Dienstleistung, wie etwa Speicher- oder Verarbeitungsleistung günstig erbringen.
Ein Ziel weiterer Forschungen besteht in der Generierung von Lösungsvorschlägen, die den Designer bei
der Überbrückung der Differenz zwischen lt. Spezifikationsschicht gewünschtem und auf der Basis wie-
derverwendbarer Komponenten lt. Funktionsschicht verfügbarem Verhaltens unterstützen (glue-Code).
So stellt z. B. ein Schrittmotor physikalische Ansprüche wie Schaltzeiten und maximale Stromaufnahme.
Die Entwurfsumgebung sollte deshalb Strategien für Suchverfahren bereitstellen, welche jenen Leistungs-
treiber auswählen, der die Anforderungen des Schrittmotors am besten erfüllt. In die Selektion sollen
die getroffenen Entscheidungen vorhandener Entwürfe ebenso einfließen (z. B. durch case based reasoning
[196][204]) wie die Erfahrungen des Entwerfers5. Wenn das Entwurfssystem die semantische Lücke zwi-
schen dem Verhalten bzw. den Eigenschaften der wiederverwendbaren Komponenten in der Wissensbasis
und den Anforderungen des aktuellen Modells erkennen und hinsichtlich ihres Realisierungsaufwandes
bewerten kann, dann liegt ein weiteres Auswahlkriterium für die automatisierte Modelltransformation
vor: die Suche nach der Implementierung, die den geringsten Entwicklungsaufwand verursacht.
An die Stelle der festen Beziehungen zwischen Wissenseinheiten (insbesondere implementor_def) kön-
nen flexible Strategien treten, die auf die Erfüllung von Anforderungen abzielen. Strategien bilden somit
neben Entwurfsobjekten und Entwurfsschritten eine weitere semantische Kategorie in der Wissensbasis
(vgl. Abb. 2.5).
Einen ähnlichen Ansatz verfolgt [108] mit sog. Architekturtemplates. Letztere werden dort in einer ob-
jektorientierten Datenbasis gehalten. Assoziationen der Komponenten untereinander bestehen durch An-
forderungen (requirements), Zusammensetzungen (consists of), Realisierungsalternativen (may be).
1Dieser Begriff wurde bereits beim Transistorrechner R300 (robotron) verwendet.
2Pipeline-Architekturen werden hier aus Gründen der Übersichtlichkeit nicht betrachtet.
3Diese Notation setzt einen wortadressierten Speicher und konstante Befehlslänge voraus. In realen Systemen wird die
Adresse der nächsten Instruktion durch Addition der Länge des aktuellen Befehls berechnet, z. B. enthalten die Bits 0
und 1 eines Befehlsworts bei IBM-Mainframes dessen Länge in Halbworten a´ 2 Byte.
4Falls die Funktion execute Sprungbefehle erkennt und behandelt, entfällt die Berechnung von next, da der Befehlszähler
dann bereits in der execute-Phase einen neuen Wert erhält.
5am besten eignet sich X, wenn dieser Typ nicht verfügbar, dann Y verwenden usw.
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6.2 Problemabhängige Indizierung
Die Suche nach der optimalen Implementierung eines eingebetteten Systems ist formal als Datenbankan-
frage formulierbar, wenn eine Fitnessfunktion
f(a0, . . . , an, b0, . . . , bm) (6.1)
existiert, die die Erfüllung aller funktionalen (ai) und nichtfunktionalen (bj) Anforderungen wichtet. De-
ren globales Extremum beschreibt die bzgl. f optimale Lösung.
Wegen des großen Lösungsraumes, der sich u. a. durch die inter layer-Relationen aufspannt, ist eine solche
Anfrage von einem DBMS nicht zu beantworten, so dass auf externe Optimierungsverfahren zurückge-
griffen werden muss. Bei der Auswahl eines solchen ist abzuwägen, welche Eigenschaft für den Anwender
die größere Bedeutung besitzt: entweder steht das Auffinden der (absolut) besten Lösung im Vordergrund
und die dazu benötigte Rechenzeit ist ohne Relevanz oder eine (evtl. lokal) optimale Lösung soll in mög-
lichst kurzer Zeit gefunden werden. Beide Ziele erweisen sich als konträr.
Den neuen, auf problemabhängiger Indizierung beruhenden Ansatz für diese Lösungssuche verdeutlicht
Beispiel 92 (Lösungssuche) Gesucht sei die optimale Implementierung der Software Execution Unit
aus Abschnitt 4.3.5.1.4 nach Abb. 6.1.
co - processor Gauss’algorithm
determinant
method
6
 
  
@
@@I
processor program
calculation
can have must be
consists of
6 6 6~ ~ ~
~ ~
~
virtuelle Komponenten Struktur der Wissensklassen
Abbildung 6.1: Berechnung der inversen Matrix
Aus der Struktur der Wissensklassen in Abb. 6.1 leiten sich folgende Konfigurationen ab:
~
~ ~
6~
~
~ ~
6~ 6~
~
~ ~
6~ 6~
~
~ ~
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~ ~
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Abbildung 6.2: Konfigurationen der Software Execution Unit
Aus den zur Modellierung des Domänenwissens verwendeten Relationen folgt, dass die Spezialisierung
des Prozessors optional, die des Programms dagegen obligatorisch ist. Damit entfallen die in Abb. 6.2
ausgeblendeten Konfigurationen.
Bezieht die Fitnessfunktion die erwartete Ausführungszeit der Funktion ein, so entfallen zusätzlich die-
jenigen Konfigurationen, an denen die Berechnung nach dem Determinantenverfahren6 beteiligt ist, da
6Eine vergleichende Betrachtung mathematischer Verfahren zur Berechnung der inversen Matrix durch Hard- und Software
enthält [197].
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deren Komplexitätsmaß nach der Fakultätsfunktion von der Zeilenzahl der Matrix abhängt.
Ein automatischer Konfigurierer kann diese Ausschlussentscheidung erst treffen, wenn er bei der Top-
Down-Bearbeitung einer Klassenhierarchie den Wert des zugehörigen Analyseattributs erreicht hat. Bis
zu diesem Zeitpunkt hat er jedoch in der Regel bereits eine größere Anzahl weiterer Konfigurationen
erzeugt, die sich ebenfalls als unbrauchbar bzgl. eines bestimmten Anforderungsattributs erwiesen haben.
Die Arbeit des Konfigurierers ließe sich beschleunigen, wenn er in einer möglichst frühen Phase, also in
hierarchisch hoch angeordneten Knoten, Teilbäume auf Grund der zu erwartenden Werte der Fitnessfunk-
tion von der weiteren Betrachtung ausschließen könnte.
Voraussetzung hierfür ist die Möglichkeit der Speicherung aggregierten Wissens (z. B. die Summe der
Ausführungszeiten aller untergeordneten Funktionen) in „höheren“ Knoten. Sie widerspricht zunächst
der Forderung nach Redundanzminimierung in DBMS, weil sich die Attributwerte der Instanzen dann
gemeinsam mit daraus abgeleiteten Werten in der Wissensbasis befinden würden und dadurch Ände-
rungsanomalien entstehen können. Dem stehen jedoch wesentliche Vorteile gegenüber:
• Die Verkleinerung des Lösungsraumes führt zur deutlichen Senkung der Rechenzeit.
• Die Speicherung des aggregierten Wissens erfolgt in einer von Metaobjekten beschriebenen und von
ECA-Regeln aktualisierten Indexstruktur.
• Um Änderungsanomalien vorzubeugen, werden die zur Aktualisierung erforderlichen Schreiboperati-
onen automatisiert aus Beziehungsobjekten der Wissensbasis abgeleitet und Anwendern nur lesender
Zugriff eingeräumt.
Ausgehend von der Annahme, dass eine Redundanz genau dann als solche erkennbar ist, wenn zwei
beliebige Fakten A und B in einer Datenbasis enthalten sind und eine Funktion existiert, mit deren Hilfe
A aus B oder B aus A berechenbar ist, lässt sich ein möglicherweise entstehender Widerspruch dadurch
vermeiden, dass nur ein Fakt sowie die zugehörige Funktion gespeichert wird. Für Beispiel 92 bedeutet
dies, in einem „höheren“ Knoten nicht die Summe der Kosten der in has parts-Beziehung stehenden Knoten
einzutragen, sondern einen berechenbaren (z. B. regulären) Ausdruck anzugeben, der z. B.
Gesamtkosten := Kosten der Teilkomponenten (6.2)
repräsentiert. Formel (6.3) bildet mit
Gesamtkosten :=
3∑
i=1
Kosteni (6.3)
bereits wieder eine Redundanz zu den Angaben im Abschnitt part_def der Klassendefinition. Statt
dessen zeigt ein Ausdruck der Gestalt
SUPER.Gesamtkosten := sum(SUB.Kosten) (6.4)
dem System an, dass sich die Kosten des „Master“-Knotens aus der Summe der Kosten aller zu ihm in has
parts-Relation stehenden „Detail“-Knoten ergibt. Die Redundanz ist in (6.4) beseitigt, weil der aktuelle
Wert für die Gesamtkosten erst zur Laufzeit des Optimierungsalgorithmus berechnet wird und dadurch
evtl. eingetretene Änderungen bzgl. der Anzahl untergeordneter Knoten bzw. der in ihnen enthaltenen
Attributwerte sofort Berücksichtigung finden.
Der Begriff der Gesamtkosten beschränkt sich dabei nicht auf die monetäre Bewertung von Kompo-
nenten [122], sondern gilt als Metapher für die Metriken der speziellen Attribute (Speicherbedarf, Leis-
tungsaufnahme, Fläche usw.). Die Semantik des Attributs bestimmt die Art der Berechnung sowie ihrer
Indizierung, z. B.
• Bei Hardware addieren sich die Kosten pro Chip.
• Bei Software fallen einmalig Entwicklungskosten für Algorithmus und Implementation an.
Die Anordnung derartiger Zwischenergebnisse führt zu einem n-dimensionalen Index7, dessen Eigenschaf-
ten von der Anzahl der untergeordneten Knoten, der Art ihrer Verknüpfung und der Struktur ihrer Werte
7Lösungen dieses Problems beschreiben [68] und [130].
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bestimmt wird. Eine auf den Index gestützte Datenbankanfrage ist um so schneller ausführbar, je größer
die Dichteunterschiede der Punktwolke des Lösungsraumes sind. Aufbau und Pflege problemabhängiger
Indexe sind nützlich, wenn die Häufigkeit derartiger Anfragen an die Wissensbank die der Aktualisierun-
gen8 deutlich übersteigt.
Bei der Auswertung solcher Ausdrücke bleibt es dem Wissensingenieur überlassen, ob er die formale Voll-
ständigkeit fordert (alle Subklassen müssen ein Attribut mit dem Namen „Kosten“ enthalten, und das
System zeigt ggf. einen Fehler an) oder ob er das Fehlen bestimmter Attribute zulässt und daran die
Semantik knüpft, dass z. B. eine Komponente, die kein Attribut „Speicherplatz“ enthält, keinen Einfluss
auf den insgesamt erforderlichen Speicherbedarf ausübt.
Die Auswertung des problemabhängigen Index ist mit der Bottom-Up-Analyse aus der Compiler-Technik
vergleichbar: dort werden Werte von Attributen (Token) beim Aufbau des Parse-Baumes nach oben pro-
pagiert. Hier übernehmen ECA-Regeln die Aufgabe der Propagierung und legen ihre Ergebnisse in jeweils
übergeordneten Knoten ab. Die durch Anforderungsattribute definierten Zielvorgaben bilden eine virtu-
elle Sprache, deren Sätze gültige Lösungen sind.
Dieser Ansatz erleichtert den Anschluss von Werkzeugen zum model checking. Sie verifizieren das Do-
mänenmodell, indem sie durch Anwendung logischer Formeln die Erfüllbarkeit der Spezifikation prüfen.
Die aggregierten Informationen zum Zeitverhalten der Komponenten liefern dazu die erforderlichen Ver-
gleichswerte. Die Art der Aggregation hängt dabei von der Semantik der zu prüfenden Eigenschaft ab:
beim Zeitverhalten ist der Task-Graph des Systems zu berücksichtigen; bei Speicherplatz, Energiebedarf
udgl. ist die Summe der Einzelwerte relevant.
6.3 Modelltransformation
Die im Abschnitt 4.3.3.6 skizzierte einheitliche Beschreibung der Modellelemente durch aktive Metaob-
jekte überwindet die bisher strenge Bindung von Wissensklassen an eine logische Schicht der RODOS-
Wissensbasis, da letztere aus informationstechnischer Sicht nunmehr aus einer Ansammlung von Instan-
zen der Metaobjekte besteht, welche ihrerseits lediglich unterschiedliche Abstraktionsstufen bzw. Entwick-
lungsstadien auf dem Weg von der Anforderungsdefinition zur Implementierung verkörpern. Insbesondere
kann die Anzahl der Transformationsschritte9 domänenspezifisch stark variieren. Das ursprünglich starre
horizontale Schichtenmodell der Wissensbasis lässt sich infolge der Flexibilisierung der Schichtenzugehö-
rigkeit anderen Modellierungsparadigmen anpassen (vgl. P-Chart in Abb. 1.3).
An die Stelle der in CLINT++ durch Relationen beschriebenen Schichtenübergänge treten Transforma-
tionen zwischen Metaobjekten. Die Prüfung der semantischen Integrität solcher Transformationsschritte
obliegt dem equivalence checking. Aufgabe einer solchen Äquivalenzprüfung ist ein Vergleich des durch Me-
taobjekte beschriebenen Systemverhaltens vor und nach dem Transformationsschritt. Durch Projektionen
des Metamodells stellt der Wissensingenieur den domänenspezifischen Tools die benötigten Eingabedaten
zur Verfügung.
Der Entwurfsprozess eingebetteter Systeme ist demnach eine Folge von Abbildungen einer Menge von
Metaobjekten mit höherem Abstraktionsgrad auf eine solche mit niedrigerem Abstraktionsgrad. Die Ab-
bildung besteht in der Zuordnung desjenigen Metaobjekts, das die funktionalen und nichtfunktionalen
Anforderungen der jeweils übergeordneten Metaobjekts (optimal) erfüllt. Die Abbildung ist algorithmier-
bar, wenn ein Formalismus für die Suche über der Verhaltensbeschreibung von Metaobjekten gefunden
werden kann. Bisherige Suchverfahren beschränken sich auf nichtfunktionale, über Eigenschaftswerte be-
schreibbare Anforderungen [259][180].
Besteht der Suchraum aus allen potentiell nutzbaren Implementierungen einer Komponente, so obliegt
dem Systemdesigner die Hardware-Software-Partitionierung, deren Komplexität einer enumerativen Lö-
sung enge Grenzen setzt. Hierzu wurde der Greedy-Algorithmus für beliebig viele Implementierungen
einer Wissensklasse erweitert und in der datenbankgestützten Version von RODOS implementiert. In
einer weiteren Ausbaustufe kann die Suche nach Implementierungsvorschlägen vom Anwender durch Vor-
gabe von Zielen steuerbar sein, indem z.B. die Abbildung eines funktionsbeschreibenden Metaobjekts auf
eine bevorzugte Kategorie von Implementierungen (Hardware/Software) ein (weiches) Constraint bildet.
8Denn jeder Schreibzugriff ist dann von einer ECA-Regel zu behandeln, deren Aktionsteil den Index aktualisiert.
9Die Abbildung einer Anforderung auf existierende Software-Komponenten (z. B. Java-Beans) ist in einem Schritt vollzo-
gen, während die Abbildung auf neu zu entwickelnde Hard- und Firmware mehrerer Iterationen bedarf.
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Ein weiteres Ziel der automatisierten Modelltransformation besteht in der optimalen Zusammenfassung
der zugeordneten Implementierungen zu physischen Komponenten (Binding). Werden wie bisher nur
Beziehungen zwischen dedizierten Wissensklassen betrachtet, so entstehen z. B. aus den datenbeschrei-
benden Metaobjekten Ansammlungen gleichartiger Zielobjekte (Allokation).
Primitiv Abbildung auf
Scalar Variable, Flipflop10, Register, RAM oder ROM11
List Array, Datensatz, Tabelle, Registerfile, Datenbank
Set Array, Datensatz, Tabelle, Registerfile, Datenbank
Tuple Struktur12, Objekt, Datenbank
In Analogie dazu führen funktionsbeschreibende Metaobjekte zu kombinatorischen Schaltungen oder wert-
zuweisenden Funktionsausdrücken, welche mehrfach im System auftreten, jedoch oftmals nicht gleichzeitig
aktiv sind. Unter Berücksichtigung der Verhaltensbeschreibung des Gesamtsystems ergeben sich daraus
neue Ansätze zur Optimierung der Ressourcenvergabe bzgl. der Dimensionierung (z. B. Gesamtgröße der
speichernden Bauteile) und des Schedulings (zeitliche Abfolge der Ressourcenzuteilung). Probleme der
Modellierung und Berechnung geteilt nutzbarer Ressourcen behandelt [214].
6.4 Simulation und Test mit realer Hardware
Die Fähigkeit aktiver Systeme zur Verarbeitung externer Ereignisse bietet dem Wissensingenieur die
Möglichkeit, wiederzuverwendende Komponenten direkt in die Simulation einzubeziehen. Er stellt da-
zu lediglich Wrapper-Klassen (für Software) oder Signaldetektoren (für Hardware oder Komponenten
„fremder“ Domänen) zur Verfügung, welche die systemeigenen Signale oder Kenngrößen in die abstrakte
Ereignisrepräsentation von RODOS transformieren. Auf diese Weise ist z. B. die Zusammenarbeit einer
CPU und Spezialhardware bzw. mit einem Coprozessor durch ECA-Regeln beschreib- und simulierbar
[76, Seite 78-80].
6.5 Aktive Informationssysteme
Aktives Verhalten findet sich ansatzweise in zahlreichen bekannten Softwareprodukten: Als typisches Bei-
spiel sei die automatische Rechtschreibprüfung im Textverarbeitungsprogramm Microsoft Word genannt.
Sie ist anzustoßen, wenn die Änderung der aktuellen Textpassage erfolgt durch
• Tastatureingabe weiterer Zeichen
• Einfügen aus der Zwischenablage
• Änderungen im Ergebnis der Funktion „Suchen und Ersetzen“
• Ausführung von Makros (VBA-Code)
• Fernsteuerung der Anwendung durch DDE oder OLE
Die Implementierung jeder dieser Funktionen muss einen Aufruf der Rechtschreibprüfung veranlassen,
um die „Integrität“ des Objekts, hier also dessen orthographische Korrektheit sicherzustellen. Die Art der
auslösenden Ereignisse ist in Programmen wie Microsoft Word dem Entwickler bekannt. Sie ergibt sich
aus der Anzahl der implementierten textmodifizierenden Funktionen sowie der Anzahl der Kommunika-
tionskanäle, auf denen externe Anforderungen eintreffen können. Das Hinzufügen weiterer Funktionalität
durch Dritte birgt die Gefahr der Integritätsverletzung. Folglich ist die Nutzung aktiver Mechanismen
immer dann sinnvoll, wenn es mehrere Ursachen gibt, die zur gleichen Aktion führen (hier also der Recht-
schreibprüfung).
Auch in der Hardware kommen ereignisorientierte Prinzipien teilweise bereits seit der Mainframe-Ära
zum Einsatz: schon die Rechner des ESER zeigten dem laufenden Programm das Ende des Wartens
10falls Skalar den Datentyp Bit besitzt
11Die Entscheidung darüber erfolgt durch die Suche nach Funktionen, die Schreibzugriffe auf dem Metaobjekt ausführen.
12z. B. Definition struc in der Sprache C
289
6 Ausblick auf Weiterentwicklungen
auf eine E/A-Operation durch ein Zustandsbit im Ereignissteuerblock ECB an. Daraufhin konnte der
Ereignis-Supervisor die Behandlung in Form der Datenübergabe an das Anwenderprogramm einleiten.
Der SVC-Befehl13 des ESER unterstützt diese Arbeitsweise. Im Bereich der Personalcomputer fand diese
Entwicklung mit Interrupts und Traps eine Fortsetzung.
Ein solcher Ansatz hat bei der Wissensbasis von RODOS zur Nutzung von ADBMS geführt; es existiert
eine im Verlaufe des Entwurfsprozesses variable Anzahl von Werkzeugen mit Schreibberechtigung zur
Wissensbasis14, und alle Änderungsoperationen bedürfen der gleichen Behandlung hinsichtlich der Inte-
gritätserhaltung.
Verbliebe die Aktivität zum Start dieser Aktionsfolgen bei den Ereignisquellen, so ist die Inkonsistenz der
Ereignisbehandlung infolge einer Anomalie der Regeln zu befürchten. Deshalb kommen die Mechanismen
aktiver Datenbanken zum Einsatz. Deren Grundlagen behandelt [88].
Da die meisten eingebetteten oder sonstigen technischen Systeme (re)aktives Verhalten zeigen, bilden ak-
tive Mechanismen eine natürliche, dem realen Systemverhalten nahekommende Beschreibungsform. Diese
Prinzipien sollten daher auf andere Bereiche übertragen werden. Sie kann zur Definition einer universellen
und erweiterbaren Systembeschreibungssprache führen, die sich vom prozeduralen, an der von-Neumann-
Architektur orientierten Konzept löst und konsequent auf aktive Mechanismen setzt [162].
6.6 Debugger für eingebettete Systeme
Die vollständige Beschreibung des eingebetteten Systems durch Metaobjekte gestattet dem Systemdesig-
ner die Implementation eines systemspezifischen Debuggers, indem er in die Transformationsvorschrift
transformations der zu überwachenden Metaobjekte die gewünschten Aktionen zur Verfolgung von
Wertänderungen einfügt (z. B. Protokollieren der Lese- und Schreibzugriffe an Ports mit den bei Pro-
grammiersprachen üblichen Funktionen wie Einzelschrittmodus, Setzen und Löschen von Break-Points).
Zustandsabhängige Testaktionen wie das Eintreffen eines speziellen Wertes an einem Port oder die
erstmalige/n-malige Aktivierung einer Komponente sind durch das Hinzufügen entsprechender ECA-
Regeln erkennbar, da sie keine Eingriffe in das bestehende System erfordern.
Ein Debugger auf dem Niveau der Funktionsschicht stützt sich dabei auf Datenbankereignisse an den
virtuellen Komponenten. Dagegen nutzt ein Debugger auf dem Niveau der Implementierungsschicht nut-
zerdefinierte Ereignisse, falls diese an realer Hard- oder Software eintreten.
6.7 Erweiterbare Wissensbanken
Mit dem Übergang von der datei- zur datenbankbasierten Implementierung des Entwurfssystems wur-
de die Bindung an eine Beschreibungssprache sowie an ein dediziertes Entwurfsmodell mit fester An-
zahl von Schichten, Relationen und Aktionen nach Abb. 2.1 überwunden. Die Einführung des RODOS-
Systemmodells schuf Parametrisierbarkeit der Wissensbasis und das verallgemeinerte Metamodell schließ-
lich die vollständige Generierbarkeit.
Die Technologie erweiterbarer Datenbanksysteme [50] erschließt der Entwurfsunterstützung eingebetteter
Systeme weitere Möglichkeiten, indem nicht nur die Wiederverwendung von Wissenseinheiten, sondern
auch die Funktionalität zu ihrer Transformation, also der Modellierungsprozess selbst in den Wirkungs-
bereich des Wissensingenieurs rückt.
Die Fähigkeiten von DMBS zur dynamischen Erweiterung sollen dabei ihre Dienstleistungen weiterhin
auf einer abstrakten Metaebene zur Verfügung stellen, so dass deren Nutzung dem Anwender ohne Kennt-
nisse ihrer Interna möglich ist.
Gegenstand weiterer Forschung ist daher die Bereitstellung von Beschreibungsmitteln, die sich in das
vorhandene Metamodell einordnen und dem Wissensingenieur jeweils signalisieren, ob eine Übersetzung
in konventionelle oder erweiterbare DBMS möglich ist. Oberstes Ziel bleibt dabei die semantische Inte-
gritätserhaltung trotz Erweiterbarkeit.
13Der Befehl supervisor call ruft eine Supervisorroutine unter Angabe ihres Funktionscodes auf und führt einen Zu-
standswechsel im PSW herbei.
14Neben datenbankeigenen treten externe Ereignisse auf, die Aktionsfolgen mit variablem, vom Nutzer definierbarem Inhalt
aktivieren.
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6.8 High-Level-Systembeschreibung
Die konsequente Fortsetzung des Ansatzes der Beschreibung eingebetteter Systeme durch aktive Me-
taobjekte nach Abschnitt 4.3.3.6 und ihre automatisierte, schrittweise Abbildung auf virtuelle Kom-
ponenten im Zusammenhang mit der automatischen Regeltransformation nach Abschnitt 5.3.4 eröff-
net dem Wissensingenieur die Möglichkeit, eine Entwurfsumgebung aufzubauen, in der eine High-Level-
Systembeschreibung aus der Anforderungsdefinition entwickelt und sukzessive verfeinert wird [133]. Re-
geln der semantischen Integrität überwachen dabei in jeder Abstraktionsstufe das entworfene Modell in
der Wissensbasis und unterbreiten ggf. Vorschläge zur Verbesserung des Modells bzw. zu den nächsten
ausführbaren Entwurfsschritten.
In RODOS betrifft dies die Auswertung der inter layer-Relationen zur Transformation des Entwurfs-
wissens in die jeweils tiefere logische Schicht der Wissensbasis. So ist z. B. die Berechnung der Vor-
und Nachbereiche der Relation multirel erst dann sinnvoll, wenn alle angesprochenen Wissensklassen
vollständig beschrieben wurden, auszuwertende Attribute mit Werten belegt und Muster zur Abbildung
verfügbar sind. Das Eintreten dieses Zustands können ECA-Regeln erkennen und die Aktivierung nachfol-
gender, automatisiert ausführbarer Entwurfsschritte anstoßen oder bereits ausgeführte Entwurfsschritte
zurücknehmen, falls in übergeordneten Wissensklassen Änderungen eintraten.
Ähnliche Tendenzen zeigen sich im Bereich der Software-Entwicklung: mit dem Framework Olivanova
Model Execution der Universität Valencia15 wird die automatisierte Codegenerierung auf der Grundlage
elementarer Bausteine, aus denen sich ein Informationssystem zusammensetzt, unterstützt.
Mit der Formalisierung des Entwurfsprozesses auf der Grundlage branchentypischer Artefakte soll die
Codegenerierung automatisiert werden, um die Entwicklung zu beschleunigen und weniger fehleranfällig
zu gestalten. Für den Bereich der ADBMS formuliert Kudraß dieses Ziel16:
„Dem Benutzer wird eine deklarative High-Level-Spezifikationssprache angeboten, um ihn von
der Implementierung der Regeln zu befreien, d. h. es wird nichts darüber gesagt, wie die Kon-
sistenzeinhaltung erzwungen wird. Statt dessen werden die Regeln automatisch aus der Spezi-
fikation generiert.“
Auch auf dem Gebiet der Datenbankzugriffe reichen die Bemühungen um eine DBMS-neutrale Formu-
lierung bis zu den Anfängen der relationalen Datenbanktechnologie zurück. Vertreter dieser Produktlinie
sind ROSI-SQL und Omnis Studio17. Dort bestand das primäre Ziel in der Wiederverwendbarkeit von da-
tenbankbezogenen Anwendungsprogrammen in unterschiedliche Zielarchitekturen, die durch Übersetzung
der DBMS-neutralen Konstrukte bedient werden können.
6.9 High-Level-Integritätsbeschreibung
Gegenstand der Integritätserhaltung in bisher realisierten DBMS sind ausschließlich datenmodellbeding-
te Beziehungen zwischen elementaren Datenobjekten sowie Beschränkungen ihres Wertebereichs. Dabei
kommen oftmals in der gleichen Applikation deklarative und imperative Verfahren zum Einsatz.
In Analogie zur Generierung des Maschinencodes bzw. der Gatter-Netzliste aus der Algorithmenbeschrei-
bung einer höheren Sprache bildet das Metamodell mit der Beschreibung der semantischen Beziehungen in
und zwischen Wissenseinheiten eine höhere Abstraktionsebene für Integritätsbedingungen. Der vollstän-
dig deklarative Ansatz bildet die Grundlage zur Schaffung domänenspezifischer High-Level-Konstrukte,
die unter Anwendung der Prinzipien des Abschnitts 5.3.4 in die Basiskonstrukte des Metamodells und
anschließend weiter in das Ziel-DBMS übersetzt werden. Dem zusätzlichen Aufwand der Bereitstellung
von Generatoren für diese Transformationsprozesse steht der entscheidende Vorteil einer gesicherten In-
tegrität der Integritätsregeln18 gegenüber.
Die Beschreibung der Wissensbasis oder eines eingebetteten Systems mit Prädikatenlogik ist aus der Per-
spektive des Metamodells bereits eine High-Level-Definition erlaubter bzw. auszuschließender Zustände,
die ein Generator aus der mathematischen in die Notation der Metaobjekte überführen kann [142].
15Quelle: [191, 35. Jahrgang Nr. 5, 26.01.2004, Seite 12]
16Quelle: [106, Seite 194]
17RAD-Tool für multi-tier und Web-Applicationen; s. auch http://www.omnis.net
18unter der Voraussetzung der korrekten Funktionsweise der Generatoren
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Die Sprache CLINT++ ist in diesem Konzept uneingeschränkt weiter nutzbar, wenn der Anwender
z. B. Constraints und Conditions aus
database_def = include_stm | class_def | constraint_def | condition_def |
method_def | multirel.
in gewohnter Syntax formuliert und Generatoren diese Form der High-Level-Integritätsbeschreibung durch
Transformationsregeln19 auf Funktionsobjekte des Metamodells abbilden. Die Generatoren entscheiden20
dabei, in welche Konstrukte der Zielumgebung die Funktionsobjekte zu übertragen sind (logische Inte-
gritätsmechanismen oder ECA-Regeln).
Weitere höhere Konstrukte im Bereich eingebetteter Systeme adressieren z. B. nichtfunktionale Anforde-
rungen, deren Einhaltung ein Auswahlkriterium unter den Implementierungsvarianten bildet. Eine typi-
sche Restriktion (z. B. für mobile Endgeräte) begrenzt die Chipfläche, den Energiebedarf und die Aus-
fallwahrscheinlichkeit. Hat der Wissensingenieur Regeln für die Berechnung dieser Größen des Systems
aus den Größen seiner Elemente in Form von Funktionsobjekten hinterlegt, so kann das Entwurfssystem
bei Änderungen einzelner Parameter selbst Maßnahmen ergreifen (z. B. Unterbreiten eines neuen, Anfor-
derungen aus der Spezifikation besser erfüllenden Implementierungsvorschlags nach Verfügbarkeit neuer
physischer Komponenten).
6.10 Ereignisorientierte Systembeschreibung
Bisher wurden die Prinzipien aktiver Informationssysteme auf der Grundlage von ADBMS betrach-
tet. Eine Verallgemeinerung des Transformationsverfahrens für Metaobjekte in Richtung austauschbarer
Front-End- und Back-End-Komponenten führt zu einer vollständig konfigurierbaren, ereignisorientierten
Systembeschreibungsmethodik, die nicht mehr zwangsläufig an ADBMS gebunden ist, sondern eine eigene
Event-Handling-Engine benutzt. Sie sollte analog zur Java-Technologie möglichst wenige Dienste eines
HOST-Betriebssystems nutzen und weitgehend systemneutral spezifiziert werden. Dies betrifft sowohl die
Ereigniserkennung als auch die Verarbeitung.
Ein wesentlicher Forschungsgegenstand bzgl. der ECA-Regeln besteht in der Frage, inwieweit sich Appli-
kationslogik zur Integritätserhaltung mit diesen Mitteln in das aktive System verlagern lässt, um Inte-
gritätsprobleme anwendungsinvariant behandeln zu können. Das Metamodell könnte dabei mit weiteren
Generatoren so angereichert werden, dass die Metaebene alle in der gegenwärtigen Entwicklung noch
separat verlaufenden Entwicklungen überspannt (Hardware, Software, Firmware, Betriebssystem, Daten-
banken, Kommunikationstechnologie).
Die Verlagerung von Applikationslogik in die Verantwortung eines aktiven Systems wirft die Frage nach
dem Grad der Rückwirkungen auf bestehende Anwendungen auf (z. B. auf bereits generierte Konfigurati-
onen, wenn sich Attributwerte oder Klassenbeziehungen ändern, die zum Aufbau des Modells beigetragen
haben). Eine Lösung des Konflikts besteht in der Verwaltung mehrerer Versionen einer Klasse unter Ver-
wendung des bisherigen Abschnitts history. Die Modelle sollten den Stand ihrer Validierung speichern
(vgl. Zustandsverwaltung der TOMAS-Modelle).
Der weitere Ausbau des Metamodells zur implementierungsneutralen Semantikbeschreibung, die von kon-
kreten Entwurfsobjekten abstrahiert und den Entwurfsprozess selbst modelliert, ordnet sich ein in aktuelle
Bestrebungen zur Entwicklung einer Technologie des Semantik Web.
Das vorgestellte Metamodell bietet dafür die informationstechnische Basis, auf die Methoden der künst-
lichen Intelligenz zur Lösung dieser Probleme aufbauen können [69].
6.11 Komponentenbörse
Eine auf das Metamodell gestützte, von Beschreibungssprachen unabhängige Repräsentation virtueller
und physischer Komponenten legt die Grundlage zum Aufbau verteilter bzw. föderierter Wissensbasen,
in die Komponentenhersteller (Hardware, Software, Firmware) ihre Produktbeschreibungen mit Hilfe
19Dies entspricht der Quell-Übersetzung (linke Seite im Transformationsdiagramm der Abb. 4.21).
20Dies entspricht der Ziel-Übersetzung (rechte Seite im Transformationsdiagramm der Abb. 4.21).
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von Assistenten interaktiv eingeben oder durch Konvertierungsprogramme in das Format des Metamo-
dells bringen21. Systemdesigner können sich somit über das aktuelle Angebot an Intellectual Properties
informieren oder in einem nächsten Schritt durch Entwicklung intelligenter Suchalgorithmen das Ent-
wurfswerkzeug mit der Suche nach geeigneten Implementierungen im Internet für eine auf logischem
Niveau spezifizierte Funktion beauftragen (vgl. Abschnitt 6.1).
Werden momentan nicht erfüllbare Anforderungen von Entwicklern protokolliert, aufbereitet und inhalt-
lich verdichtet22, so liefern diese wesentliche Informationen zur Marktforschung und Bedarfsanalyse. Dazu
zeichnet das System Anfragen an die Komponentenbörse auf, bei denen ein Entwickler nach Anbietern
von durch Struktur und Verhalten (unscharf) beschriebenen Objekten sucht. Häufig angefragte, aber
derzeit nicht lieferbare Komponenten geben so Aufschluss über Kundenpotentiale für notwendige Neu-
entwicklungen.
Die Datenbank speichert dazu auch Beispiellösungen und realisierte Konstruktionen, um sie anderen
Nutzern (je nach Zugangsberechtigung) zur Verfügung zu stellen (reuse of IP’s). Neben der derzeit vor-
handenen funktionalen Hierarchie der Objekte empfiehlt sich zur Unterstützung der Suche eine begriﬄiche
Hierarchie (Ontologie).
Beispiel 93 (Extraktion von Beziehungen)
Beziehungen zwischen Systemkomponenten sind zu modellieren.
- Ein Rechner ist ein digitales System.
- Ein Rechner besteht aus Rechenwerk, Steuerwerk und Speicher.
- Der Speicher kann ein Halbleiterspeicher, Ferritkernspeicher usw. sein.
- Das Rechenwerk besteht aus Registern und ALU.
- usw.
Die begriﬄiche darf von der funktionalen Hierarchie abweichen, obwohl sich ihre Realisierung wiederum
auf Metaobjekte stützt. Zusätzliche Beziehungstypen, die sich nicht durch intra layer-Relationen (is a,
has parts) ausdrücken lassen, beschreibt der Wissensingenieur durch das allgemeine Beziehungsobjekt
nach Abb. 3.15. Aspekte der Beziehungsobjekte widerspiegeln dabei die semantischen Kategorien des Re-
alweltausschnittes (z. B. may be, can be, best connected with . . . usw.).
Mit der automatischen Transformation derartiger Beziehungen befasst sich das Projekt TESSI [161].
Bisherige entwurfsunterstützende Systeme gestatten meist nur, Attribute und Parameter den Objekten23
zuzuweisen. Mit den numerischen oder textuellen Datentypen ist jedoch keine für das System erkennbare
Bedeutung verbunden. Die Beschreibung von Beziehungen zwischen den Datenobjekten durch funkti-
onale Abhängigkeiten oder eine begriﬄiche Hierarchie ist ein erster Schritt zur formalisierten und damit
auswertenden Werkzeugen zugänglichen Definition einer Semantik der Entwurfsobjekte.
Ein solcher Ansatz ermöglicht die Entwicklung von Assistenten zur interaktiven Erzeugung der Wis-
sensklassen und der zwischen ihnen bestehenden Beziehungen. Dabei greift das Entwurfssystem auf vor-
handenes Wissen zurück und erfragt z. B. bei der Erfassung der Beschreibung für ein Rechenwerk, welchen
Befehlssatz es verarbeitet und mit welchen anderen Komponenten es durch Austausch von Signalen in
Beziehung steht [2].
Sensor Prozessor Aktor
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Der Entwurf einer Robotersteuerung beginnt
mit der Definition der Funktionalität von Sen-
soren und Aktoren. Das Entwurfssystem be-
fragt die Komponentenbörse nach verfügbaren
Aktoren unter Verwendung der Ontologie. Der
Systemdesigner wählt ferner einen Prozessor
und informiert die Wissensbasis über die be-
absichtigte Beziehung.
Abbildung 6.3: Grobentwurf einer Robotersteuerung
21technische Basis: ODBC, JDBC, CORBA oder DBMS-spezifische Produkte wie SQL*Loader
22Eliminieren von aus Fehleingaben resultierenden Anforderungen
23in WiSyRa den CLINT-Klassen
293
6 Ausblick auf Weiterentwicklungen
Falls die Wissensbasis bereits Informationen über die Schnittstelle zwischen den gewählten Komponenten
besitzt, so schlägt das Entwurfssystem diese dem Systemdesigner vor. Andernfalls sucht es nach der
transitiven Hülle von Kopplungsrelationen, die beschreiben, wie die Ausgangs-Ports des Prozessors mit
dem Aktor zu verbinden sind bzw. die nötig sind, um eine solche Verbindung zu etablieren. Neben der
begriﬄichen Klassifizierung von Komponenten durch Taxonomien stellt der Wissensingenieur Fähigkeiten
der zu verwaltenden Komponente in Form von Attributen bzw. Beziehungen bereit, z. B.
- kann rechnen,
- kann einen Code wandeln
- kann ein Signal verstärken
- braucht als Eingabeinformation . . . (Verweise auf andere Metaobjekte)
- braucht ein Minimum an Energie, Chipfläche, . . .
- braucht weitere Komponenten (Klassen aus der Wissensbasis)
- kann noch haben . . . (sollte noch haben . . .)
- arbeitet optimal im Bereich von min_value bis max_value einer Größe
Die neue Qualität einer solchen Komponentenbörse mit semantisch orientiertem Suchverfahren besteht
darin, dass der Systemdesigner das Entwurfssystem zur Konstruktion, also zur Schaffung neuer Lösungen
nutzen kann, während er in WiSyRa nur vorgegebene, durch Relationen bestimmte Wege zur Konfigurati-
on beschreiten konnte, deren Korrektheit er uneingeschränkt vertrauen musste, da es keine automatische
Konsistenz-Prüfung gab.
6.12 Wiederverwendung des Entwurfswissens
Die im Abschnitt 6.11 vorgeschlagene Suche nach der transitiven Hülle über funktionalen Eigenschaften
von Komponenten unterstützt den Wissensingenieur bei der Wiederverwendung des Entwurfswissens,
indem aus vorhandenen Wissensklassen unter Anwendung von Regeln neues Wissen abgeleitet werden
kann. Grundlage solcher Bemühungen bilden deduktive Datenbanken.
• Projektionen von Objekten des Metamodells stellen die Basis-Relationen bereit (extensionale Daten-
basis).
• Funktionsobjekte des Metamodells stellen die Regelmenge bereit (Deduktionskomponente).
• Views nach Abschnitt 3.10.3.2 stellen die hergeleiteten Relationen bereit (intensionale Datenbasis).
Die Aufstellung der Regeln zur geeigneten Anwendung der intensionalen Datenbasis zum Zwecke der
Ableitung von neuem Wissen sowie zur Suche nach wiederverwendbaren Komponenten, die die Anforde-
rungen des aktuellen Entwurfs optimal erfüllen, obliegt wegen der Domänenabhängigkeit dem Wissens-
ingenieur. Die an Sprachen wie Datalog übergebene Informationsmenge ist eine weitere Projektion des
Metamodells [15].
6.13 Ressourcenbasiertes Konfigurieren
Die WiSyRa-Wissensbasis bildet Anforderungen an das zu entwerfende System auf Wissensklassen der
Spezifikationsschicht (qualitativ) sowie deren Attribute (quantitativ) ab. Für die Erfüllung der Anforde-
rungen durch implementierungsneutrale Objekte der Funktionsschicht ist bisher wegen fehlender formaler
Semantik ausschließlich der Wissensingenieur verantwortlich.
Der bereits in PROKON aufgegriffene Vorschlag des ressourcenbasierten Konfigurierens ([71, Seite 238])
kann diese Aufgabe dem Entwurfssystem übertragen, wenn die Wissensklassen der Spezifikationsschicht
die Semantik ressourcen-anfordernder und solche der Funktionsschicht ressourcen-anbietender Kompo-
nenten erhalten. Anforderungen dürfen sich dabei sowohl auf konkrete Ressourcen wie Prozessoren oder
Speicher als auch auf die Erbringung bestimmter Leistungen wie die Berechnung einer speziellen Funktion
beziehen.
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Abbildung 6.4: Beschreibung der Betriebsmittelverwaltung in PROKON
Die Gesamtheit der Anforderungen etabliert einen Betriebsmittel-Forderungsvektor, der sich als eine Sicht
auf die Wissensklassen aus der Spezifikationsschicht (s. Abschnitt 3.10.3.2) ableitet und somit funktional
von dieser abhängig ist.
Entsprechend ergibt sich ein Betriebsmittel-Angebotsvektor als Sicht auf die Wissensklassen der Funk-
tionsschicht. Die durch ECA-Regeln infolge von Änderungen auf der Forderungs- oder Angebotsseite
ausgeführte Differenzberechnung dieser Vektoren ist ein Maß für die Realisierbarkeit einer Spezifikation.
6.14 Alternative Modellierungsansätze
Die traditionelle, nachrichtenorientierte Sicht bei verteilter Verarbeitung betrachtet die informationsver-
arbeitenden Komponenten als aktive und die zwischen ihnen ausgetauschten Nachrichten als passive Teile
des Systems. Diesem Prinzip folgt auch die bisher praktizierte Modellierung in RODOS.
Ein hierzu komplementärer Ansatz behandelt Nachrichten als aktive Objekte, die auf ihrem Weg durch
das System mit den übrigen Komponenten interagieren. Hierbei vertritt eine RODOS-Wissensklasse ge-
nau eine Nachricht. Deren Attribute nehmen u. a. die Identifikation des Senders und Empfängers, den
Zeitpunkt ihrer Erzeugung, den aktuellen Aufenthaltsort usw. auf.
Als Übersetzungsziel eines in diesem Stil aufgebauten Metamodells eignet sich die Koordinationssprache
Linda. Dabei führt jedes Koordinationsobjekt (KO) seine Agenda in Form eines Koordinationsscripts mit
(z. B. Tcl/Tk-Script). Der Entwurfsraum ist dabei ein zusammenhängender Graph, in dessen Knoten die
Verarbeitungsobjekte liegen. Kanten sind Wege, auf denen sich die Agenten bewegen können. Sowohl die
Diﬄuenzeigenschaft (Verzweigung, Erzeugen von Replikaten), als auch die Konfluenzeigenschaft (Vereini-
gung, Spezifikationsmöglichkeit der Art {UND, ODER}) sind durch ECA-Regeln zu beschreiben, die die
zugehörigen Situationen erkennen (z. B. Ankunft der Nachricht an einem Knoten) und nötige Maßnahmen
einleiten (z. B. Weitergabe von Datenfeldern an neue Objekte bei Diﬄuenz).
6.15 Zusammenfassung
Der Entwurfsprozess eingebetteter Systeme ist gekennzeichnet durch das Zusammenwirken einer großen
Anzahl von Entwurfswerkzeugen aus unterschiedlichen Domänen und unterschiedlichen Abstraktionsni-
veaus. Auf der Grundlage allgemein akzeptierter Entwurfsmodelle (Y-Diagramm, P-Chart) wurden Ent-
wurfsverfahren und deren Werkzeuge analysiert und ein fehlendes schichten- und sichtenübergreifendes
Integritätsmanagement als Hauptursache für die aktuellen Schwierigkeiten des Entwurfs ermittelt:
• manueller Aufwand bei der Transformation des Entwurfswissens über die Schichtengrenzen hinweg
• Fehleranfälligkeit des Verfahrens wegen ungenügender Prüfung der semantischen Integrität von Ent-
wurfsdaten
• kein oder unzureichendes Änderungsmanagement
• fehlende Prüfung werkzeugübergreifender Beziehungen zwischen Entwurfsdaten
• Betriebssystem- und/oder Hardwareabhängigkeit von Entwurfswerkzeugen
Nach der Neuimplementierung und inhaltlichen Weiterentwicklung des Entwurfssystems RODOS in Form
je eines Prototyps für RDBMS und OODBMS wurden allgemeine Prinzipien des Ausbaus und der War-
tung von Wissensbasen für eingebettete Systeme unter dem Aspekt der semantischen Integritätserhaltung
diskutiert.
Mit dem Ansatz der Modellierung des Entwurfsprozesses und der formalisierten Beschreibung von Ent-
wurfsobjekten entstand eine Metaebene (Abb. 6.5), die ihren Ausdruck in einer universellen, datenmodell-
neutralen Objektalgebra findet. Trägermenge dieser Algebra sind Metaobjekte, welche sich durch ortho-
gonale Kombination von Konstruktoren zu beliebiger Komplexität aufbauen lassen. Die Operationsmenge
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der Algebra besteht ebenfalls aus Metaobjekten, bei denen ein besonderer Aspekt das zustandsändernde
Verhalten kennzeichnet.
Wissensbasis
physische
Komponenten
virtuelle
Komponenten
ﬀ -
          
deklarativ
imperativ
     Metamodell
? ?
Sowohl der Entwurfsprozess als auch die zu
entwerfenden Systeme erfahren mit der Ob-
jektalgebra eine formale Beschreibung, die
sich auf den klassischen Systembegriff der
Kybernetik stützt. Elemente des Systems
auf der Metaebene sind die Metaobjekte,
zwischen denen Beziehungen bestehen und
deren Zustand sich entlang einer Modell-
zeit ändert. Zustandsübergänge vollziehen
sich im Ergebnis der Behandlung system-
immanenter und/oder externer Ereignisse.
Die Metaobjekte vertreten in Datenban-
ken oder Filesystemen abgelegte Informa-
tionen ebenso wie physische Komponenten
des Entwurfsprozesses.
Abbildung 6.5: 2-Ebenen-Modell der Entwurfsumgebung
Der Strukturteil des Datenmodells der Wissensbasis, die Regeln bzw. der Code zur Integritätserhaltung,
die Bedienoberfläche, die Codegenerierung für Hard- und Software sowie der Simulator für heterogene
Systeme [179] sind Projektionen des Metamodells und wegen ihrer funktionalen Abhängigkeit für unter-
schiedliche Zielumgebungen durch Generatoren ableitbar. Das Metamodell als gemeinsame Informations-
quelle für diese und diverse weitere Projektionen sichert die semantische Integrität aller Entwurfsdaten,
weil Änderungen automatisch propagiert werden können. Aus der Wahl des Zeitpunkts für diese Aktivität
resultieren unterschiedliche Betriebsmodi des Metamodells:
• Die Propagierung der Änderungen erfolgt auf Veranlassung des Wissensingenieurs und besteht im
Aufruf aller Generatoren, die die gewünschten Projektionen des Metamodells erzeugen. Damit sind
Änderungen am Metamodell sehr schnell ausführbar; deren Durchsetzung in abhängigen Objekten
verzögert sich bis zur nächsten Generierung.
• Die Propagierung der Änderungen erfolgt unter der Regie des ADBMS. Damit laufen Änderungen am
Metamodell und den abhängigen Objekten in gemeinsamen, langen Transaktionen ab. Diese bean-
spruchen mehr Zeit, garantieren aber die Konsistenz zwischen virtuellen und physischen Komponenten
just in time.
Die Aufgabe des Systemdesigners besteht in der schrittweisen Transformation von Metaobjekten in reale
Objekte. Das Verhalten des zu entwerfenden Systems beschreibt in jeder Abstraktionsstufe eine virtuel-
le Maschine, die zur Erbringung ihrer Leistungen die Dienste der virtuellen Maschinen der hierarchisch
tieferliegenden Schicht nutzt.
Diese Prozesse werden weitgehend durch Werkzeuge unterstützt und sind in Abb. 6.5 durch Pfeile ge-
kennzeichnet. Der Wissensingenieur nutzt das Metamodell somit nicht nur als datenmodellneutrale Be-
schreibung des Datenbankinhalts, sondern des gesamten informationsverarbeitenden Systems einschließ-
lich seiner zur Design- und zur Laufzeit notwendigen Transformationen.
Von besonderer Bedeutung ist die Erhaltung der semantischen Integrität innerhalb und zwischen den
Metaobjekten. Die dazu in kommerziellen Datenbankprodukten verfügbaren Mechanismen der logischen
Integrität erwiesen sich als unzureichend für die hier betrachteten domänenübergreifenden Probleme. Ein
wesentlicher Grund hierfür besteht in der bisher praktizierten Beschreibung (re)aktiver technischer Sys-
teme durch passive Softwaresysteme. Sie steht dem Streben der Werkzeugentwicklung nach Kongruenz
gemäß Definition 14 zwischen Realweltausschnitt und Modell entgegen.
Deshalb wurde die Technologie aktiver Datenbanken sowie die Simulation aktiver Mechanismen in pas-
siven DBMS eingesetzt. Das mit ADBMS verbundene Konzept der ECA-Regeln stellt sowohl eine um-
fassende Lösung des Integritätsproblems als auch ein leistungsfähiges Instrument zur Beschreibung des
Verhaltens von Wissensklassen bereit [139].
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Es wurde gezeigt, dass alle Integritätsbedingungen mit Hilfe algebraischer Gleichungen bzw. Ungleichun-
gen einer verallgemeinerten und zugleich erweiterbaren Objektalgebra formulierbar sind. Mechanismen
der logischen Integrität vorhandener DBMS bilden bzgl. der Ausdrucksmächtigkeit hiervon eine echte
Teilmenge.
Die Beschreibung des Entwurfsprozesses mit einem Metamodell und dessen anschließende Transforma-
tion in ein reales DBMS ermöglicht dem Wissensingenieur den Aufbau und die Wartung von flexiblen,
seiner spezifischen Domäne direkt angepassten Wissensbasen sowie die anwendungsinvariante Erhaltung
der semantischen Integrität seiner Entwurfsdaten. Die bereitgestellten Werkzeuge befreien ihn von Pro-
grammierarbeiten im Umfeld eines konkreten DBMS und gestatten die Nutzung solcher Systeme ohne
spezielle Datenbankkenntnisse.
Aus Instanzen von Objekten der Wissensbasis gehen (ggf. unter Zuhilfenahme von Informationen aus
dem Metamodell) in einem weiteren Transformationsschritt die Implementierungsobjekte in PL oder
HDL hervor. Dieses Verfahren sichert die Erhaltung der semantischen Integrität zwischen unterschiedli-
chen Abstraktionsebenen des Entwurfsprozesses.
Der Ansatz wurde in der Domäne eingebetteter Systeme erprobt. Er beschränkt sich jedoch nicht auf
diese, sondern ist immer dann für Entwurfsprozesse geeignet, wenn unterschiedliche Methoden und Ver-
fahren in den Design Flow zu integrieren sind und sich dadurch werkzeugübergreifende Probleme der
semantischen Integritätserhaltung ergeben.
Die Erweiterung der Prinzipien von ADBMS zu allgemeineren aktiven Informationssystemen eröffnet der
Modellierung und Simulation komplexer Systeme neue Perspektiven und Anwendungsmöglichkeiten.
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Im Abschnitt 3.10.4 wurden Metaobjekte zur Verwaltung der funktionalen Eigenschaften von ECA-Regeln
vorgestellt. Darüber hinaus sind (oftmals systemabhängige) Eigenschaften relevant, die insbesondere die
Art der Ereignisverarbeitung beeinflussen.
Beispiel 94 (Signalverläufe) Es soll ein über 3 Takte anliegendes High-Signal erkannt werden.
-
6X
t
Die Änderung des Signalwertes bildet hierbei das Elementarer-
eignis. Die Ereignisalgebra gemäß Abschnitt 3.10.6.1 definiert
das komplexe Ereignis als Sequenz zweier Instanzen desselben.
;(ON-UPDATE-X, ON-UPDATE-X)
Abbildung A.1: Signalwerte
Mit dem erstmaligen Eintreten des primitiven Ereignisses darf keine Ereigniskonsumption verbunden
sein, damit die Auswertung des komplexen Ereignisses die zeitliche Differenz1 zwischen beiden Instanzen
nutzen kann. Die folgende Funktion ermittelt Ereignisinstanzen ON-UPDATE-X, die genau 3 Zeiteinheiten
nach einer weiteren Instanz dieses Ereignistyps eintraten.
∆(distance(Π(⊥, event_time)), ∆(changing(⊥), Π(Ω(event_queue), event_instance)))
distance: ∆(==(Π(⊥, event_time), -(*, I(3))),
∆(changing(⊥), Π(Ω(event_queue), event_instance)))
changing: ==(Π(event_instance, event_name), I("ON-UPDATE-X"))
Bei autonom primitiven Ereignissen fällt die Ereigniskonsumption zeitlich mit der Ereignisbehandlung
zusammen. Ist das primitive jedoch Bestandteil eines komplexen Ereignisses, so muss dessen Instanz bis
zum Eintritt weiterer Ereignisse in der Ereigniswarteschlange verbleiben. Das komplexe Ereignis konsu-
miert alle für seine Erkennung relevanten primitiven Ereignisse. Bleibt das komplexe Ereignis aber aus,
so ist die Ereignisverwaltungskomponente des ADBMS zuständig für die Löschung ungenutzter Ereignis-
instanzen, um einen Überlauf der Ereigniswarteschlange zu vermeiden. Die Regeln zur Erkennung solcher
Situationen sind domänenspezifisch und daher als Eigenschaften von Ereignissen zu beschreiben.
Zur Unterscheidung zwischen raising edge und falling edge in Abb. A.1 benötigt die ECA-Regel den alten
und neuen Signalwert. Sie bezieht sich dazu auf die für die Objektkategorie Signal im Abschnitt 4.3.3.3
eingeführte Datenstruktur und vergleicht den Signalwert zum Zeitpunkt des Elementarereignisses2 mit
dem in der Signal-Historie unmittelbar vorhergehenden. Die Bedingungsauswertung findet auch bei kom-
plexen Ereignissen zur Ereigniszeit der jeweiligen primitiven Ereignisse3 statt.
Der Wissensingenieur verwaltet diese zusätzlichen Eigenschaften, indem er dem Tupel ECA ein weiteres
Tupel property hinzufügt. Dessen Bestandteile nehmen die Werte der jeweiligen Eigenschaft sowie ggf.
Informationen für die Codegeneratoren auf. Da jedes Ereignis eine feste Menge verursachender Operati-
onen besitzt, ist die Eigenschafteneinstellung letztlich operationsabhängig. Die folgende Übersicht fasst
typische Einstellungen zusammen.
1Das Metaobjekt für die Ereigniswarteschlange speichert den Zeitpunkt der Eintragung der Ereignisinstanz (vgl. Abschnitt
3.10.7).
2Diese Auswertung ist abhängig vom referenzierten Metaobjekt.
3Diese Auswertung ist unabhängig vom referenzierten Metaobjekt.
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Eigenschaft: coupling of transactions4
Werte:
alternativ
immediate Auswertung von Condition in der regelauslösenden Transaktion sofort nach
Eintritt des Ereignisses
deferred Auswertung von Condition in der regelauslösenden Transaktion als dessen
letzte Aktion
decoupled Auswertung von Condition in einer von der regelauslösenden unabhängigen
Transaktion
ECA-Regeln zur Erhaltung der semantischen Integrität erfordern die Kopplungsmodi immediate bzw.
deferred. Die Behandlung von Zeitgeber-Ereignissen erfolgt dagegen meist im Modus decoupled.
Eigenschaft: effect of events at complex objects on its components
Werte: shallow Ereignis tritt nur am komplexen Objekt ein
alternativ deep am komplexen Objekt eintretendes Ereignis wird an allen Bestandteilen
erzeugt
Im Metamodell und in OODBMS lassen sich bei Lesezugriffen auf komplexe Objekte mit der regulären
Ereigniserkennung die Instanzen des ON-SELECT-Ereignisses erzeugen; in RDBMS sind komplexe Objekte
nicht physisch präsent, sondern nur deren aus der Normalisierung hervorgegangene Relationen. Deshalb
sind shallow bzw. deep dort nur dann realisierbar, wenn Views vorliegen, die das komplexe Objekt ver-
treten oder wenn eine vermittelnde Schicht oberhalb der SQL-Schnittstelle existiert, die den Lesezugriff
meldet.
Im Modus deep führt z. B. ein an einem Tupel eintretendes ON-SELECT-Ereignis zur Ereignisfortpflanzung
an all seinen Bestandteilen. Dazu wertet die Ereignisverwaltungskomponente den Constructor-Aspekt
des Tupels aus (Slot 2 . . . n).
Eigenschaft: granularity of event
Werte:
alternativ
local an Bestandteilen komplexer Objekte eintretende Ereignisse werden lokal,
z. B. an dem von Update betroffenen Feld einer Tabelle erkannt und be-
handelt
global das Feldereignis wird als Tabellenereignis behandelt
Hierbei ist die Ereigniserkennung im Zielsystem zu berücksichtigen: während im Metamodell z. B. eine
Schreiboperation auf einem Tupelbestandteil als separatem Metaobjekt ausführbar ist, hängt die Gra-
nularität der Ereigniserkennung unmittelbar vom dabei eingesetzten Verfahren ab. Diese behandelt der
Abschnitt 3.10.7.1 detailliert.
Eigenschaft: long transactions
Werte:
alternativ
yes Generatoren können Mechanismen zur Steuerung langer Transaktionen im
Ziel-DBMS nutzen
no lange Transaktionen sind im Ziel-DBMS nicht verfügbar und müssen von
Generatoren simuliert werden
Die ereignisauslösende Operation, die Prüfung von Vor- und Nachbedingungen sowie die ggf. angestoßenen
Aktionen zur Ereignisbehandlung müssen in einer langen Transaktion ablaufen, um diese bei Verletzung
von Integritätsbedingungen ggf. abbrechen zu können. Anfang und Ende derselben bestimmt die kom-
plexe Operation selbst. Da im Aktionsteil höchstens eine Funktion auftritt, markiert ihr Operationsende
das Ende der Transaktion. Wegen des hierarchischen Aufbaus komplexer Funktionsobjekte gilt dies auch,
wenn mehrere Teilfunktionen beteiligt sind.
Eigenschaft: event generation according to object model
Werte: transient Ereignisse an transienten Objekten werden erzeugt
Menge persistent Ereignisse an persistenten Objekten werden erzeugt
bei leerer Menge werden keine Ereignisse erzeugt
4vgl. Abb. 2.13
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Eigenschaft: event generation according to object category
Werte:
Menge
{namen
der
aspekte}
für Ereignisse an Metaobjekten mit den in der Menge genannten Aspekten
werden keine Instanzen erzeugt (z. B. Ausschluss von Variablen)
Eigenschaft: event instance consumption
Werte:
alternativ
yes Ereignisinstanz wird nach ihrer Verarbeitung aus der Ereigniswarteschlan-
ge gelöscht
no Ereignisinstanz bleibt in der Ereigniswarteschlange
primitive Ereignisse werden konsumiert, sobald das zugehörige komplexe Ereignis
eingetreten ist und sein Bedingungsteil erfüllt ist
even primitive Ereignisse werden auch dann konsumiert, wenn das komplexe
Ereignis zwar eintritt, aber auf Grund seines Bedingungsteils keine Aktion
erfolgt
Die Prüfung dieser Eigenschaft ermöglicht eine semantische Integritätsprüfung der Regelbasis dahinge-
hend, dass für jedes komplexe Ereignis die Möglichkeit des Eintretens besteht, d. h. ob die lt. seiner
Konstruktion gemäß Ereignisalgebra notwendigen primitiven Ereignisse vorliegen.
Eigenschaft: multiple use
Werte: yes primitives Ereignis darf Teil mehrerer komplexer Ereignisse sein
alternativ no primitives Ereignis darf nur einmal zur Konstruktion eines komplexen Er-
eignisses beitragen
Diese Eigenschaft beeinflusst die Ereigniskonsumption: wenn ein primitives Ereignis nur zu einem kom-
plexen Ereignis beitragen darf, so wird es entsprechend der Einstellung von event instance consumption
konsumiert. Andernfalls verbleibt seine Instanz in der Ereigniswarteschlange, da das Eintreten weiterer
komplexer Ereignisse zu erwarten ist. Die Konsumption erfolgt in diesem Falle auf Veranlassung des Nut-
zers.
Eine ECA-Regel kann die Regelbasis bzgl. der ein- bzw. mehrmaligen Verwendung eines Ereignisses in
einem Ausdruck der Ereignisalgebra überwachen.
Eigenschaft: delay
Werte: {integer} maximale Wartezeit zwischen Ereignisinstanzerzeugung und -verarbeitung
Den Eigenschaftswert nutzt die Regelverarbeitungskomponente, um Instanzen mit überschrittener War-
tezeit in der Ereigniswarteschlange zu erkennen und entsprechende Maßnahmen einzuleiten:
∆(>(-(model_time, Π(event_instance, event_time)),
Π(Π(event_instance, property), delay)), Ω(event_queue))
Eigenschaft: events on virtual tables
Werte: view Ereignisse werden an der virtuellen Tabelle erkannt und behandelt
alternativ table Ereignisse werden an den zugrundeliegenden Basistabellen behandelt
Eigenschaft: value for the condition
Werte:
alternativ
old die Auswertung von Condition bezieht sich auf den Datenbankzustand vor
der Änderungsoperation
new die Auswertung von Condition bezieht sich auf den Datenbankzustand
nach der Änderungsoperation
Bei prüfenden Regeln bezieht sich die Auswertung des Bedingungsausdrucks auf den infolge einer Ände-
rungsoperation modifizierten, aber noch nicht durch Commit bestätigten Datenbankzustand. Ein solcher
ist z. B. im RDBMS ORACLE mit der Anweisung post herbeizuführen. Sie bewirkt, dass Änderungen
innerhalb der laufenden Transaktion sichtbar, außerhalb derselben aber unwirksam sind, so dass der
Aktionsteil der Regel über Commit bzw. Rollback entscheiden kann. Microsoft Access unterstützt diesen
Mechanismus nicht. Dort steht in der Ereignisprozedur BeforeUpdate der geänderte, aber noch nicht per-
sistente Wert eines Steuerelements zur Verfügung. Dessen Eigenschaft OldValue stellt den unbearbeiteten
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Wert bereit, um Konsistenzprüfungen ausführen und integritätsgefährdende Änderungen zurückweisen5
zu können. Die Verwendung des alten Wertes ist dagegen nützlich, wenn die Arbeitsweise berechnender
Regeln vom aktuellen Datenbankzustand abhängt und dessen Modifikation im Modus decoupled erfolgen
soll.
5durch Zuweisung des Wertes True an den Parameter Cancel der zugehörigen Ereignisprozedur
301
B Unterstützung in kommerziellen DBMS
Dieser Abschnitt fasst die Möglichkeiten kommerzieller DBMS zur Implementierung bzw. Simulation von
ECA-Regeln zusammen. Die Syntax der Trigger wurde den Dokumentationen der Hersteller entnommen,
einer EBNF-gerechten Darstellung angepasst und teilweise vereinfacht.
Eine Übersicht zu Forschungsprototypen auf dem Gebiet von ADBMS enthält das Abkürzungs- und
Begriffsverzeichnis ab Seite 307.
B.1 Caché
Datenbankereignisse können mit folgenden Callback-Methoden behandelt werden:
%OnAfterSave(), %OnBeforeSave(), %OnDelete(oid), %OnDetermineClass(oid,.classname),
%OnOpen(), %OnRollback()
B.2 DB2
Trigger in DB2 können durch Nutzung der RRS-Dienste des OS/390 auch auf DB2-fremde Ressourcen
zugreifen. Zusätzlich zur Definition von Triggern durch
"CREATE TRIGGER" trigger_name ( "BEFORE" | "AFTER" ) [ "OF" column_name ] ON table_name
[ "FOR EACH ROW" ] [ "MODE DB2SQL" ]
[ "WHEN (" condition ")" ] compound_statement.
stehen erweiterte Mechanismen zur logischen Integritätserhaltung zur Verfügung, auf die spezielle ECA-
Regeln direkt abgebildet werden können.
Schlüsselwort Semantik
DELETE RESTRICT Löschung des Primärschlüsselwertes in der Master-Tabelle nur bei leerer
Detail-Tabelle (bzgl. des aktuellen Primärschlüsselwertes)
DELETE CASCADE kaskadierendes Löschen
DELETE NEUTRALIZE Fremdschlüsselfelder in der Detail-Tabelle erhalten bei Löschung der zugehö-
rigen Zeile in der Master-Tabelle den Wert Null
UPDATE RESTRICT Änderung des Primärschlüsselwertes in der Master-Tabelle nur bei leerer
Detail-Tabelle
UPDATE CASCADE kaskadierende Änderung
UPDATE NEUTRALIZE Fremdschlüsselfelder in der Detail-Tabelle erhalten bei Änderung der zuge-
hörigen Zeile in der Master-Tabelle den Wert Null
INSERT RESTRICT Einfügen in die Detail-Tabelle nur bei Existenz der zugehörigen Zeile in der
Master-Tabelle
FK UPDATE RESTRICTION Änderung des Fremdschlüsselwertes in der Detail-Tabelle nur bei Nicht-
Existenz dieses Wertes im Primärschlüssel der Master-Tabelle
PENDANT DELETE automatische Löschung der Zeile in der Master-Tabelle nach Löschung der
letzten zugehörigen Zeile in der Detail-Tabelle
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B.3 GUPTA
Trigger können in der Sprache SQLBase1 geschrieben werden.
"CREATE TRIGGER" trigger_name ( "BEFORE" | "AFTER" )
( "UPDATE" [ "OF" trigger_column_name { "," trigger_column_name } ] |
"DELETE" | "INSERT" ) "ON" table_name [ "ORDER" sequence_number ]
[ "REFERENCING" ( "OLD" [ "AS" ] old_values_table_name
[ "NEW" [ "AS" ] new_values_table_name ] |
"NEW" [ "AS" ] new_values_table_name
[ "OLD" [ "AS" ] old_values_table_name ] )
"(EXECUTE" ( stored_procedure_name "(" { parameters } "))" |
"INLINE (" { parameters } ")" procedure_text ")" )
[ "FOR EACH" ( "STATEMENT" | "ROW" ) ].
B.4 Informix
Trigger zur Ereignisbehandlung legt der Anwender durch ein SQL-Statement mit folgender Syntax an:
"CREATE TRIGGER" trigger_name
( "INSERT ON" table_name
( action_clause |
( insert_referencing_clause action_clause_referencing))
"DELETE ON" table_name
( action_clause |
( delete_referencing_clause action_clause_referencing))
update_clause "ON" table_name
( action_clause |
( update_referencing_clause action_clause_referencing)))
trigger_object_modes.
trigger_name ::= [ owner "." ] identifier.
update_clause ::= [ "OF" { , column_name } ].
action_clause ::= ( "BEFORE" triggered_action_list
[ "FOR EACH ROW" triggered_action_list ]
[ "AFTER" triggered_action_list ] ) |
( "FOR EACH ROW" triggered_action_list
[ "AFTER" triggered_action_list ] ) |
( "AFTER" triggered_action_list ).
insert_referencing_clause ::= "REFERENCING NEW" [ AS ] correlation_name.
delete_referencing_clause ::= "REFERENCING OLD" [ AS ] correlation_name.
update_referencing_clause ::= { "REFERENCING NEW" [ AS ] correlation_name
"REFERENCING OLD" [ AS ] correlation_name }.
action_clause_referencing ::= [ "BEFORE" triggered_action_list ] "FOR EACH ROW"
triggered_action_list [ "AFTER" triggered_action_list ].
triggered_action_list ::= statement_list [ { ", WHEN (" condition ")"
statement_list } ].
statement_list ::= "(" statement [ { "," statement } ")"].
statement ::= insert_statement | delete_statement | update_statement |
"EXECUTE PROCEDURE".
trigger_object_modes ::= [ "DISABLED" | "ENABLED" ].
1Quelle: SQL Language Reference von GUPTA
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B.5 Ingres
CA-OpenIngres bezeichnet Trigger als Regeln, die das System nach einer Insert-, Update- oder Delete-
Operation an der spezifizierten Tabelle ausführt. Dabei kommt es zum Aufruf von stored procedures.
"CREATE TRIGGER" trigger_name ( "BEFORE" | "AFTER" )
( "INSERT" | "UPDATE" | "DELETE" )
"ON" table_name ( "FOR EACH ROW" | "FOR EACH STATEMENT" )
{ "WHEN (" condition ")" } "BEGIN" statement { ";" statement } "END"
"CREATE RULE" rule_name "AFTER" ( "INSERT" | "UPDATE" | "DELETE" ) "ON" table_name
[ ... "OLD" ... "NEW" ... ] [ "WHERE" ... ]
"EXECUTE PROCEDURE" proc [ "(" ... ")" ];
"CREATE PROCEDURE" procedure_name [ "(" parameter_list ")" ] "AS" ...
B.6 Microsoft Access
Bis zur Version Microsoft Access 2000 sind keine Kernel-Trigger verfügbar. Der Zugriff zur Datenbank
erfolgt durch
• Formulare und Reports
• innerhalb des VBA-Codes ausgeführte SQL-Anweisungen
• innerhalb von Makros ausgeführte SQL-Anweisungen
• Themen System, Datenbank, Tabellenname, Abfragename und SQLZeichenfolge des DDE-Protokolls
• Makros, die über das DDE-Protokoll gesendet werden
• OLE, ODBC, JDBC
• Datenzugriffsseiten (Bearbeitung von Daten der Datenbank von Webseiten aus)
In Formularen nutzt der Anwender die Trigger, die vor Änderungen zünden, um deren Auswirkungen
prüfen zu können; in allen anderen Zugriffsformen müssen anwenderdefinierte Filter die eintreffenden
Operationen analysieren und daraus das zugehörige Ereignis sowie die Art des betroffenen Objekts bzw.
dessen Instanzen2 erkennen.
B.7 Microsoft SQL Server
SQL Server 2000 klassifiziert die zahlreich verfügbaren Trigger:
After Trigger aktiviert das DBMS separat nach Ausführung der zugeordneten DBMS-
Operation
Multiple After Triggers Steuerung der Aktivierungsreihenfolge mittels stored procedure
sp_settriggerorder
Instead Of Triggers Ausführung einer alternativen Anweisungsfolge anstelle der auslösenden
DBMS-Operation
Mixing Triggers Type Verknüpfung der Funktionalität mehrerer Typen
B.8 MySQL
Es stehen Trigger auf Database-Niveau zur Verfügung:
"CREATE TRIGGER" trigger_name trigger_time trigger_event
"ON" tbl_name "FOR EACH ROW" trigger_stmt
trigger_time ::= "BEFORE" | "AFTER"
trigger_event ::= "INSERT" | "UPDATE" | "DELETE"
trigger_stmt ::= single statement | compound statement
2in RDBMS: Tupel der angesprochenen Tabelle
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B.9 ORACLE
Ab Kernel-Version 7 kann der Anwender Trigger3 definieren, die als Folge von Datenbankereignissen
zünden und so die anwendungsinvariante Integritätserhaltung unterstützen:
"CREATE" [ "OR REPLACE" ] "TRIGGER" [schema.]trigger_name
( "BEFORE" | "AFTER" )
( "INSERT" | "UPDATE" | "DELETE" [ "OF" column {, column} ] )
{ "OR" ( "INSERT" | "UPDATE" | "DELETE" [ "OF" column {, column} ] )}
"ON" [schema.]table
[ [ "REFERENCING" { ( "OLD" [ "AS" ] old | "NEW" [ "AS" ] new) } ]
"FOR EACH ROW" [ "WHEN (" condition ")" ] ] PL/SQL_block.
B.10 Polyhedra
Das aktive objektrelationale DBMS ermöglicht die Behandlung von Datenbankereignissen durch vom
Anwender bereitgestellte Client-Anwendungen z. B. in C++ (Technologie der „Active Queries“) oder mit
der systemeigenen Control Language (CL).
B.11 PostgreSQL
PostgreSQL implementiert eine Teilmenge des Standards SQL99 mit folgender Syntax:
"CREATE TRIGGER" trigger_name ( "BEFORE" | "AFTER" ) ( "INSERT" | "DELETE" | "UPDATE" )
"ON" table_name "FOR EACH" ( "ROW" | "STATEMENT" )
"EXECUTE PROCEDURE" function_name ( arguments )
B.12 Sybase
Trigger sind in Sybase spezielle Formen von stored procedures, die das System bei der Ausführung von
Datenbankoperationen aktiviert.
"CREATE TRIGGER" trigger_name
trigger_time { trigger_event_list | "UPDATE OF" column_list }
[ "ORDER" number ] "ON" table_name
[ "REFERENCING" [ "OLD AS" old_name ]
[ "NEW AS" new_name ]
[ "REMOTE AS" remote_name ] ]
[ "FOR EACH" { "ROW" | "STATEMENT" } ] [ "WHEN ( "condition ")" ]
compound_statement.
trigger_time ::= "BEFORE" | "AFTER" | "RESOLVE".
trigger_event_list ::= trigger_event [ { , trigger_event } ].
trigger_event ::= "DELETE" | "INSERT" | "UPDATE".
column_list ::= Name der Spalte(n) der Tabelle, an der das Ereignis eintritt
number ::= Definition der Auslösereihenfolge für Trigger mit identischen Werten für
trigger_time und trigger_event
table_name ::= Name der Tabelle, an der das Ereignis eintritt
old_name ::= Zugriff auf den Wert vor der Aktualisierung
new_name ::= Zugriff auf den Wert nach der Aktualisierung
remote_name ::= Verwendung mit SQL Remote
condition ::= Auslösung des Triggers nur bei erfüllter Bedingung; entspricht Bedingungsteil
einer ECA-Regel
compound_statement ::= auszuführende Anweisungsfolge
3Quelle: [88, Seite 55]
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B.13 Weiterentwicklung von SQL
Den bisherigen Ausführungen lag der von fast allen DBMS-Produkten unterstützte Standard ANSI-89
Level 1 zugrunde. Ab Microsoft Access 2000 wird auch die Syntax von ANSI-92-SQL unterstützt.
Die zunehmende Verfügbarkeit der Weiterentwicklungen von Standards in klassischen relationalen sowie
objektrelationalen DBMS führt zur Vereinfachung der Transformation von Metaobjekten, da bisher im
Metamodell simulierte Features direkt in die DDL bzw. DML projiziert werden können.
SQL3 Metamodell
Erweiterte Datentypen
BOOLEAN Metaobjekt mit Constructor-Aspekt ∧ Primitiv = Scalar ∧
Datentyp = BIT
CLOB, NCLOB, BLOB Metaobjekt mit Constructor-Aspekt ∧ Primitiv = Scalar ∧
Datentyp = TEXT
oder weiteren ins Metamodell aufgenommenen primitiven Typen
Typ-Konstruktor ARRAY Metaobjekt mit Constructor-Aspekt ∧ Primitiv = List,
wenn die Liste aus Elementen vom Basistyp besteht
Typ-Konstruktor ROW Metaobjekt mit Constructor-Aspekt ∧ Primitiv = Tuple
Referenz-Typ Metaobjekt mit Constructor-Aspekt ∧ Primitiv = Reference
CREATE DISTINCT TYPE ... Metaobjekte mit ECA-Regeln zur Beschränkung des Wertebereichs
nach Abschnitt 3.6.1.1
CREATE TYPE type_name AS
...
Metaobjekt mit Constructor-Aspekt ∧ Primitiv = Tuple
bei beabsichtigter Wiederverwendung
Objektorientierte Erweiterungen
CREATE TABLE table_name
OF type_definition;
Verlagerung der Leistung des Schemagenerators für RDBMS nach Ab-
schnitt 3.5.1 bzgl. 1NF in diese Statements
CREATE TABLE table_name
... UNDER super_type;
direkte Darstellung der Vererbung durch is a in der DDL
Ferner enthält SQL3 eine Definition für Trigger. Die Umsetzung des Standards in kommerziellen Produk-
ten behandelt der Abschnitt B. Diesbezügliche Fähigkeiten konkreter DBMS bestimmen die Strategien
zur Abbildung des Metamodells auf verfügbare Dienste bzw. die Simulation derselben.
"CREATE TRIGGER" trigger_name ( "BEFORE" | "AFTER" ) event_name "ON" table_name
[ "REFERENCING" ( "OLD" [ "AS" ] old_value_tupel_name
| "NEW" [ "AS" ] new_value_tupel_name
| "OLD_TABLE" [ "AS" ] old_value_table_name
| "NEW_TABLE" [ "AS" ] new_value_table_name ) ]
[ "FOR EACH" ( "ROW" | "STATEMENT" )
[ "WHEN" condition ] action ]
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3GL Third Generation Language (satzorientierte Programmiersprache)
4GL Fourth Generation Language (mengenorientierte Programmiersprache)
1NF erste Normalform
2NF zweite Normalform
 gemäß Normalformenlehre
3NF dritte Normalform
ABRAXAS Algebraische EXTREM Anfragesprache [7]
ACID-Prinzip Eigenschaften von Transaktionen: Atomicity Consistency I solation Durability
ACOOD Active Object Oriented Database System; Prototyp eines ADBMS auf der Grundlage des
OODBMS ONTOSTM; entwickelt an der University of Skovde von Mikael Berndtsson
ACP Algebra of Communicating Processes
http://adam.wins.uva.nl/∼x/acp.html
Ada imperative Programmiersprache, benannt nach Augusta Ada, Countness of Lovelace (1815-1852,
Assistentin von Charles Babbage) und Tochter Lord Byrons
ADAM aktives OODBMS mit mehreren Regelausführungs-Modellen (interpreter-basiert); entwickelt von
Mikael Berndtsson an der Universität Skovde; Prototyp-Implementierung in PROLOG
ADBMS Active Database M anagement System
Aktive Datenbankmanagementsysteme besitzen die Funktionalität eines DBMS und unterstützen
zusätzlich die Definition und Verarbeitung von ECA-Regeln.
http://www.minet.uni-jena.de/∼lufter/papers/luf96a/node6.html#SECTION00033000000000000000
http://www.comp.dit.ie/kdube/student_projects/TOPME/
ADL Activity Definition Language; Datenbanksprache der Universität Oldenburg
ADL Assertion Definition Language; Hochsprache und Grammatik zur Definition Bedingungen sowie
deren Transformation in C/C++, IDL und Java
http://adl.opengroup.org/
http://www.cs.adelaide.edu.au/∼adl/
http://user.cs.tu-berlin.de/∼corto/swa/diplom/03adls.html
ADL Architecture Description Language
AIM Advanced Information M anagement
AIM-P Advanced Information M anagement Prototype
AIS Active Information System; an der Universität Oldenburg entwickelte aktive Erweiterung des
RDBMS ORACLE-Datenbank
ALFRED Active Layer For Rule Execution in Database Systems graphisches Werkzeug zur Implemen-
tation aktiven Verhaltens in passiven DBMS
ALGOL Algorithmic Language
imperative, blockorientierte Programmiersprache der 3. Generation, entwickelt 1958
http://www.wordiq.com/definition/ALGOL_programming_language
307
C Abkürzungen / Begriffserläuterungen
ALU Arithmetic and Logic Unit; Rechenwerk eines Computers
AMOS Active M ediator Object System; Projekt der Linköping University, Schweden, auf der Basis des
funktionalen Objektdatenmodells IRIS
http://www.ida.liu.se
AMS Analog and M ixed S ignal
ANSI American N ational S tandards Institute
ANSI/SPARC-Architektur Three-Level Architecture eines DBMS gemäß S tandards P lanning And
Requirements Committee
API Application Programming Interface; auch Application Procedural Interface
AQL Algebraic Query Language
Argos imperative, synchrone Sprache, entwickelt am VERIMAG laboratory auf der Grundlage der
Statecharts von D. Harel; Einsatz für Codegenerierung, Simulation und Verifikation
Multilanguage Programming: Argos + Esterel sowie Argos + Lustre
ArgoUML Public Domain Produkt der University of California (Irvine), Information and Computer
Science
http://argouml.tigris.org/
Ariel A RetrIEval Language; Projekt von Wright Research and Development Center und Write State
University, später University of Florida; kalkülbasierte Anfragesprache unterstützt Regeln, die von
Datenbank- oder Zeit-Ereignissen aktiviert werden
ASCII American S tandard Code for Information Interchange
Standard ASCII: Wertebereich 0-127 zur Darstellung von Alpha- und Sonderzeichen
Extended ASCII: Wertebereich 0-256 für nicht-Englische und graphische Zeichen
ASIC Application Specific Integrated C ircuit; anwendungsspezifischer integrierter Schaltkreis, der eine
Menge von Spezialfunktionen realisiert; Umfang wird in Gatter-Äquivalenten angegeben
Typen:
full-customized Analog/digital
semicustomized Cell-based (CBIC)
Masked gate array (MGA)
programmable Field-programmable gate array (FPGA)
Programmable logic device (PLD)
http://www-ee.eng.hawaii.edu/∼msmith/ASICs/HTML/ASICs.htm
ASIP Application Specific Instruction Set Processor
ASM algorithmic state machine
AWK Bezeichnung für die Sprache und ihren Interpreter zur tabellenorientierten Datenmanipulation in
UNIX, benannt nach den Namen ihrer Entwickler Al Aho, Peter W einberger und Brian K ernighan
AXML ActiveXML
www.activexml.net
Bank-Algorithmus Strategie zur Vermeidung von Verklemmungen bei der Betriebsmittelvergabe: Zutei-
lung erfolgt nur, wenn alle Forderungen vollständig erfüllbar sind; andernfalls geht anfordernder
Prozess in den Wartezustand (nach Habermann 1969)
BASIC Beginners All purpose Symbolic Instruction Code; Entwicklung der Interpretersprache in den
1960er Jahren durch J. Kemeny und T. Kurz am Dartmouth College (Hanover, New Hampshire,
USA)
http://de.wikipedia.org/wiki/Programmiersprache
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Beziehung Eine Beziehung (relationship) ist eine Zuordnung zwischen Entitäten.
Quelle: [187, Seite 68]
bison yacc-compatibler Parser Generator aus dem GNU-Projekt
Bit B inary Digi t ; kleinste Informationseinheit mit den Werten 0 und 1
BLOB B inary Large Object (Datentyp in einigen DBMS, der die Speicherung beliebiger Bitfolgen ohne
semantische Interpretation erlaubt)
BLOOM BarceLOna Object M odel (objektorientiertes Datenmodell)
BMBF Bundesministerium für B ildung und Forschung
BNF Backus-N aur-Form; von John Backus und Peter Naur ursprünglich zur Beschreibung der Syntax
der Sprache Algol 60 verwendet
Byte Gruppe von 8 Bits zur Repräsentation eines Zeichens
C problemorientierte, imperative Programmiersprache der 3. Generation von Dennis Ritchie (1970er
Jahre)
C++ objektorientierte Erweiterung der Sprache C (mit prozeduraler und generischer Programmierung
sowie abstrakten Datentypen), entwickelt 1983-1985 von Bjarne Stroustrup
http://www.wordiq.com/definition/C_Plus_Plus
http://www.hitmill.com/programming/cpp/cppHistory.asp
Caché postrelationale Datenbank der Fa. InterSystems Corporation
http://www.intersystems.de
CACTIS Colorado Active Semantics Data Model (Entwicklung der University of Colorado)
CAD Computer Aided Design
CASE Computer Aided Software Engineering
CBR Case Based Reasoning
CCITT Comité Consultatif International Téléphonique et Télégraphique
CCS Calculus of Communicating Systems; Prozessalgebra zur Spezifikation und Bewertung kommuni-
zierender Prozesse
CDE Cooperative Development Environment (Zusammenfassung der ORACLE-Entwicklungstools)
CDFG Control /Data F low Graph
CDIF CASE Data Interchange Format
CFSM Co-design F inite S tate M achine
Chimera Datenmodell und Datalog-basierte Regelsprache mit deklarativen und prozeduralen Statements
als Teil des Europäischen IDEA-Projekts zur Integration von objektorientierter, aktiver und deduk-
tiver Datenbanktechnologie (Fabelwesen der griechischen Mythologie, bestehend aus Löwe, Ziege
und Schlange, symbolisiert diese unterschiedlichen Quellen)
Teil des ESPRIT-Programms der Europäischen Union mit Projektpartnern aus Belgien, Frankreich,
Italien (Politecnico di Milano), Spanien und Deutschland (Universität Bonn)
http://www.informatik.uni-bonn.de/∼idea/Chimera/chimera.html
CHR Constraint H andling Rules
http://bach.informatik.uni-ulm.de/∼webchr/
http://www.pms.informatik.uni-muenchen.de/∼webchr/
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CISC Complex Instruction Set Computing Device
CLI Call Level Interface
Standard der SAG, der unterschiedlichen Anwendungen den Zugriff zu Datenbanken ermöglicht
(Microsoft’s ODBC ist eine Implementierung der SAG CLI-Spezifikation)
CLINT C lass and Instance N otation; Basisdialekt der Beschreibungssprache für Wissenseinheiten im
Projekt WiSyRa; eine Beschreibung der Syntax befindet sich auf der Seite
http://herkules.informatik.tu-chemnitz.de/wisyra/CLINT_syntax.html
CLINT++ erweiterter Dialekt der Sprache CLINT im Projekt RODOS
CLOB Character Large Object
CLIPS C Language Integrated Production System; Expertensystem-Shell zur Konstruktion regel- und/
oder objektbasierter Systeme u. a. für ECA-Regeln, Entwicklung seit 1985
http://www.ghg.net/clips/CLIPS.html
CLOPS Clausthal Object Persistent S tore (persistente Speicherstruktur)
COCOON Complex Object Orientation based on N ested Relations; Projekt der ETH Zürich
COBOL Common Business Orientated Language; kaufmännische, imperative, problemorientierte Pro-
grammiersprache der 3. Generation, entstanden 1960 als Bericht der CODASYL-Gruppe
CODASYL Conference On Database System Languages; ursprünglich Conference On Data System
Languages (internationaler Ausschuss zur Pflege von COBOL)
Colif Co-design Language Independent Format (abstraktes Modell für High-Level System Design) [28]
http://tima.imag.fr/sls/documents/Final_asp_dac_zer.pdf
http://tima.imag.fr/sls/documents/d5008.pdf
http://www.computer.org/proceedings/rsp/1206/12060110abs.htm
http://www.computer.org/dt/dt2001/d5008abs.htm
COM Common Object M odel; einheitliche, erweiterbare Binärschnittstelle zum Zugriff auf Objekte
Basistechnologie der Fa. Microsoft (Weiterentwicklung der OLE-Technologie)
COM Component Object M odel
Constraint Rand- oder Nebenbedingung, die den Wertebereich eines Ausdrucks beschränkt
http://www.first.gmd.de/plan/LEHRE/CP-WS-98-99-AUSARBEITUNGEN/spober/seminar.html#1.1
CooL Concurrent object- oriented Language
COOL A Hardware/Software Codesign Tool
CP/M Control Program/M onitor; plattformunabhängiges Betriebssystem, entwickelt ab etwa 1974 von
Gary Kildall (Digital Research Inc.), später als Control Program for M icrocomputers bezeichnet
CORBA Common Object Request Broker Architecture; standardisiert durch Object Management Group
(OMG)
www.corba.org
CORE C lausthal Object Relational Database Model
http://www.in.tu-clausthal.de/∼hoerner/Diss.html
COSS Common Object Services Specification
CPU C entral Processing Unit
CQL SQL-artige Anfragesprache des Systems ODE
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CROQUE Cost- and Rule-based Optimization of object-oriented QUE ries
http://www-dbis.informatik.uni-rostock.de/Forschung/CROQUE.html
http://wwwdb.informatik.uni-rostock.de/Forschung/croque/priebe.da.abs.html
CSP Communicating Sequential Processes (Prozessalgebra von Prof. C.A.R. Hoare)
CSP Constraint Satisfaction Problem
http://www.ececs.uc.edu/∼ddel/projects/pdl/papers/wbradley/chdl9508/node3.html
http://www.ececs.uc.edu/∼ddel/theses/ramanand/node13.html
CTL Computation T ree Logic
CWM Common W arehouse M etamodel
DAMASCUS Data Management System for CAD-applications on Unix WorkS tations
Damokles Database M anagement System of Karlsruhe for Environments for Software Engineering
DBMS für Objekte in CASE-Anwendungen
DASDBS Darmstädter Datenbanksystem; Projekt der TH Darmstadt
Datalog Regelsprache für deduktive Systeme; Bezeichnung abgeleitet aus Data und dem Namen der
Logikprogrammiersprache Prolog
DATKAT Dateikatalog in DBS/R
DB2 RDBMS der Fa. IBM
http://www.dbazine.com/mullins_triggers.shtml
DBA Database Administrator
dBASE erste, weit verbreitete Datenbank für Microcomputer der Fa. Ashton-Tate für das Betriebssystem
CP/M; Entwicklungsbeginn in den 1960er Jahren in der Programmiersprache FORTRAN für Main-
frames; Übernahme 1991 durch Fa. Borland
http://www.dbase.com/
http://en.wikipedia.org/wiki/DBASE
DBMS data base management system
DBS/R Datenbankbetriebssystem/Robotron
DC Declarative Code; Format zur vereinheitlichten Darstellung synchroner Programme für Esterel, Lust-
re und Signal
http://www.liafa.jussieu.fr/∼sighirea/DC2SDX/
DCL Delay Calculation Language
DCOM D istributed Component Object M odel; Basistechnologie der Fa. Microsoft zum Zugriff auf im
Netz beliebig verteilte Komponenten-Objekte
DDE Dynamic Data Exchange; dynamischer Datenaustausch zwischen Windows-Anwendungen
DDL Data Definition Language; Datendefinitionssprache eines DBMS
DDL Description Definition Language
DEAR A DEbugger for Active Rules in an Object-Oriented Context
Dijkstra’s guarded command language Sprache von Edsger Dijkstra (ca. 1974), beruht auf dem
Konzept der guards (Boolescher Ausdruck, der über die Aktivierung entscheidet) und der nichtde-
terministischen Auswahl
http://wombat.doc.ic.ac.uk/foldoc/foldoc.cgi?Dijkstra
http://computing-dictionary.thefreedictionary.com/Dijkstra’s%20guarded%20command%20language
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DDR-SDRAM Double Data Rate SDRAM ; Speicherbaustein, der zur Erhöhung der Datenrate sowohl
die steigende als auch die fallende Flanke des Takts nutzt
DEC D igital Equipment Corporation
DFG Deutsche Forschungsgemeinschaft; zentrale Selbstverwaltungseinrichtung der Wissenschaft zur
Förderung der Forschung an Hochschulen und öffentlich finanzierten Forschungsinstitutionen in
Deutschland
http://www.dfg.de/
DLL Dynamic Link Library; Bibliothek, deren Funktionalität zur Laufzeit mit dem jeweiligen Modul
verbunden wird
DML Data M anipulation Language; Datenmanipulationssprache eines DBMS
DOM D istributed Object M odel
DOM D istributed Object M anagement; ADBMS von GTE Laboratories, Waltham, Massachusetts
DRAM Dynamic Random AccessM emory; dynamischer Speicher, der mit dem Takt des Mikroprozessors
synchronisiert wird
DSP D igital S ignal Processor
DWG Development W orking Group
EBCDIC Extended B inary-Coded Decimal Interchange Code; erweiterter binärverschlüsselter Dezimal-
code für IBM-Mainframe
EBNF Extended BNF ; Erweiterung und Vereinfachung der Backus-Naur-Form, Standardisierung durch
ISO
http://www.cl.cam.ac.uk/∼mgk25/iso-ebnf.html
http://www.csci.csusb.edu/dick/samples/comp.text.Meta.html
ECA-Regel Event Condition Action
ECB Event Control B lock; Ereignissteuerblock im Betriebssystem MVT
EDA E lectronic Design Automation
EDAC E lectronic Design Interchange Format
http://www.edif.org/
EDO-RAM Extended Data Output-RAM; Speicher mit verringerter Häufigkeit von Refreshes durch
länger gültige Spannungswerte zur Repräsentation der Information
EDL Event Definition Language
EER Extended Entity Relationship (Datenmodell)
EJB Enterprice Java Beans
Elf Constraint-Programmiersprache auf der Basis des LF Logical Framework; Metasprache zur Spezi-
fikation, Implementierung und Prüfung von Programmiersprachen und Logik; Entwicklung durch
Department of Computer Science, Carnegie Mellon University Pittsburgh, PA 15213-3891 USA
http://www-2.cs.cmu.edu/afs/cs.cmu.edu/user/fp/www/elf.html
http://www.cs.cmu.edu/afs/cs.cmu.edu/user/fp/www/elf.html
http://citeseer.nj.nec.com/cidcontext/78342/
ENIAC E lectrical Numerical Integrator and Calculator; röhrenbasierter Großrechner, entwickelt 1946
von J.W. Mauchly und I. P. Eckert an der Moore School of Electrical Engineering der Universität
Pennsylvania (USA)
312
C Abkürzungen / Begriffserläuterungen
EOF End O f F ile; abfragbare Bedingung zur Erkennung des letzten Datensatzes einer sequenziellen
Datei
equivalence checking Äquivalenzprüfung der Funktionalität digitaler Systeme auf unterschiedlichen Ab-
straktionsebenen ohne Berücksichtigung des zeitlichen Verhaltens (z. B. zwei digitale Schaltungen)
ERM Entity-Relationship-Modell (entworfen von P. Chen)
EPL Event Programming Language; Open-Source Event Processing Language von iSpheres
ESER E inheitliches System der elektronischen Rechentechnik
ESPRIT European S trategic Programme for Research in Information T echnology
http://www.cordis.lu/esprit/home.html
Esterel synchrone, reaktive Programmier- und Systementwurfssprache zur Generierung komplexer
Zustandsautomaten; Entwicklung seit 1982 durch Jean-Paul Marmorat, Jean-Paul Rigault, Gérard
Berry, Laurent Cosserat und Sabine Moisan, benannt nach dem Berg Estérel bei Cannes, dessen
Aussprache dem französischen „temps-réel“ für real-time nahe kommt
http://www.esterel.org/
http://www.softwaresafety.net/Esterel.org/esterel.html
http://www.esterel-technologies.com/v3/?id=38513
ETM Event T rigger M echanism; ADBMS des FZI Karlsruhe als Erweiterung des DBMS DAMASCUS
EXACT ex tensible approach to act ive object-oriented databases
EXODUS EX tensible Object-oriented Database System; erweiterbares DBMS; Datenbank-Toolkit der
University of Wisconsin
EXPRESS internationaler Standard zur Spezifikation von Datenstrukturen, Vererbungsmechanismen (In-
heritance), Objektklassen und der Constraints zwischen ihnen (ISO 10303-11); konvertierbar u. a. in
XML meta model und SQL DDL (lat. exprimere: ausdrücken)
http://cic.vtt.fi/projects/ifcsvr/index_exc.html
http://www.omg.org/news/meetings/uml/proposals/uml_and_express.htm
http://cic.vtt.fi/links/step.html
http://cig.bre.co.uk/iai_uk/iai_documents.htm
http://deslab.mit.edu/DesignLab/dicpm/step.html
EXTREM Extended Relational M odel (Datenmodell)
EyeDB client/server-basiertes OODBMS mit generischem Objektmodell, entwickelt seit 1993 von
Généthon, SYSRA, CRI Infobiogen, ANVAR und Conseil Regional d’Ile de France
http://www.eyedb.org/
http://www.sysra.com/eyedb
FIFO f irst in f irst out; Strategie zur Speicherverwaltung
FIR-Filter F inite Impulse Response
http://www.dspguru.com/info/faqs/firfaq.htm
flex f ast lex ical analyzer generator; Scanner-Generator
FLOPS Floating PointOperations Per Second; Geschwindigkeitsmaß als Anzahl der von einem Prozessor
pro Sekunde ausführbaren Gleitkomma-Operationen
FORTRAN ursprünglich: IBM Mathematical FORmula TRAN slation System; imperative Universal-
Programmiersprache der 3. Generation; beschrieben 1954 von John Backus, erster Compiler: 1957,
erste Standardisierung 1972 als FORTRAN 66, standardisiert durch ISO/IEC und ANSI
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FPGA F ield Programmable Gate Array; Array vom Anwender auf elektrischem Wege programmierbarer
Logikgatter
FPM-RAM Fast-Page-M ode-RAM ; Speicher mit verkürzter Zugriffszeit durch Optimierung des
RAS/CAS-Verfahrens (Row Address S ignal/Column Address S ignal)
FROOM Features and Relations used in Object Oriented M odelling; Projekt der University of Twen-
te (The Netherlands) zur Erfassung und funktionalen Prüfung von Spezifikationen (ursprünglich
für mechanische Systeme); Darstellung von Komponenten, Features und Feature-Elementen durch
konzeptuelle Graphen
http://www.opm.wb.utwente.nl/projects/froom/
FSM F inite S tate M achine
Funktionale Abhängigkeit Das Attribut bzw. die Attributskombination B ist funktional abhängig vom
Attribut bzw. von der Attributskombination A derselben Relation R, wenn zu einem bestimmten
Wert von A höchstens ein Wert von B möglich ist.
Darstellung: R.A → R.B
Quelle: [187, Seite 76]
Galileo interaktive, streng typisierte Datenbank-Programmiersprache der Universität Pisa
Gantt-Diagramm Darstellung von Terminen und Abläufen eines Systems als Balkendiagramm; entwickelt
um 1900 von Lawrence Gantt
http://www.methode.de/am/di/amdi02.htm
http://www.hottools.de/d/produkte/gantt.html
GCF General Constraint Format (genutzt von VSI Alliance)
GemStone OODBMS der Fa. Servio Corporation; verfügbar seit 1987
GENESIS Projekt zur Entwicklung erweiterbarer DBMS der University of Texas at Austin
GenVoca Genesis and A voca; Projekt zum Aufbau von Softwaresystem-Generatoren aus Bibliotheken
wiederverwendbarer Komponenten; entstanden 1992 aus Genesis, einem DBMS-Generator von Don
Batory (1993) und dem Avoca/x-kernel, einem Generator für Netzwerk-Protokolle von O’Malley
http://www-b.informatik.uni-hannover.de/∼jb/generator/dbg3.html
Giotto A Methodology for Embedded Control Systems Development; entwickelt von Air Force Office of
Scientific Research, California MICRO program, DARPA, National Science Foundation und Wind
River Systems; bestehend aus time-triggered programming language, Compiler und Runtime-System
http://www-cad.eecs.berkeley.edu/∼fresco/giotto/
GNU GNU’s N ot UNIX
GPSS General Purpose S imulation System (entwickelt 1961 von Geoffrey Gordon)
Graphlet Graphenbeschreibungssprache
http://www.fmi.uni-passau.de/Graphlet/GML/gml-tr.html
GUPTA Anbieter eingebetteter Datenbanken (Firmengründung 1984 durch Umang Gupta)
Hash-Funktion (meist algebraische) Funktion zur Abbildung von Schlüsselwerten der Datensätze auf
Index- oder Adresswerte des Speichermediums
Haskell funktionale Programmiersprache zur Übersetzung einer Beschreibung entweder in FPGA oder
in Software
http://www.haskell.org/
HDL H ardware Description Language
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HDBL H eidelberg DataBase Language (Sprache des Systems AIM-P, Entwicklung des IBM-
Forschungszentrums Heidelberg)
Hill Climbing heuristisches Suchverfahren zur Ermittlung von Extrema in Fitnessfunktionen
http://www.cee.hw.ac.uk/∼alison/ai3notes/subsubsection2_6_2_3_1.html
HiPAC High Performance Active System; ADBMS-Projekt der Advanced Information Technology Di-
vision of Computer Corporation of America, weiterentwickelt von Xerox Advanced Information
Technology Center
http://www.ida.his.se/ida/adc/bibl/node11.html
HLL H igh Level Language
HOL higher order logic
http://www.cl.cam.ac.uk/Research/HVG/HOL/index.html
HPFS H igh Speed Performance F ile System
HS H auptspeicher (interner Arbeitsspeicher des Computers)
HTML H yperT ext M arkup Language; Seitenbeschreibungssprache im Internet
http://www.w3.org/History.html
I/O-Operation Input/ Output Operation; physische Übertragung einer Bytefolge vom Externspeicher in
den Hauptspeicher (Input) bzw. vom Hauptspeicher zum Externspeicher (Output)
Quelle: [143, Seite 248]
IBM International Business M achines
IC Integrated C ircuit
IDL Interface Definition Language
IHX Intel HEX -record Format; ASCII-Darstellung des absoluten Binärcodes von 8-, 16- und 32-Bit-
Mikroprozessoren der Fa. Intel
Illustra ORDBMS der Fa. Illustra Information Technologies, Inc.
ILP Integer Linear Programming
Informix RDBMS der Fa. Informix Software, Inc.
http://database.sarang.net/database/informix/book/informix-sql/01cr_trg.fm.html
http://docs.rinet.ru:8083/InforSmes/ch14/ch14.htm
Ingres Open Source RDBMS der Fa. Computer Associates International, Inc.
http://www3.ca.com/Solutions/Product.asp?id=1013
IP Intellectual Property
http://www.rackette.de/ip/index.htm
http://www.isystem.com/Products/
IPP Intellectual Property Protection
IPQ Intellectual Property Qualifikation for Efficient Design Reuse
Iris Forschungsprototyp der Hewlett-Packard Research Laboratories, Palo Alto; Grundlage des kommer-
ziellen Produkt OpenODB
ISO International S tandard Organization (Normierungsinstitution in Genf)
ISWIM I f You See W hat I M ean; funktionale Programmiersprache auf der Grundlage des Lambda-
Kalküls, entwickelt 1966 von P.J. Landin
http://computing-dictionary.thefreedictionary.com/ISWIM
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ITASCA aktives, verteiltes OODBMS der Fa. Itasca Systems, Inc.; erweiterte und kommerzialisierte Ver-
sion von ORION (Prototyp entwickelt von Microelectronics and Computer Technology Corporation)
ITHACA Integrated Toolkit for H ighly Advanced Computer Applications (ESPRIT-Projekt No. 2705)
http://www.ifi.unizh.ch/dbtg/Projects/ITHACA/
IVE Internet based Distributed VHDL Environment; gemeinsame Entwicklung von Infineon und TU
Chemnitz, Professur Rechnersysteme [185]
Jasmine OODBMS der Fa. Computer Associates; Zugriffsmöglichkeit aus C++ oder Java
http://www.ca-shop.de/jasmine.htm
Java plattformunabhängige Programmiersprache, entstanden aus einem Programmierwerkzeug von Pat-
rick Naughton, Mike Sheridan und James Gosling im Sommer 1991, Version 1.0a im März 1995
JCL Job Control Language; Jobsteuersprache der IBM-Mainframe-Betriebssysteme
JDBC Java Database Connectivity
KBMS knowledge base management system
KOALA K risys Object-Abstraction Language (Wissensrepräsentationssprache)
KONWERK Problemklassenspezifisches Konfigurierungswerkzeug; Expertensystem zum Konfigurieren,
Entwerfen und Konstruieren
KRISYS Knowledge Representation and Inference System; Wissensrepräsentationssystem der Universi-
tät Kaiserslautern auf der Grundlage von PRIMA
LATEX Textverarbeitungssystem von Leslie Lamport, das auf dem 1977 von Donald Knuth entwickelten
TEX beruht
http://www.latex-project.org/
LCF Logic for Computable Functions; System zur formalen Prüfung der Korrektheit von Programmen,
entwickelt 1972 an der Stanford University durch Robin Milner
LEDA Library of Efficient Data Types and Algorithms
LIFO last in f irst out; Strategie zur Speicherverwaltung
LILA LIVING IN A LATTICE; regelbasierte Anfragesprache
Linda Koordinationssprache, entwickelt Anfang der 1980er Jahre von der Universität Yale; Erweiterungen
von Programmiersprachen um Linda: C-Linda, C++Linda, Fortran-Linda, Lisp-Linda, ML-Linda,
Pascal-Linda, Prolog-D-Linda
http://computing-dictionary.thefreedictionary.com/C-Linda
LISA Language for Instruction Set Architectures; Architekturbeschreibungssprache zur Implementation
und Simulation programmierbarer Systeme auf unterschiedlichen Abstraktionsstufen
http://servus.ert.rwth-aachen.de/lisa/
http://marcel.uni-mb.si/nikolaj/sigplan.htm
LISP List Processing Language; funktionale Programmiersprache für nichtnumerische Probleme (ur-
sprünglich rekursive Funktionen), entwickelt 1958 von John McCarthy am MIT; standardisiert 1994
durch ANSI’s Common Lisp standard „ANSI X3.226-1994 Information Technology Programming
Language Common Lisp“
http://www.wordiq.com/definition/Lisp_programming_language#History
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LOTOS Language O f T emporal Ordering Specification
http://www.cs.stir.ac.uk/∼kjt/research/well/intro.html
http://www-run.montefiore.ulg.ac.be/research-topics/LOTOS/LOTOS.html
http://www.cs.ukc.ac.uk/pubs/1997/350/
http://dimacs.rutgers.edu/Workshops/Security/program2/gl97-2/
http://www.cee.hw.ac.uk/∼air/lotos/
http://www.cs.helsinki.fi/research/moco/methods.html
Lustre synchrone, deklarative High-Level-Sprache zur Programmierung reaktiver Systeme; Kern-Sprache
der industriellen Umgebung SCADE, entwickelt von Esterel-Technologies seit 1984 (ursprünglich
in Grenoble)
http://www.emn.fr/x-info/lego//lustre.html
http://www-verimag.imag.fr/∼raymond/tools/lv4-distrib.html
http://www-verimag.imag.fr/∼raymond/tools/reglo-manual/reglo-manual_1.html
MAD M olekül-Atom-Datenmodell
Maple M athematical manipulation language; Computer-Algebra-System
http://www.maple.org
Mealy-Automat finite state machine, bei der das Ausgabesignal eine Funktion des aktuellen Zustands
und des Eingabesignals ist; benannt nach G. H. Mealy, der im September 1955 A Method for
Synthesizing Sequential Circuits vorstellte
MEMS micro electromechanical systems
MFT Multiprogramming with a F ixed number of Tasks (Steuerprogrammkonfiguration des OS/ES
u. a. für die Rechner des ESER)
MIMD Multiple Instruction,Multiple Data; unterschiedliche Befehle verarbeiten unterschiedliche Daten
(Konzept moderner Parallelrechner); Klassifikation nach Flynn
MISD Multiple Instruction, S ingle Data; mehrere Befehle bearbeiten die gleichen Daten (ohne prakti-
sche Realisierung); Klassifikation nach Flynn
MIT M assachusetts Institute of T echnology, gegr. 1861 in Cambridge (USA)
ML TheM eta-Language; funktionale Programmiersprache, entwickelt 1973; standardisiert als SML 1990,
Revision 1997 als SML’97 http://cs.anu.edu.au/student/comp8033/ml.html
http://burks.brighton.ac.uk/burks/language/ml/
http://freshmeat.net/projects/metalanguage/
http://www.dina.kvl.dk/∼sestoft/mosml.html
http://www.inrialpes.fr/vasy/Publications/Mateescu-Garavel-98.html
Model checking Verfahren zur formalen Prüfung eines durch Zustände und Zustandsübergänge beschrie-
benen Systems bzgl. der Erfüllung einer logischen Spezifikation
Modelica objektorientierte, komponentenbezogene Modellierungssprache für komplexe physikalische Sys-
teme (Mechanik, Elektrotechnik, Elektronik, Hydraulik, Wärmelehre, Steuerungstechnik)
http://www.modelica.org/
Modul Zusammenfassung von Funktionen der Hard- oder Software zum Zwecke ihrer Wiederverwendung
MOF M eta Object Facility (MOF) Specification Version 1.4, April 2002
Moore-Automat finite state machine, bei der das Ausgabesignal nur vom aktuellen Zustand abhängt;
benannt nach E. F. Moore, der 1956 Gedanken-experiments on Sequential Machines vorstellte
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MS-DOS M icrosoft D isk Operating System; single-tasking, single-user PC-Betriebssystem mit
Kommandozeilen-Interface
Multics Mult iplexed Information and Computing System; Betriebssystem für GE-645 Mainframe
MUX multiplex
www.atis.org/tg2k/_mux.html
MVS Multiple V irtual S torage; IBM-Mainframe-Betriebssystem
MVT Multiprogramming with a V ariable number of Tasks (Steuerprogrammkonfiguration des OS/ES
u. a. für die Rechner des ESER)
MySQL Open-Source-Datenbank; Unternehmensgründung in den 1980er Jahren durch David Axmark
und Allan Larsson (Schweden) sowie Michael Widenius (Finnland)
www.mysql.org
http://mysql.ifo.net/doku/mysql/mysql.html#toc44
NAOS N ative Active Object System; Erweiterung des OODBMS O2 ADBMS der Universität Grenoble
http://www-lsr.imag.fr/Les.Groupes/STORM/NAOS.html
http://www.isbn.nu/toc/0387985298
Nassi-Shneiderman-Diagramm Struktogramm zur Darstellung von Programmabläufen mit einer festen
Anzahl graphischer Primitive, entwickelt von 1973 von I. Nassi und B. Shneidermann
http://www.fz-juelich.de/zam/nassi/
NCL N atural Constraint Language; Informationsmodellierungssprache zur Analyse und Visualisierung
von Daten; Einsatz u. a. für constraint satisfaction problems
http://www.enginest.com/NCL.htm
NCLOB N ational Character Large Object (Unicode)
NF2 N on-f irst-normal-f orm
NIIIP N ational Industrial Information Infrastructure Protocols; Common Language zur Modellierung
von Ressourcen und assoziierten Protokollen (Superset von DMG IDL und ISO EXPRESS)
http://citeseer.ist.psu.edu/lee96implementation.html
http://www.steptools.com/projects/niiip/
http://www.niiip.org/public/home.nsf?Open
http://www.eda.org/rassp/documents/newsletter/html/96q1/news_5.html
http://hopl.murdoch.edu.au/showlanguage.prx?exp=4179&language=NCL
NO2 N ew Object-Oriented data model
OASIS Organization for the Advancement of S tructured Information S tandards
Object Store OODBMS der Fa. Object Design Inc.
OCB On-C ip Bus
OCI Oracle Call Interface; Schnittstelle zum Zugriff auf ORACLE aus Anwenderprogrammen
http://otn.oracle.com/tech/oci/content.html
OCL Object Constraint Language
http://www-3.ibm.com/software/awdtools/library/standards/ocl.html
http://dresden-ocl.sourceforge.net/
http://dresden-ocl.sourceforge.net/argodoc.html
ODBC Open Database Connectivity; standardisierte Schnittstellendefinition von Microsoft, ORACLE
und der SQL Access Group; ODBC-fähig ist u. a. Microsoft Access
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ODBCDirect auf dem Microsoft DAO 3.5 Object Model basierende Technologie, die Zugriffe auf ODBC-
Datenquellen ermöglicht, ohne die Microsoft Jet Database Engine zu laden
http://www.microsoft.com/accessdev/articles/odbcdir.htm#ACTIVATING
Ode Object Database and Environment
OO-Datenbank-Programmiersprache und OODBMS mit aktiven Erweiterungen auf der Grundlage
von C++ (compiler-basiert); entwickelt von AT&T Bell Laboratories, Murray Hill, New Jersey
http://portal.acm.org/citation.cfm?id=66930
ODL Object Definition Language; Objektdefinitionssprache
ODMG Object Database M anagement Group; seit 1991 bestehende Untergruppe der OMG für
OODBMS (Zusammenschluss kommerzieller Anbieter)
http://www.odmg.org/
ODMG-93 objektorientiertes Datenmodell der ODMG
OID Object Identifier
OL Organization Language; Beschreibungssprache für Jobnetze auf ESER-Rechnern
OLA Open Library API
OLE Object Linking and Embedding; Technik von Windows zur Integration und Bearbeitung von Daten
aus Fremdanwendungen im aktuellen Dokument
OLTP Onl ine T ransaction Processing
OMF Open M odel Forum
OMG Object M anagement Group; seit 1989 bestehendes Konsortium mit ca. 800 Mitgliedern mit dem
Ziel der Standardisierung der Zusammenarbeit verteilter heterogener Anwendungen über eine Ob-
ject Management Architecture (OMA)
http://www.omg.org
OMI Open M odel Interface
OMT Object M odelling T echnique
ONTOS objektorientierte Datenbank-Programmiersprache, Nachfolger des seit 1988 verfügbaren VBA-
SE; entwickelt und vertrieben von der Fa. Ontologic Corporation (später Firmenname Ontos Inc.)
http://www.ontos.com
OO-VHDL Object-Oriented Extensions to VHDL
OODBMS Object Oriented Database M anagement System
OOPL object-oriented programming language
ORION Datenbanksystem der Purdue University zur Bearbeitung unscharfer Daten (Orionnebel als Lo-
go), die z. B. von Sensoren eingebetteter Systeme geliefert werden; Basis: PostgreSQL; frühere Be-
zeichnung: U-DBMS
http://orion.cs.purdue.edu
Open OODB Toolkit von Texas Instruments, Dallas
OQL Object Query Language; Objektanfragesprache
ORACLE Entwicklung der ersten relationalen Datenbank 1977, erstes kommerzielles SQL-fähiges
RDBMS 1979
http://www.oracle.com/
http://www.oraclenotes.com/dba/list_plsql_history.cfm
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ORDBMS Object Relational Database M anagement System
ORN Object Relationship N otation; ORN-Simulator online testbar unter www.siue.edu/∼behlman [54]
OS/ES Operating System für die Rechner des ESER
OSAM* object-oriented semantic association model
Regelspezifikation und abstrakte Strukturbeschreibung als Grundlage für das Projekt
OSAM*.KBMS, entwickelt 1988-1990 durch Prof. Stanley Su und Prof. Herman Lam (Universi-
ty of Florida);
http://www.dbcenter.cise.ufl.edu/∼su/osam.html
OSCAR Object Management System C lausthal, Approach: Relational; Datenbanksystem, das Objekte
in auf einem relationalen (oder geschachtelt relationalen) Kern verwaltet, Entwicklung seit 1989
durch Prof. Heuer
OSI Open Systems Interconnection; systemneutrales Referenzmodell der ISO für Netzwerke zur offenen
Kommunikation
OSIRIS Open Service Infrastructure for Reliable and Integrated process Support
OTW Objekttechnologie-W erkbank der Fa. OWiS Software GmbH, Ilmenau (jetzt OTW Competence
Center der Intershop AG)
http://www.otw.de/
http://pi.informatik.uni-siegen.de/kelter/uml/htmls/OTW.html
OVI Open V erilog International
O2 OODBMS und Datenmodell, entwickelt 1986 bis 1991 vom Altar Research Konsortium (INRIA,
Siemens-Nixdorf, Bull, CNRS, Universität Paris); seit 1990 Vertrieb durch Fa. O2 Technology
O2QL SQL-artige Anfragesprache des Systems OSCAR
O2SQL SQL-artige Anfragesprache des Systems O2
P-Chart Darstellung des Entwurfsprozesses als Tortendiagramm (engl. pie)
PAC Process Algebra Compiler
http://www.reactive-systems.com/pac/
PARDES Projekt des Technion Institute (Israel Institute of Technology) in Haifa, Israel, auf der Grund-
lage eines aktiven semantischen Datenbankmodells (Entwicklung seit 1990)
www.haifa.il.ibm.com/projects/software/amt_publications.html
http://portal.acm.org/citation.cfm?id=156884
Pascal Programmiersprache der 3. Generation, benannt nach dem französischen Mathematiker Blaise
Pascal (1623 - 1662), Entwicklung als Ausbildungssprache 1967 durch Prof. Niklaus Wirth (ETH
Zürich), erste Publikation 1971
http://www.db.informatik.uni-kassel.de/Help/pascal/einfuehrung/
PDEF Physical Design Exchange Format
PDF Portable Document Format; Dateiformat zum Austausch von elektronischen Dokumenten der Fa.
Adobe
http://www.adobe.de/products/acrobat/adobepdf.html
PDP Peripheral Data Prozessor
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PDL Performance Description Language; Sprache zur Beschreibung hierarchisch aufgebauter Modelle
mit dem Ziel der Performanz-Bewertung, Entwicklung der University of Cincinnati, Laboratory for
Digital Design Environments
http://isvs.tripod.com/ref/pdlinfo.htm
http://www.ececs.uc.edu/∼ddel/projects/pdl/pdl.html
Perl Practical Extraction and Report Language; Interpretersprache zur Manipulation von Textdateien,
entwickelt 1987 von Larry Wall
http://www.activestate.com/Products/ActivePerl/
http://www.perl.com/download.csp
Petri-Netz 1962 von C.A. Petri vorgestelltes Beschreibungsverfahren für nichtsequenzielle Prozesse
http://www.penesi.de/
http://wwwmath.uni-muenster.de/cs/u/versys/workshops/VVVNS2000/papers/Kummer.pdf
http://www.infosun.fmi.uni-passau.de/st/edu/sep2000/petrinetzsimulator.pdf
http://www.rts.uni-hannover.de/mitarbeiter/wurmus/va2000.pdf
pi-Calculus The Polyadic pi-Calculus: A Tutorial
http://www.lfcs.informatics.ed.ac.uk/reports/91/ECS-LFCS-91-180/index.html
http://lampwww.epfl.ch/mobility/
PL Programming Language
PL/SQL A Procedural Extension to SQL; ORACLE’s prozedurale Erweiterung von SQL, Entwicklung
erfolgte in Anlehnung an Ada; erstmals verfügbar 1992 in Oracle 6 mit SQL*Forms 3.0
PL/1 Programming Language no. 1 ; imperative, blockorientierte Programmiersprache der 3. Generation,
entwickelt 1963-1966 für IBM-Mainframes ursprünglich unter dem Namen NPL (N ew Programming
Language)
http://www.engin.umd.umich.edu/CIS/course.des/cis400/pl1/pl1.html
PLAKON problemklassenspezifisches Werkzeugsystem für den Bereich der Planung und Konfigurierung
in technischen Domänen
PLD Programmable Logic Device; IC, dessen Funktionalität einmal vom Anwender programmierbar ist
PN process networks
POET OODBMS der Fa. Poet Holdings, San Mateo, Kalifornien; kommerzielle Version unter dem Namen
Fast-Objects
POLIS Framework für Hardware-Software Co-Design von Embedded Systems der University of Califor-
nia, Berkeley, CA
http://www-cad.eecs.berkeley.edu/∼polis/
http://www-cad.eecs.berkeley.edu/Respep/Research/hsc/abstract.html
http://www-cad.eecs.berkeley.edu/∼polis/
Polyhedra In-Memory, real-time, Active SQL relational database der Fa. Enea Embedded Technology
www.enea.com/polyhedra
POOSL Parallel Object-Oriented Specification Language
http://www.ics.ele.tue.nl/∼lvbokhov/poosl/
http://www.ics.ele.tue.nl/∼lvbokhov/poosl/mainpoosl_nocounter.shtml
download: www.ics.ele.tue.nl/∼mgeilen
Postgres objektrelationales DBMS der University of California at Berkeley; Entwicklungsbeginn 1986,
erste Version verfügbar zur ACM-SIGMOD Conference 1988; Kombination des erweiterten relati-
onalen mit dem objektorientierten Datenmodell; seit 1994 kommerzielle Version unter dem Namen
ILLUSTRA; Nachfolger des RDBMS INGRES
321
C Abkürzungen / Begriffserläuterungen
PostgreSQL Nachfolger von Postgres95 seit 1996; Entwicklungsbeginn 1986 an der University of Cali-
fornia at Berkeley
http://www.postgresql.org/
http://postgresql.bnv-bamberg.de/
http://www.osmosislatina.com/postgres/part2_3.htm
POSTQUEL Anfragesprache für Postgres
PRIMA Prototyp-Implementierung des MAD-Modells
PROKON Problemspezifische Werkzeuge für die wissensbasierte Konfigurierung (BMBF-
Verbundvorhaben)
PSW Program S tatus W ord; meist in einem speziellen Register geführtes Bitmuster im Prozessor, das
den Programmstatus durch Angabe der Adresse des nächsten ausführenden Befehls, den zuletzt
gesetzten Bedingungscode, Maskierungen udgl. beschreibt (Grundlage der Wiederaufnahme des
Prozesses nach Unterbrechungen)
Ptolemy Projekt der University of Berkeley zu Entwurf, Modellierung und Simulation von eingebetteten
Echtzeit-Systemen; benannt nach Claudius Ptolemy (ca. 85 - 165) in Ägypten
http://ptolemy.eecs.berkeley.edu/
QNX an der University of Waterloo 1980 von Gordon Bell und Dan Dodge entwickeltes POSIX-fähiges
Echtzeitbetriebssystem für eingebettete Systeme; erste Version 1982 unter dem Namen QUNIX für
Intel 8088
http://www.qnx.com/
http://www.operating-system.org/betriebssystem/_german/bs-qnx.htm
Quod A Query Language for NO2; Anfragesprache für das NO2-Datenmodell
RAD Rapid Application Development
RAM Random Access M emory; temporärer Lese-Schreib-Speicher eines Computers
RAVEN Real-Time Analyzing and V erification Environment; Echtzeit-Modelchecker
RDBMS Relational Database M anagement System
REACH Realtime Active H eterogeneous System; ADBMS der TH Darmstadt, beeinflusst von HiPAC
und DOM
READEE Reuse Assistant for Designs in E lectrical Engineering; Referenzmodell der Universität Kai-
serslautern
http://wwwagr.informatik.uni-kl.de/∼readee/
REFLECTIVE Reusable, Extendable, Flexible and Controlled T estbench in VHDL Environment [13]
Relation Eine Relation R ist eine Teilmenge des kartesischen Produkts von n Wertebereichen:
R ⊂W1 ·W2 · . . . ·Wn
Quelle: [187, Seite 73]
RISC Reduced Instruction Set Computing
RODOS Reuse-oriented Design of Embedded Systems
http://herkules.informatik.tu-chemnitz.de/wisyra/rodos.html
Rolle Die Rolle (role) einer Entität in einer Beziehung ist die Funktion, die sie in einer Beziehung ausübt.
Quelle: [187, Seite 68]
ROM Read Only M emory; Speicher für unveränderliche Daten
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Rosetta Modellierungssprache für heterogene Systeme (benannt nach einem Stein, der Text in 3 unter-
schiedlichen Alphabeten enthält)
http://www.cs.adelaide.edu.au/∼TARP/
http://mint.cs.man.ac.uk/Projects/Rosetta-Fellowship/RosettaLanguage.html
ROSI-SQL universell einsetzbare, datenbankneutrale 4GL von Halstenbach ACT
http://www.seibel-software.de/rosi-sql.htm
RPC Remote Procedure Call
RRS resource recovery services; Ressourcenverwaltung im Betriebssystem OS/390
RT Register-T ransfer-Ebene
RTOS Real t ime operating system; Echtzeit-Betriebssystem
SAG SQL Access Group (Industriekonsortium)
SAMOS Swiss Active M echanism-Based Object-Oriented Database System; Projekt der University
of Zurich, Switzerland; Prototyp-Implementierung auf der Grundlage von GemStone (compiler-
basiert)
http://www.ifi.unizh.ch/dbtg/Projects/SAMOS/
http://www.ifi.unizh.ch/DBTG/SAMOS/release.html
http://www.ifi.unizh.ch/cgi-bin/search?query=SAMOS&fault=f0&match=m10
SASL S ingle AS signment Language
Scheduling Planung der Reihenfolge von Aktivitäten im Betriebssystem
Scout kommunikationsorientiertes Forschungs-Betriebssystem der Arizona Universität in Tuscon (USA)
für multimediale Anforderungen
http://www.cs.arizona.edu/scout/
SDCC Small Device C Compiler; retargierbarer ANSI - C compiler für Intel 8051, Maxim 80DS390,
Zilog Z80 u. a.
http://sdcc.sourceforge.net/
SDF EEE DASC S tandard Delay Format; werkzeug- und sprachunabhängige Repräsentation von Ver-
zögerungszeiten, zeitlichen Constraints udgl. im ASCII-Format; 1990-91; Entwicklung der SDF-
Specification durch Cadence
http://www.eda.org/sdf/
SGML S tandard Generalized M arkup Language; Textbeschreibungssprache, genormt durch ISO
SDL Service Description Language; XML-Dialekt zur Beschreibung der Schnittstellen und Methoden
eines Web Services
SDL Specification and Description Language; Sprache zur Spezifikation von Kommunikationsprotokollen;
Standardisierung durch CCITT
SDM Semantic data model; entwickelt von M. Hammer und D. McLeod, veröffentlicht 1981
SDRAM Synchronous DRAM ; Nachfolger der EDO-RAM-Speichertechnologie, der synchron zum Sys-
temtakt betrieben wird
Sentinel objektorientiertes ADBMS der University of Florida, Database Systems Research and Develop-
ment Center, Gainesville, entstanden durch Integration von ECA-Regeln in Open OODB; Imple-
mentation unter Verwendung des passiven OODBMS Zeitgeist
http://portal.acm.org/citation.cfm?id=253409&dl=ACM&coll=portal
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SHIFT Software H ardware Intermediate Format ; Dateiformat zur Repräsentation von Systembeschrei-
bungen, Verwendung u. a. in POLIS
SI2 S ilicon Integration Initiative
http://www.si2.org/
Signal deklarative, synchrone Datenfluss-Sprache; behandelt Objekte als unendliche Flüsse von Wer-
ten, die Signale genannt und durch einen Zeitstempel identifiziert werden; Ähnlichkeit zu Esterel;
entwickelt in Rennes
SIMD S ingle Instruction, Multiple Data; ein Befehl verarbeitet mehrere Daten, indem n Prozessoren
zu einem Zeitpunkt den gleichen Befehl mit unterschiedlichen Daten ausführen; Klassifikation nach
Flynn
SIMPC Simulationssystem diskreter Prozesse für PC (in Anlehnung an GPSS)
SIMULA Simulation Language für Netzwerke aus Verbrauchern und Serviceanbietern; imperative, block-
orientierte Sprache des Norwegian Computing Center (Oslo) von Ole-Johann Dahl, Myrhaug und
Kristen Nygaard
1962-1963 - Entwicklung von SIMULA 0
1963-1965 - Entwicklung von SIMULA 1
1966-1967 - Entwicklung von SIMULA 67
Sprachdefinition durch Simula Standards Group (SSG)
Simulated Annealing Optimierungsverfahren, das die physikalischen Effekte beim Abkühlen einer Me-
tallschmelze auf abstrakte Systeme überträgt und dabei lokale Minima zu eliminieren versucht;
entwickelt von Metropolis et al., Pincus und Kirkpatrick et al.
SIS Sequential Interactive Synthesis
http://www-cad.eecs.berkeley.edu/Respep/Research/sis/abstract.html
SISD S ingle Instruction, S ingle Data; ein Befehl verarbeitet ein Datum (herkömmliche Architektur eines
seriellen Rechners); Klassifikation nach Flynn
SDL Specification and Description Language
http://www.sdl-forum.org/
SLD System Level Design (of VISA DWG)
www.vsi.org/documents/datasheets/TOC_SLD110.pdf
SLDL System Level Design Language
http://www.inmet.com/SLDL/
http://www.sldl.org/
SLIF System Level Interf ace Behavioural Documentation Standard (veröffentlicht 03/2000 von VSIA
als Dokumentationstechnik für System-Level-IP-Schnittstellen)
SML S tandard ML
SNOOP An Expressive Event Specification Language For Active Databases (1993) [29]; Entwicklung der
Universität Florida, Sentinel-Gruppe [120]
http://portal.acm.org/citation.cfm?id=197054&dl=ACM&coll=portal
SOAP simple object access protocol
SoC System on Chip
Solaris UNIX-basierte Umgebung der Fa. Sun Microsystems, seit 1991 für Sun’s SPARC workstations, seit
1993 Bezeichnung für System V, release 4; enthält das Betriebssystem SunOS und die Oberflächen
OpenWindows oder CDE
http://wwws.sun.com/software/solaris/
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SOMA Semantic Object M odeling Approach
SoS System on S ilicon
SpecC Standard-Sprache und Austauschformat für die Systemspezifikation des SpecC Technology Open
Consortium (STOC)
http://www1.ics.uci.edu/∼specc/
http://www.specc.gr.jp/eng/index.htm
SPEF S tandard Parasitic Exchange Format
SPI System Property Intervals; hierarchisches Prozessgraphmodell zur Modellierung reaktiven und
transformativen Verhaltens
SPICE S imulation Program with Integrated C ircuit Emphasys
http://wwwab.fh-wedel.de/hwdesign/PSpice/PSpice_Einleitung.htm
SPL S imple Programming Language
reaktive Systembeschreibungssprache
SPT Shall Prototype T est; Entwicklungsmodell
SQL S tructured Query Language; strukturierte Anfragesprache für relationale Datenbanken
http://www.sqlxml.org/
SQLCA SQL Communication Area; Verständigungsbereich zwischen Datenbank- und HOST-Sprache bei
Embedded SQL
SQL Server RDBMS der Fa. Microsoft
http://www.codeproject.com/database/SquaredRomis.asp
SRAM S tatic Random Access M emory; Lese-Schreibspeicher, der ohne Refresh auskommt
Starburst Prototyp eines erweiterbaren RDBMS von IBM’s Almaden Research Center in San José, Ka-
lifornien; Entwicklung 1984-1992
http://www.almaden.ibm.com/cs/starwinds/starburst.html
StateCharts Spezifikationssprache für reaktive Systeme; Erweiterung der Beschreibung von Automaten
(1967 von Harel eingeführt)
STEP Standard for the Exchange of Product Model Data; ISO-Standard 10303 für den Datenaustausch
in industriellen Automatisierungssystemen, entwickelt vom ISO TC184/SC4-Kommittee (Bearbei-
tung u. a. mit der Datendefinitionssprache EXPRESS); erstes Release 1994
SVS S ingle V irtual S torage (Steuerprogrammkonfiguration des OS/ES u. a. für die Rechner des ESER)
Sybase RDBMS der Fa. Sybase Inc.
http://www.ianywhere.com/developer/product_manuals/sqlanywhere/0901/de/html/dbrfde9/00000373.htm
SystemC Erweiterung von C++ in Form einer Klassenbibliothek um hardware-orientierte Konstrukte;
Entwicklung durch Open SystemC Initiative (OSCI)
http://www.systemc.org/
TCB Task Control B lock (Aufgabensteuerblock u. a. im MVT/SVS)
Tcl/Tk Tool Command Language and Tool k it; Skriptsprache von John Ousterhout, entwickelt 1988
an der University of California at Berkeley (in WiSyRa zur Implementierung von conbench genutzt)
http://tcl.sourceforge.net/
TCP/IP T ransmission Control Protocol/Internet Protocol
TDL Type Description Language (für Constraint-basierte Grammatiken)
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TeNDaX Text N ative Database eX tension; Textverwaltungssystem der Universität Zürich auf der Basis
einer Caché-Datenbank
www.tendax.net
TESSI Textual assistant; Projekt der TU Chemnitz mit dem Ziel der Analyse, des Entwurfs, der Imple-
mentierung und des Tests von CASE-Werkzeugen, die die Erfassung und Analyse der Anforderungen
an ein Softwareprodukt unterstützen
Three-Tier-Model Drei-Schicht-Modell als Verfeinerung bzw. Weiterentwicklung der Client-Server-
Architektur hin zu austauschbaren Elementen der jeweiligen Schicht
GUI-Layer Bereitstellung der Benutzeroberfläche
Business Layer Geschäftsregeln mit unternehmensspezifischer Logik
Data Layer Daten der Anwendung in der Datenbank
TLA T emporal Logic of Actions
http://www.research.compaq.com/SRC/personal/lamport/tla/tla.html
http://www.research.compaq.com/SRC/personal/lamport/tla/papers.html
TMDL T imethread M ap Description Language
von Daniel Amyot, September 1995
http://www.site.uottawa.ca/∼damyot/ucm/tmdl/tmdl.html
TokTok DSTC TokTok The Language Generator
http://www.dstc.edu.au/Research/Projects/Pegamento/TokTok/
TOMAS T echnology Oriented M odelling And S imulation; Systembeschreibung durch tabellarische An-
ordnung einer festen Anzahl von parametrisierbaren Modellelementen und Kopplung derselben
durch Vorgänger/Nachfolger-Relationen
TPC T ransaction Processing Performance Council
www.tpc.org
Transaktion Zusammenfassung von Einzeloperationen auf Datenbeständen, die nur gemeinsam oder gar
nicht ausgeführt werden dürfen, um die operationale Integrität nicht zu gefährden
Quelle: [171]
http://www.kecos.de/script/33transsync.htm
Trigger predefined database procedure, conditionally or unconditionally succeeding or preceding other da-
tabase operations automatically
Quelle: K.P Eswaran, „Specifications, Implementations and Interactions of a Trigger Subsystem in
an Integrated Database System“, IBM Research Report, RJ1820, 1976
Twip Maßeinheit, die Microsoft Access verwendet und 120 Punkt oder
1
1440 eines Zolls entspricht; 1 Zen-
timeter ∧= 567 Twips
UDDI Universal Description, D iscovery and Integration (specification which was developed by OASIS),
August 2002
http://www.uddi.org
UML Unified M odeling Language
http://www.omg.org/uml/
ftp://ftp.omg.org/pub/docs/ad/97-08-05.pdf
UNICS Uniplexed Information and Computing System; Betriebssystem für DEC PDP-7; Vorläufer von
UNIX
UNIX Betriebssystem-Bezeichnung, abgeleitet von MULTICS (Multi User Control System)
portables, multi-tasking und multi-user-fähiges Betriebssystem; entwickelt von AT&T Bell mit Ken
Thompson, Dennis Ritchie und Douglas McIlroy
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UPSI Unified and Portable S imulation Interface
V-Modell IT-Entwicklungsstandard der öffentlichen Hand in Deutschland, beeinflusst von IEEE-
Standards, ISO 12207, DOD-2167A, DOD-498 und DIN/ISO 9001
http://www.v-modell.iabg.de/
VAX V irtual Address Extension
VBA V isual Basic für Applikationen; Programmiersprache und Entwicklungsumgebung von Microsoft
auf der Grundlage von BASIC
VCT V irtual Component T ransfer
Verilog Veri fying Log ic; Hardwarebeschreibungssprache für den Entwurf und die Dokumentation elek-
tronischer Systeme; Entwicklung 1985 durch Phil Moorby (ursprünglich als Simulationssprache);
Standardisierung durch IEEE Verilog Standardization Group’s
http://www.verilog.com/
VHDL V ery High Speed Integrated Circuit H ardware Description Language; Hardwarebeschreibungs-
sprache für digitale Systeme
http://www.vhdl-online.de/∼vhdl/tutorial/
Newsletter of the European CAD Standardization Initiative June 1999 #32
ECSI Letter Supplement http://www.ecsi.org
VHDL Analysis and Standards Group (VSAG): http://www.veribest.com
VHDL Shared Variables IEEE 1076A: ftp://vhdl.org/pub/svwg/doc/lrm-edits/latest
Analog/Mixed Signal VHDL Extension IEEE 1076.1
Procedural Language Interface (PLI): http://www.eda.org/vhdlpli/
Object-Oriented Extension to VHDL Study Group: http://www.cs.adelaide.edu.au/∼petera
Open Model Forum/Open Model Interface: http://standards.ieee.org/catalog/design.html#1499-
1998
VHDL System and Interface based Design: http://www.eda.org/sid/www/whdlplus-5-0.pdf.gz
http://www.eda.org/sid/
IEEE PAR1497 Standard Delay Format Study Group
Standard Delay Format (SDF)
IEEE SDF P1497 Draft 0.9 Specification: http://www.eda.org/sdf/sdf_1497_0.9.pdf
http://www.eda.org/sdf/
VHDL-AMS VHDL für Analog and M ixed-S ignal; Erweiterung von VHDL zur Beschreibung und Simu-
lation nicht-diskreter Signale (Standard IEEE 1076.1)
http://opensource.ethz.ch/emacs/vhdlams_syntax.html
VIS V erification Interacting with Synthesis; System zur formalen Verifikation, Synthese und Simulation
von FSM-Systemen; entwickelt von der University of California at Berkeley, University of Colorado
at Boulder und University of Texas, Austin
http://www-cad.eecs.berkeley.edu/∼vis/
Visual HDL Produkt der Firma Summit Design zur Systemsimulation und Codegenerierung
http://www.summit-design.com/
Visual HDL for VHDL on UNIX User’s Guide Edition 4.0 c© 1994-1997 by Summit Design, Inc.,
9305 S.W. Gemini Drive, Beaverton, Oregon 97005, USA
VLDB V ery Large Databases
VMS V irtual M emory System (Betriebssystem für die Rechnerfamilie PDP)
von-Neumann-Architektur universelle Computer-Architektur aus Rechen-, Steuer-, Speicher-, Eingabe-
und Ausgabewerk; benannt nach Johann von Neumann (28.12.1903 - 08.02.1957)
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VSIA V irtual Socket Interface Alliance
http://www.idg.net/idg_frames/english/content.cgi?vc=docid_9-63377.html
Wertebereich Ein Wertebereich (domain) ist eine Menge von verschiedenen Datenwerten desselben ska-
laren Datentyps.
Quelle: [187, Seite 70]
Windows Betriebssystem der Fa. Microsoft, entwickelt 1985 als graphische Oberfläche für MS-DOS,
später eigenständiges, multi-tasking-fähiges System
WiSyRa Wissensbasierte Synthese von Rechnerarchitekturen
WSDL web service description language
http://www.w3.org/TR/wsdl
WSDL W eb Service Definition Language
WWW W orld W ide W eb
XALAN XSLT-Prozessor zur Transformation von XML-Dokumenten in HTML oder andere Textformate
http://xml.apache.org/xalan-j/
XCON Expert Configuration Assistant; erstes kommerzielles Expertensystem des Fa. DEC zur Kernel-
Konfiguration der Rechnerfamilien VAX und PDP
XMI XML M etadata Interchange; Industriestandard für Stream-based Model Interchange Format
XML Ex tensible M arkup Language; textbasierte Beschreibung der Struktur und des Inhalts von Doku-
menten, abgeleitet aus SGML (ISO 8879)
http://www.w3.org/XML/
XPath XML Path Language; Sprache zur Bearbeitung von XML-Dokumenten
http://www.w3.org/TR/1999/REC-xpath-19991116
Xplain2SQL Werkzeug zur Konvertierung von Xplain-Statements nach SQL
http://www.berenddeboer.net/
http://www.berenddeboer.net/xplain/
XSL Ex tensible S tylesheet Language; Formatierung von XML-Dokumenten
http://www.w3.org/Style/XSL/
XSLT XSL T ransformations
yacc Y et Another Compiler-Compiler
Yasmin Y et Another S imulating Interpreter
http://home.tiscalinet.be/genglebi/
Zeitgeist objektorientierte Datenbank-Programmiersprache von Texas Instruments, Dallas
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