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The spurious states found in numerical implementations of envelope function models for semiconductor het-
erostructures and nanostructures have been shown to be readily removed by employing a first-order difference
scheme. This approach is applied to the band structure of graphene. The massless Dirac equation is identical
to a simple two-band model with zero energy gap. A first-order discretization of this equation produces
strictly monotonic dispersion relations with the desired linear dependence on k near the origin, thus remov-
ing the “fermion doubling” anomaly associated with formulation on a computational mesh. The first-order
formulation produces an ambiguity in the form of the Hamiltonian; both forms produce identical results
for physical observeables, and are related by both unitary transformations and time reversal. Other details
needed to evaluate the properties of current-carrying systems, including current density expressions, open
boundary conditions and the treatment of heterojunctions, are also developed.
I. INTRODUCTION
A popular, but problematic, approach to calculation of
the electronic states in semiconductor heterostructures is
the envelope-function formulation1. The problems have
been the persistence of spurious states in the spatially
discrete formulations required to numerically treat struc-
tures of realistic complexity2,3. These spurious states are
simply an artifact of the use of the centered-difference ap-
proximation to the gradient operator implied by linear k
terms. The centered-difference leads to a non-monotonic
dispersion relation, which introduces spurious states with
k near the numerical Brillouin zone boundary, but with
energies that coincide with the states one wishes to eval-
uate.
The solution to this problem is to simply abandon
the use of the centered-difference and to instead formu-
late the linear-k terms as one-sided, or nearest-neighbor,
differences4–9. The mathematical properties of these
first-order difference operators will be reviewed below.
Graphene and materials with similar energy-band
structures present the problem of the spurious dispersion
in its starkest form. It is desired to treat these materials
with a simple massless Dirac Hamiltonian:10
Hˆ = h¯vF Kˆ · σ, (1)
where Kˆ = −i∇ and σ is the vector of Pauli spin ma-
trices. It should not be surprising that the pitfalls of
discretizing this equation have been encountered in the
study of quantum field theory on discrete domains, where
it is known as the “fermion doubling problem,” as pointed
out by Masum Habib, Sajjad and Ghosh11. The key
insight from the field-theory literature is provided by
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for useful discussions.
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Stacy12. He considered the first-order difference mod-
els and concluded that they could work in one dimen-
sion, but in three dimensions the Kˆzσz term could not
be made hermitian. Stacy did not explicitly consider the
two-dimensional case, but the implication is clear that it
can succeed. The two-dimensional theory is developed in
detail in the present work.
The aproach employed in this paper differs from con-
vention in that it treats the spatially discrete formula-
tion as a fully valid physical theory, not as an approxi-
mation to a continuum theory. Traditionally, continuum
theories have been formulated with due regard for self-
consistency. Discrete models are viewed as approxima-
tions valid only to some asymptotic order and, because
such models suffer from “error,” inconsistencies of higher
order are only to be expected. Such notions have created
a rich legacy of numerical difficulties: instabilities, spu-
rious states, and the need to adjust parameters to avoid
those problems. All of these difficulties are entirely avoid-
able. The present work is offered as an example of how a
discrete theory, adapted to numerical computation, may
be constructed by taking self-consistency as the overrid-
ing principle. As a consequence, the presentation is a bit
more tutorial than is often expected. It also addresses
aspects of the model that are essential for realistic nu-
merical computations, in particular the open boundary
conditions.
II. FUNDAMENTALS OF THE DISCRETE
FORMULATION
We begin by considering models defined on a one-
dimensional discrete space with points uniformly sepa-
rated by a distance a, so that the position of a point
xn = na.
We define three different representations of the gradi-
2ent Kˆ = −i∂x:(
KˆCf
)
n
=
−i
2a
(fn+1 − fn−1) , (2a)(
KˆLf
)
n
=
−i
a
(fn − fn−1) , (2b)(
KˆRf
)
n
=
−i
a
(fn+1 − fn) . (2c)
Also important is the (far more unique) discretization of
the Laplacian −∂2x:(
Lˆf
)
n
=
1
a2
(−fn−1 + 2fn − fn+1) . (3)
These operators obey some simple relations. The first-
order differences, KˆL and KˆR form an adjoint pair:
Kˆ†L = KˆR. (4)
Also,
KˆLKˆR = KˆRKˆL = Lˆ, (5)
exactly for an unbounded system. This may be readily
verified by direct calculation. On the other hand,
Kˆ2C 6= Lˆ. (6)
A. One-Dimensional Model for a Graphene-Like
Dispersion Relation
The x-dependent term of the Dirac Hamiltonian (1) is:
Hˆx = h¯h¯vF Kˆxσx = h¯vF
[
0 k
k 0
]
, (7)
which is also the zero-gap case of the two-band k·pmodel
considered in Ref. 7. The continuum approximation pro-
duces a dispersion relation:
E(k) = ±h¯vFk. (8)
The Hamiltonian may be discretized using a second-order
formulation:
HˆxC = h¯vF
[
0 KˆC
KˆC 0
]
(9)
or using a first-order difference:
HˆxL = h¯vF
[
0 KˆR
KˆL 0
]
. (10)
Applying these forms to a plane wave yields the band-
structure:
E(k) = ± h¯vF
a
sin(ka), (11)
for the centered difference, but
E(k) = ± h¯vF
a
√
2 [1− cos(ka)]
= ±2h¯vF
a
sin(ka/2), (12)
from the first-order Hamiltonian. The resulting functions
are plotted in Fig. 1.
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FIG. 1. Discrete band structures for the simple 2-band k ·
p model using first and second order discretizations. The
first-order discretization produces the solid line-curve, and
the centered-difference produces the dashed-line curve. The
mesh spacing is 0.5 nm.
B. Eigenstates of a Bounded System
When we examine the wavefunctions produced by the
discrete models, we first need to address the point that
(10) is not unique. We could equally well have written:
HˆxR = h¯vF
[
0 KˆL
KˆR 0
]
. (13)
The subscripts L,R refer to the operator placed in the
lower triangle of the pseudospin-based matrix. We will
write the pseudospin wavefunction at a point j as:
Ψj =
[
uj
vj
]
,
and, for purposes of numerical efficiency, assume a map-
ping from the paired spatial and pseudospin indices to a
single index in which the psuedospin index varies most
rapidly. This minimizes the matrix bandwidth, as op-
posed to ordering schemes in which the spatial index is
taken to be the rapidly varying one5.
The eigenstates of a typical energy level near the
Dirac point are illustrated in Fig. 2, for a system in
which the Hamiltonian has simply been truncated at the
boundaries, for each of the Hamiltonians (9), (10) and
(13). While the first-order Hamiltonians produce plau-
sible wavefunctions, (a) and (b), the centered-difference
(c) shows the expected contamination by spurious short-
wavelength components. The energies obtained from
the first-order Hamiltonians coincide to within the ex-
pected numerical precision, while those obtained from the
centered-difference approximation differ quite markedly.
The wavefunctions in Fig. 2 (a) and (b) show a clear
symmetry relation, and an apparent quadrature phase
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FIG. 2. The second state above the Dirac point in a graphene
structure of 25 nm width, with a = 0.5 nm. The discrete for-
mulations are: (a) left-hand, (b) right-hand and (c) centered
difference. Case (c) is clearly spurious.
relation between the pseudospin components. This holds
for states near the Dirac point; at more extreme energies
the phase relations approach closer to 0 or π. Also note
that the probability density does not approach zero at
either boundary. We cannot impose Dirichlet boundary
conditions on both boundaries of a first-order operator.
The Hamiltonians HˆxL and HˆxR are in fact related by
a similarity transformation:
HˆxR = σxHˆxLσx, (14)
where the identity operator with respect to the spatial in-
dices is implied in the Pauli matrix. This may be verified
by direct calculation.
C. The Second Dimension
Hamiltonians for the y-dependent term of (1) may be
analogously defined:
HˆyL = h¯vF
[
0 −iKˆR
iKˆL 0
]
, (15)
and
HˆyR = h¯vF
[
0 −iKˆL
iKˆR 0
]
. (16)
The elements of these operators are purely real, and
therefore their eigenstates will also be real-valued. The
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FIG. 3. Eigenstate solutions of Hy for the same conditions as
in Fig. 2. Again, the discrete formulations are: (a) left-hand
and (b) right-hand.
eigenstates corresponding to the simulation of Fig. 2 are
shown in Fig. 3. Also,
HˆyR = σyHˆyLσy, (17)
as one would expect from (14).
D. Time Reversal
The time reversal operation T which leaves a Dirac
equaiton of the form (1) invariant consists of complex
conjugation concatenated with the unitary transforma-
tion produced by σy . When this operation is applied to
our Hamiltonians, we find that the left and right formu-
lations are simply interchanged:
T (HˆxL) = HˆxR, (18a)
T (HˆyL) = HˆyR. (18b)
Because the HˆL and HˆR are also related by the unitary
transformations (14) and (17), the left and right formu-
lations must produce identical results for any physical
observable (for an unbounded system). Thus, a time-
reversed formulation will also produce identical results.
E. Propagating States
The propagating states are of the form
Ψj(k) = e
ikja
[
u(k)
v(k)
]
, (19)
and there will be two independent solutions at each k,
with positive and negative energies. The most straight-
forward way to study these solutions is to simply insert
(19) into each of our Hamiltonians and then numerically
4(a)
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FIG. 4. Coefficients of the plane-wave states from HˆxL as
functions of k. (a) E > 0 (b) E < 0
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FIG. 5. Coefficients of the plane-wave states from HˆxR as
functions of k. (a) E > 0 (b) E < 0
solve the resulting eigensystem to find u(k) and v(k).
There is, of course, an overall phase ambiguity, but we
will find the relative phase relations, and verify that the
magnitudes are independent of k. The results of such a
procedure are shown in Figs. 4–7.
The propagating plane-wave states for HˆxL and HˆxR
can be expressed as:
Ψj =
eikja√
2
[
sgn(k) cos(ka/2)± i |sin(ka/2)|
sgn(E)× 1
]
. (20)
In the y-direction, we find:
Ψj =
eikja√
2
[± |sin(ka/2)| − i sgn(k) cos(ka/2)
sgn(E)× 1
]
, (21)
where, in both cases, the + sign applies to eigenstates of
HˆyL and the − sign to states of HˆyR.
One of the interesting features of Figs. 4–7 is the
abrupt phase reversal of the u components as k passes
through 0. As mentioned, there is an overall phase am-
biguity, and if we were to impose a phase change of π
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FIG. 6. Coefficients of the plane-wave states from HˆyL as
functions of k. (a) E > 0 (b) E < 0
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FIG. 7. Coefficients of the plane-wave states from HˆyR as
functions of k. (a) E > 0 (b) E < 0
at k = 0 the u functions would then be continuous and
there would be a discontinuity in v. But, we could re-
move this discontinuity by interchanging the identities of
the positive and negative E solutions as k passes through
zero. Thus we see that there is a symmetry that has been
obscured by the idiosyncrasies of the numerical eigensys-
tem algorithm.13 But, the possibility of discontinuities in
the plane-wave coefficients illustrates an important point
that will appear again in the Green’s function for the
system.
III. REQUIRED TOOLS FOR ELECTRONIC DEVICE
ANALYSIS
For the present purposes an “electronic device” is any
experimental sample to which electrical contacts have
been made, permitting current measurements. To simu-
late such structures one requires an explicit expression for
the (preferably local) current density, a formulation for
5(preferably reflectionless) open boundary conditions and,
for the more interesting devices, a well-defined treatment
of compositionally heterogeneous structures.
A. Current Density
The current density expressions implied by these
Hamiltonians are properly derived from the discrete
Green’s identity, rather than from a velocity operator14.
The resulting expressions for the current flowing between
adjacent mesh points j and j + 1 are:
〈JxL〉j+½ =
vF
a
(
u∗jvj+1 + ujv
∗
j+1
)
, (22a)
〈JxR〉j+½ =
vF
a
(
u∗j+1vj + uj+1v
∗
j
)
, (22b)
〈JyL〉j+½ =
ivF
a
(
ujv
∗
j+1 − u∗jvj+1
)
, (22c)
〈JyR〉j+½ =
ivF
a
(
u∗j+1vj − uj+1v∗j
)
. (22d)
B. Open Boundary Conditions
The development of open boundary conditions pro-
ceeds in the manner described by Datta15. For the one-
dimensional case, we use the recursion relation for the
diagonal block of the Green’s function for a linear chain:
Gˆn+1,n+1 =
[
Dˆn,n − Sˆn+1,nGˆn,nSˆn,n+1
]−1
, (23)
where Dˆ is a diagonal block and Sˆ is an off-diagonal block
of the block-structured Schroedinger operator E − Hˆ.
Equation (23) is used twice in the process of finding the
self-energy Σ. First, we solve for the boundary diagonal
block of a semi-infinite system by invoking the princi-
ple that adding one more element to an infinite chain of
identical elements produces the same semi-infinite sys-
tem. Thus, we solve:
Gˆn+1,n+1 = Gˆn,n ≡ gˆ. (24)
To simplify the resulting expressions let
A =
h¯vf
a
. (25)
Then the element of gˆ which turns out to be the one that
is needed is:
guu(E) =
1
A

 E
2A
±
√(
E
2A
)2
− 1

 . (26)
Observe that this expression has the required branch cut
for −2A ≤ E ≤ 2A, as expected for a continuous energy
band.16
The second use of (23) is to apply it to the corner diag-
onal blocks of the system domain, defining the boundary
self-energy Σ as the final term in (23). For the present
first-order models, there is only one coupling term out
of the domain at each boundary, and that is the reason
only one Σ is required. It is given by
Σ(E) = A

 E
2A
−
√(
E + iǫ
2A
)2
− 1

 , (27)
where the small positive imaginary part added to E is in-
dicated at the point in the formula where it is needed to
obtain the retarded Green’s function. The two Σ terms
appear in the diagonal elements of the state that is cou-
pled out of the domain. For example, using HˆxL as shown
in (A1), and if the boundaries are at j = 1 and j = n,
the boundary diagonal blocks become:
[
HˆxL
]
11
=
[
0 iA
−iA Σ
]
(28a)
[
HˆxL
]
nn
=
[
Σ iA
−iA 0
]
. (28b)
This open-system formulation can be easily tested by
explicitly evaluating the retarded Green’s function for a
finite system. The proper formulation of the self-energy is
verified by a solution which shows no evidence of standing
waves due to reflection at the boundaries, and experience
has shown that the spurious reflections due to algebraic
errors are usually quite apparent. We will solve for one
particular column of the retarded Green’s function, rep-
resented as a wavefunction Ψ, by solving:(
E − Hˆ
)
Ψ = δj,j0δs,s0 , (29)
where Hˆ is the effective Hamiltonian including the
boundary self-energies, and s represents the pseudospin
index. The corresponding continuum equation would
contain a first-order differential operator and a Dirac
delta function. Such a formulation implies that there
must be a discontinuity in the value of the wavefunction,
not just a slope discontinuity as is the case in a con-
ventional second-order Hamiltonian for a massive parti-
cle. The retarded Green’s function for a uniform system
should just consist of outgoing waves propagating away
from the source of the impulse. That is, a positive k
plane wave for j > j0 and a negative k plane wave for
j < j0. Thus, we see that the discontinuity in the plane-
wave coefficients seen in Figs. 4–7 can be reflected in
discontinuities in the Green’s function.
A wavefunction computed as described above is shown
in Fig. 8. This does indeed verify the correctness of the
open boundary conditions. There is no evidence of a
standing-wave envelope which would result from spurious
reflections at the boundaries, and there is no apparent
restriction on the value of any component at the bound-
aries, as compared to the confined states of Figs. 2 and
3. The wavefunction discontinuity is apparent in the real
part of u. This was achieved by a slight manipulation
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FIG. 8. The retarded Green’s function for an open uniform
system using HˆxL. The energy is 0.1 eV, a = 1.0 nm and
the impulse is applied at x = 40 nm. The purpose of the
calculation is to demonstrate that the boundary self-energies
have been correctly formulated, as evidenced by the absence
of reflections at the domain boundaries.
of (29): the impulse was taken to be i/a and applied to
the v pseudospin component, to make the discontinuity
visually apparent.
For a two-dimensional calculation, the self-energy of
(27) must be applied to each transverse wavefunction
mode m. Then Σ becomes a matrix in the transverse
coordinates, defined by:
Σˆ(E) =
∑
m
Σ(E − Em)Pˆm, (30)
where Em is the transverse energy associated with mode
m and Pˆm = |m〉〈m| is the corresponding projection op-
erator.
C. Massive Dirac Particles
Many of the more recently studied graphene-like sys-
tems display a nonzero energy-band gap EG. These are
conventionally included by adding a term to the Hamil-
tonian of the form:
Hˆz = Mσz, (31)
where M = ½EG. Adding this term to any one of our
Hamiltonians Hˆx,y produces a model which is just the
two-band k·p model studied in Ref. 7. The resulting
dispersion relation is:
E = ±
√
M2 + 4A2 sin2(ka/2). (32)
Evaluating the k = 0 effective mass using
1
m∗
=
1
h¯2
∂2E
∂k2
,
we find:
M = m∗v2F . (33)
The dispersion relations (32) are monotonic, and their
form is illustrated in Fig. 2 of Ref. 7. The energy bands
extend from E = ±M to E = ±√M2 + 4A2. Thus, the
branch cut in the Green’s function for an electrical lead
[corresponding to (26)] will be split into two branch cuts,
spanning these intervals.
D. Heterostructures
The author’s recent paper8 has described how to con-
struct consistent discretizations for heterostructures by
applying the variational formulation of the wave equation
to a discretely defined wavefunction. The problem that
was solved is that the usual procedures of mathematical
approximation generally lead to inconsistent treatment
of terms of different powers of k in the k·p Hamiltonian.
These inconsistencies produce various anomalies in the
computed wavefunctions, and the solution to such prob-
lems has been sought in terms of the ordering of the oper-
ator forms of position-dependent quantities.3 The prob-
lem is really one of mapping the physical structure one
wishes to simulate onto the discrete domain of the com-
putation, and as such needs to be addressed by spatially
resolving both the physical heterostructure and the sam-
pled wavefunction. Also, to repeat the warning of Ref.
8: The first-order differences must be explicitly built into
the Lagrangian; any formulation that appears to be more
“natural” will produce the centered-difference form (9)
with its inherent instabilities.
The present problem is sufficiently simple that the re-
sults of the variational approach may be explicitly spec-
ified. The essential point is to recognize that there are
two possible conventions for mapping a heterostructure
onto a discrete model. They are to (a) assume that the
heterojunctions are located at the midpoint of a mesh
interval, or (b) to assume that the heterojunctions co-
incide with a mesh point. For the graphene-like band
structure, the three material parameters that can poten-
tially change across a heterojunction are the Fermi ve-
locity as contained in the constant A, the mass factor
M and the energy of the Dirac point ED that acts as a
scalar potential and could abruptly shift across such a
junction.
For case (a), The material parameters are associated
with the meshpoint, and are taken to be constant across
the interval from (j − ½)a to (j + ½)a. We denote these
values Aj , Mj and ED;j . Now, because the derivative
is associated with the interval between adjacent mesh-
points, the h¯vF Kˆ terms in the Hamiltonian must be as-
sociated with the appropriate interval, which we label
with half-integer indices. Because each interval poten-
tially contains equal lengths of material with two differ-
ent Fermi velocities, we must average that parameter in
the Hamiltonian terms. These considerations produce
the following formulas for the blocks of the Hamiltonian,
7if we use HˆxL:
HˆxL;j,j−1 =
[
0 0
i
2
(Aj−1 +Aj) 0
]
, (34a)
HˆxL;j,j =
[
ED;j +Mj
i
2
(Aj +Aj+1)
−i
2
(Aj−1 +Aj) ED;j −Mj
]
, (34b)
HˆxL;j,j+1 =
[
0 −i
2
(Aj +Aj+1)
0 0
]
(34c)
For case (b) the considerations are reversed. The het-
erojunctions occur at the mesh points, and thus the ma-
terials are uniform across the mesh intervals. We label
the material-dependent parameters with half-integer in-
dices, and we find that we need to average the diagonal
terms ED and M between the adjacent intervals. If we
define:
E¯j =
1
2
(
ED;j−½ + ED;j+½
)
, (35a)
M¯j =
1
2
(
Mj−½ +Mj+½
)
. (35b)
Then the Hamiltonian becomes:
HˆxL;j,j−1 =
[
0 0
i
2
Aj−½ 0
]
, (35c)
HˆxL;j,j =
[
E¯j + M¯j
i
2
Aj+½
−i
2
Aj−½ E¯j − M¯j
]
, (35d)
HˆxL;j,j+1 =
[
0 −i
2
Aj+½
0 0
]
. (35e)
IV. DISCUSSION
As indicated in the Introduction, the development of
the discrete theory has not closely followed the contin-
uum formulation. A primary reason is that the discrete
theory contains a much richer mathematical structure
than does the continuum version. This is largely due
to the fact that in the discrete theory the energy bands
are bounded, and the transition of the wavefunctions to
standing waves near the Brillouin zone boundary must
be comprehended. In the continuum theory the bands
are unbounded, and the form of the wavefunctions is in-
dependent of k.
Now, the appropriate question is: Which formulation
is the better representation of the physical system? The
term “accuracy” is being deliberately avoided, because
it has come to mean the discrepancy between continuum
and discrete formulations, with the continuum answer be-
ing considered the standard for comparison. If one con-
siders the energy-band structure of graphene17 somewhat
beyond the immediate neighborhood of the Dirac points,
we see dispersion relations that bend over and reach ex-
trema, as does the discrete formulation. Envelope func-
tion models which are expressed as low-order differen-
tial operators inevitably produce unbounded band struc-
tures, and prompt concerns over the proper mathemati-
cal treatment of unbounded operators3. No condensed-
matter system shows unbounded bands, and no spatially
discrete model can ever contain unbounded operators. It
would thus appear to be logical to accept the results of
discrete models more readily than the results of contin-
uum models.
The key to understanding the success of the first-order
differencing is to realize that the relation which must be
preserved exactly, in both the continuum and discrete
domains is
Lˆ = Kˆ2. (36)
Because the dispersion relation of Lˆ:
L(k) =
2
a2
[1− cos(ka)] , (37)
is monotonic within the Brillouin zone, an adjoint pair
of operators which act as an exact square root of Lˆ will
also produce a monotonic dispersion relation, and that
is precisely what we found (12). Now, it is impossible
to satisfy (36) in the discrete domain with a single self-
adjoint Kˆ. But, as we have seen, it is readily satisfied
with an adjoint pair of operators. This situation is remi-
niscent of those addressed by Dirac in his analyses of the
harmonic oscillator and the relativistic electron equation,
but this problem is vastly simpler, because KˆL and KˆR
commute.
In the spirit of Dirac’s approach, let us note that
(
Hˆx + Hˆy
)2
= h¯2v2F
(
Lˆ2x + Lˆ
2
y
)
, (38)
for any choice of left or right handed formulations for Hˆx
and Hˆy. This is just the discrete version of the condition
that Dirac imposed upon the relativistic wave equation
(neglecting the mass term).
In summary, an unconditionally stable and robust dis-
crete theoretical model of two-dimensional massless Dirac
particles can be constructed by employing a first-order
difference operator in the role of the gradient. The use
of first-order operators entails ambiguities which appear
to violate spatial symmetry. In fact the choice of the
“left-hand” or “right-hand” operator has no physically
observable consequences.
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Appendix A: Explicit Expressions for the Hamiltonians
The discrete Hamiltonians in each of the x and y di-
rections consist of block-tridiagonal matrices, where the
blocks have a dimension of two, corresponding to the
pseudospin degrees of freedom. The Hamiltonian can
thus be specified by writing the three blocks of a general
row:
HˆxL =
h¯vF
a
[
0 0
i 0
] [
0 i
−i 0
] [
0 −i
0 0
]
. (A1)
HˆxR =
h¯vF
a
[
0 i
0 0
] [
0 −i
i 0
] [
0 0
−i 0
]
. (A2)
HˆxC =
h¯vF
2a
[
0 i
i 0
] [
0 0
0 0
] [
0 −i
−i 0
]
. (A3)
HˆyL =
h¯vF
a
[
0 0
−1 0
] [
0 1
1 0
] [
0 −1
0 0
]
. (A4)
HˆyR =
h¯vF
a
[
0 1
0 0
] [
0 −1
−1 0
] [
0 0
1 0
]
. (A5)
