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Abstract
We prove that the quadratic second quantization of an operator p
on L2(Rd)∩L∞(Rd) is an orthogonal projection on the quadratic Fock
space if and only if p is a multiplication operator by a characteristic
function χI , I ⊂ Rd.
1 Introduction
The renormalized square of white noise (RSWN) was first introduced by
Accardi-Lu–Volovich in [AcLuVo]. Later, Sniady introduced the free RSWN
white noise (cf [Sn]). Subsequently, its relation with the Le´vy processes on
real Lie algebras was established in [AcFrSk].
Recently, in [AcDh1]–[AcDh2], the authors constructed the quadratic
Fock functor. In particular, they characterized the operators on the one-
particle Hilbert algebra whose quadratic second quantization is isometric
(resp. unitary). A sufficient condition for the contractivity of the quadratic
second quantization was derived too.
It is well known that the first order second quantization Γ1(p) of an opera-
tor p, defined on the usual Fock space, is an orthogonal projection if and only
if p is an orthogonal projection (cf [Par]). In the present paper, it is shown
that the set of orthogonal projections p, whose quadratic second quantization
Γ2(p) is an orthogonal projection, is quite reduced. More precisely, we prove
∗Research partially supported by PBCT-ADI 13 grant “Laboratorio de Ana´lisis y Es-
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that Γ2(p) is an orthogonal projection if and only if p is a multiplication
operator by a characteristic function χI , I ⊂ Rd.
This paper is organized as follows. In section 2, we recall some basic
properties of the quadratic Fock functor. The main result is proved in section
3.
2 Quadratic Fock functor
The algebra of the renormalized square of white noise (RSWN) with test
function Hilbert algebra
A := L2(R) ∩ L∞(R)
is the ∗-Lie-algebra, with central element denoted 1, generatorsB+f , Bh, Ng, f, g, h ∈
L2(Rd) ∩ L∞(Rd)}, involution
(B+f )
∗ = Bf , N
∗
f = Nf¯
and commutation relations
[Bf , B
+
g ] = 2c〈f, g〉+ 4Nf¯ g, [Na, B+f ] = 2B+af (1)
[B+f , B
+
g ] = [Bf , Bg] = [Na, Na′ ] = 0,
for all a, a′, f , g ∈ L2(Rd) ∩ L∞(Rd).
The Fock representation of the RSWN is characterized by a cyclic vector
Φ satisfying
BfΦ = NgΦ = 0
for all f, g ∈ L2(Rd) ∩ L∞(Rd) (cf [AcAmFr], [AcFrSk]).
2.1 Quadratic Fock space
In this subsection, we recall some basic definitions and properties of the
quadratic exponential vectors and the quadratic Fock space. We refer the
interested reader to [AcDh1]–[AcDh2] for more details.
The quadratic Fock space Γ2(L
2(Rd) ∩ L∞(Rd)) is the closed linear span
of {B+nf Φ, n ∈ N, f ∈ L2(Rd) ∩ L∞(Rd)}, where B+0f Φ = Φ, for all f ∈
L2(Rd) ∩ L∞(Rd). From [AcDh2] it follows that Γ2(L2(Rd) ∩ L∞(Rd)) is an
interacting Fock space. Moreover, the scalar product between two n-particle
vectors is given by the following (cf [AcDh1]).
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Proposition 1 For all f, g ∈ L2(Rd) ∩ L∞(Rd), one has
〈B+nf Φ, B+ng Φ〉 = c
n−1∑
k=0
22k+1
n!(n− 1)!
((n− k − 1)!)2 〈f
k+1, gk+1〉
〈B+(n−k−1)f Φ, B+(n−k−1)g Φ〉.
The quadratic exponential vector of an element f ∈ L2(Rd) ∩ L∞(Rd), if
it exists, is given by
Ψ(f) =
∑
n≥0
B+nf Φ
n!
where by definition
Ψ(0) = B+0f Φ = Φ. (2)
In [AcDh1], it is proved that the quadratic exponential vector Ψ(f) exists
if ‖f‖∞ < 12 , and does not exists if ‖f‖∞ > 12 . Furthermore, the scalar
product between two exponential vectors, Ψ(f) and Ψ(g), is given by
〈Ψ(f),Ψ(g)〉 = e− c2
∫
Rd
ln(1−4f¯(s)g(s))ds. (3)
Now, we refer to [AcDh1] for the proof of the following theorem.
Theorem 1 The quadratic exponential vectors are linearly independents.
Moreover, the set of quadratic exponential vectors is a total set in Γ2(L
2(Rd)∩
L∞(Rd)).
2.2 Quadratic second quantization
For all linear operator T on L2(Rd)∩L∞(Rd), we define its quadratic second
quantization, if it is well defined, by
Γ2(T )Ψ(f) = Ψ(Tf)
for all f ∈ L2(Rd) ∩ L∞(Rd).
Note that in [AcDh2], the authors have proved that if Γ2(T ) is well de-
fined on the set of the quadratic exponential vectors, then T is a contrac-
tion on L2(Rd) ∩ L∞(Rd) equipped with the norm ‖.‖∞. Conversely, if T
is a contraction on L2(Rd) ∩ L∞(Rd) equipped with the norm ‖.‖∞, then
Γ2(T ) is well defined on the set of the quadratic exponential vectors Ψ(f)
such that ‖f‖∞ < 12 . Moreover, they have characterized the operators T on
L2(Rd) ∩ L∞(Rd) whose quadratic quantization is isometric (resp. unitary).
The boundedness of Γ2(T ) was also investigated.
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3 Main result
Given a contraction p on L2(Rd) ∩ L∞(Rd) with respect to ‖.‖∞, the aim of
this section is to prove under which condition Γ2(p) is an orthogonal projec-
tion on Γ2(L
2(Rd) ∩ L∞(Rd)). The following lemma is an improvement of
Lemma 1 of [AcDh1].
Lemma 1 For all f, g ∈ L2(Rd) ∩ L∞(Rd), one has
〈B+nf Φ, B+ng Φ〉 = n!
dn
dtn
∣∣∣
t=0
〈Ψ(
√
tf),Ψ(
√
tg)〉.
Proof. Let f, g ∈ L2(Rd) ∩ L∞(Rd) such that ‖f‖∞ > 0 and ‖g‖∞ > 0.
Consider 0 ≤ t ≤ δ, where
δ <
1
4
inf
( 1
‖f‖2∞
,
1
‖g‖2∞
)
.
It is clear that ‖√tf‖∞ < 12 and ‖
√
tg‖∞ < 12 . Moreover, one has
〈Ψ(
√
tf),Ψ(
√
tg)〉 =
∑
m≥0
tm
(m!)2
〈B+mf Φ, B+mg Φ〉.
Note that for all m ≥ n, one has
dn
dtn
( tm
(m!)2
〈B+mf Φ, B+mg Φ〉
)
=
m!tm−n
(m!)2(m− n)!〈B
+m
f Φ, B
+m
g Φ〉
=
tm−n
m!(m− n)!〈B
+m
f Φ, B
+m
g Φ〉.
Put
Km =
δm−n
m!(m− n)!‖B
+m
f Φ‖‖B+mg Φ‖.
Then, from Proposition 1, it follows that
||B+mf Φ||2 = c
m−1∑
k=0
22k+1
m!(m− 1)!
((m− k − 1)!)2 |‖f
k+1‖22‖B+(m−k−1)f Φ‖2
4
= c
m−1∑
k=1
22k+1
m!(m− 1)!
((m− k − 1)!)2 |‖f
k+1‖22‖B+(m−k−1)f Φ‖2
+2mc‖f‖22‖B+(m−1)f Φ‖2
= c
m−2∑
k=0
22k+3
m!(m− 1)!
(((m− 1)− k − 1)!)2 |‖f
k+2‖22‖B+((m−1)−k−1)f Φ‖2
+2mc‖f‖22‖B+(m−1)f Φ‖2
≤
(
4m(m− 1)‖f‖2∞
)[
c
m−2∑
k=0
22k+1
(m− 1)!(m− 2)!
(((m− 1)− k − 1)!)2‖f
k+1‖22
‖B+((m−1)−k−1)f Φ‖2
]
.
But, one has
||B+(m−1)f Φ||2 = c
m−2∑
k=0
22k+1
(m− 1)!(m− 2)!
((m− 1)− k − 1)!)2 |‖f
k+1‖22‖B+((m−1)−k−1)f Φ‖2.
Therefore, one gets
||B+mf Φ||2 ≤
[
4m(m− 1)‖f‖2∞ + 2m‖f‖22
]
‖B+(m−1)f Φ‖2.
This proves that
Km
Km−1
≤
√
4m(m− 1)‖f‖2∞ + 2m‖f‖22
√
4m(m− 1)‖g‖2∞ + 2m‖g‖22
m(m− n) δ.
It follows that
lim
m→∞
Km
Km−1
≤ 4‖f‖∞‖g‖∞δ < 1.
Hence, the series
∑
mKm converges. Finally, we have proved that
dn
dtn
〈Ψ(
√
tf),Ψ(
√
tg)〉 =
∑
m≥n
tm−n
m!(m− n)!〈B
+m
f Φ, B
+m
g Φ〉. (4)
Thus, by taking t = 0 in the right hand side of (4), the result of the above
lemma holds. 
As a consequence of the above lemma, we prove the following.
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Lemma 2 Let p be a contraction on L2(Rd) ∩ L∞(Rd) with respect to the
norm ‖.‖∞. If Γ2(p) is an orthogonal projection on Γ2(L2(Rd) ∩ L∞(Rd)),
then one has
〈B+n
p(f)Φ, B
+n
p(g)Φ〉 = 〈B+np(f)Φ, B+ng Φ〉 = 〈B+nf Φ, B+np(g)Φ〉
for all f, g ∈ L2(Rd) ∩ L∞(Rd) and all n ≥ 1.
Proof. It Γ2(p) is an orthogonal projection on Γ2(L
2(Rd) ∩ L∞(Rd)), then
〈Ψ(
√
tp(f)),Ψ(
√
tp(g))〉 = 〈Ψ(
√
tp(f)),Ψ(
√
tg)〉 = 〈Ψ(
√
tf),Ψ(
√
tp(g))〉 (5)
for all f, g ∈ L2(Rd) ∩ L∞(Rd) (with ‖f‖∞ > 0 and ‖g‖∞ > 0) and all
0 ≤ t ≤ δ such that
δ <
1
4
inf
( 1
‖f‖2∞
,
1
‖g‖2∞
)
.
Therefore, the result of the above lemma follows from Lemma 1 and identity
(5). 
Lemma 2 ensures that the following result holds true.
Lemma 3 Let p be a contraction on L2(Rd) ∩ L∞(Rd) with respect to the
norm ‖.‖∞. If Γ2(p) is an orthogonal projection on Γ2(L2(Rd) ∩ L∞(Rd)),
then one has
〈(p(f))n, (p(g))n〉 = 〈fn, (p(g))n〉 = 〈(p(f))n, gn〉 (6)
for all f, g ∈ L2(Rd) ∩ L∞(Rd) and all n ≥ 1.
Proof. Suppose that Γ2(p) is an orthogonal projection on Γ2(L
2(Rd) ∩
L∞(Rd)). Then, in order to prove the above lemma we have to use induction.
- For n = 1: Lemma 2 implies that
〈B+
p(f)Φ, B
+
p(g)Φ〉 = 〈B+p(f)Φ, B+g Φ〉 = 〈B+f Φ, B+p(g)Φ〉
for all f, g ∈ L2(Rd) ∩ L∞(Rd). Using the fact that BfΦ = 0 for all f ∈
L2(Rd) ∩ L∞(Rd) and the commutation relations in (1) to get
〈B+
p(f)Φ, B
+
p(g)Φ〉 = 〈Φ, Bp(f)B+p(g)Φ〉 = 2c〈p(f), p(g)〉
〈B+
p(f)Φ, B
+
g Φ〉 = 〈Φ, Bp(f)B+g Φ〉 = 2c〈p(f), g〉
〈B+f Φ, B+p(g)Φ〉 = 〈Φ, BfB+p(g)Φ〉 = 2c〈f, p(g)〉.
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This proves that identity (6) holds true for n = 1.
- Let n ≥ 1 and suppose that identity (6) is satisfied. Then, from Lemma
2, it follows that for all f, g ∈ L2(Rd) ∩ L∞(Rd) one has
〈B+(n+1)
p(f) Φ, B
+(n+1)
p(g) Φ〉 = 〈B+(n+1)p(f) Φ, B+(n+1)g Φ〉 = 〈B+(n+1)f Φ, B+(n+1)p(g) Φ〉. (7)
Identity (7) and Proposition 1 imply that
〈B+(n+1)
p(f) Φ, B
+(n+1)
p(g) Φ〉 = 22n+3cn!(n + 1)!〈(p(f))n+1, (p(g))n+1〉
+c
n−1∑
k=0
22k+1
n!(n + 1)!
((n− k)!)2 〈(p(f))
k+1, (p(g))k+1〉
〈B+(n−k)
p(f) Φ, B
+(n−k)
p(g) Φ〉
= 22n+3cn!(n + 1)!〈fn+1, (p(g))n+1〉
+c
n−1∑
k=0
22k+1
n!(n + 1)!
((n− k)!)2 〈f
k+1, (p(g))k+1〉 (8)
〈B+(n−k)f Φ, B+(n−k)p(g) Φ〉
= 22n+3cn!(n + 1)!〈(p(f))n+1, gn+1〉
+c
n−1∑
k=0
22k+1
n!(n + 1)!
((n− k)!)2 〈(p(f))
k+1, gk+1〉
〈B+(n−k)
p(f) Φ, B
+(n−k)
g Φ〉.
Note that by induction assumption, one has
〈(p(f))k+1, (p(g))k+1〉 = 〈fk+1, (p(g))k+1〉 = 〈(p(f))k+1, gk+1〉 (9)
for all k = 0, . . . , n− 1. Therefore, from Lemma 2 and identity (9), one gets
c
n−1∑
k=0
22k+1
n!(n+ 1)!
((n− k)!)2 〈(p(f))
k+1, (p(g))k+1〉〈B+(n−k)
p(f) Φ, B
+(n−k)
p(g) Φ〉
= c
n−1∑
k=0
22k+1
n!(n + 1)!
((n− k)!)2 〈f
k+1, (p(g))k+1〉〈B+(n−k)f Φ, B+(n−k)p(g) Φ〉
= c
n−1∑
k=0
22k+1
n!(n + 1)!
((n− k)!)2 〈(p(f))
k+1, gk+1〉〈B+(n−k)
p(f) Φ, B
+(n−k)
g Φ〉.
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Finally, from (8) one can conclude. 
Note that the set of contractions p on L2(Rd) ∩ L∞(Rd) with respect to
‖.‖∞, such that Γ2(p) is an orthogonal projection on Γ2(L2(Rd) ∩ L∞(Rd)),
is reduced to the following.
Lemma 4 Let p be a contraction on L2(Rd) ∩ L∞(Rd) with respect to the
norm ‖.‖∞. If Γ2(p) is an orthogonal projection on Γ2(L2(Rd) ∩ L∞(Rd)),
then
p(f¯) = p(f).
for all f ∈ L2(Rd) ∩ L∞(Rd).
Proof. Let p be a contraction on L2(Rd)∩L∞(Rd) with respect to the norm
‖.‖∞ such that Γ2(p) is an orthogonal projection on Γ2(L2(Rd) ∩ L∞(Rd)).
Then, from Lemma 3 it is clear that p = p∗ = p2 (taking n = 1 in (6)).
Moreover, for all f1, f2, g1, g2 ∈ L2(Rd) ∩ L∞(Rd), one has
〈(p(f1 + f2))2, (g1 + g2)2〉 = 〈(p(f1 + f2))2, (p(g1 + g2))2〉.
It follows that
〈(p(f1))2, g21 + g22〉+ 〈(p(f2))2, g21 + g22〉+ 4〈p(f1)p(f2), g1g2〉
= 〈(p(f1))2, (p(g1))2 + (p(g2))2〉+ 〈(p(f2))2, (p(g1))2 + (p(g2))2〉 (10)
+4〈p(f1)p(f2), p(g1)p(g2)〉.
Then, using (6) and (10) to obtain
〈p(f1)p(f2), g1g2〉 = 〈p(f1)p(f2), p(g1)p(g2)〉 (11)
for all f1, f2, g1, g2 ∈ L2(Rd)∩L∞(Rd). Now, denote byMa the multiplication
operator by the function a ∈ L2(Rd) ∩ L∞(Rd). Then, identity (11) implies
that
〈Mp(f2)g¯2p(f1), g1〉 = 〈Mp(f2)p(g2)p(f1), p(g1)〉
for all f1, f2, g1, g2 ∈ L2(Rd) ∩ L∞(Rd). This gives that
Mp(f2)g¯2p = pMp(f2)p(g2)p (12)
for all f2, g2 ∈ L2(Rd) ∩ L∞(Rd). Taking the adjoint in (12), one gets
pM
p(f2) g2
= pM
p(f2)p(g2)
p. (13)
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Note that, for all f, g ∈ L2(Rd) ∩ L∞(Rd), identity (12) implies that
Mp(f)g¯p = pMp(f) p(g)p. (14)
Moreover, from (13), one has
pMp(f) p(g)p = pMf p(g). (15)
Therefore, identities (14) and (15) yield
Mp(f)g¯p = pMf p(g) (16)
for all f, g ∈ L2(Rd) ∩ L∞(Rd). Hence, for all f, g, h ∈ L2(Rd) ∩ L∞(Rd),
identity (16) gives
p(f p(g)h) = p(f)g¯p(h). (17)
Taking f = g = p(h) in (16) to get
M|p(h)|2p = pM|p(h)|2. (18)
Then, if we put f = h = p(g) in (17), one has
p(p(g) p(g)2) = p(|p(g)|2p(g)) = (p(g))2g¯.
But, from (18), one has
p(|p(g)|2p(g)) = (pM|p(g)|2)(p(g)) =M|p(g)|2p(p(g)) = |p(g)|2p(g).
Hence, one obtains
|p(g)|2p(g) = (p(g))2g¯ (19)
for all g ∈ L2(Rd)∩L∞(Rd). Now, let g be a real function in L2(Rd)∩L∞(Rd).
So, the polar decomposition of p(g) is given by
p(g) = |p(g)|eiθp(g).
Thus, identity (19) implies that
|p(g)|3e−iθp(g) = |p(g)|2g.
This proves that for all x ∈ Rd, θp(g)(x) = kxpi, kx ∈ Z. Therefore, p(g) is a
real function. Now, taking f = f1 + if2 ∈ L2(Rd)∩L∞(Rd), where f1, f2 are
real functions on Rd. It is clear that
p(f¯) = p(f1 − if2) = p(f1) + ip(f2) = p(f).
This completes the proof of the above lemma. 
As a consequence of Lemmas 3 and 4 we prove the following theorem.
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Theorem 2 Let p be a contraction on L2(Rd) ∩ L∞(Rd) with respect to the
norm ‖.‖∞. Then, Γ2(p) is an orthogonal projection on Γ2(L2(Rd)∩L∞(Rd))
if and only if p =MχI , where MχI is a multiplication operator by a charac-
teristic function χI , I ⊂ Rd.
Proof. Note that if p =MχI , I ⊂ Rd, then from identity (3) it is clear that
e−
c
2
∫
I
ln(1−4f¯(s)g(s))ds = 〈Ψ2(p(f)),Ψ2(g)〉
= 〈Ψ2(f),Ψ2(p(g))〉
= 〈Ψ2(p(f)),Ψ2(p(g))〉
for all f, g ∈ L2(Rd) ∩ L∞(Rd) such that ‖f‖∞ < 12 and ‖g‖∞ < 12 . Hence,
Γ2(p) is an orthogonal projection on Γ2(L
2(Rd) ∩ L∞(Rd)).
Now, suppose that Γ2(p) is an orthogonal projection on Γ2(L
2(Rd) ∩
L∞(Rd)). Then, Lemma 3 implies that
〈(p(f))n, (p(g))n〉 = 〈fn, (p(g))n〉 = 〈(p(f))n, gn〉
for all f, g ∈ L2(Rd) ∩ L∞(Rd) and all n ≥ 1. In particular, if n = 2 one has
〈(p(f1 + f¯2))2, g2〉 = 〈(f1 + f¯2)2, (p(g))2〉
for all f1, f2, g ∈ L2(Rd) ∩ L∞(Rd). This gives
〈(p(f1))2, g2〉+ 2〈p(f1)p(f¯2), g2〉+ 〈(p(f¯2))2, g2〉
= 〈f 21 , (p(g))2〉+ 2〈f1f¯2, (p(g))2〉+ 〈(f¯2)2, (p(g))2〉. (20)
Using identity (20) and Lemma 3 to get
〈p(f1)p(f¯2), g2〉 = 〈f1f¯2, (p(g))2〉.
This yields
∫
Rd
f¯1(x)f2(x)(p(g))
2(x)dx =
∫
Rd
p(f1)(x)p(f2)(x)g
2(x)dx. (21)
But, from Lemma 4, one has p(f) = p(f¯), for all f ∈ L2(Rd) ∩ L∞(Rd).
Then, identity (21) implies that
〈f1,M(p(g))2f2〉 = 〈f1, (pMg2p)f2〉
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for all f, g ∈ L2(Rd) ∩ L∞(Rd). Hence, one obtains
M(p(g))2 = pMg2p. (22)
In particular, for g = χI where I ⊂ Rd, one has
M(p(χI))2 = pMχIp. (23)
If I tends to Rd, the operator MχI converges to id (identity of L2(Rd) ∩
L∞(Rd)) for the strong topology. From (23), it follows that
p(f) = p2(f) = lim
I↑Rd
M(p(χI ))2f
for all f ∈ L2(Rd) ∩ L∞(Rd). But, the set of multiplication operators is a
closed set for the strong topology. This proves that p = Ma, where a ∈
L∞(Rd). Note that p = p2 is a positive operator. This implies that a is
a positive function. Moreover, one has pn = p for all n ∈ N∗. This gives
Man =Ma for all n ∈ N∗. It follows that an = a for all n ∈ N∗. Therefore,
the operator a is necessarily a characteristic function on Rd. 
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