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Security-by-Contract (S×C) is a paradigm providing security assurances for mobile applications.
In this work, we present the an extension of S×C, called Security-by-Contract-with-Trust (S×C×T).
Indeed, we enrich the S×C architecture by integrating a trust model and adding new modules and
configurations for managing contracts. Indeed, at deploy-time, our system decides the run-time
configuration depending on the credentials of the contract provider. The run-time environment can
both enforce a security policy and monitor the declared contract. According to the actual behaviour
of the running program our architecture updates the trust level associated with the contract provider.
We also present a possible application of our framework in the scenario of a mobile application
marketplace,e.g., Apple AppStore, Cydia, Android Market, that, nowadays, are considered as one
of the most attractive e-commerce activity for both mobile application developers and industries
of mobile devices. Since the number of applications increases, Mobile Applications Marketplace
(MAMp) sets up recommendation systems that rank and highlight mobile applications by category,
social activity, etc.
The S×C×T framework we propose is applied in this scenario for providing security on cus-
tomers’ mobile devices as well as help Mobile Applications Marketplaces to enhance their recom-
mendation systems with security feedback.
The main advantage of this method is an automatic management of the level of trust of software
and contract releasers and a unified way for dealing with both security and trust.
Keywords: Security-by-Contract, Contract Monitoring, Trust Management, Mobile Application
Criticality, Managing Feedback.
1 Introduction
In the last decades, the number of devices,e.g. mobile phones, smart phones and slates, used in our daily
life is rapidly growing up. Furthermore, the computational capabilities of such devices tend to increase
over and over. This allows to download and run a rich variety of applications on mobile devices.
Mobile Java applications (MIDlets) offer a clear example of fixed trust relationship. Indeed, a MI-
Dlet is a software released by some vendor that clients download and install on their device. The serious
constraints on the resources of mobile devices (e.g., CPU, memory, battery) make several security mech-
anisms practically infeasible. The current technique for providing security assurances to mobile device
users is based on software certification released by a accreditedcertification authority(CA).
Journal of Wireless Mobile Networks, Ubiquitous Computing, and Dependable Applications, volume: 1, number: 4, pp. 75-91
∗This paper is an extended version of the paper [7] presented at IMIS 2010.
†Work partially supported by EU-funded project FP7-257930 ANIKETOS, by EU-funded project FP7-231167 CONNECT
and by EU-funded project FP7-256980NESSOS.
75
Extending Security-by-Contract with Trust Costa & al.
The certificate-based approach has several, well known drawbacks. Mainly, it implements a white
list strategy. While certified MIDlets have all the privileges they need, uncertified applications have very
little access to the system independently from their actual behaviour, leading to a significant reduction of
their usability. On the other hand, executing a malicious, signed application can have obvious, dramatic
consequences. There are many ways in which this attack can take place. A simple attacking scenario is
based on the user’s unawareness about security. Basically, a device owner wanting to install a MIDlet
could decide to ignore whether it is not signed. This scenario is becoming popular, for instance, with local
providers offering small, contextual applications (e.g., catalogues, interactive guides). Often, MIDlet
spots dispatch unsigned or self-certified applications to users moving inside some area of interest (e.g., a
museum).
Another danger arises from the hierarchical structure of certificates. In fact, when purchasing a
certificate, the owner is often authorized to produce and distribute sub-certificates. The features of a
sub-certificate depend on the structure of the original one (e.g., a certificate can generate sub-certificates
with an expiration date lower or equal to its own). For instance, an attacker acquiring a certificate can use
it for signing a malicious MIDlet. Then, after detecting the attack, it should be possible, analysing the
certificate, to trace back the certificate history and discover what went wrong in the sub-certificates chain.
However, this is a reactive approach that can lead to identifying misbehaving entities (CAs, developers,
vendors), while, in general, a proactive solution would be preferable.
For these reasons we advocate acontract-basedapproach for mobile applications trust management,
referred to as Security-by-Contract-with-Trust (S×C×T). In our model contracts are in charge of pro-
viding guarantees on the correct behaviour of programs. Contracts are automatically produced by any
provider and attached to the code. The counterpart of contracts are security policies. Policies define
which behaviours are considered to be safe. To implement this strategy, we present a contract moni-
toring framework responsible for verifying whether a running application respects its contract. When
an attack, namely an attempt to violate a contract, is detected, our system reacts immediately by en-
forcing a security policy and preventing the attack from being actually performed. Moreover, a contract
breaking causes an automatic modification of the trust relationship between the device and the authority
providing the contract. In particular, we propose a mechanism for managing trust feedback according to
the concept ofmobile application criticality. The degree of criticality reflects how much an application
may be considered critical with respect to security and trust aspects according to its type and category
(i.e., according to which kind of data it may access or which resources it uses). Hence, our system can
immediately react to threats and prevent further attacks coming for the same source.
In order to show how the proposed framework works, we present an application of the S×C×T
to a Mobile Applications Marketplaces (MAMp) scenario, like, for instance, Apple AppStore, Cydia,
Android Market, in which mobile applications (MA) are released by some vendors and customers can
download and install them on their devices. Our mechanism manages trust by rewarding and penalising
MA’s provider according to the MA’s trust recommendation given by the MAMp and the MA criticality.
Furthermore, the proposed framework offers a high degree of flexibility providing applications clients
with a reliability feedback and assuring security guarantees also under pervasive, contextual mobility
conditions.
This paper is structured as follows: Section 2 presents our proposed extension of the security-by-
contract paradigm with trust measurement. In Section 3 we show the application of the Security-by-
Contract-with-Trust to the case study of a mobile application marketplace and in Section4 we present
some simulation results. Section 5 relates our contribution to previous ones already in literature and
Section 6 provides the conclusion of the paper and our future work.
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2 Security-by-Contract-with-Trust
The main novelty of our approach consists in integrating the Security-by-Contract (S×C) paradigm with
a monitoring infrastructure for trust management by exploiting Role-based Trust Management Language
(RTML) to deal with both trust and reputation management. In particular we aim to automatize the
updating of the trust relationship between users and application/contract providers.
We start by recalling the S×C paradigm in its original formulation.
2.1 Security-by-Contract Paradigm
TheSecurity-by-Contract(S×C) [5] paradigm provides a full characterisation of the contract-based in-
teraction. Indeed, the basic notion of the Security-by-Contract paradigm is thecontract, which is an
over-approximation of all possible application execution behaviours, provided in addition to the applica-
tion itself. Loosely speaking, a contract contains a description of the relevant features of the application
and the relevant interactions with its host platform. The contract is released by the developer of the
application.
The other cornerstone of the S×C approach is the concept ofpolicy that is usually specified on the
platform on which the application is supposed to run. It may be specified by the owner or by the producer
of the platform and consists of the set of admitted application execution behaviours.
The core idea behind the Security-by-Contract approach is depicted in Figure 1. When a client
receives an application, the system automatically checks the formal correspondence between code and
contract (Check Evidence). This step is intended to provide a formal proof that the contract effectively
denotes the behaviour of the running program. This step can be implemented, for instance, using the
model-carrying code[19] method. If the result is negative then the monitor runs to enforce the policy
(Enforce Policy), otherwise a matching between the contract and the policy is performed to establish
if the contract is compliant with the policy. If it is the case than the application is executed without
overhead (Execute Application), otherwise the policy is enforced again (Enforce Policy). Finally, if the
previous checks were positively passed, the MIDlet can be executed with no active runtime monitor.
The contract-policy matching function ensures that any security relevant behaviour allowed by the
contract is also allowed by the policy. This matching could be done with respect to different behavioural
relation,e.g., language inclusion [4] or simulation relation [10]. This matching function allows the user
to check whether the behaviour of the MIDlet is compliant with the policy on his device or not, without
the need of running the MIDlet.
The enforcing approach has been shown to be feasible on mobile devices. In particular two tech-
niques have been detailed in the literature and exploited for experiments and tools: JVM customiza-
tion [1] and bytecode in-lining [3]. Briefly, the first replaces the standard JVM with a modified one
dispatching signals to the monitoring agent whenever a program makes a call to (a subset of) the system
APIs. The second instruments the sequence of bytecode instructions with invocations to the security
policy monitor making the program send security signals at run-time. Both approaches use an external
component, namely aPolicy Decision Point(PDP), holding the set of rules that compose the security
policy. Moreover the PDP reads the current device state (battery consumption, link strength, available
credit) through dedicated internal components. When the PDP receives a request for an action violating
the security policy, it answers denying the necessary permission. Then, the system reacts by throwing an
exception. Note that the notion of trust was not integrated in the Security-by-Contract approach. Basi-
cally, the user can trust or not the application’s provider according to a software certification delivered
by a certification authority.
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Figure 1: The Security-by-Contract process [5].
2.2 Extending S×C with Trust
As mentioned above, a crucial point of the S×C architecture is the verification of the relation that exists
between the MIDlet and its contract. Nowadays the mobile code is run if its source is trusted. This means
that we can only reject or accept the signature of the application provider.
Here we propose an extension of the existing architecture by adding a component for the contract
monitoring. Checking whether the execution of an application adheres to declared contract we can
modify the level of trust of the application provider.
Driving trust management with contract monitoring offers several advantages to both the mecha-
nisms. Basically, in order to have a precise trust measure, a behavioural feedback is needed. Indeed,
the trust weight associated to a certain provider should change according to whether its applications be-
have correctly or not. In some cases, the trust value modification is triggered by a program trying to
execute some forbidden action, namely violating a security policy. However, policy violations are not
always caused by a real security attack. As a matter of fact, in case of customised security policies, we
can not expect that every provider is aware about the requirements of each customer. Hence, a policy
violation could simply be the result of a mismatch between the provider’s specification and the platform
restrictions.
On the other side, a precise trust value has some clear advantage for the platform. A first benefit
derives from the possibility of avoiding security enforcement. Two important issues about policy en-
forcement are execution overhead and semantics interference. In other words, when an enforcement
mechanisms follow the execution of a program, it slightly decreases the standard performances. Further-
more, enforcing a policy may cause a modification of the original behaviour of programs. If a program
comes from a trusted source, the user could decide to run it free from any control.
A second important issue is policy specification. Users applying customised security properties over
their devices must specify all the acceptable behaviours of running applications. Needless to say that
this can be a cumbersome task especially for users having no technical skills. In fact, many users do
not specify any security restriction on the applications they trust,e.g., utilities provided by the device’s
manufacturer. Hence, allowing trusted application to run according to their contracts may also reduce
the complexity of specifying security policies.
Our strategy takes place in two phases: at deploy-time by setting the monitoring state and at run-time
by applying the contract monitoring procedure for adjusting the provider trust level.
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2.2.1 Deployment Architecture
This S×C paradigm (Figure 1) does not require the software provider to be a trusted entity and sim-
ply relies on the correctness of local, internal components (i.e., Check Evidence and Contract-Policy
Matching). Here, we deploy a framework for quantitative trust management. In this way it is possible
to dynamically update the levels of trust. Updating is done according to the adherence between the real





































STEP 1 STEP 2
Figure 2: The Extended Security-by-Contract Application workflow.
contract monitoringthat checks the compliance between the application and its contract. We replace the
contract verification (Check Evidence) with a simple check on the level of trust of the provider (Trusted
Provider). If the provider is untrusted then the policy is enforced, otherwise the contract-policy matching
is performed. Hence the S×C×T workflow results as in Figure2 and Figure 3. It consist of the following
steps:
• Step 1-Trust Assessment: Each downloaded mobile application comes with a given recommen-
dation rate, which allows the trust module of the user device to decide if the application can be
considered as trusted or not (see section3.1).
• Step 2-Contract Driven Deployment: According to this trust measure, the security module defines
if just monitoring the contract or both enforce the policy and monitoring the contract going into
one on the scenarios described in Step 3 (see section3.2). Indeed,we have two cases:
Scenario MC The contract satisfies the policy. In this case our monitoring/enforcement infras-
tructure is required to monitor only the application contract. Indeed, under these conditions,
contract adherence also implies policy compliance. If no violation is detected then the appli-
cation worked as expected. Otherwise, we discovered that a trusted party provided us with a
fake contract. Our framework reacts to this event by reducing the level of trust of the indicted
provider and switching to the policy enforcement modality.
Scenario EPMCThe contract does not satisfy the policy. Since the contract declares some poten-
tially undesired behaviour, policy enforcement is turned on. Similarly to a pure enforcement
framework, our system guarantees that executions are policy-compliant. However, moni-
toring contract during these executions can provide a useful feedback for better tuning the
trust vector. Hence, our framework also allows for a mixed monitoring and enforcement
configuration. This configuration is activated on a statistical base.
79















































































STEP 4 STEP 3
(b) Scenario EPMC
Figure 3: The contract monitoring configurations
Let us notice that, in both the previous scenarios, contract monitoring plays a central role. Indeed,
a contract violation denotes that a trusted provider released a fake contract.
• Step 3-Contract Monitoring vs Policy Enforcement Scenarios: Depending on the chosen scenario
the security module is in charge to monitor either the policy or the contract and save the execution
traces (logs) (see section 3.2).
• Step 4-Trust Feedback Inference: Finally, the trust module parses the S×C×T produced logs and
infers trust feedback (see section 3.3).
2.2.2 Description of the Scenarios
We outline how trust measures assigned to security assertions can be adjusted as a result of a contract
monitoring strategy. Indeed, trust measures associated with the provider concern on the contract good-
ness mainly. Updated trust measures will influence on future interactions with an application and contract
providers. In other words, our system penalizes the provider more when the contract does not specify
application’s behaviour correctly, rather when the application itself contradicts user’s security policy.
In [3] a monitoring infrastructure consists in a PDP that holds the actual security state and is respon-
sible for accepting or refusing new actions andPolicy Enforcement Points(PEPs) that are both in charge
of intercepting actions to be dispatched to thepolicy decision point(PDP) and preventing the execution
of not allowed operations.
Starting from this model, we extend it by making the PDP also responsible for the contract monitoring
operations and for the trust vector updating. According to [1, 3], we assume that both contracts and
policies are specified through the same formalism. Hence, the policy enforcement configuration of the
PDP keeps unchanged. The PDP must load application contracts as well as security policies dynamically.
Moreover, it must be able to run under the two different execution scenarios in Figure2.
EPMC Scenario. Both the policy enforcement and the contract monitoring are active. During the
execution contract violations are checked for updating trust levels and policy enforcement is activated
in order to guarantee that the application does not violate the security policy on the device. Indeed, the
contract monitoring receives event signals from the executing code and keeps trace of the execution trace.
When a signal arrives, its consistency with respect to the monitored contract is checked. If the contract is
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respected then its internal monitoring state is updated and the operation is allowed, and a good behaviour
is logged (i.e., contract respected). Otherwise, if a violation attempt happens, a security error occurs and
a violation feedback is logged for the trust module. The policy enforcer is only in charge to following
the execution of the application and whenever it attempts to violate the security policy of the device the
enforcement mechanism halts the execution in such a way the security policy is satisfied.
MC Scenario. The contract monitoring is performed. It works according to the following strategy:
the contract monitoring receives event signals from the executing code. The execution trace is kept in
memory. When a signal arrives, its consistency with respect to the monitored contract is checked. As
in the previous case, if the contract is respected then its internal monitoring state is updated and the
operation is allowed, and a good behaviour is logged (i.e., contract respected). Otherwise, if a violation
attempt happens, a security error occurs, and a bad feedback is trigged (.e., contract violation), and the
system switches from contract monitoring to policy enforcement configuration in order to guarantee that
the security policy is satisfied. Since an instance of the policy is always present, this operation does not
imply a serious computational overhead.
Summing up, both execution scenarios check contract violations through the contract monitoring
strategy described above and update providers’ trust level according to the contract monitoring feedback.
3 A Case Study: The Mobile Application Market-Place
Let us consider a Mobile Applications Marketplaces (MAMp), like, for instance, Apple AppStore, Cydia,
Android Market, in which mobile applications (MAs) are released by a provider (MAP) and customers
can download and install them on their devices. Let us also suppose that a trust reputation is associated
to each MAP. Reputations are managed by MAMp and updated according to customers’ feedback.
Generally speaking, we consider a customer, owner of a mobile device, who needs to add a certain
functionality to his own device. The customer asks for an application for doing that. Such MA is
downloaded from the MAMp.
The customer decides to download or not the mobile application according to the given recommen-
dation and the trust threshold he has set on his device. Each mobile application comes with its contract
released by the provider of the application itself.
Let us suppose that a security policy is embedded on the customer’s device. It can be set by the
customer himself or by the manufacturer of the device. If the application is downloaded, whenever it
is executed, some security mechanisms are needed for guaranteeing that the device’s security policy is
satisfied.
In this scenario we have applied the Security-by-Contract-with-Trust in order to guarantee that a
downloaded application is executed without violating the security policy required by the customer.
In the following sessions we detail the MA lifecycle according to the S×C×T workflow.
3.1 Trust Assessment - Step 1
MAMp computes trust recommendations for mobile applications only by aggregating subjective cus-
tomers’ opinions. However, this aggregation process does not take into account security and privacy
feedback. Thus, we introduce a new parameter that reflects the global reputation of a Mobile Applica-
tion Provider (MAP) in term of security behaviour in such a way that the provider’s reputation grows
according to the number of times the application satisfies its contract, and vice versa.
In the literature, managing reputation is widely investigated. Indeed, the reputation can be managed
(i) locally by the customer himself, (ii) by a centralised entity (e.g., ebay), or (iii) in a distributed way,
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where the reputation of each entity is managed by other ones with a distributed hash table such as in
CAN [16] or Chord [20]. We consider MAMp as a trusted entity, since, the MAMp is often managed
by the company that released the mobile device (e.g., Nokia) and/or the mobile operating system (e.g.,
Google). Hence, we assume that each MAMp works as a centralised reputation manager that maintains
MAPs’ reputation. Note that, the MAMp considers only accredited feedback,i.e., all the feedback that
can not be reproduced.
Therefore, the trust recommendation value of a MA is enhanced by weighting it by the reputation of
its provider, as follows:
Rec(MAMp,MA) = Rep(MAP)∗AGG(MA,Customeropinion) (1)
where, the amount of the recommendation is denoted byRec(MAMp, MA); the AGG(MA,Customeropinion)
represents the aggregation process of users’ opinions that is performed by the MAMp (this value is nor-
malised into the interval [0,1]); theRep(MAP) falls into the interval [0,1] and denotes the reputation of
the provider (MAP) that releases MA.
In order to decide if a given mobile application from MAMp is trusted or not, each customer has to
fix its trust thresholdTh0 (bounded between 0 and 1). Hence, the ones that their recommendation is over
Th0 are considered astrusted, where those with a recommendation below thanTh0 areuntrusted.
The trust threshold is set according to the criticality of the mobile application. For instance, a mobile
application that manipulates users’ localisation can be considered as a risky application and hence will
lead to define a highTh0 close to ’1’. Whereas, for a harmless application,Th0 will be close to ’0’.
For bootstrapping, we assume that each MAP is initialised with a low reputation (i.e., 0.1) in order to
reduce Whitewashing phenomena[11], where malicious consumers with low reputation leaves the system
and then backs with a new identity. Furthermore, neither this kind of attack nor the Sybil attack[11] are
efficient, since in MAMp is very tedious to create multiple accounts especially if it requires an expense
from the part of the attacker.
3.2 Monitoring/Enforcement Process - Step 2 and Step 3
Once the Trust module established the threshold according to the application criticality and once it gets
the trust recommendation of the MA, we have the following two possibilities:
(i) The customer does not trust that the MA behaviour adheres to the MA contract. In this case the
contract policy matching is not performed since it does not provide any guarantee about the compliance
between the MA behaviour and the policy. Hence we turn to theEnforce policy & Monitor Contractsce-
nario (EPMC scenario of Figure 2) described later. This allows us to guarantee that the security policy
is respected by applying the enforcement mechanism and trust feedback are provided according to the
contract monitoring answer.
(ii) The customer trusts the MA,i.e., the customer trusts that the MA behaviour adheres to the MA
contract. In this case we check if the contract satisfies the policy by theContract-Policy Matching
function. Two subcases arise:
• The contract satisfies the policy. This allows the customer to establish that the MA satisfies also
the security policy. For that reason, the MA is executed and we turn into theMonitor Contract
scenario (MC scenario of Figure 2).
• The contract does not satisfy the policy. Hence, we are not able to infer anything about the compli-
ance between the MA behaviour and the security policy. The enforcement mechanism is applied
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for guaranteeing that the security policy is respected. Thus, also in this case, we turn into the
Enforce Policy & Monitor Contractscenario (EPMC scenario of Figure 2). The contract moni-
toring can provide a useful feedback for better tuning MAPs’ reputation. The contract monitoring
is performed only for providing feedback to the trust module. It is performed on statistical bases
according to a probability calledPmon. Pmon is computed according to the level of the given rec-
ommendation and the remaining battery life. Indeed,Pmon is inversely proportional to the measure
of trust of the application and proportional to the remaining battery life. For instance, the more
trusted the application is or the lower the battery life is, the less frequent the contract monitoring
is performed.
We implement the behaviour functionBV [17] in order to computePmon. Thebehaviour function
BV is monotonically increasing function, and is able to oscillate from parabolic to hyperbolic shape
according to a behaviour level calledl0.
Note that it is possible to use other mathematical functions (logarithmic, exponential or stepwave)
to assess the monitoring probability but the originality of using Bezier curves comes from the eas-
iness of plotting different monotonic and increasing curves (i.e., logarithmic-like and exponential-
like) with a unique function taking as inputs only two parameters, namely the curve thresholds and
the degree of the curvature.
Definition 3.1. [17] [BV l0,hx,hy: The behaviour Function] The BV function is the Cartesian form of
a quadratic Bezier curve. Thus, the BV function is able to draw smooth curves (see Figure4) which
are achieved through three points P0, 1 and P2, starting at P0 going towards P1 and terminating
at P2, where:
– P0(0,0) is the origin point.
– P2(hx,hy) is called the threshold point, where the hx and hy represent respectively the abscissa
and the ordinate thresholds.
– P1(bx,by) defines the behaviour point. The coordinate of this point(bx,by) are guided by a
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Figure 4: The BV function.
Thus, by aligning the behaviour levell0 with the trust level of the application
Rec(MAMp,MA) (i.e., l0 = 1−Rec(MAMp,MA)) and by representing, through the abscissa, the
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battery lifeBatteryremain, we obtain the following equation:
Pmon(C) = BV(1−Rec(MAMp,MA)),1,1(Batteryremain) (2)
Table 1 shows some examples of monitoring probabilities that are obtained by varying the trust rec-
ommendation value of the mobile application and the percentage of the remaining battery. Hence,
as expected, the probability decreases when the battery life falls (proportionately) or the given

















Batteryremain 20% 40% 60% 80% 100%
0.2 0.47 0.70 0.84 0.93 1.00
0.5 0.20 0.40 0.60 0.80 1.00
0.8 0.06 0.16 0.30 0.53 1.00
1.0 0.01 0.05 0.16 0.31 1.00
Table 1: Monitoring probability examples (Pmon(C)).
3.3 Trust Feedbacks -Step 4
According to the previous steps, a trust log that reflects the behaviour of the deployed application
throughout the monitoring process is generated. Table 2 represents all possible logs by crossing all
possible behaviours with a trusted and an untrusted case. Thus, four types of feedback are highlighted,











Security Respect the contract Violate the contract
MC scenario EPMC scenario MC scenario EPMC scenario
Trusted Highly reward Reward Highly penalise
Untrusted —— Reward —— Penalise
Table 2: Feedback types.
As illustrated in Table 2, for a trusted application, it is obvious to reward the corresponding MAP if
that application respects its contract but we have to turn on the EPMC scenario, and to highly reward if
the application matches the contract and we are in the MC scenario. On the contrary, we highly penalise
MAP if its recommended application violates its contract.
However, for an untrusted application, the security by contract is only applied under the EPMC
scenario, whose aim is to check the contract and enforce the policy. In this case, we adopt a reserved
behaviour, by just rewarding if the contract is respected and penalising otherwise.
In order to reduce the impact of malicious customers on our framework (i.e., Slandering and denial
of services attacks [11]), in which they try to send multiple bad feedback for good application or several
good feedback for bad ones, each customer can only provide one reward and one penalty feedback for
each mobile application. Furthermore, as mentioned above, each given recommendation is processed, by
our model, proportionately to the reputation of its sender.
Then, MAMp performs the Algorithm 1, with the given trust feedback, to update MAP’s reputation
which directly results in updating all the recommendation of the applications of that provider.
MAMp updates the MAP’s reputation (line 18) by increasing or decreasing current evaluation pro-
portionately toα and also to the quantitative variableFeedbackamount. The Feedbackamount is
respectively equal to ’0.5’ for reward or penalise and ’1’ for highly reward or highly penalise.
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Algorithm 1 Update trust
Require:
MA: The monitored Mobile Application
Feedback∈ {”Reward” , ”Highly reward” , ”Penalise” , ”Highly penalise”}
α ∈ [a,b]
1: MAP= Pr(MA) {Pr(MA) returns the MAP of MA}
2: OldPr= Rep(MAP) {Rep(MAP) returns or updates the current reputation of MAP}
3: if Feedback= ”Reward” or Feedback= ”Highly reward” then
4: if Feedback= ”Reward” then
5: Feedbackamount=0.5
6: else ifFeedback= ”Highly reward” then
7: Feedbackamount=1
8: end if
9: NewPr= OldPr+Feedbackamount∗ (1−OldPr)
10: else ifFeedback= ”Penalise” or Feedback= ”Highly penalise” then
11: if Feedback= ”Penalise” then
12: Feedbackamount=0.5





18: Rep(MAP) = (1−α)∗OldPr+α ∗NewPr
The parameterα (α ∈ [a,b]) defines how significant is the impact of new actions will be on the
previous acquired trust history. We choose to boundα into the interval [a, b], wherea is close to 0 (e.g.,
a = 0.2) andb is close to ’1’ (e.g., a = 0.8). Thus,α = a means that past acquired history is highly
relevant, whereasα = b gives the highest impact to new actions.
In order to automatically infer the value ofα , two statements are considered:
• α is proportional to the recommendation value. In fact, if the given recommendation of the appli-
cation is low and a new good behaviour is monitored, MAMp has to slightly update trust values
(i.e., α is close toa). Whereas, if the given recommendation of the application is high and a bad
behaviour is trigged, MAMp has to give a high impact to new computed feedback (i.e., α is close
to b).
• α is proportional toTh0 (i.e., application criticality) in case of a penalty and inversely proportional
to Th0 in case of a reward. Indeed, risky applications have to be less rewarded than harmless
applications and inversely, risky applications have to be more strongly penalised than harmless
applications.
Thus, as for contract monitoring process,α can be inferred using theBV function as follows:
α =
{
BVTh0,1,(b−a)(REC)+a i f Feedback∈ {Penalise,Highly penalise}
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Table 3 shows some examples ofalpha that are obtained by varying the criticality of the mobile appli-















0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8
0.8 0.48 0.62 0.70 0.76 0.24 0.30 0.38 0.52
0.2 0.24 0.30 0.38 0.52 0.48 0.62 0.70 0.76
Table 3:α computing examples.
4 Simulation and results
The aim of the following simulation is to figure out the complementarity between trust and security in
enhancing the security by contract paradigm. We implemented a simulator in C++. The Simulator is
able to randomly generate a MAMp by defining the number of MAPs, the number of MAs, the criticality
level and the number of malicious MAs’ providers.






Low Moderat High Low Moderat High Low Moderat High
EPMC Scenario MC Scenario
Figure 5: Percentage of activated scenarios.
We based our simulations on a MAMp with 100 MAPs, where each one provides around 10 applica-
tions. We perform our simulation by varying two parameters:
(i) The percentage of malicious MAPs which can be 10%, 30% and 50%. We consider that most of their
applications are malicious and provide a high probability of violating local policies and/or their contract.
(ii) The criticality level of MAMp allows to define the category of applications that is proposed by the
MAMp. We set up three categories, namely, applications with low criticality (i.e., 0 ≤ Th0 < 0,33),
applications with moderate criticality (i.e., 0,33≤ Th0 < 0,66), and applications with high criticality
(i.e., 0,66≤ Th0 ≤ 1).
Then, in order to stabilise our result we performed each simulation through one hundred random
MAMp. For this simulation, we count the percentage of activation for each execution scenario (i.e.,
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EPMC scenario and MC scenario) after a download of 200 applications. We represent the results in Fig-
ure 5, to compare usage percentage of each scenario during this monitored period. This figure shows that
our framework works as expected and well balances between preserving battery lifetime (i.e., p rforming
the MC scenario) and enforcing both the security policy and monitoring the contract (i.e., EPMC sce-
nario). In fact, S×C×T becomes more suspicious, by activating the EMPC scenario to the detriment of
the second one, when the number of malicious applications or the criticality of the applications increase,
and inversely, relaxes the security policy into less risky environment (i.e., low criticality application or
less number of malicious applications) in order to maximise the devices’ battery life.
5 Related work
To the best of our knowledge, there is not much work about the integration of trust management and
policy enforcement for mobile code in literature. However, works about the integration of trust module
into policy enforcement exist. In particular some work has been done for integrating trust management
and fine grained access control in Grid Architecture. An attempt can be found in [12] where it is proposed
an access control system the enhances the Globus toolkit with a number of features. This copes with the
fact that access control policies and access rights management becomes one of the main bottleneck
using Globus for sharing resource in a Grid architecture. Along this line of research [2] presents an
integrated architecture, extending the previous one, with an inference engine managing reputation and
trust credentials. This framework is extended again in [13] where it is introduced a mechanism for trust
negotiating credential to overcome scalability problem. In this way the framework provided preserves
privacy credentials and security policy of both users and providers. Even if the application scenario and
the implementation are different, the basic idea consists in considering the trust as a metrics for deciding
the reliability of an application provider.
Also [14] presents a reputation mechanism to facilitate the trustworthiness evaluation of entities in
ubiquitous computing environments. It is based on probability theory and supports reputation evolution
and propagation. The proposed reputation mechanism is also implemented as part of a QoS-aware Web
service discovery middleware and evaluated regarding its overhead on service discovery latency. On the
contrary, our approach is not probabilistic. We provide a method according to which we update the level
of trust of an application provider.
Four main approaches to mobile code security can be broadly identified in the literature.
The sandbox model[9] limits the instructions available for use, with the weakness that it provides
security only at the cost of unduly restricting the functionality of mobile code (e.g., the code is not
permitted to access any files). The sandbox model has been subsequently extended in Java 2 [8], where
permissions available for programs from a code source are specified through a security policy.
Cryptographic code-signingis used for certifying the origin (i.e. the producer) of mobile code and its
integrity, typically by means of private/public keys to sign/verify the executable content. Several limita-
tions of this approach can be identified [6]. A key weakness is that in the signing process it is not checked
at all if the application is doing things not wanted by the user e.g., sending data with information the user
does not want to be sent (F-Secure Weblog (www.f-secure.com/weblog) 11/05/2007, “Just because it’s
Signed doesn’t mean it isn’t spying on you”).
TheProof-Carrying Code(PCC) approach [15] enables safe execution of code from untrusted sources
by requiring a producer to furnish a proof regarding the safety of mobile code. Then the code consumer
uses a proof validator to check, that the proof is valid and hence the foreign code is safe to execute.
The PCC approach is problematic for several reasons [18], such as that automatic proof generation for
complex properties is still a daunting problem, making the PCC approach not suitable for real mobile
applications.
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The Model-Carrying Code(MCC) approach is strongly inspired by PCC, sharing with it the idea
that untrusted code is accompanied by additional information that aids in verifying its safety [19]. With
MCC, this additional information takes the form of a model that captures theecurity-relevant behaviour
of code, rather than a proof.
6 Conclusion and Future Work
In this paper we presented a contract-based trust management framework for mobile applications. At
deploy-time, the monitoring structure is decided depending on both the application contract and the
credentials (i.e., trust measure) of the contract releaser. The main novelty of our model consists in the
contract monitoring scenario. At run-time, a trusted program violating its contract leads to a correction of
the trust relationship with the provider and activates the policy enforcement configuration of our system.
As an example of a possible trust management strategy, we have applied the SxCxT framework
to a mobile application marketplace scenario by presenting mechanism for managing trust feedback
according to the concept of mobile application criticality. In particular, we have presented a mechanism
for rewarding and penalising mobile application developers according to its level of the recommendation
that is provided by the Mobile Application Marketplace and the criticality of the application.
The information about the amount of the recommendation can be retrieved from the MAMp and the
contract of the application that the developer has to send in addition to the application itself, respectively.
This means that we have a unified architecture for managing both security and trust.
Many future directions are viable. Mainly our trust management strategy is still a work in progress.
Currently, trust weights can only decrease monotonically as a consequence of contract violations with
the only exception of a direct intervention of the user. Also the contracting infrastructure can be further
improved. As a matter of fact, in this work we only referred to single-contract applications. However,
we can extend our model in order to accept more contract instances for a single program. This scenario
seems to be realistic and open new directions of investigation.
We also envision to extend the trust module to allow banishing malicious applications and/or devel-
opers from MAMp by taking into account the time fading aspect.
Finally, similarly to [3], we plan to implement a working prototype for testing the practical feasibility
of our approach including performance and resources consumption analysis.
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