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We introduce a simulation environment for wireless
sensor networks using the Bluetooth wireless protocol in
our Georgia Tech Network Simulator (GTNetS). Our
goal is to explore the applicability of the Bluetooth proto-
col for wireless sensor networks. Our Bluetooth simula-
tor implements detailed behavior of lower layers of Blue-
tooth protocol stack, including Baseband, LMP, L2CAP,
and BNEP, with the emphasis on interference resilient
and power efficient characteristics. The implementation
is based on the design of GTNetS and will allow our Blue-
tooth simulator to be used for large-scale network sim-
ulations once an effective scatternet protocol implemen-
tation is completed. Further, our Bluetooth simulator is
designed by using a strict layered model, which makes it
easy to extend in order to accommodate modifications to
Bluetooth protocol or new MAC protocols for sensor net-
works. We present some simulation results with a sim-
ple network configuration to measure the performance of
Bluetooth networks in terms of power consumption.
1. Introduction
Wireless Sensor Networks (WSNs) have drawn more
and more attention as their applications grow to ubiq-
uitous domains. The concepts of micro–sensing and
wireless communication in WSNs promise a wide vari-
ety of applications such as military battlefield surveil-
lance, biocomplexity mapping of the environment, tele-
monitoring of human physiological data, and seismic
structure response [1]. Bluetooth [2] is a short-range
wireless system designed to replace a physical cable
connecting portable or fixed electronic devices. It is a
low power, low cost design operating in the unlicensed
ISM band at 2.4 GHz. The use of time-division multiple
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access (TDMA) and frequency hopping spread spec-
trum (FHSS) makes Bluetooth a robust protocol re-
silient to interference.
Bluetooth enabled sensor nodes have been used for
prototyping wireless sensor networks since many off-
the-shelf Bluetooth devices can be used as gateways
to construct sensor networks and bridge with exter-
nal networks such as the Internet [3, 4]. Developing a
Bluetooth simulation environment unwraps the Blue-
tooth protocols encapsulated in device hardware and
makes protocol modification and optimization tailored
for wireless sensor networks feasible. As an enhanced
generation of the Berkeley Mote, Intel Mote [5] is be-
ing developed based on Bluetooth. Bluetooth’s charac-
teristics of interference resilience, interoperability with
a large variety of devices, increased link reliability, and
security features make it appealing to wireless sensor
networks. Moreover, the synchronized TDMA access
scheme in Bluetooth allows the sender and the receiver
of a communication link to idle between active slots,
thereby reducing overall power consumption which is
essential for wireless sensor networks.
The Bluetooth simulator for wireless sensor net-
works we have developed provides a detailed and pre-
cise Bluetooth stack implementation in order to benefit
the simulation of sensor networks as well as other Blue-
tooth applications.
One of the earliest efforts to develop a Bluetooth
simulator was Bluehoc [6] from IBM. It extends ns2 [7]
and implements the fundamental Bluetooth piconet
connection functionalities. Another Bluetooth simula-
tor, Blueware [8] developed by MIT, is based on Blue-
hoc. Blueware addresses the issues of scatternet forma-
tion and link scheduling schemes. All of these exist-
ing Bluetooth models are based on ns2. Although ns2
is a venerable and widely used network simulator, it
can only model networks with a few hundred to a few
thousand network elements [9]. Normally wireless sen-
sor networks have large-scale topologies that consume
excessive amount of simulation resources. GTNetS is
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designed for scalable distributed network simulations.
In this case, it is necessary to develop a Bluetooth
model for this large-scale network simulator. Our Blue-
tooth simulator is intent to be more complete and pre-
cise base on real packet transmission. It also includes
Bluetooth Network Encapsulation Protocol (BNEP) to
support network protocols over Bluetooth media. Addi-
tionally, our Bluetooth model for GTNetS implements
power saving modes and power consumption measure-
ment, which are essential for wireless sensor networks.
In the Bluetooth simulator for GTNetS, we im-
plement the Bluetooth protocol stack according to
the Bluetooth specification version 1.1 [2]. It includes
Baseband with low power modes and power consump-
tion measurement, LMP, L2CAP, and BNEP modules.
With these modules, it is easy to develop simulations
of wireless sensor network applications running on top
of Bluetooth. Our simulator is also useful for the eval-
uation of improvements in the Bluetooth protocol and
Bluetooth sibling protocols.
The remainder of this paper is organized as follows.
Section 2 gives the motivation of using Bluetooth tech-
nology for sensor networks. Section 3 describes the
Bluetooth protocol layers and their implementations
in GTNetS. Section 4 presents some simulation exper-
iments. Finally, section 5 summarizes the paper and
gives future directions.
2. Motivation
Our Bluetooth simulator is designed to provide a
simulation environment for wireless sensor networks
adopting Bluetooth related technologies. However, the
design is such that it can provide the basis for simu-
lation models of other Bluetooth applications as well.
There are several sensor network platforms using Blue-
tooth as their communication means such as the BTn-
ode prototype from ETH Zurich [4], the iBadge from
UCLA [10], and the Intel Mote from Intel [5]. The
WINS prototype from UCLA [11] also relies on simi-
lar spread spectrum radio. For these designs, the choice
of choosing Bluetooth as the radio type is based on a
number of Bluetooth features as follows:
• Ubiquity Most sensor network nodes, e.g. the
motes, have limited resources for data storage,
processing, and power. They rely on base sta-
tions or gateways to connect to external networks
for tasks requiring more storage or higher perfor-
mance. Such gateways with Bluetooth interfaces
are widely spread. If sensor nodes are equipped
with Bluetooth, they can communicate seamlessly
with these ubiquitous gateways. In addition, some
sensor network applications need immediate reac-
tions taken by actuators when certain events are
sensed by sensors. If Bluetooth is supported by
the sensor nodes, lots of commercial products with
Bluetooth interfaces can be used as such actua-
tors. Furthermore, using Bluetooth as the radio
for sensor nodes enables easy communication with
personal devices such as PDAs and laptops since
most of them have Bluetooth interfaces. This al-
lows direct user interaction with sensor nodes for
data collection, controlling, and debugging.
• Power Efficiency For sensor networks, low power
consumption is essential. The Bluetooth proto-
col allows the radio to enter low power modes
while maintaining synchronization when no trans-
mission or reception is active on a communication
link. These modes greatly reduce the power con-
sumption, as we later show with our simulation re-
sults. The modes used by Bluetooth, listed in in-
creasing order of power efficiency, are: sniff mode,
hold mode, and park mode.
• Interference Resilience Wireless sensor net-
works consist of a large number of elements.
Radio level interference can be a significant prob-
lem when sensor nodes within communication
range compete for a shared channel. Blue-
tooth, on the other hand, exploits frequency hop-
ping spread spectrum. Sensor nodes within com-
munication range can use separate channels to
transmit data. Bluetooth’s resilience to interfer-
ence makes it a good candidate in the context of
sensor networks.
3. Bluetooth Simulation in GTNetS
The Georgia Tech Network Simulator (GTNetS) de-
veloped by our research group was designed for ef-
ficient simulation of large-scale networks. It achieves
good scalability by using distributed simulation meth-
ods, as well as an efficient design for both memory and
computational resources [12]. The protocol stack ar-
chitecture in GTNetS maps exactly to real networks
and hardware. Each protocol stack is implemented as
a stand-alone class in object-oriented C++. It is easy
to understand and extend based on the existing simu-
lation models. GTNetS supports a number of protocols
at different layers.
Our Bluetooth simulator takes advantage of the scal-
ability of GTNetS as well as layered design architec-
ture, and extends it for sensor network and Bluetooth
network simulations. One can easily make further mod-
ifications to the Bluetooth protocols based on our Blue-
tooth simulator, in order to validate the performance
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and suitability of TDMA FHSS based schemes for sen-
sor networks. Details on our implementation of the
Bluetooth protocol in the GTNetS simulator are given
in the following paragraphs.
3.1. General
The Bluetooth stack and GTNetS Bluetooth mod-
ules are shown in Figure 1. In GTNetS, a Node ob-
ject represents the functionality of a network node.
We derive the Bluetooth BlueNode class from Node
class. Besides Node’s common functionality, a BlueN-
ode has a 48-bit Bluetooth device address, which iden-
tifies a Bluetooth device uniquely. Another extension
of BlueNode is that it has a neighbor list. This neigh-
bor list is used to store all the BlueNodes found within
its radio range during the Inquiry phase. The neighbor
list is checked and updated each time before a trans-
mission occurs to insure reachability. In addition to the
address information of the neighbor BlueNodes, the es-
timated clocks of these neighbors obtained at Inquiry
are also stored in this list for the purpose of Page later.
The BlueNode derived from Node also enables it to in-
herit the animation feature of Node in GTNetS.
(b) Simulator in GTNetS(a) Bluetooth Stack












IP and Higher Layer
Figure 1. Bluetooth stack and GTNetS Blue-
toothmodules
In GTNetS, a packet consists of a stack of Protocol
Data Units (PDUs). Thus it is easy to extend the ex-
isting GTNetS packets for the Bluetooth simulation by
defining all packet headers of the Bluetooth layer mod-
ules to be derived from class PDU. In this case, when a
new packet is generated by the application and moves
down to the Bluetooth protocol stack, the header for
each layer is generated and pushed into the PDU stack.
At the destination, the PDUs are pop out for process-
ing. The PDU stack is shown in Figure 2. An Freq field
is added to Baseband PDU for simulation use. This
field has no correspondence to real network packets.
The Freq field identifies the packet transmission hop-
ping frequency. It is a number between 0 and 78 (we use
the 79-hop system as default thereafter) correspond-
ing to the hopping frequency. The fields and length of
the packet header at each layer are implemented ex-
actly as the definition in the specification. Therefore,
it is easy to understand and simulate the Bluetooth be-
havior with high accuracy.
Higher Layer PDU
L2CAP/LMP
PDU Stack Top Baseband
BNEP
Freq
Figure 2. PDU stack in GTNetS Bluetooth mod-
ules
In the following sections, we will describe the Blue-
tooth protocol implementation in the order from lower
to higher layers.
3.2. Baseband
The function of Bluetooth Baseband includes:
(i) Discover neighbor nodes by Inquiry in order to get
the neighbor information including device address
and clock.
(ii) Establish frequency hopping communication chan-
nel through Page.
3.2.1. Inquiry and Page A Bluetooth node has a
48-bit randomly generated device address. The native
clock (ClkN) at every node is also randomly generated
and asynchronous at the beginning. The clock is im-
plemented as a 28-bit counter with the least significant
bit (LSB) representing the clock tick of 312.5µs (1/2
of slot time 625µs). The clock counter is updated by
scheduling a timer at every clock tick.
During the Inquiry process, the Master sends out
two inquiry trains denoted A and B. Each train con-
tains 16 distinct hop frequencies. The Slaves in the In-
quiry Scan state listen to one of the 32 hop frequen-
cies the Master is sending and change the listening
hop frequency once every 1.28s. To avoid contention
when multiple Slaves send responses at the same time,
a backoff interval between 0 and 1023 time slots is ran-
domly generated by every Slave when it gets the In-
quiry message for the first time. After the timeout of
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the backoff timer, the Slave scans the Inquiry message
again and transmits response that includes its device
address and ClkN once the Inquiry message is received.
The time for the Master to get Inquiry response de-
pends on the clock alignment between the Master and
the Slave as well as the random backoff. From our sim-
ulation results, we found 3 to 5 seconds is sufficient for
neighbor discovery.
After the Inquiry is complete, the Master has ob-
tained the device addresses of each of the Slaves within
its radio range and their native clock values (ClkNs).
The Master can then selectively connect to the Slaves
by using a Page message. The Page processing is simi-
lar to that of the Inquiry, except that the device address
is used instead of general inquiry access code (GIAC).
In this case, only the Slave with the specified device ad-
dress will respond. The average and maximum time for
Page is 1.28s and 2.56s respectively assuming the rep-
etition time of each hopping sequence train is 128.
In the Bluetooth simulator for GTNetS, we imple-
ment all functionality of Inquiry and Page processes.
Four timeout events (INQUIRY TO, PAGE TO,
PAGE RSP TO, and NEW CONNECTION TO) are
scheduled at the appropriate time. After the Mas-
ter gets enough Inquiry responses or INQUIRY TO
occurs, selective Page can follow to establish fre-
quency hopping communication channels.
3.2.2. Frequency Hopping As we mentioned in
section 2, one of Bluetooth’s compelling features for
use in sensor networks is its resilience to interference.
This comes from the use of frequency hopping spread
spectrum (FHSS) scheme. Bluetooth operates at the
2.4GHz ISM band, which is divided into 79 RF chan-
nels with 1MHz spacing. The hopping channel is rep-
resented by a pseudo-random hopping sequence hop-
ping through the 79 RF channels. Each hopping chan-
nel is divided into slots with a dwelling time of 625
µs. Since different piconets have different hopping se-
quences, there can be multiple piconets existing simul-
taneously within the same radio region.
We have implemented a frequency hopping kernel
which generates pseudo-random hopping sequences.
Our implementation has been verified by comparing
to the sample data given in [2]. Three different combi-
nations of addresses and initial clock values were used
as the input for this validation test.
As we mentioned earlier, the Freq field is inserted
into the packet to indicate the transmission frequency.
If the packet is composed at its sending slot, the cur-
rent clock value is used as the input to the frequency
hopping kernel. However, in some cases, especially dur-
ing the connection establishing phase, the control pack-
ets are generated as the responses to the received pack-
ets and scheduled for transmission in the next time slot
in the simulator. Therefore, the corresponding clock
counter is adjusted for the correct Freq insertion.
Another synchronization key is to distinguish the re-
sponses to Page messages sent in the first or the sec-
ond half of a time slot. Figure 3 illustrates the message
sequence for Page. During the Page process, two ID
packets are sent by the Master within one time slot.
The Slave responds either to the first or the second
ID packet depending on the hopping frequency match-
ing. The FHS packet from the Master always begins
from the start of the following slot (slot3 in Figure 3).
In this case, the Master needs to check the clock value
when the response is received in slot 2 of Figure 3 in or-
der to get the correct Freq for the FHS packet.
Master
Slave








(b) Slave responds to page message in the 2nd half slot
(a) Slave responds to page message in the 1st half slot
Figure3.Pagemessage sequence
The Bluetooth wireless channel in GTNetS is mod-
eled by broadcasting packets to every neighbor node
within the transmitter’s radio range. When a Bluetooth
non-broadcast packet arrives, the receiving node com-
putes its current receiving frequency and compares it
to the Freq field in the packet header to decide whether
this packet should be received and processed.
The Bluetooth simulator in GTNetS provides a user
friendly animation for frequency hopping. The color of
a node is changing with its sending or receiving fre-
quency. So it is intuitive from the animation to get
synchronization information among the nodes within a
topology. The screenshot is shown in Figure 4.
3.2.3. Power Saving Modes Power saving is essen-
tial for sensor networks since the sensing devices typi-
cally use battery power. The Bluetooth design defines
methods that can significantly reduce power consump-
tion by allowing the radio to enter low power modes
between active communication slots. Since a standard
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Figure4.Screenshot
assumption of the duty cycle for a number of sensor
network applications is about 1%, the Bluetooth low
power modes can be highly efficient. We implement
the three low power modes in Bluetooth: sniff mode,
hold mode, and park mode. The implementation of the
low power modes is by event scheduling at Link Man-
ager Protocol (LMP) layer and transmission control by
checking status word at Baseband layer.
The Bluetooth Baseband power saving modes can
reduce power consumption. However, there is a trade-
off between power saving and latency including wakeup
latency and buffer latency. Choosing the proper param-
eters is important to correctly predict power consump-
tion. According to [2], the average clock drift should be
less than 20 parts per million (ppm) relative to the slot
time of 625µs, and the instantaneous deviation should
be less than 1µs when a node is in active mode. The
uncertainty window allowed for Master/Slave misalign-
ment is 10µs. Thus, the interval (Tmax) for the Master
to provide synchronization messages must fulfill (1):
Tmax =
(10µs − 1µs) ∗ 106
20ppm ∗ 2
= 225ms. (1)
This indicates that the Master should transmit a syn-
chronization message at least every 225ms. When a
Bluetooth device operates at low power modes, the
clock is driven by a low power oscillator with the accu-
racy of drift no more than 250ppm and jitter of 10 µs.
If the synchronization time for a device returning from
low power modes is one time slot (625µs), the maxi-
mum sleep time for a node (Smax) is shown in (2):
Smax =
(625µs− 10µs) ∗ 106
250ppm + 20ppm
≈ 2.3s. (2)
Therefore, Slaves can sleep within an interval of 2.3 sec-
onds or less. Another consideration for the sleep time is
the delay requirements of the applications. The appli-
cation data from the Master to the sleeping Slaves must
be buffered until the Slaves wake up from low power
modes. In this sense, the sleep time is application de-
pendent and can be negotiated through Link Manager
Protocol (LMP) commands.
In addition to low power modes, we also implement
the Bluetooth power saving in packet level: access code
checking. If the access code checking (CheckAccess-
Code) fails, the packet is discarded and the transceiver
consumes less power than receiving the whole packet.
The Bluetooth simulator in GTNetS has been de-
signed from the beginning to model and track power
consumption. This measurement is based on power
consumption levels: transmitting/receiving, receiv-
ing with access code error, active without transmit-
ting/receiving, and low power modes. The power con-
sumption values are from the data sheet of the Blue-
tooth radio transceiver [13]. Our design is such
that it is easy to adjust and extend these parame-
ters when new hardware is introduced.
3.2.4. Link Control To provide reliability for the
point to point Baseband link, we implemented a link
control mechanism. It includes a one bit acknowledge-
ment indication ARQN for Automatic Repeat Request
(ARQ) and a one bit sequence number SEQN in the
Baseband packet header.
3.2.5. Piconet Management In a Bluetooth pi-
conet, the Master can have up to 7 active Slaves. The
Master communicates with each active Slave according
to the scheduling scheme. In our simulator, a round-
robin scheduling scheme is implemented. It is easy to
make extension to support other scheduling schemes.
To avoid the initiation of multiple link control and link
management objects for each master-slave link within
a piconet, the concept of context is introduced. The
content of the context includes all the information spe-
cific to a master-slave link such as active member ad-
dress, slave device address, ARQN, SEQN, etc. When
the Master changes the active Slave to which it wants
to communicate, the method SwitchContext is called.
In SwitchContext, the current master-slave link param-
eters are saved and the next scheduled master-slave link
parameters are pop out as the current context.
3.3. Link Manager Protocol (LMP)
The LMP protocol is used for link initializa-
tion, security, and control. The functionality imple-
mented in our Bluetooth simulator includes con-
nection setup/tearing down, link supervision for
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detecting devices moving out of range, quality of ser-
vice parameters negotiation, authentication, multislot
packets handling, and low power modes switch-
ing. LMP packets are differentiated from Logical Link
Control and Adaptation Protocol (L2CAP) pack-
ets, which may include application data, by one bit
in header and have the higher priority. Thus a sepa-
rate queue is used for LMP packets.
3.4. Logical Link Control and Adaptation
Protocol (L2CAP)
The L2CAP layer is above the Baseband protocol
and interfaces with upper level protocols as shown in
Figure 1. The L2CAP module in our simulator pro-
vides protocol multiplexing, segmentation, reassembly,
and quality of service configuration.
L2CAP is based on the communication chan-
nel model. There are three types of L2CAP chan-
nels, as follows. The Bidirectional signalling channel,
(class L2capSignalChannel), is the unique chan-
nel between any two entities. It carries all chan-
nel control commands. Connection-oriented channels
(class L2capConnChannel) are used for bidirec-
tional point-to-point connections. Unidirectional con-
nectionless channels provide point-to-multipoint com-
munication. Every endpoint of an L2CAP channel is
identified by a logical channel identifier (CID). The sig-
nalling channel and connectionless reception chan-
nel CIDs are fixed, while the connection-oriented
channel CIDs are dynamically allocated by call-
ing the method AllocateChannelID. The configura-
tion and data packets exchange are all based on the
concept of channels. When an L2CAP object is con-
structed, an L2capSignalChannel object is constructed
at the same time. The L2capConnChannel object is
constructed by the corresponding L2capSignalChannel
when data transmission is required.
3.5. Bluetooth Network Encapsulation
Protocol (BNEP)
Sensor network nodes such as the Intel Mote [5]
employ Bluetooth as the radio media to construct
the mesh sensor network and exchange information
within it. It is necessary to further extend this net-
work to connect to some external networks, e.g. Inter-
net, through gateways. Bluetooth Network Encapsula-
tion Protocol (BNEP) provides an interface to trans-
port common networking protocols over the Bluetooth
media. It provides capacities that are similar to capaci-
ties provided by Ethernet. BNEP supports networking
protocols such as IPv4 and IPv6.
Our Bluetooth simulator contains a detailed model
of the function of BNEP, including BNEP connection
control and the interface with L2CAP. With BNEP, it
is possible to build a Bluetooth network access point
as a bridge between Bluetooth devices and an Ethernet
network (for example), as well as sending IP packets
between Bluetooth devices.
4. Experiments
We ran some simple sensor network data collection
application scenario simulations based on a Bluetooth
piconet configuration. Our goal was to demonstrate the
effectiveness of Bluetooth low power modes and mea-
sure energy consumption under different modes and
traffic loads.
We modeled the traffic generated by the sensor
nodes with a simple exponential on-off model. This is a
typical traffic type for sensor applications such as habi-
tat and environment monitoring. The on period fol-
lows an exponential distribution with its mean value
equal to the duty cycle multiplied by the period, while
the off period is an exponential distribution with the
mean value of (1 − dutycycle) ∗ period. To model traf-
fic generated by medium data rate sensors, the traffic
generating rate for the on period is set to be 64kb/s.
This is corresponding to the maximum DM1 packet
rate (108.8kb/s) for Bluetooth Baseband considering
BNEP and L2CAP packet headers. Moreover, this is
also the worst case scenario for light sensor traffic and
the case for aggregated sensor traffic close to the sink.
The packet size follows DM1 packet requirement.
For the first set of experiments, we investigate the
effect of Bluetooth hold mode on the tradeoff between
average packet delay and power saving from entering
this low power mode. The active periods between hold
modes have the same exponential distribution as the
traffic on period. This setting allows the Bluetooth
links to deliver the generated traffic in a timely man-
ner. We varied the time during which the nodes stay in
hold mode in order to introduce different packet delay.
The traffic loads are set to be 1%, 2%, and 5% duty cy-
cle respectively considering the typical assumption for
sensor network applications.
Figure 5 shows the percentage of hold time vs. av-
erage packet delay. The percentage of time that a
node stays in hold mode is in direct proportion to the
amount of energy saving. As we list in Table 1, the
energy consumption is 20mA when a node is in ac-
tive mode without any transmission or receiving (Ac-
tiveNoTxRx), while it is only 60µA in low power modes
such as hold mode. Putting an idle (without Tx/Rx)
node into low power modes wisely is energy efficient
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since idle in active mode is a major energy drain for
typical MAC protocols. The tradeoff for energy sav-
ing in the low power mode is sleep delay. In Figure 5,
when the traffic load is very light (1% duty cycle), the
sensor nodes can enter hold mode for 90% of the entire
simulation time while only incur 0.15s average sleep de-
lay per packet. As the traffic load increases, the average
sleep delay per packet goes up for a specific percent-
age of hold time. This is the trend demonstrated by the
three curves in Figure 5 representing 1%, 2%, and 5%
duty cycle of traffic. However, even with 5% duty cy-
cle of traffic load, the sensor nodes can stay in hold
mode for 91% of the simulation time and the average
sleep delay is only 1.27s/packet. This level of average
packet delay is acceptable for lots of sensor applica-
tion scenarios. Therefore, putting sensor nodes in hold
mode under light traffic can save much energy with-
out introducing large packet delay. In addition, adjust-
ing the time instant to enter hold mode and the du-
ration to stay in hold mode according to the specific
application and quality of service requirements can fur-
ther improve the performance in terms of power con-
sumption and packet delay.
























Figure 5. Percentage of hold time vs. average
packet delay
Another set of experiments were conducted to mea-
sure the value of energy consumption with and with-
out Bluetooth sniff mode as well as investigate en-
ergy distribution on each radio state. These states in-
clude transmission (Tx), receiving (Rx), receiving ac-
cess code error (RxAcErr), active without Tx/Rx (Ac-
tiveNoTxRx), and low power modes (sniff, hold, and
park). Table 1 shows the average electrical current un-
der different states.
In these experiments, we varied the traffic loads from






Table 1. Average energy consumption of blue-
tooth in various states
out Bluetooth sniff modes and measured the average
energy consumption per packet. The parameters for
sniff mode are: sniff interval (TSniff ) 1 second, consec-
utive receiving slot (NSniffAttemp) 16 slots, and sniff
timeout value (NSniffTimeout) 2 slots. The simulation
results are shown in Figure 6. In both cases, the aver-
age energy consumption per packet decreases as traffic
load increases. When the traffic load is light, without
sniff mode, the energy consumption per packet is rather
high. This is due to the large amount of energy spent in
the state of ActiveNoTxRx. In contrast, under 1% duty
cycle traffic load, when the Bluetooth sniff mode with 1
second interval is introduced, the energy consumption
per packet in terms of mA is reduced to 51% of the for-
mer case without sniff mode. This energy saving bene-
fit of sniff mode can be illustrated by the energy distri-
bution on different radio states shown in Figure 7. In
the case of 1% duty cycle of traffic, most of the energy
is consumed in the ActiveNoTxRx state rather than
spent for Tx/Rx. The sniff mode with the set of pa-
rameters declared earlier in this paragraph greatly re-
duces the energy drain in ActiveNoTxRx state. There-
fore, the average energy consumption per packet with
sniff mode is significantly reduced.
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With our Bluetooth simulator, it is easy to evaluate
the performance of appropriate selection of Bluetooth
low power modes according to the properties and re-
quirements of wireless sensor network applications. The
simulations are also valuable for correct parameters ad-
justment and protocol optimization.
5. Conclusions
In this paper, we presented a Bluetooth simulation
environment for wireless sensor networks implemented
in GTNetS. Our objective was to investigate the perfor-
mance of wireless sensor network applications running
on top of an interference resilient, power efficient envi-
ronment with Bluetooth as a representative. We imple-
mented the lower layers of Bluetooth protocol, includ-
ing Baseband with low power modes and power con-
sumption measurement, LMP, L2CAP, and BNEP. It
provides a simulation environment with easy configu-
ration and extensibility. Unlike Bluetooth prototypes
with the lower layers encapsulated into the hardware
without easy access, the Bluetooth simulator makes it
comfortable for modifications to Bluetooth functional-
ities such as power management, time synchronization,
scheduling mechanism, etc.
We also presented some experiment results with our
Bluetooth simulator. The results show the power ef-
ficiency of Bluetooth low power modes, which makes
it applicable for wireless sensor networks. The power
measurement level provides a guideline for protocol im-
provement and sensor node life time estimation. The
parameters used for the simulations are easy to adjust
in order to optimize the performance.
Our Bluetooth simulator is based on the design of
GTNetS, which is intended for large-scale simulations.
To take full advantage of the efficient design, our next
step is to support an effective scatternet protocol to ag-
gregate the Bluetooth’s interference resilient and power
saving characteristics which are valuable for wireless
sensor networks.
Furthermore, a detailed sensor node model includ-
ing sensing unit, processing unit, and communication
unit with battery model are being developed for GT-
NetS. In the future, we will incorporate our Bluetooth
model with the sensor node model for realistic simula-
tions of the practical world.
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