We report a study on the deformation and breakup of drops in an impulsively started shear flow under Stokes flow conditions using boundary-integral simulations and video-microscopy experiments. Two independent techniques are used for determining the physical parameters of the system from the combined use of numerical simulations and experiments. Accurate breakup criteria ͑critical capillary numbers͒ are presented for a range of viscosity ratios. The time required for breakup events has a broad minimum corresponding to moderate shear rates. The size distribution of droplets produced by breakup events is shown to scale with the critical size drop for breakup in shear. A simplified model, based on this finding, is developed for the size distribution in a sheared emulsion. According to the model, the drop size distribution in a given emulsion depends only on the average initial drop size and the shear rate.
I. INTRODUCTION
Drop breakup is important for a wide range of engineering and biomedical applications including production and processing of emulsions and polymer blends, aerosols, and drug delivery systems. The drop size distribution resulting from breakup events determines the mechanical properties and rheology of such systems. Shear flow is par-ticularly relevant because it is often the dominant flow type in production devices such as extruders and rotor-stator mixers.
Experimental studies of drop breakup in shear flow have focused on the determination of critical conditions for breakup under Stokes flow conditions, and the distribution of drop fragments resulting from breakup in a super-critical impulsively-started flow ͓Torza et al. ͑1972͒; Grace ͑1982͒; Marks ͑1998͔͒; these studies have been reviewed by Rallison ͑1984͒ and Tucker and Moldenaers ͑2002͒. This paper describes a numerical and experimental study of drop breakup in an impulsively started shear flow. The assumptions used in our study are stated in Sec. II. The numerical and experimental methods are described in Sec. III. In Sec. IV, we present two techniques for determining the physical parameters of the system using simulations and experiments in combination. Critical capillary numbers for breakup in shear flow are presented in Sec. V. In Sec. VI, we present results for breakup times. Drop size distributions and a model based on our findings are presented in Sec. VII.
II. ASSUMPTIONS
We consider a drop with volume (4/3)a 3 and viscosity in a fluid of viscosity . Drop deformation is characterized by l/2a, where l is the diameter of the sphere that circumscribes the drop. At time t ϭ 0, the drop is spherical (l ϭ 2a). For t Ͼ 0, the ambient fluid undergoes steady shear
where (x,y,z) are Cartesian coordinates, and ␥ is the shear rate.
In the numerical simulations, we assume that the system is density matched, Stokes flow conditions apply, and wall effects are negligible. Fluid viscosities in each phase and interfacial tension are assumed to be constant. These assumptions are satisfactorily met in our experiments.
The time scales ␥ for drop stretching in the flow, and for drop shape relaxation by surface tension are given by
The ratio of these time scales defines the capillary number
Stationary drop configurations exist for Ca below a critical value Ca*() ͓Rallison ͑1984͔͒. In shear flow, the critical capillary number diverges at ϭ 0 and at a critical viscosity ratio * Ϸ 3. For ϭ 0 or Ͼ *, stationary drop configurations exist for all Ca. We present our results in terms the dimensionless time and drop size parameters
where a* is the maximum drop size, which corresponds to the critical capillary number Ca*͑͒ ϭ ␥ a*/. ͑7͒
III. METHODS

A. Numerical
Boundary-integral simulations with adaptive discretization of the drop interface were used in our study ͓Cristini et al. ͑2001͔͒. Accordingly, the surface mesh is locally restructured between each time step to maintain uniform resolution of the local curvature on the drop interface. The number of nodes on the mesh varies between time steps; the number of nodes used to discretize the initial ͑spherical͒ drop shape sets the numerical resolution.
The neck radius of a breaking parent drop decreases with constant velocity at the onset of pinch-off ͓Blawzdziewicz et al. ͑1997͒; Lister and Stone ͑1998͔͒. The breakup time and volume of the two daughter drops were thus obtained by extrapolating in time from simulations close to the primary pinch-off event. Satellite drops produced by secondary breakup events are not resolved in our simulations.
B. Experiment
Experiments were conducted using a parallel plate apparatus ͓Guido and Simeone ͑1998͒; Guido and Villone ͑1998͔͒. Simple shear flow was generated between 10 cm glass plates by translating one plate parallel to the other with constant velocity using a computer-controlled motorized stage. The distance between the plates was Ϸ 1 mm; thus, the maximum strain was 100. The drop radius was in the range 20-45 m. Optical measurements were obtained using a transmitted light microscope and a charge coupled device ͑CCD͒ camera, mounted on the moving stage. In each experiment, the drop was viewed in the direction of the vorticity ͑z direction͒ or the velocity gradient ͑y direction͒ of the shear flow ͑1͒. Two fluid pairs were used: ͑a͒ polydimethylsiloxane in polyisobutylene: Ϸ 103, Ϸ 101 Pa s; Ϸ 2.4 mN/m; and ͑b͒ silicone oil in polybutene: Ϸ 60, Ϸ 638 Pa s; Ϸ 3.1 mN/m.
The physical properties were measured at T ϭ 23 C which was within 0.5 C of the temperature observed in our experiments. Further details are given in the appendix.
IV. PARAMETER DETERMINATION
Experiments and numerical simulations were used in combination to determine system parameters for fluid pair ͑a͒ ͑see earlier͒. Two independent procedures were used.
A. Large deformation dynamics
According to this procedure, refined estimates of the system parameters CaЈ and Ј are sought which minimize the discrepancy between experimental measurements and numerical predictions for a particular large-deformation transient flow. For this purpose, the step-flow experiment shown in Fig. 1 was used. The ͑approximately͒ optimal parameter adjustments which minimize the time-averaged variation between the measured and predicted drop-length-history curves are Ca/CaЈ ϭ 1.04, /Ј ϭ 0.97, ͑8͒
where and Ca are the values obtained by direct measurements. The adjustments ͑8͒ are within the uncertainty of our measurements. Uncertainty in the strain measurement ␥ t, caused by errors in plate spacing, is ignored. The numerical prediction, based on the adjusted parameter values, is compared to the step-flow calibration experiment in Fig. 1͑b͒ . The results demonstrate the advantage of using large deformation experiments and simulations for parameter estimation rather than the standard practice of relying on Taylor small-deformation theory ͓Taylor ͑1934͔͒ for this purpose.
Drops undergoing breakup in supercritical-strength shear flows are shown in Figs. 2 and 3. Experimental observations, and numerical predictions using the adjusted parameter values ͑8͒, are shown for fluid pair ͑a͒. The results indicate that our simulations correctly predict the sequence of drop shapes up to the primary breakup event but over-predict the evolution rate by 10%. This may reflect the drop-length dependence of wall effects or errors in strain measurements not taken into account by the adjusted parameters.
B. Near-critical dynamics
At stationary state, distorting viscous stresses driven by the external flow are balanced by capillary stresses on the drop interface. In this section, we apply the results of a recent analysis of near-critical drop dynamics ͓Blawzdziewicz et al. ͑2002͔͒ to the present study.
In Blawzdziewicz et al. ͑2002͒, an evolution equation for perturbations of drop shape about the stationary state is derived by expanding the drop shape ͑and associated capillary and viscous stresses͒ in a Taylor series about the stationary state. A way from the critical point, perturbations evolve exponentially. By definition, the linear terms in the evolution equation cancel at the critical point Ca ϭ Ca* ͑i.e., marginal stability criterion͒. As a result, the time scale for evolution diverges at the critical point, and the FIG. 1. ͑a͒ Shear rate profile (ā based on ␥ 0 ). ͑b͒ Drop length history; experiment ā ϭ 1.16, ϭ 1.02 ͑᭺͒; simulation ͑solid curve͒, small-deformation theory ͑dotted curves͒ using refined parameter estimates ͑8͒; inset shows drop configuration ͑᭹͒, experiment ͑solid contour͒, simulations ͑triangulated mesh͒.
quadratic leading-order dependence on perturbation amplitude leads to a square-root dependence of the drop shape and evolution rate on the capillary number.
Experiments under near-critical conditions are useful for parameter determination given the sensitivity of the drop dynamics to system parameters, in this regime. Close to the critical point, the stationary drop length l 0 in subcritical-strength flows varies as
where l 0 * is the critical drop length and b 0 ϭ b 0 (). The time required to attain the stationary drop length diverges as
According to Eqs. ͑9͒ and ͑10͒, the characteristic drop elongation rate ͑e.g., minimum rate͒ close to the critical stationary state in slightly supercritical strength flows scales as
The critical capillary number for our experiments was determined from drop breakup times at slightly supercritical shear rates using Eq. ͑10͒. According to the data, presented in Sec. VI, we find Ca*/Ca*Ј ϭ 1.039, ͑12͒
where Ca* Ϸ 0.43 is the value estimated from small deformation theory ͑see Appendix͒ for fluid pair ͑a͒ ͑ ϭ 1.02͒, and Ca*Ј is the refined estimate based on the near-critical behavior. This result corroborates the result obtained from large-deformation drop dy- namics ͑8͒. Equations ͑9͒ and ͑11͒ were used to extract critical capillary numbers from our numerical simulations, as described later.
V. BREAKUP CRITERIA
Accurate critical capillary numbers are intrinsically difficult to obtain due to the divergence of the time required to reach stationary state, as indicated by Eq. ͑10͒. Experimental data ͑inset of Fig. 4͒ have large scatter due to the uncertainty of determining whether a drop is gradually breaking or gradually attaining a stationary configuration at shear rates close to the critical value. The same difficulty applies to numerical computations.
To circumvent this difficulty, we extracted critical capillary numbers from simulations at near-critical shear rates using the results discussed in Sec. IV B. Critical capillary numbers Ca* were obtained by slowly ͑quasistatically͒ increasing the shear rate in our simulations and extrapolating the results using formula ͑9͒. Critical shear rates Ca * corresponding to drops in an impulsively started shear flow were obtained by extrapolating from simulations of breakup in slightly supercritical flows using formula ͑11͒. These techniques can also be used to extract critical capillary numbers from experiments.
Within the resolution of our simulations, we found Ca * ϭ Ca* for 0.1 р р 2.5, but Ca * Ͻ Ca* is expected for → * because transient oscillations lead to breakup ͓Kennedy et al. ͑1994͔͒.
Our numerical values were converged by extrapolation from a set of simulations with different mesh resolutions ͓Cristini et al. ͑2001͔͒. The critical capillary numbers represented by the curves in Fig. 4 are resolved to Ϸ 0.5% relative accuracy. For → 0, the critical capillary number diverges as Ca* ϳ Ϫ2/3 , ͓Hinch and Acrivos ͑1980͔͒, and Ca* ϳ (*Ϫ) Ϫ1/2 for → * ͓Blawzdziewicz et al. ͑2003͔͒. Another branch of stable stationary solutions may exist for Ca Ͼ Ca* ͓Blawzdziewicz et al. ͑2002͔͒. 
VI. BREAKUP TIMES
Breakup times t b , corresponding to the primary breakup event, are shown in Fig. 5 . The results indicate that t b diverges for ā Ϫ1 → 0. Under the assumption that the breakup time is dominated by the slow near-critical evolution ͑10͒:
Thus, the quantity t b (ā Ϫ1) 1/2 is nonsingular. The plot of our numerical results shown in the inset of Fig. 5 confirm this prediction; the corresponding plot of our experimental data was obtained using ͑12͒. The quantity t b (ā Ϫ1) 1/2 has a nonanalytic dependence on ā Ϫ1 under near-critical conditions ͓Bławzdziewicz et al. ͑2002͔͒, however, the results indicate that a linear fit is adequate given the experimental uncertainty and numerical error evident in Fig. 5 . The breakup time also diverges in the complementary strong flow regime ā ӷ 1. In this regime, the breakup time is controlled by drop stretching. The drop length evolves by passive convection
The stretching rate of the drop G ϭ (dl/dt)l Ϫ1 decays as l Ϫ1 for l/a ӷ 1. It follows that the drop acquires a circular cross section with radius r, given that G Ӷ /r for sufficiently elongated drops. By volume conservation, r 2 l Ϸ a 3 . Pinch-off occurs quickly once viscous and capillary stresses reach a balance ␥ ϳ /r. ͑15͒
It follows that in strong flows ā ӷ 1, the drop breakup time diverges as
This estimate is obtained by solving Eq. ͑15͒ with the volume constraint for the drop length at breakup, and inserting the result into Eq. ͑14͒. The external flow has a diminished effect after the primary pinch-off event so the drop-stretching rate decays rapidly. Subsequent breakup of the elongated fluid filament occurs quickly on the time scale r/.
Van Puyvelde et al. ͑2000͒ developed a similar scaling argument for the drop breakup time, except that they assumed that the relevant stress balance at breakup is G ϳ /r, rather than Eq. ͑15͒. Accordingly, the breakup time was predicted to diverge as t b ϳ ā 2/3 , in contrast to Eq. ͑16͒. However, they were unable to explore the regime ā ӷ 1 in their experiments. We were also unable to explore this regime due to the strain limitation of our experiments and computational cost of our simulations, but the results discussed in Sec. VII B favor our scaling.
The limiting results ͑13͒ and ͑16͒ suggests that there may exist a moderately supercritical flow strength which minimizes the breakup time. This is consistent with the results shown in Fig. 5 , although a well-defined minimum is not seen for the range of ā that we were able to investigate. Isolated calculations shown in the figure indicate that the rescaled breakup time b ϭ t b /(1ϩ) is insensitive to .
VII. SIZE OF DROP FRAGMENTS
Here we consider the distribution of fragments with volume v ϭ (4/3)ā 3 produced by the breakup of a parent drop with volume v 0 . The primary breakup event produces two daughter drops with volume v d ; secondary breakup events produce a distribution of smaller satellite drops. Our results show that drop fragments scale with the critical size drop a*.
A. Daughter drops
The size ͑radius͒ of daughter drops a d produced by the primary breakup event is determined by the stress balance ͑15͒ with r Ϸ a d . Then by Eqs. ͑6͒ and ͑7͒, we conclude that the dimensionless daughter drop size ā d is independent of the size of the parent drop ā 0 , provided that ā 0 Ͼ 2ā d ; thus, daughter drops scale with the critical size drop a*. 
B. Satellite drops
By the argument given for daughter drops, large satellite drops scale with the critical size drop. For small satellite drops, the external flow is unimportant; breakup occurs by end-pinching or capillary-wave instability ͓Stone and Leal ͑1989͔͒. The size of small satellites is thus determined by the width of the neck produced by the primary pinch-off The dimensionless neck length at pinch-off l n , and equivalent neck radius r n are depicted in Figs. 8 and 9 for fluid pain ͑a͒ ͑ ϭ 1.02͒. Here the neck length is defined by the distance between the two pinch points, and r n is defined by the radius of an equalvolume circular cylinder where v 0 Ϫ2v d is the excess volume of the parent drop ͑i.e., neck volume͒, and overbars indicate quantities nondimensionalized by a*. Our results indicate that a finite-length neck always forms, thus satellite drops are always produced by breakup events. We were unable to resolve the total volume of satellite drops ͑neck volume͒ produced for ā 0 Ϫ1 → 0 in our simulations. By the scaling argument given in Sec. VI: satellites have broader, noisier distributions. According to our results, 1 ͗ā 1 ͘ Ϸ 2 ͗ā 2 ͘, where ͗ā i ͘ and i (i ϭ 1,2) denote the mean and variance of satellite radii in each size class. For large ā 0 , the distribution of large satellites shows a tendency to become independent of the parent drop size, consistent with the scaling arguments presented earlier.
Zhao and Goveas ͑2001͒ observed that a narrower size distribution of fragments is produced by drop breakup in viscoelastic, rather than Newtonian fluids.
C. Drop size distribution in a sheared emulsion
Under the assumption that fragment sizes are independent of the parent drop size ͑i.e., sufficiently supercritical shear rates͒, we introduce the approximate representation for the size distribution of fragments produced by the breakup of a parent drop with radius ā 0 : Fig. 12 , except ϭ .094; ā 0 ϭ 1.73 ͑ᮀ͒, ā 0 ϭ 1.90 ͑᭺͒, ā 0 ϭ 2.02 ͑᭹͒; fits to Gaussian distributions ā 0 ϭ 1.73 ͑dotted curve͒, ā 0 ϭ 1.90 ͑dashed curve͒, ā 0 ϭ 2.02 ͑solid curve͒.
FIG. 13. Same as
where N s is the total number of satellite drops produced in a sequence which is assumed to be periodic with M fragments in each period ͑cf. inset of Fig. 11͒ . The distribution functions f i (ā ) are nonoverlapping, depend on , are assumed to be independent of ā 0 , and are normalized as ͐ 0 1 f i (ā )dā ϭ 1.
The volume of the parent drop v 0 determines the number of satellite drops. Multiplying Eq. ͑19͒ by v and integrating yields
where v 0 Ͼ 2v d ϱ is assumed, and
is the average satellite volume. For Gaussian f i :
where ͗ā i ͘ and i are the mean and variance of the satellite radii in size class i and ͗v i ͘ ϭ 4/3͗ā i ͘ 3 . The drop size distribution n(ā ) obtained by shearing a dilute emulsion with initial size distribution n 0 (ā ) is given by
where n 0 (ā ) ϭ 0 for ā Ͻ 1 is assumed ͑subcritical-size drops are unaffected by the process͒. Inserting Eqs. ͑19͒ and ͑20͒ into Eq. ͑23͒ yields
where N ϭ ͐ 0 ϱ n(ā )dā and V ϭ N Ϫ1 ͐ 0 ϱ n(ā )v dā are the number of drops and average drop size in the system, and the subscript 0 refers to the initial conditions. The volume of the dispersed-phase fluid NV is conserved, and V 0 Ͼ 2v d ϱ is assumed. After shearing, the average drop size in the system is given by
For a given system, the resulting drop size distribution ͑24͒ depends only on the average initial drop size and the shear rate. Population balance modeling of a drop size distribution in a complex, time-dependent flow typically requires a production kernel that describes the production rate of drops with radius ā due to the breakage of drops with radius ā Ј Ͼ ā ͓Coulaloglou and Tavlar 
APPENDIX: EXPERIMENTAL DETAILS
The fluids used in our study were PDMS ͑Rhone-Poulenc 47V100,000͒, PIB ͑Exxon Parapol 1300͒, SI ͑Dow Corning 200͒, and PB ͑Exxon Hyvis 200͒. All fluids are optically transparent. Rheological properties of the fluids were measured by using a constant stress rheometer ͑Rheometrics DSR 500͒. Shear viscosities were also measured with glass viscometers ͑Cannon͒ immersed in a water bath for temperature control. All fluids displayed Newtonian behavior for the shear rates used in our study. The measured viscosities are given in Sec. III B.
Interfacial tensions were estimated from small-deformation theory ͓Guido and Villone ͑1998͔͒. The measured values, given in Sec. III B, are consistent with available data for polymer blends ͓Wagner and Wolf ͑1993͒; Sigillo et al. ͑1997͔͒. The viscosity, density, and interfacial tension of the fluids remained constant on the time scale of our experiments ͓Guido et al. ͑1999͔͒.
The video signal from the CCD camera was digitized using a frame grabber, and drop contours were extracted using an edge detection algorithm. After breakup events, the flow was stopped and images of drop fragments were acquired at higher magnification. The discrepancy between the volume of the parent drop, and the combined volume of all resolved fragments was Ϸ 7%.
Experimental measurements ͑e.g., drop-length evolution͒ were found to be reproducible to within a few percent, except under near-critical conditions, where larger scatter was observed. Wall effects were tested by comparing the evolution with different plate separations in experiments with ā ϭ 1.38 and ϭ 1.02. We observed differences of a few percent when the plate spacing was increased from 0.75 to 1.5 mm, which is approximately the range of plate spacings used in our experiments.
