Abstract. We give compact extended formulations for the packing and partitioning orbitopes (with respect to the full symmetric group) described and analyzed in [6] . These polytopes are the convex hulls of all 0/1-matrices with lexicographically sorted columns and at most, resp. exactly, one 1-entry per row. They are important objects for symmetry reduction in certain integer programs. Using the extended formulations, we also derive a rather simple proof of the fact [6] that basically shifted-column inequalities suffice in order to describe those orbitopes linearly.
Introduction
Exploitation of symmetries is crucial for many very difficult integer programming models. Over the last few years, significant progress has been achieved with respect to general techniques for dealing with symmetries within branchand-cut algorithms. Very nice and effective procedures have been devised, like isomorphism pruning [10, 12, 11, 13] and orbital branching [7, 8] . There has also been progress in understanding linear inequalities to be added to certain integer programs in order to remove symmetry. Towards this end, orbitopes have been introduced in [6] .
The packing orbitope O ≤ p,q and the partitioning orbitope O = p,q are the convex hulls of all 0/1-matrices of size p × q whose columns are in lexicographically decreasing order having at most or exactly, respectively, one 1-entry per row. In [6] , complete descriptions with linear inequalities have been derived for these polytopes (see Thm. 16 and 17 in [6] ). Knowledge on orbitopes turns out to be quite useful in practical symmetry reduction for certain integer programming models. For instance, in a well-known formulation of the graph partitioning problem (for graphs having p nodes to be partitioned into q parts) the symmetry on the 0/1-variables x ij indicating whether node i is put into part j of the partitioning the symmetry arising from permuting the parts can be removed by requiring x ∈ O = p,q . We refer to [5] and [6] for a more detailed discussion of the practical use of orbitopes. The topic of this paper are extended formulations for these orbitopes, i.e., (simple) linear descriptions of higher dimensional polytopes which can be projected to O ≤ p,q and O = p,q . In fact, such extended formulations play important roles in polyhedral combinatorics and integer programming in general, because rather than solving a linear optimization problem over a polyhedron in the original space, one may solve it over a (hopefully simpler described) polyhedron of which the first one is a linear projection. For instance, the lift-and-project approach [1] and other general reformulation schemes (e.g., the ones due to Lovász and Schrijver [9] as well as Adams and Sherali [15] ) are based on extended formulations. Recent examples include work on mixed integer programming for duals of network matrices [3, 4, 2] . More classical is the general theory on extended formulations obtained from (certain) dynamic programming algorithms [14] . The results of this paper are much in the spirit of the latter work.
In order to give an overview on the contributions of this paper let us first recall a few facts on orbitopes. As no 0/1-matrix with at most one 1-entry per row and lexicographically (decreasing) sorted columns has a one above its main diagonal, we may assume without loss of generality that O 
The main result of [6] is a complete description of O ≤ p,q and O = p,q by means of linear equations and inequalities. This system of constraints (the SCI-system) consists, next to nonnegativity constraints and row-sum inequalities (or row-sum equations for O = p,q ), of the exponentially large class of shifted column inequalities (SCI ) that will be defined at the end of Sect. 2. In [6] it is also proved that, up to a few exceptions, these exponentially many SCIs define facets of the orbitopes. The proof given in [6] of the fact that the SCI-system completely describes these orbitopes is rather lengthy and somewhat technical. Extending over pages 18 to 27, it hardly leaves (not only) the reader with a good idea of the reasons for the SCI-system being sufficient to describe the orbitopes.
In contrast to this, the contributions of the present work are the following: We provide a quite simple extended formulation for O ≤ p,q (along with a rather short proof establishing this) and, moreover, we show by some simple and natural (not technical) arguments that the SCI-system describes the projection of the feasible region of that extended formulation to the original space, thus providing a new proof showing that the SCI-system describes O ≤ p,q . This latter proof is much shorter than the original one, and it seems to provide much better insight into the reasons for the SCI-system to describe the orbitopes. 4 we finally prove that the projection of the feasible region defined by the extended formulation contains the polytope defined by the SCI-system (Thm. 12), thus providing the new proof of the fact (Thm. 11) that the latter polytope equals O ≤ p,q . We conclude with a few remarks and acknowledgements in Sect. 5.
The Setup
Let us assume p ≥ q ≥ 1 throughout the paper. We define a directed acyclic graph D p,q = (V p,q , A p,q ) with node set
and means disjoint union). Using the notation q(i) = min{i, q}, the set of arcs of D p,q is
is the set of vertical arcs that are denoted by (i, j) = ((i, j), (i + 1, j)), and
is the set of diagonal arcs that are denoted by (i, j) = ((i, j), (i + 1, j + 1)). The crucial property of D p,q is that every vertex of O ≤ p,q induces an s-t-path in D p,q as indicated in Fig. 1 . Note that different vertices may induce the same path. For a subset W ⊆ V p,q we use the following notation:
For a directed path Γ in D p,q , we denote by V(Γ) ⊆ V p,q the set of nodes on the path Γ, S(Γ) ⊆ V(Γ) the set of nodes on Γ not entered by Γ via diagonal arcs, and T(Γ) ⊆ V(Γ) the set of nodes on Γ left by Γ via diagonal arcs (see Fig. 2 ). Note that S(Γ) always contains the start node of Γ, and T(Γ) always excludes the end node of Γ. and, as usual, we write z(N ) = e∈N z e for some vector z ∈ R M and a subset N ⊆ M (see Fig. 3 ).
Extended formulations
3.1. The packing case. Denote by F p,q ⊆ R Ap,q the set of all s-t-flows (without any capacity restrictions) in D p,q with flow value one. Clearly, F p,q is an integral polytope. Since D p,q is acyclic, the vertices of F p,q are the incidence vectors of the directed s-t-paths (viewed as subsets of arcs) in D p,q .
For a flow y ∈ F p,q and a node (i, j) ∈ I p,q , we denote by
the amount of flow passing node (i, j). For a subset W ⊆ row i of nodes in the same row, y(W ) = w∈W y(w) is the total amount of flow entering W (or, equivalently, leaving W ).
with (i, j) ∈ I p,q the following statements hold for all y ∈ F p,q (see Fig. 4 ): Proof. For both cases, let
be the set of all nodes (different from s and t) in or above V(Γ) ∪ bar i,j . For case (1), we start by observing
(as y ∈ F p,q is an s-t-flow). Because of (0, 0) ∈ W (thus s being not adjacent to W ) we have in(W ) = in (V(Γ)), which according to Remark 1 equals in (S(Γ)), yielding
Equations (1), (2), and (3) imply the statement on case (1). For case (2), we exploit the fact that the s-t-flow y ∈ F p,q of value one satisfies
We have in(W ∪ {s}) = ∅ and out(W ∪ {s}) = out(W ) (due to (0, 0) ∈ W in this case). From Figure 4 . Illustration of part (1) (left) and part (2) (right) of Lemma 2 with (i, j) = (7, 4).
and out (V(Γ) \ {(i, j)}) = out (T(Γ)) (see Remark 1), we thus derive the statement on case (2) from (4).
For (i, j) ∈ I p,q we denote by
the upper part of the j-th column from (j, j) down to (i, j), including both nodes. For the directed path Γ with V(Γ) = col i,j , we have S(Γ) = col i,j and T(Γ) = ∅. Thus, part (1) of Lemma 2 implies the following.
Remark 3. For all y ∈ F p,q and (i, j) ∈ I p,q , we have
The central object of study of this paper is the polytope
Ap,q : y ∈ F p,q and (x, y) satisfies (5) and (6) satisfy 0 ≤ y ≤ 1, and thus 0 ≤ x ≤ 1 due to (5) and (6) . Furthermore, inequalities (6) imply the row-sum inequalities x(row i ) ≤ 1 for all (x, y) ∈ P p,q .
Theorem 4. The polytope P p,q is integral.
For the proof of this theorem, we need the following result.
Lemma 5. Let x 1 , . . . , x n ≥ 0 and y 1 , . . . , y n ∈ R with
For all numbers α 1 , . . . , α n ∈ R and 0 ≤ β 1 ≤ β 2 ≤ · · · ≤ β n with
Proof of Lemma 5. We prove the claim by induction on n. The case n = 1 is trivial, thus let n ≥ 1. Ignoring index 1 and decreasing the remaining α j and β j by β 1 , from the induction hypothesis we obtain
Due to α 1 ≤ β 1 and x 1 ≥ 0 we have (α 1 − β 1 )x 1 ≤ 0, thus we deduce
Hence we have
with a nonpositive right-hand side due to β 1 ≥ 0 and n j=1 x j ≤ n j=1 y j . Proof of Theorem 4. In order to show that P p,q is integral, we show that for an arbitrary objective function vector c ∈ R Ip,q × R Ap,q the optimization problem
has an optimal solution with 0/1-components. We define two vectors c (1) , c
Ap,q which are zero in all components with the following exceptions:
We are going to establish the following two claims:
(1) For each (x, y) ∈ P p,q we have
(2) For each s-t-flow y ∈ F p,q ∩{0, 1} Ap,q there is some x ∈ {0, 1} Ip,q with (x, y) ∈ P p,q and c + c
With these two claims, the existence of an integral optimal solution to (7) can be established as follows: Letc ∈ R Ap,q be the y-part of c + c (1) + c (2) . As F p,q is a 0/1-polytope, there is a 0/1-flow y ∈ F p,q ∩{0, 1}
Ap,q with c, y = max{ c, y : y ∈ F p,q } .
Due to c + c (1) + c (2) , (0, y) = c, y for all y ∈ F p,q , claim (1) implies that the optimal value of (7) is at most c, y . On the other hand, claim (2) ensures that there is some x ∈ {0, 1} Ip,q with (x , y ) ∈ P p,q and c, (x , y ) = c + c (1) + c (2) , (0, y ) = c, y .
Thus, (x , y ) is an integral optimal solution to (7).
In order to prove claim (2), let y ∈ F p,q ∩{0, 1} Ap,q , i.e., y is the incidence vector of an s-t-path in D p,q . For the construction of some x ∈ {0, 1}
Ip,q as required we start by initializing x = 0. For each (i, j) ∈ V p,q with y (i,j) = 1 set x i+1,j+1 = 1. For every (i, j) ∈ V p,q with j ≥ 1 and y (i,j) = 1 choose ∈ [j] with c i+1, = max{c (i+1),1 , . . . , c (i+1),j } , and set x i+1, = 1 if c i+1, ≥ 0.
For claim (1) let (x, y) ∈ P p,q . Define x ∈ R Ip,q via
for all (i, j) ∈ I p,q . As (x, y) satisfies (5), x ≥ 0 holds. Furthermore, we have
Therefore, it suffices to show
because (8) and (9) yield
In order to establish (9), we prove for every i ∈ [p] (10)
(i−1,j) y (i−1,j) , which by summation over i ∈ [p] yields (9) . To see (10) for some i ∈ [p], observe that, for every j ∈ [q(i)], we have
Due to Remark 3, and as (x, y) satisfies (6), this implies
Defining y (i,q(i)) = 0 in case of q(i − 1) < q(i), we thus have
for every j ∈ [q(i)]. Setting c Ap,q of the unique s-t-path using all arcs (i − 1, j − 1) with (i, j) ∈ I p,q and x ij = 1 satisfies (x, y) ∈ P p,q . Thus, O ≤ p,q is contained in the projection of P p,q .
To see that vice versa the projection of P p,q is contained in O ≤ p,q , by Theorem 4 it suffices to observe that every 0/1-point (x, y) ∈ P p,q is contained in O ≤ p,q . Clearly, for such a point x has at most one one-entry per row (since the rowsum inequalities are implied by the fact (x, y) ∈ P p,q ). Furthermore, if the j-th column of x was lexicographically larger than the (j − 1)-st column of x with i being minimal such that x ij = 1 holds, then one would find that y(col i,j−1 ) = 0 holds (because of (5)), contradicting (6) for (i, j − 1).
From the proof of Theorem 4, we derive a combinatorial algorithm for the linear optimization problem
Ap,q every optimal solution (x , y ) to (12) max{ c, (x, y) : (x, y) ∈ P p,q } yields an optimal solution x to (11). From the proof of Theorem 4 we know that we can compute an optimal solution (x , y ) to (12) by first computing the incidence vector y ∈ {0, 1} Ap,q of a longest s-t-path in the digraph D p,q with respect to arc length given by c (1) + c (2) (which can be done in linear time since D p,q is acyclic) and then setting x ∈ {0, 1} Ip,q as described in the proof of claim (2) (in the proof of Theorem 4). Reducing the number of variables and nonzero elements. Let us manipulate the defining system of P p,q in order to decrease the number of variables and nonzero coefficients. This may be advantageous for practical purposes. It furthermore emphasizes the simplicity of the extended formulation. For the sake of readability, we define bar i,j = ∅ and col i,j = ∅ whenever j > q(i).
Since every y ∈ F p,q satisfies y (i,j) = y(bar i,j ) − y(bar i+1,j+1 ), we deduce from Remark 3 that for all (x, y) ∈ P p,q
holds for all vertical arcs (i, j) with (i, j) ∈ I p,q (and i < p) as well as
for all arcs ((p, j), t) with j ∈ [q] 0 , where we defined y(in (col p,q+1 )) = 0. Similarly to the derivation of Remark 3, one furthermore deduces that every (x, y) ∈ P p,q satisfies
Finally, every (x, y) ∈ P p,q clearly satisfies y (s,(0,0)) = 1. Therefore, we can eliminate from the system describing P p,q all arc variables except for the ones corresponding to diagonal arcs.
We finally apply the linear transformation defined by z ij = x(bar i,j ) and w ij = y(in (col i,j )) for all (i, j) ∈ I p,q , to R Ip,q × R A p,q , whose inverse is given by
(defining z i,q(i)+1 = 0, for all i ∈ [p]) and
Few calculations are needed to check that the previous transformation (bijectively) maps P p,q onto the polytope P comp p,q ⊆ R Ip,q ×R Ip,q defined by the following "very compact" set of constraints:
Here, (14) represent the nonnegativity constraints on the diagonal arcs. Nonnegativity on the vertical arcs (i, j) with i ∈ [p − 1] 0 is reflected by (15) for j ∈ [q(i)] and by (16) (together with the nonnegativity of w, which is implied by (19) and (15)) for j = 0. Finally, equations (5) and (6) translate to (17) and (18), respectively.
Ignoring the nonnegativity constraints, system (14)-(19) has less than 2pq variables and 4pq constraints, for a total number of nonzero coefficients that is smaller than 10pq.
Note that w 1,1 ≤ 1 is a valid inequality for P (which is Prop. 13 in [6] ) it suffices (due to Theorem 6) to show the following:
Theorem 12. For each x ∈ Q p,q there is some y ∈ F p,q with (x, y) ∈ P p,q .
Proof. For x ∈ Q p,q consider the network D p,q with capacity x ij on the diagonal arc (i − 1, j − 1)
for each (i, j) ∈ I p,q and infinite capacities on all other arcs. In this network, we construct a feasible flow y ∈ F p,q of value one with the property (20)
for all (i, j) ∈ I p,q . Phrased verbally, the flow y uses a vertical arc only if the diagonal arc emanating from its tail is saturated. Such a flow can easily be constructed in the following way: start by sending one unit of flow from s to t along the vertical path in column zero. At each step, if the flow y constructed so far violates (20) for some (i, j) ∈ I p,q , choose such a pair (i, j) with minimal j, breaking ties by choosing i minimally as well. With
e., the minimum of the flow on the vertical arc and the residual capacity on the diagonal arc starting at (i−1, j−1)) reroute ϑ units of the flow currently travelling on the vertical arc (i − 1, j − 1) along the path starting with the diagonal arc (i − 1, j − 1) and then using the vertical arcs in column j. Note that this affects only arcs leaving nodes (k, ) with k ≥ i and ≥ j. After this rerouting, (20) holds for (i, j). The minimality requirements in the choice of (i, j) ensure that the flow on the two arcs leaving (i, j) is not changed again afterwards. Thus, (20) will always be satisfied for (i, j) in the future. Therefore, the procedure eventually ends with a flow as required.
As (x, y) satisfies (5) by construction, it suffices to show (6) in order to prove (x, y) ∈ P p,q . To this end, let (i, j) ∈ I p,q . Due to Remark 3, we only need to prove
We construct a directed (k, )-(i, j)-path Γ in the residual network with respect to the flow y (containing only those arcs of D p,q that are not saturated by y) with k = or = 0 in the following way: Starting from the trivial (length zero) w-(i, j)-path with w = (i, j), in each step we extend the path at its current start node w by the diagonal arc entering w if this arc is part of the residual network, and by the vertical arc entering w otherwise. As the residual network contains all vertical arcs, we clearly can proceed this way until the start node of the current path is some node (k, ) with k = or with = 0.
Since Γ is a path in the residual network and due to (20), we have Since we preferred diagonal arcs from the residual network in our backwards construction of Γ, we find that all arcs from in (S(Γ)) are saturated by the flow y. Therefore, for the shifted column S = S(Γ), we have (using (23)) (24) x(S) = y(in (S(Γ)) = y(bar i,j ) .
Let a ∈ A p,q be the arc in Γ entering (i, j), and denote by Γ the path arising from Γ by removing a. If a is diagonal, then the ( , )-(i − 1, j − 1)-path Γ satisfies S(Γ ) = S, and the shifted-column inequality x(bar i,j ) ≤ x(S) (satisfied by x) establishes (21) via (24).
If a is vertical, by construction of Γ, we have y (i−1,j−1) = x ij . Furthermore, the ( , )-(i−1, j)-path Γ satisfies S(Γ ) = S \{(i, j}). Thus using the shifted-column inequality x(bar i,j+1 ) ≤ x(S \ {(i, j)}) one obtains from (24) the inequality y(bar i,j ) = x(S) = x(S \ {(i, j)}) + x ij ≥ x(bar i,j+1 ) + x ij = x(bar i,j ) .
Thus, (21) is established also in this case, which finally proves Theorem 12.
Remarks
In our view, the extended formulations for the orbitopes O ≤ p,q and O = p,q presented in this paper once more demonstrate the power that lies in the concept of extended formulations. Not only do the extended formulations provide a very compact way of describing the orbitopes, but also do they allow to derive rather simple proofs of the fact that nonnegativity constraints, row-sum inequalities/equations, and SCIs suffice in order to linearly describe O ≤ p,q and O = p,q . To us it seems that these proofs better reveal the reason why SCIs are necessary and (basically) sufficient in these descriptions. The construction of the flow in the proof of Thm. 12 is quite natural. The rest of the proof (i.e., the backwards construction of the path Γ) one may also have done without knowing the SCIs in advance. Thus, knowing the extended formulation, one possibly could also have detected SCIs on the way trying to do this proof.
An interesting practical question is whether the very sparse and compact extended formulations for orbitopes lead to performance gains in branch-and-cut algorithms compared to versions that dynamically add SCIs via the linear time separation algorithm (described in [6] ).
