Collective entity disambiguation, or collective entity linking aims to jointly resolve multiple mentions by linking them to their associated entities in a knowledge base. Previous works largely based on the underlying assumption that entities within the same document are highly related. However, the extend to which these mentioned entities are actually connected in reality is rarely studied and therefore raises interesting research questions. For the first time, this paper shows that the semantic relationships between mentioned entities within documents are in fact less dense than expected. This could be attributed to several reasons such as noise, data sparsity and knowledge base incompleteness. As a remedy, we introduces MINTREE, a new tree-based objective for the problem of entity disambiguation. The key intuition behind MINTREE is the concept of coherence relaxation which utilizes the weight of a minimum spanning tree to measure the coherence between entities. Based on this new objective, we devise a novel iterative solution for MINTREE optimization problem which we call Pair-Linking. The idea of Pair-Linking is simple: instead of considering all the given mentions, Pair-Linking iteratively selects the pair with highest confidence at each step for decision making. Via extensive experiments on 8 publicly available benchmark datasets, we show that our approach is not only more accurate but also surprisingly faster than many state-of-the-art collective linking algorithms.
1) "The Sun and The Times reported that Greece will have to leave the Euro soon".
2) "Wood played at 2006 Master held in Augusta, Georgia" where entity mentions are underlined. In the first example, only two entities are closely related, which is shown in Figure 1a . On the other hand, the entities in the second example are coherent in a chain-like fashion as illustrated in Figure 1b . Both examples illustrate the sparse coherence (between mentioned entities) which is commonplace in generic documents. This qualitatively shows that the fundamental assumption and objective of ALL-Link leaves much to be desired. In lieu of the apparent weakness of ALL-Link, this paper proposes a novel and simple paradigm. Our approach relaxes the pairwise coherence assumption and affirms the narrative that maintaining pairwise coherence between all entities is unnecessary. Furthermore, relaxation of this assumption allows us to improve not only the accuracy but also the runtime of collective entity disambiguation significantly. Overall, the prime contributions of this work are as follows:
• For the first time, we study the form of coherence between mentioned entities (i.e., whether it is sparse or dense). We show that not all entities (in a general document) are highly related to each other. This insight leads us to develop a new objective that relaxes the coherence condition, aiming towards effective and significantly faster solution for entity disambiguation. • We propose a tree-based model that utilizes the weight of spanning tree as the objective. We provide detailed analysis showing that our proposed tree-based objective is highly correlated with conventional objective and can be used to effectively measure the disambiguation quality. • We introduce Pair-Linking, an approximate solution for the tree-based model. Pair-Linking achieves state-of-the-art performance while being extremely fast (approximately up to 100 times) in comparison to other collective linking algorithms.
RELATED WORK
Generally, techniques for collective entity disambiguation can be characteristically dichotomized into two families, optimizationbased approaches and graph-based approaches. The optimization-based approach models the entity disambiguation problem and solves the objective function by optimization techniques. On the other hand, graph-based approach directly approximates the solution by doing influence propagation on the mention-entity graph built from mentions and candidate entities. We will describe the two approaches in this section.
Optimization-based Approach
The common approach for finding the optimal matching, denoted by Γ * , is to maximize the local confidence of each assignment φ(mi, ei), while enforcing the pairwise coherence among all linked entities ψ(ei, ej). The objective is referred to as ALL-Link and is expressed as follows:
Local confidence or local score φ(mi, ei) reflects the likelihood of mapping mi → ei solely based on mi's textual context and ei's profile, without considering any other mappings in the same document. It is computed through the textual similarity between the entity mention and the candidate entity's name, and/or the semantic similarity between the context around the entity mention and the document associated with the candidate entity [5] . On the other hand, the pairwise coherence ψ(ei, ej) represents the semantic relatedness between entities and it is often computed by utilizing the linkage structure in knowledge base (e.g., Wikipedia) or entity embedding. Detailed computation of the two components will be described in Section 3.
Solving the optimization expressed in Equation 1 is NP-Hard therefore approximation is needed. For example, Shen et al. [6] use iterative substitution (i.e., hill climbing technique): the optimal assignment is obtained by substituting an assignment mi → ei with another mapping mi → ej as long as it improves the objective score. Furthermore, in the works [3] , [7] , Loopy Belief Propagation (LBP) [8] is utilized to solve the inference problem. Both approaches have complexity of O I × N 2 k 2 where I is the number of iterations required for convergence, N and k are the number of mentions and candidates per mention respectively.
Other methods follow the idea proposed by Ratinov et al. [9] . First, they identify a set of unambiguous mentions and entities identified by the local confidence score φ(mi, ei). The set of unambiguous entities will be used as a disambiguation context Γ . Then the global optimization task is decomposed into the optimization of individual coherence, described by the formula: Fig. 2 . An example of mention-entity graph. The weight between mention and entity represents the local confidence while the weight between entities represents the semantic relatedness.
The challenge with the Ratinov's approach is that the unambiguous set of mention is not always obtainable beforehand. It happens commonly that all mentions within a document can be ambiguous due to noisy and unclear context. Therefore, authors in [7] , [10] consider not only the unambiguous mentions but also the ambiguous ones. The supporting evidence to disambiguate a mention is collected from all other mentions. In details, suppose Sij(ei) is the support for label ei from mention mi, Sij(ei) is calculated as follows:
The disambiguated entity ei for mention mi is defined as follows:
Interestingly, the work in [7] reveals that the best performance is obtained by considering evidence not from all mentions but only top-k supporting mentions. Furthermore, the authors also study the SINGLE-Link, which considers only the the most related entity into the coherence objective, expressed as follows:
In another work [11] , fast collective linking is achieved by looking at only the neighbouring connections i.e., the previous and subsequent mentions. The associated objective function can be written as follows:
Dynamic programming, specifically Forward-Backward algorithm [12] (FwBw) is utilized to solve the optimization. Although the approach has shown its effectiveness for short text (i.e., query) [11] , the coherence component is currently restricted to a local region. Therefore, it is challenging to simulate more complicated situations that is commonplace in long texts.
Graph-based Approach
Graph-based approaches solve the problem by performing collective linking on mention-entity graph. The graph is constructed with edges between mentions and their candidate entities weighted by score of local context matching φ(mi, ei), while edges between candidate entities reflect the semantic coherence ψ(ei, ej). An example of such graph is illustrated in Figure 2 .
Hoffart et al. [13] cast the joint mapping into the problem of identifying dense subgraph that contains exactly one mentionentity edge for each mention. Many other works are based on the Random Walk and PageRank algorithm [14] , [15] , [16] , [17] , [18] , [19] . Specifically, authors in [20] introduce a new 'pseudo' topic node into the mention-entity graph to enforces the disambiguated entities to be consistent with the topic node's context. The node represents all unambiguous and already-disambiguated mentions. By DoSeR [20] , Personalized PageRank is iteratively performed on the mention-entity graph with the newly introduced topic node. At each step, candidate entities with high stabilized scores will be assigned to its associated mentions and the entities are added into the pseudo topic node. The algorithm stops when all mentions are disambiguated (i.e., after few iterations). Although graphbased approaches are shown to produce robust and competitive performance, they are computationally expensive because the mention-entity graph may contain hundreds of vertices, in case of long documents. 
Pairwise coherence or semantic relatedness between two entities e i to e j . d(e i , e j ) Semantic distance between two entities e i to e j in the MINTREE coherence graph.
Dicussion. Exiting studies on collective linking problem either propose an objective and its solution (e.g., the optimization based approaches) or directly approximate the problem (e.g., PageRank). There is no work to study the coherence structure of mentioned entities. Specifically, the research question is "to what extent the mentioned entities are related with each other? (by a specific relatedness measure)". To the best of our knowledge, we are the first to address this research problem. We also study a new tree-based objective to model the coherence between entities.
PRELIMINARIES
In this section, we give an overview of concepts and core components in disambiguation system. For ease of presentation we summarize primary notations used throughout this paper in Table 1 . Given a document with a set of mentions to be linked, candidate entities for each mention are identified based on the mention's surface form. Collective linking works on the sets of candidates and selects for each memtion a candidate entity that optimizes the objective consists of local confidence φ(mi, ei) and the pairwise coherence ψ(ei, ej) (described in the section above).
It is worth mentioning that the work in this paper does not focus on improving the local confidence or the semantic relatedness which is used to measure the pairwise coherence. In contrast, our work mainly focus on the study and evaluation of different collective linking models and solutions. In this section, we will detail the methods they are the state-of-the-art approaches for computing the local confidence and the semantic relatedness. First, we will describe the way we obtain word and entity embeddings being used in the two components.
Word and Entity Embeddings. Embedding models aim to generate a continuous representation for every word, such that two words that are close in meaning are also close in the embedding vector space. It assumes that words are similar if they co-occur often with the same words [21] . Correspondingly, we can assume two entities to be semantically related if they are found in analogous contexts. The context is defined by the surrounding words or surrounding entities.
Jointly modeling words and entities in the same continuous space have been shown to improve the quality of both word and entity embeddings [22] and benefit entity disambiguation task [4] , [23] . We use the word2vec with skip-gram model [21] to jointly learn the distributional representation of words and entities.
Let T denote the set of tokens. Token τ ∈ T can be either a word (e.g., Tiger, Wood) or an entityID (e.g., [Tiger Wood]). Suppose τ1, ..., τN is a given sequence, the model tries to maximize the following average log probability:
where c is the size of context window, τi denotes the target token, and τi+j is a context token. The conditional probability P (τi+j|τi) is defined by the softmax function:
where vτ and v τ are the 'input' and 'output' vector representations of τ , respectively. After training, we use the 'output' v τ as the embedding for word or entity. To co-train word and entity embeddings, we create a 'token corpus' by exploiting the existing hyperlinks in Wikipedia. Specifically, for each sentence in Wikipedia which contains at least one hyperlink to another Wikipedia entry, we create an additional sentence by replacing each anchor text with its associated entityID. Then, for each Wikipedia page, we also create a 'pseudo sentence' which is the sequence of entityIDs linked from this page, in the order of their appearances. For example, assume that the Wikipedia page about Tiger Wood contains only 2 sentences: "Woods [Tiger Woods] was born in Cypress [Cypress, California] . He has a niece, Cheyenne Woods [Cheyenne Woods] .", the following sentences are in our 'token corpus'. Local confidence score φ(mi, ei). We adopt the approach proposed in [24] for estimating the matching score of the given mention (with its local context) and an candidate entity. A leaning to rank model by Gradient Boosting Tree is trained based on textual and embedding features to estimate the probability that a mention mi will be mapped to a candidate entity ei. The features to be used include the prior probability that an entity is linked given the mention's surface form P (e|m), several string similarity features between the mention's surface form and the entity's title, and finally the semantic similarity between the candidate entity and the mention surrounding context. The output obtained from the ranking model for each (mi, ei) will be used as the local confidence score.
It is worth mentioning that there are more effective ways to model the local confidence with the use of deep neural networks [1] , [25] , [26] . However, since the modelling is not the focus of this work, we will use the most straightforward and efficient way for the estimation as described above.
Pairwise coherence score (or relatedness measure) ψ(ei, ej). We study wide range of semantic similarity measures (ψ(ei, ej)) including the Wikipedia Links-based measure and the Entity Embedding similarity. The Wikipedia Link-based measure (WLM) [27] is widely used to estimate the coherence under the assumptions that two entities are related if there are many Wikipedia pages that link to both. The WLM score for two entities e1, e2 is calculated as follows:
where |U1| and |U2| are the set of Wikipedia articles that have hyperlinks to e1 and e2 respectively, and W is the set of all Wikipedia articles.
We also exploit Jaccard-like similarity. Different with the original formula in Guo et al. [28] , here we take logarithm scale as it yields better results. The Normalized Jaccard Similarity (NJS) is then defined as follows:
Furthermore, we study the entity embedding similarity (EES) which is the cosine similarity of the two representations:
The embedding of entity is trained jointly with word's embedding taken from the Wikipedia corpus (details in [1] ). Using the entity embedding to estimate the semantic relatedness has been shown to be effective for entity disambiguation in recent works [2] , [4] , [20] .
ENTITATIVE COHERENCE IN DOCUMENT
For the first time, we study the form of coherence between entities appear within a document, i.e., whether entities are densely or sparsely connected. As illustrated by the two examples in the introduction section, documents (in general) may contain non-salient entities or entities that do not have adequate connections in KB. Therefore, the basic assumption used by conventional collective linking approach that all the entities mentioned should be densely related leaves much to be desired. For a quantitative study, we aim to measure the denseness of coherence for 8 testing datasets (details about the datasets will be presented in Section 7.2).
First, we define the measures for denseness of coherence given the entity relatedness graph G(V, E) which consists of all ground-truth entities mentioned in a document. The edges between every pair of entities are weighted by the semantic relatedness. To be comprehensive, we will analyse and report the result with all three relatedness measures: the Wikipedia link-based measures (WLM), the normalized Jaccard similarity (NJS) and the entity embedding (cosine) similarity (EES).
Note that our intent is to measure the denseness (or sparseness) of the connections, not the degree of coherence. The degree of coherence can be estimated through the averaged weight of the relatedness graph. However, we are more interested in knowing the denseness of connections i.e., whether entities are densely or sparsely connected regardless the degree of coherence. Figure 3 illustrates four standard forms of coherence between mentioned entities. By focusing on the denseness, if all pairs of entities are coherent at the same degree (can be at high or low pairwise coherence scores), we would say the entities are densely connected (Figure 3a ). On the other hand, if there are only few pairs dominate the pairwise coherence, we will view it as sparse ( Figures 3d, 3b, 3c ). The illustration hints that the denseness of coherence graph can be estimated through the averaged degree of a filtered graph G θ (V, E θ ) which only consists of edges between entities with highest pairwise relatedness scores (i.e., E θ = {e|e ∈ E ∧weight(e) ≥ θ}). To this end, we determine a dynamic threshold θ for each document as follows. The θ is chosen as a largest value such that every vertex (or entity) in V is incident to at least one edge in E θ . In other words, the associated filtered edges E θ is a valid edge cover 2 of the graph G. Finally, we calculate the average degree of G θ (V, E θ ) and refer it as the denseness of coherence for the entity set V.
Note that the filtered graph G θ only contains highly related connections between entities. The average degree of G θ will reflect the density of the connections. Higher value means the entity set V is more densely connected while lower value indicates a sparse coherence within the entities. As illustrated in Figure 3d , if G θ is sparse (i.e., every entity is strongly related to only one other entity) its theoretical average degree is equal to 1. On the other hand, if entities in G θ are connected by tree-like or chain-like fashion (see Figures 3b, 3c ), the theoretical coherence sparseness is 2 * (n − 1)/n. Furthermore, the expected value for densely connected case ( Figure 3a ) is (n − 1) where n is the number of entities (or vertices).
We report the coherence sparseness for 7 benchmark datasets in Table 2 . We consider only the documents having at least 4 mentions because the ones with 3 or less mentions will lead to a fixed sparseness score by the calculation described above. As a result, since all RSS500 documents contain fewer than 4 linkable mentions, the dataset is ignored in the report. Table 2 shows, in general, the calculated values lie closer to tree (or chain) form's expected values rather than that of the dense form. The result is observable for three different relatedness measures (WLM, NJS and EES). Especially, for long documents like MSNBC and AQUAINT, each mentioned entity is highly related to only 3-5 other entities (with the NJS measure) although the number of entities in each document in the two datasets is more than 13 (on average). The result reveals that not all entities mentioned in a document are densely related to each other; therefore, considering all the pairwise connections are not necessary in an entity disambiguation model.
Next, we define a new graph-based model that relaxes the ALL-Link coherence objective (Equation 1), allowing us to propose an fast and effective linking algorithm.
MINIMUM SPANNING TREE REPRESENTATIVE
We introduce MINTREE, a new tree-based objective to effectively model the entity disambiguation problem. Firstly, we define a new coherence measure for a set of entities.
MINTREE coherence measure. Given an entity relatedness graph G(V, E) for a set of entity V, edges between every pair of entity are weighted by a specific semantic distance. The coherence of the graph G is the weight of the minimum-spanning tree (MST) that can be formed from G.
The MINTREE coherence measure defined in this way relaxes the conventional ALL-Link-like measure which is the sum of all edge's weights in G. The measure will be used as an objective for the MINTREE model described as follows.
MINTREE problem statement. Given N mentions and N subsets C1, ..., CN ⊂ W where each Ci represents the candidate entity set for mention mi, an undirected entity coherence graph G(V, E) is defined with the set of vertices V containing all the candidate entities in C1, ..., CN . Undirected edges between two candidates ei ∈ Ci and ej ∈ Cj (with i = j) are weighted by the semantic distance between the two associated entities. The distance is computed from their local confidence and pairwise coherence scores, defined as follows:
The edge weight defined in this manner not only reflects the semantic relatedness distance between the two candidate entities but also encodes the local confidence for making a pair of assignments mi → ei and mj → ej. We aim to find in each subset Ci an entity ei such that the MINTREE coherence score of the selected entities Γ = {e1, ..., eN } is minimized. In other words, the MINTREE problem can be viewed as finding the minimum spanning tree on an N-partite graph G such that each of N subsets has one representative in the tree. Fig. 4 . Entity coherence graph for a document with 4 mentions, each has 2 candidate entities. The weight of minimum-spanning tree obtained from the set selected entities will be used to measure the coherence of the entity set.
TABLE 3
The Spearman's rank-order correlations between the disambiguation quality (represented by the number of correct linking decisions) and three objective scores. The correlations are averaged across datasets. The results are reported with three relatedness measures: Wikipedia Link-based Measure (WLM), Normalized Jaccard Similarity (NJS) and Entity Embedding Similarity (EES).
Spearman's Correlation
An illustration of MINTREE output is shown in Figure 4 . In this example, the document contains 4 mentions and 4 associated sets of candidate entities. The disambiguated entity for each mention is highlighted (in red) and a sample of the spanning tree is illustrated by the solid edges. The weight of the spanning tree is used to measure the coherence of the selected entities.
Using the MINTREE coherence measure has advantage of flexibility. It is capable of modelling complicated context such as sparse-content documents or social text whose documents may contain non-salient entities or entities that are not densely related in knowledge base. In the following section, we will present a quatitative study of MINTREE and show that it is as good as other conventional models in the disambiguation task.
Quantitative study of MINTREE. It is undoubted that objective score of a coherence model should be correlated to the disambiguation quality. Specifically, for a set of disambiguated entities within a document, the MINTREE objective score has to be lowered as the number of correct disambiguation decisions increases. We simulate the disambiguation quality by considering N+1 disambiguation results having the number of correct assignment increasing from 0 to N. The details is described as follows:
• The first disambiguation result has all mentions linking to wrong entities. • The second disambiguation result differs with the first result by having the first mention linking to its correct entity. • The k th (2 < k ≤ N + 1) result differs with the (k − 1) th result by having the (k − 1) th mention linking to its correct entity.
We calculate the MINTREE objective score associated with each of the N+1 results. Finally, the Spearman's correlation is calculated from the list of objective scores and the numbers of correct decisions made in N+1 disambiguations. In the ideal case, the rank-based correlation should be equal to -1 because the MINTREE score should be inversely correlated with the disambiguation quality. We also analyse the Spearman's correlation with ALL-Link objective (Equation 1) as well as SINGLE-Link objective (Equation 5) in the same manner. Furthermore, to show that MINTREE is correlated with other objective models, we study the correlation between each pair of objectives.
The results are reported in Table 3 . It shows that the Spearman's correlation score between MINTREE and the disambiguation result is as high as other objectives. The score is about 0.92 for WLM measure and more than 0.94 for NJS and EES measures. Moreover, MINTREE is highly correlated to ALL-Link and SINGLE-Link with the pairwise correlation scores are more than 0.98 across different relatedness measure. Therefore, MINTREE is reasonably as good as other objective when being used to model the disambiguation quality.
To end this, we want to note that the correlations between the objective score and the disambiguation quality by WLM measure are lower than ones by NJS and EES measures. As a result, we would expect NJS and EES to be more effective when being used as a relatedness measure for a collective linking algorithm. We will be back to this discussion in experiment section. Next, we will present Pair-Linking, an heuristic solution for the MINTREE problem. 
PAIR-LINKING
Idea. Two well-known algorithms for finding minimum spanning tree (MST) in a general graph is Kruskal's [29] and Prim's [30] . However, the special setting of MINTREE problem makes the direct application of Kruskal's or Prim's becoming infeasible. In this section, we introduce Pair-Linking, a heuristic for finding the minimum spanning tree representative in the MINTREE problem.
Similar to the Kruskal's algorithm, the main idea of Pair-Linking is iteratively taking an edge with smallest distance into consideration. Specifically, Pair-Linking works on the entity coherence graph G (see the problem statement, Section 5). It iteratively takes an edge of the least possible distance that connects two entities e x i , e y j (in two candidate sets Ci and Cj respectively) to form the tree. The difference with the original Kruskal's algorithm is that after e x i is selected, Pair-Linking removes other vertex ex i from G such that ex i = e x i ∧ ex i ∈ Ci. Similar removal is done with e y j . The removing steps will ensure there will be no other entities within the same candidate set being selected. The algorithm stops when every candidate set has one entity being selected.
Intuitively, each step of Pair-linking aims to find and resolve the most confident pair of mentions (represented by the least weighted edge on the entity coherence graph G). Furthermore, once the the edge (e x i , e y j ) is selected, it implies that the mentions mi and mj are disambiguated to the entities e x i and e y j respectively. Note that our Pair-Linking algorithm approximates MINTREE solution by simulating the Kruskal's but not the Prim's algorithms. The reason is twofold. First, instead of building the MST by merging smaller trees (like Kruskal's algorithm), Prim's grows the tree from a root. However, the strategy is less effective than Kruskal's in the entity disambiguation task because (Kruskal-like) Pair-linking performs disambiguation by the order of confidence score, enforcing the subsequent and less confident decisions to be consistent with previously made and more confident assignments. The strategy has also been used in other works [9] , [20] , [31] and been shown to improve the disambiguation performance noticeably. Another advantage of Kruskal-like over Prim-like approach is that in the case of not well-connected (sparse) coherence graph, the output from Kruskal-like Pair-Linking will contain multiple coherent trees (see Figure 3d ). Therefore, it is capable of modelling the sparse and noisy context.
Pair-Linking example. An example of Pair-Linking outcome is illustrated in Figure 5 . In the example, the given document consists of 5 mentions, each has 2 candidate entities. Edges between entities are weighted by the semantic distance. For the ease of presentation, only the ones with lowest distance (i.e., highest pairwise confidence) are shown. Pair-Linking will traverse through the list of edges by the sorted order of their weights and its disambiguation step is described as follows.
In the first step, Pair-Linking considers the edge with the lowest semantic distance (e 2 1 , e 2 2 ) and make a pair of linkings with highest confidence m1 → e 2 1 and m2 → e 2 2 . The edge with second lowest semantic distance is (e 1 2 , e 1 3 ). However, since m2 is already disambiguated (to e 2 2 ), any entity other than e 2 2 is removed from m2's candidates, including its edge. Therefore, the next edge to be considered becomes (e 1 4 , e 1 5 ). As a result, m4 and m5 are disambiguated to e 1 4 and e 1 5 respectively. Lastly, (e 1 3 , e 1 4 ) is taken into account and one additional linking is made i.e., m3 → e 1 3 . Pair-Linking stops at this step because all the 5 mentions are already disambiguated to its associated entities (highlighted in red in Figure 5 ).
Note that in this example, the selected entities are separated into two well-connected components. Therefore, the input document may be context-sparse. While it is challenging to apply the traditional ALL-Link objective in this situation, by relaxing the pairwise coherence objective using the tree-based model, Pair-Linking can be used to derive the disambiguation effectively.
Pair-Linking procedure. We detail Pair-Linking procedure in Algorithm 1. Specifically, Pair-Linking maintains a priority queue Q and each element Qm i ,m j tracks the most confident linking pairs involving mentions mi and mj. Qm i ,m j is initialized by calling function top pair(mi, Ci, mj, Cj), where Ci is the set of candidate entities that mention mi can link to. The function returns a pair assignment mi → e x i and mj → e y j , such that e x i ∈ Ci, e y j ∈ Cj, and the confidence score of the pair assignment is the highest among Ci ×Cj (i.e., the edge distance is the smallest according to Equation 13 ). After initialization, Pair-Linking iteratively retrieves the most confident pair assignment from Q (Line 7) and links the pair of mentions to the associated entities (Lines 8-9). Then, Pair-Linking updates Q, more precisely, Qm k ,m i and Qm k ,m j (Lines 10-13). For Qm k ,m i , the possible pairs of assignments between m k and mi are now conditioned by mi → e x i , and the same applies to Qm k ,m j . Speed up with early stop. The most expensive part of the algorithm is the initialization of Q which requires to compute top pair between every two mentions. A straightforward implementation of the function top pair(mi, Ci, mj, Cj) will scan through all possible candidate pairs between the two mentions which requires O k 2 where k is the number of candidates per mention. This leads to an overall complexity of O N 2 k 2 for the Q's initialization (Lines 2-5), where N is number of mentions. However, since only the pair of candidates with the highest confidence score is recorded for a pair of mentions mi and mj, Pair-Linking uses early stop to prevent checking all possible candidate pairs in Ci × Cj. Specifically, it sorts each of N candidate set by the local scores (O (N k log k)) and traverses the sorted list in descending order. Early stop is applied if the current score is worse than the highest score by a specific margin, i.e., the largest possible value of ψ(ei, ej), see Equation 13 .
In the best case, if early stop is applied right after getting the first score, the complexity of top pair(mi, Ci, mj, Cj) is O (1) and the overall time complexity becomes O N 2 + N k log k . Indeed, early stop significantly reduces the running time of Pair-Linking in practice while still maintaining the correctness of the algorithm.
EXPERIMENT
We use Wikipedia dump on 01-Jul-2016 as the target knowledge base which consists of 5,187,458 entities. In the following subsections, we will describe the experiment setting protocol, datasets and methods in comparison. Lastly, we present and discuss the experiment results.
Experimental Setting
Candidate Generation and Filtering. As a common approach [2] , [5] , [20] , our candidate generation is purely based on the textual similarity between a mention's surface form and an entity's title including all its variants. We used the name dictionary based techniques for candidate retrieval [5] . The dictionary is built by exploiting entity titles, anchor texts, redirect pages, and disambiguation pages in Wikipedia. If a given mention does not present in the dictionary, we use its n-grams to retrieve the candidates. We further improve the recall of candidate generation by correcting the mention's boundary. In several situations, a given mention may contain trivial words (e.g., the, Mr., CEO, president) that are not indexed by the dictionary. We use an off-the-shelf Named Entity Recognizer (NER) 3 to refine the mention's boundary in these cases. As in [32] , we also utilize the NER output to expand the mention's surface form. Specifically, if mention m1 appears before m2 and m1 contains m2 as a substring, we consider m1 as an expanded form of m2, and candidates of m1 will be included to the candidate set of m2.
We train a Gradient Boosted Regression Trees model [33] as the candidate ranker to reduce the size of candidate set. For each pair of (mention, candidate) i.e., (m, e), we use the following statistical and lexical features for ranking.
• Prior probability P (e|m). P (e|m) is the likelihood that the mention with surface form m being mapped to entity e. P (e|m) is pre-calculated based on the hyperlinks in Wikipedia. • String similarity. We use several string similarity measures including: (i) edit distance, (ii) whether mention m exactly matches entity e's name, (iii) whether m is a prefix or suffix of the entity name, and (iv) whether m is an abbreviation of the entity name. Note that the string similarity features are calculated for the original mention as well as the boundary-corrected mention and the expanded mention described earlier.
We use the IITB labeled dataset [34] to train the ranker and take the top 20 scored entities as the final candidate set for each mention. Taking fewer candidates per mention will lead to low recall while using more candidates degrades disambiguation accuracy in later step. Similar observations are also reported in [3] , [20] .
Note that the candidate ranker described above is different from the model used to estimate the local confidence score presented in Section 3. The former aims to maximize the recall of top-k ranked candidates while the latter targets on the accuracy of prediction, i.e., the top-1 ranked candidate. 3 . We used the Standford NER tool in this work. Local confidence score and pairwise coherence score. We use the the local score which is the output of a learning to rank model (see Section 3). Furthermore, for pairwise coherence, we study and report the results with three kinds of measures: Wikipedia link-based measure (WLM), normalized Jaccard similarity (SNS) and entity embedding similarity (EES). In addition, we use a hyper parameter β to control the contribution between local confidence and pairwise coherence components in the final objective. For example, the refined objective for Equation 1 can be written as follows:
Cross validation. We use 5-fold cross validation to evaluate and report the results. For each dataset, the learning to rank model GBT and the β parameter are learnt on 4 training partitions and the best setting are then used to perform disambiguation on the remaining test partition. The final disambiguation result on a dataset is the aggregation of the predictions on 5 test partitions.
Datasets and Methods in Comparison
Datasets. We evaluate on 8 benchmark datasets from different domains, including short and long text, formal and informal text (details in Table 4 ). Note that, we only consider the mentions whose linked entities present in the Wikipedia dump; the same setting has been used in [2] , [3] , [4] , [20] . We describe each dataset as follows:
• Reuters128 [35] contains 128 economic news articles taken from the Reuters-21587 corpus. There are 111 documents containing linkable mentions (based on the KG from the Wikipedia 01-Jul-2016 dump). • ACE2004 [9] is a subset of ACE2004 co-reference documents annotated by Amazon Mechanical Turk. It has 35 documents, each has 7 mentions on average. • MSNBC [36] is created from MSNBC news articles. It contains 20 documents, each has 33 mentions on average. The dataset includes many entities that can be linked via direct relation in DBpedia. Therefore, many disambiguation systems can easily achieve high accuracy on this dataset. • DBpedia Spotlight (DBpedia) is a news corpus and contains many non-named entity mentions such as parents, car, dance.
It is an average-size dataset in which each document contains 5 to 6 mentions on average. • RSS500 [37] is RSS feeds -a short formal text collection covers a wide range of topics e.g., world, business, science, etc. The dataset is one of N3 datasets [35] which are carefully created as a benchmark for named entity disambiguation system. • KORE50 [38] contains 50 short sentences on various topics e.g., music, celebrities, and business. Most mentions are first names referring to persons with high level of ambiguity. It is considered as a challenging dataset for any disambiguation system. • Microposts2014 (Micro2014) [39] is a collection of tweets, introduced in the 'Making Sense of Microposts 2014' challenge. The textual context for a document is very limited and noisy due to the nature of tweet. The dataset has train/test partitions. We use the test partition here so that our results can be compared with others. • AQUAINT [27] contains 50 news documents from Xinhua News Service, the New York Times and Associated Press news corpus.
Collective linking methods. We compare our Pair-Linking algorithm with the following state-of-the-art collective linking (CL) algorithms.
• Iterative Substitution (Itr Sub (AL)) [6] is an approximate solution for the ALL-Link objective (Equation 1). The mentions are first assigned to the candidates with highest local scores. Then, the algorithm iteratively substitutes an assignment mi → e x i with another mapping mi → e y j as long as it improves the objective score. We also study the performance of Iterative Substitution with the Sing-Link objective (Equation 5) and refer it as IterSub (SL). • Loopy Belief Propagation. (LBP(AL)) [3] , [7] solves the inference problem (Equation 1) through loopy belief propagation technique [8] . Similar to the Iterative Substitution algorithm, we also study another setting with SINGLE-Link objective and refer it as LBP(SL). • Forward-Backward (FwBw) algorithm [12] limits the topical coherence to consider only the adjacent linkings of a mention and uses dynamic programming to derive the optimal assignments. The work in [11] shows that the approach is effective and efficient with the task of entity extraction in query.
• Personalized PageRank (PageRank) used by DoSeR [20] , it performs personalized PageRank on the mention-candidate graph and uses the stabilized scores for disambiguation. By introducing the 'pseudo' topic node, DoSeR enforces the coherence between disambiguated entities and the main topic's context therefore improves the disambiguation accuracy. We acknowledge a relevant work in [7] also addresses the issue of mentioned entities that are not salient or not well-connected in KB. The authors propose a model that considers only top-k most related connections for each entity to perform collective linking. However, the model is trained in end-to-end fashion together with the parameters for local confidence and coherence scores. In contrast, our work only focuses on the collective linking component and uses existing local similarity and pairwise coherence measures. Therefore a comparison to their work is not included in our study.
Evaluation measures.
To evaluate performance of different collective linking methods, we use the Gerbil benchmarking framework [40] (Version 1.2.4) with a fixed local setting for fair comparison. We evaluate the disambiguation results by the widely used measures: Precision, Recall and F1.
Specifically, let Γg be the set of groundtruth assignments mi → e k i and Γ * be the linkings produced by a disambiguation system, The precision is computed as the fraction of correctly linked entity mentions that are generated by the system:
Precision considers all entity mentions that are produced by the system and determines how correct entity mentions linked by the entity linking system are. On the other hand, Recall takes into account all entity mentions that should be linked and determines how correct linked entity mentions are with regard to total entity mentions that should be linked. Recall therefore is expressed as follows:
Precision and Recall are usually used together in F1-measure to provide a single measurement for a system. F1-measure is defined as the harmonic mean of precision and recall:
For all the measures, we report the micro-averaged score (i.e., aggregated across mentions not documents), and refer the micro-averaged F 1 as the main metric for evaluation.
Result and Discussion

Collective linking performance.
We study the performance of different collective linking algorithms with different coherence measures. The results are listed in Table 5 . Note that in this experiment, we use a Gradient Boosting model to estimate the local confidence score (see Section 3). This is different from our previous work [1] where we utilize a deep neural network model for the estimation. Therefore the results in this table are slightly different from the former one.
As illustrated in Table 5 , the coherence measure significantly affects the performance of all collective linking algorithms. The Normalized Jaccard Similarity (NJS) and entity embedding similarity (EES) are shown to be more effective than the Wikipedia Link-based Measure (WLM). We further combine the two former measures (i.e., NJD and EES) by taking the average of their coherence scores and the combined schema works best among other individual coherence measures (see Table 6d ).
The approximation algorithm Loopy Belief Propagation (LBP) is consistently better than the Iterative Substitution in both two objective settings ALL-Link (AL) and SINGLE-Link (SL). Furthermore, considering the two objective settings ALL-Link and SINGLE-Link, the Iterative Substitution optimizing toward the two objectives give comparable results across different coherence measures. Similar observation is obtained with the performance of LBP (AL) and LBP (SL).
Graph based algorithm like PageRank is sensitive to the coherence measure. It only produces good results when working with the NJS coherence measure, i.e., 0.825 F1 score versus 0.744 and 0.789 when working with WLM and EES measure, respectively. On the other hand, Pair-Linking is quite robust to all three measures. It outperforms other methods on more challenging and short text datasets such as Reuters128, RSS500 and KORE50.
Forward-Backward algorithm (FwBw) is shown to perform better with short text datasets (RSS and Micro2014) than long text datasets (Reuters and AQUAINT). The reason is that for long documents, the useful evidence may not be presented in neighbouring mentions but in the distant ones. Therefore considering only the adjacent mentions does not always provide sufficient context to disambiguate correctly.
Collective linking running time.
The theoretical time complexities of different collective linking methods are listed in Table 7 . FwBw has the lowest time complexity in worst case since it only considers adjacent mentions. By using dynamic programming [12] , suppose the last mention mi is disambiguated to entity ei, FwBw calculates the associated objective score of the assignment by considering all possible states of the previous decision (i.e., mi−1 → ei−1), resulting in the complexity of O (k) where k is the number of candidate entities per mention. Therefore, the overall time complexity of FwBw is O N k 2 where N is the number of mentions.
Not surprisingly, Itr Sub, LBP and PageRank have highest time complexity. While Itr Sub and LBP require multiple iterations to refine assignments, PageRank iteratively operates on the mention-entity matrix for convergence leading to the complexity of O I × N 2 k 2 with I is the number of iterations required. On the other hand, Pair-Linking only needs to traverse all possible pairs of linking assignment (i.e., (mi, ti), (mj, tj)) at most once which results in the complexity of O N 2 k 2 . Furthermore, the worst case of Pair-Linking is the prerequisite of any graph-based algorithm (e.g., PageRank) because building the mention-entity graph for N mentions, each has k candidate entities will require N k vertices and N 2 k 2 edges. It is also worth to mention that Pair-Linking is interested in only pairs of linking assignments with highest confident scores. Therefore, by using a priority queue to keep track of the top confident pairs, it can avoid traversing through every pair at each step. Empirical results show that Pair-Linking is indeed fast, partially due to "early stop" in implementation described in Section 6. Since only few pairs of assignments dominate the Pair-Linking scores, a large number of pairs are ignored by early stop. Table 6 shows that the running time of Pair-Linking is even faster than FwBw on 6 out of 8 datasets, making Pair-Linking the most effective and efficient linking algorithm.
Considering the long text, the most time consuming dataset is MSNBC, where on average there are 32.9 mentions per document. Among all algorithms that consider all mentions in the same document for collective linking, Pair-Linking is nearly 50-100 times faster than the next efficient algorithm LBP(AL), as shown in Table 6 . FwBw is faster than Pair-Linking but it does not consider all mentions in the same document for collective linking, and its linking accuracy is worse than Pair-Linking (see Table 6c ).
Comparison with other disambiguation systems.
We compare the disambiguation performance of the best setting of Pair-Linking (the one employs the combined NJS&EES coherence measure) with other state-of-the-art disambiguation systems described as follows:
• PBoH [3] is a light-weight disambiguator which is based on probabilistic graphical model and loopy belief propagation to perform collective linking. The model utilizes Wikipedia statistics about the co-occurrence of words and entities to compute the local matching and pairwise coherence scores. • DoSeR [20] carefully designs the collective disambiguation algorithm using Personalized PageRank on the mention-candidate graph. The edge weight is the cosine similarity between context and entity embeddings. DoSeR heavily relies on the collective linking algorithm to produce good results. Additionally, we report the results of two simple baselines. One is the prior probability model P (e|m). It simply disambiguates a mention bases on the statistics from Wikipedia hyperlinks. The other baseline is the learning to rank Gradient Boosting Tree (GBT) model which uses only the local confidence score for ranking and selecting candidates. In both baselines, each mention is disambiguated in isolation with other mentions. Therefore, the two can be viewed as local (non-collective) disambiguation models .
Pair-Linking's performance is detailed in Table 8 and the comparison with other systems are shown in Table 9 . Note that some results of DoSeR and PBoH are slightly different from the ones reported in their original papers [3] , [20] . The reason is that Gerbil (Version 1.2.4) has improved the entity matching and entity validation procedures to adapt to the knowledge base's changes over time. 4 Pair-Linking performs quite well on short text, i.e., RSS500, KORE50, Micro2014. For the most challenging dataset KORE50, Pair-Linking improves the disambiguation performance by 0.30 F1 compared to the local approach P (e|m) which disambiguates based on only the local context. Furthermore, Pair-Linking also outperforms PBoH by 0.14 F1 score on the same dataset. Overall, Pair-Linking outperforms the second best disambiguator DoSeR by a large margin (0.045 F1 score) making Pair-Linking a new state-of-the-art entity disambiguation system. 4 . http://svn.aksw.org/papers/2016/ISWC Gerbil Update/public.pdf In this work, we do not consider the case where a mention refers to a not-in-link (NIL) entity (i.e., the entity that does not present in the given knowledge base). One possible solution to detect the NIL mention is to base on the local confidence score. Specifically, a mention is considered to map to NIL entity if the highest local confidence score among its candidates is less than a predefined threshold. However, since the performance of the threshold-based approach relies on the local confidence modelling which is not the focus of our study, we do not involve the NIL detection in this paper. Instead, we will address a more interesting research question: "How robust is Pair-Linking if NIL mentions are presenting in a document?".
Specifically, for each document, we randomly sample few mentions and remove the ground-truth entities from their candidate sets. We report the disambiguation performance of Pair-Linking with the new setting. Note that in this experiment, we only consider medium-to-long text document which contains sufficient number of mentions and the performance is measured only with the linkable mentions. As reported in Table 10 , the presence of NIL mentions does not degrade the performance of Pair-Linking for other linkable mentions, even in the case that 60% mentions are NIL. The robust disambiguation performance of our algorithm can be explained as follows. Since the local confidence of a NIL-mention and its candidate is usually low, any pair of linking assignment involving the NIL-mention will have low confidence score. As a result, the pair will be selected at the latest in the procedure of Pair-Linking (see Section 6) . Therefore, assignment of the NIL-mention is not likely to affect the results of linking other mentions.
