Abstract. This paper considers parametric nonlinear control problems subject to mixed control-state constraints. The data perturbations are modeled by a parameter p of a Banach space. Using recent second-order su cient conditions (SSC) it is shown that the optimal solution and the adjoint multipliers are di erentiable functions of the parameter. The proof blends numerical shooting techniques for solving the associated boundary value problem with theoretical methods for obtaining SSC. In a rst step, a di erentiable family of extremals for the underlying parametric boundary value problem is constructed by assuming the regularity of the shooting matrix. Optimality of this family of extremals can be established in a second step when SSC are imposed. This is achieved by building a bridge between (1) the variational system corresponding to the boundary value problem, (2) solutions of the associated Riccati ODE and (3) SSC.
Introduction
Sensitivity analysis for parametric control problems has attracted a growing number of researchers in recent years. The problem of obtaining directional di erentiability or solution di erentiability for solutions with respect to parameters has been tackled for control problems with increasing complexity. In this paper, we are concerned with parametric nonlinear control problems subject to mixed control-state constraints.
The following parametric control problem will be referred to as OC(p) where p is a parameter belonging to a Banach space P: minimize the functional J(x; u; p) = g(x(b); p) + b Z a L(x(t); u(t); p) dt (1) subject to _ x = f(x(t); u(t); p) for a. e. t 2 a; b] ; (2) x(a) = '(p) ; (x(b); p) = 0 ; (3) C(x(t); u(t); p) 0 for a. e. t 2 a; b] : (4) We shall not treat the most general case and assume that the control variable u and the inequality constraint (4) are scalar. Possible extensions to the vector-valued case will be indicated later. The functions g : IR n P ! IR, L : IR n+1 P ! IR, f : IR n+1 P ! IR n , ' : P ! IR n , : IR n P ! IR r , 0 r n, and C : IR n+1 P ! IR are assumed to be C 2 -functions on appropriate open sets. The admissible class is that of piecewise continuous control functions. Later on conditions will be imposed such that the optimal control is continuous and piecewise of class C
.
The problem OC(p 0 ) corresponding to a xed parameter p 0 2 P is considered as the unperturbed or nominal problem. It will be ensured by second-order su cient conditions (SSC) that OC(p 0 ) has a local minimum x 0 (t), u 0 (t), 0 (t) where 0 (t) denotes the adjoint function which will be de ned below. Our aim is to embed the unperturbed solution into a piecewise C 1 -family of optimal solutions x(t; p), u(t; p), (t; p) for the perturbed problem OC(p) with p in a neighborhood of p 0 .
This solution di erentiability problem has not yet been considered for state dependent control constraints (4) . Pure control constraints are treated in Refs. 1{10 using optimization techniques in Hilbert spaces or Banach spaces. The approach developed in this paper constitutes an attempt to melt nite-dimensional numerical solution techniques with recent theoretical results for weak second-order su cient conditions.
We shall generalize the approach presented in Ref. 11 for unconstrained problems and shall proceed in two steps. In a rst step, a C 1 -family of extremals x(t; p), (t; p) is constructed which satis es the rst order necessary conditions for OC(p). This is achieved by setting up a suitable parametric boundary value problem and by imposing the regularity of the Jacobian for the shooting method. The second step consists in showing that this C 1 -family of extremals is indeed optimal by requiring second-order su cient conditions. Some aspects of the rst step have been considered already in Refs. 12{20.
Both steps are brought to life as follows. In Section 2, a suitable parametric boundary value problem BV P(p) is formulated for problem OC(p). A careful list of assumptions is given which is inherent to most numerical approaches but which is scattered in the literature. Section 3 studies the structure of the so called shooting matrix associated with the unperturbed BV P(p 0 ). It is shown that a controllability condition and a junction condition at the boundary of the inequality constraint (4) imply the regularity of the shooting matrix.
In Section 4, we make use of recent results on SSC which take into account the boundary part of (4) (compare Refs. 21{25). Based on Refs. 23{25 we show that a direct line can be traced from the unperturbed BV P(p 0 ) and its variational system to SSC by introducing a Riccati ODE. Section 5 presents the main result on solution di erentiability which is used to show that the partial derivatives of the optimal solution with respect to the parameter p satisfy a linear inhomogeneous boundary value problem. Despite the large number of sensitivity and stability results in the literature there is a considerable de cit of numerical examples illustrating theory. Section 6 aims for lling this gap by presenting two numerical examples in detail where all assumptions introduced so far can be checked numerically. Moreover, these examples have intrinsic value in demonstrating the use of recent SSC.
The Parametric Boundary Value Problem for OC(p)
The reader is assumed to have some basic knowledge on necessary optimality conditions for control problems with inequality constraints; compare, e. g. Ref. 27 . The Hamiltonian for the unconstrained problem (1){(3) is H(x; u; ; p) = L(x; u; p) + f(x; u; p) ; 2 IR n ; (5) whereas the augmented Hamiltonian for the constrained problem OC(p) is de ned byH (x; u; ; ; p) = H(x; u; ; p) + C(x; u; p); 2 IR : (6) The adjoint function : a; b] ! IR n and the multiplier function : a; b] ! IR with (t) 0 and (t) C(x(t); u(t); p) = 0 on a; b] ; (7) are determined by a suitable boundary value problem (BVP). Before setting up an appropriate form of such a BVP we shall introduce some more assumptions on the structure of the unperturbed solution (x 0 ; u 0 ), the regularity of the Hamiltonian H along interior arcs, the regularity of the constraint (4) along boundary arcs, junctions of interior arcs and boundary arcs.
The following assumptions have become standard in the numerical analysis of problem OC(p) with a regular Hamiltonian although such assumptions are not always stated clearly.
The structure of the unperturbed solution (x 0 ; u 0 ):
The active set or boundary part of the inequality constraint C(x; u; p 0 ) 0 is supposed to consist of r 1 boundary arcs, i. e., we have ft 2 a; b] j C(x 0 (t); u 0 (t); p 0 ) = 0g = The case that the active set may also contain isolated points i (contact points) will not be considered here. Contact points are spurious under the assumptions introduced below and hence are not stable with respect to perturbations. From (8) we can expect that the perturbed solution x(t; p), u(t; p) has one boundary arc for t 1 (p) t t 2 (p) with t i (p 0 ) = t 0 i , i = 1; 2. It will be shown that the junction points t 1 (p), t 2 (p) are C 1 -functions of the parameter p. The strict Legendre-Clebsch condition (A1) (a) excludes all control problems with control appearing linearly, i. e., bang-bang or singular controls. It should be noted (10) Regularity conditions on boundary arcs:
The following assumption is the counterpart to assumption (A1): (A2) (a) C u (x 0 (t); u 0 (t); p 0 ) 6 = 0 for t 
where the arguments on the right side are (x; u b (x; p); p).
Assumption (A2) enables us to compute the multiplier function for the augmented HamiltonianH = H + C. On the boundary, the optimal control satis es the conditionH u = H u + C u = 0 : (12) In terms of the variables x, ,p the multiplier can then be expressed as
The partial derivatives of are found by di erentiating (12) and using the partial derivatives in (11):
Joining interior and boundary arcs: It is easy to see that assumptions (A1), (A2) imply the continuity of the control at junction points t 1 , t 2 . This leads to the condition C(x(t i ); u(x(t i ); (t i ); p); p) = 0 ; i = 1; 2 ; (15) where u(x; ; p) is the minimizing function in (A1) (b). Furthermore it will be required that the unperturbed solution x 0 (t),u 0 (t) has a non-tangential junction with the boundary:
Here the derivative is understood as derivative from the left at t Under assumptions (A1) and (A2) the following parametric boundary value problem BV P(p) arises for determining the trajectory x(t), the adjoint function (t), the junction points t 1 , t 2 , and the multiplier : with (x; ; p) from (13) : (18) Boundary and junction conditions: (19) C(x(t i ); (t i ); p) = 0 (i = 1; 2) ;C(x; ; p) := C(x; u(x; ; p); p) : (20) The di erentiability properties of u(x; ; p) and u b (x; p) imply that any solution x(t) and (t) of BV P(p) is a C 1 -function on a; b]. It should be noted that, in addition, the sign condition (t) = (x(t); (t); p) 0 for t 1 t t 2 must be checked for optimal candidates x(t) and (t).
Shooting Methods for Constructing Parametric Extremals
The shooting procedure treats the initial value (a), the multiplier and the junction points t 1 (17) and (18) (24) is regular and (A3) holds : (25) Assuming that one of the equivalent statements in (25) (27) with from (13) . The next two sections will be devoted to the problem of establishing conditions for the optimality of the pair (x(t; p); u(t; p)).
The Variational System, Riccati ODE and Second Order Su cient Conditions
Second order su cient conditions (SSC) in a weak form have recently been derived in Refs. 21{26. The notation \weak\ refers to the fact that these conditions take into account the boundary of the inequality constraint in contrast to strong SSC developed in Refs. 28, 29. We shall follow the presentation in Ref. 24 and establish the connection between SSC and the variational system associated with ODEs (17) and (18) .
In the following, all terms with an upper or lower index zero are evaluated at the unperturbed trajectory x 0 , u 0 , 0 , p 0 . The notation y and is used for n-vectors or n n-matrices which can be interpreted as variational quantities associated with x and . The variational system for (17) and (18) These formulae employ the derivatives in (14) and can be found in Ref. 18 , formula (58); a more detailed derivation is given in Ref. 24 .
Consider now the matrix solution y(t) and (t) of the variational system (28) with initial conditions y(a) = O n and (a) = I n . By inspecting the shooting procedure 
Along interior arcs t 6 2 t 
Solution Di erentiability and Sensitivity Analysis
The last two section have prepared all ingredients for conditions establishing solution di erentiability. Combining Theorem 3.1 on the existence of perturbed extremals with Theorem 4.1 we arrive at the main result of this paper.
Theorem 5.1: (Solution di erentiability)
Let (x 0 ; u 0 ) be feasible for OC(p 0 ) with the boundary structure (8) . Let (x 0 ; 0 ) be a solution of BV P(p 0 ) such that the following assumptions hold: 
can be read o (26) using the derivatives in (10) and (11) dt i dp
Here the denominator is nonzero due to (A3). The next section will present two examples illustrating the use of the linear BV P (35) and the evaluation of (41).
Two Numerical Examples
The following two examples do not possess an analytical solution and will be solved numerically by the multiple shooting code BNDSCO developed in Refs. 31, 32. Both examples exhibit a non-convex Hamiltonian and hence su cient conditions based on convexity do not apply. The check of optimality will then proceed via the existence of a solution of the Riccati ODE (31). For both examples, the regularity of the shooting matrix M b] in (24) is veri ed by the code BNDSCO. We will strive for presenting a complete account of all assumptions and conditions developed in the preceding sections. The unconstrained solution is denoted by x 0 (t), u 0 (t). Figure 1 shows the unper- Constrained solution with 0 = 5:9 and parameter p:
We can expect that the constraint x + u 0 = 5:9 will lead to one boundary arc with 0 < t The parametric BV P(p) in (17) Since x 2 (0) = 0, the control constraint (51) will become active for 0 t t 1 . We shall compute the optimal control assuming the structure u(t) = 8 > < > : p ; 0 t t 1 ; u(x(t); (t)) ; t 1 t 1 :
The adjoint equations (18) 
Conclusion
Parametric nonlinear control problems with control-state constraints have been considered in this paper. Full solution di erentiability of the optimal solution and of the adjoint variable has been obtained under assumptions which are inspired by numerical experience. These assumptions are slightly stronger than the ones used by other authors who restrict the discussion to pure control constraints. A further distinction to other approaches in sensitivity and stability is that our approach is closely related to numerical shooting methods for solving the associated boundary value problem (BVP). Shooting methods generate a family of extremal solutions which can be considered as an extension of eld theory in the classical calculus of variations. The nonsingularity of the Jacobian for the shooting procedure is related to properties of the variational system corresponding to the BVP. We have mapped a direct route leading from the variational system to recently developed second-order su cient conditions (SSC) via a Riccati ODE. The additional assumption (A3) on non-tangential junctions with the boundary is a new element brought about by the inequality constraint.
We have assumed that the control and the inequality constraint are scalar. In many practical applications it su ces to consider the following vector-valued situation to which our results immediately carry over: let u 2 IR m and C : IR n+m P ! IR s . Then each component C i depends only on one control component u k such that @C i =@u k 6 = 0, @C i =@u j = 0 for j 6 = k.
