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The problem treated in this paper was motivated by the search for 
shock-wave solutions of two-dimensional Riemann problems arising as 
limits of solutions of an associated parabolic system. The conservation 
equations associated to the problem are of the form 
U,+“f(U),=O, (1) 
where U is a vector in the plane. The Riemann problem asks for a solution 
U(x, t) of (1) for x in the line and positive t satisfying the initial condition 
1 
uo U(x,O)= u for x<o, 
1 for x > 0, 
where U, and U, are constant vectors. 
An elementary shock-wave solution of (1) and (2) is given by 
U(x, t)= 
{ 
UC! for x-st<O, 
u 
1 for x - st > 0, 
(2) 
(3) 
whenever the Rankine-Hugonior condition, f( U, ) -I( U,) = s( U, - U,), 
holds. 
One familiar way of searching for shock-wave solutions which are 
plausible physically is the viscosity method: one considers limits when 
E + 0 of solutions of 
u, +&f(u), = 4PU,),, (4) 
where P is a smooth function taking values on 2 x 2 invertible matrices and 
E >0 [CS]. Gelfand [G] gave a criterion to decide whether a solution 
’ The authors were partially supported by CNPq. 
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given in (3) can be obtained by the viscosity method: this happens if and 
only if U, is a singularity of the vector field 
in the plane, and there is an orbit J’(T) of X such that 
lim y(7) = U, and lim Y(T)= 17,. (5) r---1. r-x 
Note that the singularities of X,, L,,, are exactly the solutions CJ, of the 
Rankine-Hugoniot condition for U0 and s fixed. Thus in order to under- 
stand solutions (3) it is natural to study the study the number and type of 
singularities of the parametrized family of vector fields XX, U,,, UO~ [wz and 
s E R. If we set Fs( U) = f( U) - sU then 
and hence, since P is invertible, the singularities of A’,, CT0 are the solutions 
of the equation F,(U) = F,( U,). One is then led to the following questions: 
what is the number of solutions of the equation F,(U) = F,( U,) and how 
does it change with U,,? What are the bifurcations of singularities of the 
family of vector fields X,. C,,, ? What are the singularities joined by an orbit 
as in (5) for the family X,. L,O and how do they bifurcate? 
In this paper the first two questions are considered while the third one 
cannot be handled in the same generality. Still, some preliminary informa- 
tion can be obtained from the interplay between the singularities of X,, r+ 
and the critical set of F,. 
In the first two sections a satisfactory answer to the first question is 
presented for smooth proper mappings F with generic compact critical set. 
In Section 1 one studies the variation of the number of solutions of the 
equation F(x) = J as J moves in the plane. In Section 2, the same variation 
is considered for J = F( II,), where now U,, is free to move. 
In Section 3, one considers the second question for mappings 
F, = H - sZ, where H is a homogeneous polynomial mapping of degree 
greater than one, with det DH < 0 outside the origin. These mappings 
appear naturally in the study of Riemann problems at an umbilic point 
([I, SS, Go] among others) and were instrumental in our choice of the 
hypothesis above. Indeed, throughout the paper general results are shown 
to apply for these specific mappings. 
We are grateful to Dan Marchesin for conversations which led us to the 
setting of the problem. 
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1 
In this section we discuss the number of solutions of the equation 
F(s) = jlO, y,, E Iw’, for a suitable class of mappings F on the plane. More 
precisely, we describe how the number of solutions of this equation changes 
as y0 varies in [w*. 
The hypotheses we impose on F were motivated by the Riemann 
problem with f = H, a non-linear homogeneous polynomial mapping 
satisfying det DH(?c) < 0 for .Y # 0. In this case, for a suitable class of 
matrices P including P = Z, the type of the singularities of the family of 
vector fields X,, r;, = Pp ‘(F, - F,( U,)) is determined by their positions with 
respect to the critical curve of F, = H - I. 
We begin by recalling some standard definitions. A mapping F from the 
plane to itself is proper if the inverse of any compact set in the plane is 
compact. It is easy to see that a continuous mapping is proper if and only 
if it can be extended continuously from the Riemann sphere to itself by 
defining the value of the extension F at infinity to be infinity. Moreover, as 
is well known [M], continuous proper mappings F have a topological 
degree, which agrees with the degree of the extension z A point in the 
domain of a differentiable mapping F is regular if the differential DF at this 
point is invertible. Points which are not regular are called critical, and their 
images are the critical values of F. The set of critical points of F is the 
critical set of F, and will be denoted by C(F), or simply C. Points in the 
range of F which are not critical values are called regular values. 
In order to state the hypothesis we need on F, we recall the concept of 
Whitney singularities [W]. A fold point of F (resp. a cusp point) is a 
critical point .Y for which there are local orientation preserving 
diffeomorphisms around x and F(x) onto neighborhoods of the origin of 
the plane in which F takes the form (6) (resp. (7 )) below: 
F(u, z’) = (u, L’?), (6) 
F(u, c) = (u, LZL+ -UC), a= *1. (7) 
By a celebrated theorem of Whitney [W], generically in an appropriate 
topology in the space of smooth functions from the plane into itself, critical 
points are either folds or cusps. Since the results we prove here are essen- 
tially of a topological nature, we will call a topological fold (resp. a 
topological cusp) a critical point for which there are local orientation 
preserving homeomorphisms in which F takes the form (6) (resp., (7)) 
above. We now list the hypothesis satisfied by the mappings F: 
(a) F is a smooth proper mapping from the plane into itself. 
(b) Zero is a regular value of det DF, and the critical set of F, 
C = C(F), is bounded. 
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(c) There are only finitely many critical points which are not fold 
points. 
(d) Images of critical curves may only intersect at a finite number of 
points, and the pre-image of such an intersection point meets C(F) exactly 
in two fold points. 
Requirement (b) implies that the critical set C is a finite disjoint union 
of simple closed curves, C= u f-,. Hypothesis (c) says that, except for a 
finite number of points, tangent vectors of critical curves are not in the 
kernel of DF, that is, except for a finite number of points, F(ri) for each 
f, is a smooth curve in the plane. 
As stated before, the degree of F, deg( F), is well defined by the properness 
of F. We recall that deg(F) may be computed by counting the signed 
pre-images of any regular value of F (that is, solutions of F(x) = y. for J 
a regular value), the sign being that of det DF at each pre-image. So, if F 
satisfies (a) and (b), the absolute value of deg(F) equals the number of 
pre-images of any y in the unbounded component of [w2 -F(C). A mapping 
satisfying the above hypothesis will be called an almost nice mapping. If 
additionally critical points are either topological folds or topological cusps, 
then F is called a nice mapping. 
We now prove that if H is a non-linear homogeneous polynomial map- 
ping of Iw’ (that is, H= (p, 4) where p and q are homogeneous polynomials 
of same algebraic degree IZ > 1 ), satisfying the hyperbolicity condition 
det DH(x) < 0 for x#O (8) 
then F,y= H-sl, s#O satisfies hypotheses (a), (b), and (c). 
PROPOSITION 1.1. Let H and F = H - sl as above. Then H and F are 
proper mappings of R’ having the same topological degree. 
Proof: It s&ices to show that the limit of both functions at infinity is 
infinity. We show this for H first. By homogeneity, all we have to show is 
that Y, the image under H of a circle centered at the origin, is bounded 
away from zero. That is, we only have to show that Y avoids zero. Indeed, 
if zero is in Y, by homogeneity, there is a whole line through the origin 
which is sent to zero, contradicting the local invertibility of H outside the 
origin implied by (8). To show that the limit of Fat infinity is also infinity, 
notice that a linear perturbation of H cannot change its behavior near 
infinity. The linear perturbation can be removed by a proper homotopy 
showing the invariance of the degree. 
PROPOSITION 1.2. The critical set of F= H - sl, s # 0, is a smooth simple 
closed curve C, surrounding the origin, meeting each ray through the origin 
exactly once. Moreover, the number of non-fold points of F is finite. 
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Proof. Clearly a point I is in the critical set C of F when one of the two 
eigenvalues of the matrix DH(.u) equals s, where, say, s > 0. In particular 
(0,O) I$ C. Since det DH < 0 outside the origin, the eigenvalues of DH at 
non-zero points have opposite signs. So, by homogeneity of H, in each ray 
through the origin there is exactly one point s for which DH(s) has the 
positive eigenvalue 1, = s. By continuity, the positive eigenvalue of DH 
along the unit circle has to be bounded away from zero, which implies by 
homogeneity that C is bounded. Also by homogeneity, the radial derivative 
of the eigenvalues at any non-zero point is not zero. Thus, since det DF= 
(1 L - s)(LZ -3) (where 2, is the negative eigenvalue), the radial derivative 
(det DF),, given by (A,)r (AZ - s) at a critical point, is not zero on C. That 
is, grad(det DF) # 0 on C and hence, by the implicit function theorem, C 
is a smooth curve in the plane. To complete the proof, observe that a 
non-fold point (uO, co) of F is a solution of the two polynomial equations 
det DF(u,, vO) = 0, 
DF(u,, o,)(grad DF(u,, c,))l = 0. 
So, the existence of infinitely many common solutions to these equations 
would force all points in C to satisfy both equations. But then F(C) would 
consist of a single point ,v, implying the existence of a critical point of F in 
the interior of the disk bounded by C (say, the one which is sent by F 
furthest from .Y), contradicting the fact that C= C(F). 
Hypothesis (d) is generically satisfied by mappings F= H - sl, s # 0. 
Actually, the arbitrary mapping F= H- sl can be handled with adapta- 
tions of the techniques displayed in this paper. 
The next proposition provides an alternative way to compute deg(F), for 
F= H-sl. 
LEMMA 1.3. Let H = (p, q ) as above. Then 
(a) Either degp(u, l)=n or degq(u, l)=n, or 
(b ) the roots of p( u, 1) and q( u, 1) are simple. 
ProoJ: If LP does not appear in p and q, then H(u, 0) = (0, 0), contra- 
dicting (8). To prove (b), we show that the partial derivatives H, and H, 
(r is the radius variable) at a double root (u, 1) of, say, p, are collinear, 
again contradicting the invertibility of DH(u, 1). Indeed, 
H,(K 1) = (P,(u, I), qu(u, 1)) = (0, qu(u, 1)) 
and, by homogeneity, 
H,(u, l)=Wu, l)lll(w l)ll =dO,q(u, l))lll(u, 1)ll. 
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For a polynomial g: R -+ R, let r(g) be the number of its real roots, 
counted with multiplicity. 
PROPOSITION 1.4. Let N = 1 deg HI = ldeg FI . Then N = r( g( u)), where 
g(u) is a polynomial of (algebraic) degree n equal to either p(u, 1) or q(u, 1). 
Proof: By properness and homogeneity of H, there is a ball B centered 
at the origin such that H-‘(B) is contained in the unit disk D and the func- 
tion H takes rays through the origin to rays through the origin. As DH is 
invertible for points in the unit circle S’, the function arg(H) restricted to 
S’ is strictly monotonic. It is clear then that the number of pre-images of 
a point z in B equals the number of times the curve H(S’) cuts the ray 
through z. In other words, N is half the number of times the curve H(S ’ ) 
meets the line through z and the origin. Moreover, N is independent of the 
point z, as all non-zero values have the same number of pre-images. 
Suppose that g(u)=p(u, 1) ( a similar argument works for the case 
g(u) = q(u, 1)). Let Y be the u-axis. Then N is half the cardinality of 
H(S’) A Y. To compute this number, it s&ices, by definition, to count the 
number of roots of p(u, u) in the unit circle. By homogeneity and the fact 
that deg p(u, 1) = n (and hence p( 1,O) # 0), this amounts to computing the 
number of roots of p on the lines v = f 1. In other words, 
N= (r(p(u, 1)) + Mu, -1))/2, 
which, again by homogeneity, equals r(p(u, 1)) (note that roots of p are 
symmetric with respect to the origin). 
The next results show how the number of solutions of F(x) = y, (which 
is finite by properness) changes when y, varies in the plane, for an almost 
nice proper mapping F. All the proofs are based on elementary facts of 
topology and the local behavior of F at a topological fold. So, in what 
follows we use the expression fold point to mean, indistinctly, a topological 
or Whitney fold point. As can be easily seen from the normal form (6), a 
fold point x can be characterized by the fact that for each small open disk 
U around x, F is a homeomorphism in each of the two connected compo- 
nent of U- C and F(U) is a disk which has F( U n C) in its boundary (see 
Fig. 1). 
Any (open) connected component of the set of regular values of an 
almost nice proper mapping F will be called a tile. By a pre-image of a set 
&y-J c- ,A /&-& 
FIGURE 1 
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Y c R2, we mean a connected component of the set FPL( Y). Clearly each 
pre-image of a tile has to be a connected component of the complement of 
the set FP’(F(C)). From properness and the fact that F is a local 
homeomorphism outside the critical set, it follows that the number of 
solutions of the equation F(x) = J* is constant for y in a tile. More precisely, 
we have the following proposition. 
PROPOSITION 1.5. Let F be an almost nice mapping, T a tile, and A a pre- 
image of T. Then F is surjective and F: A + T is a finite covering mapping. 
In particular, if T is an open disk, then F is a dtffeomorphism from each pre- 
image of T to T. Moreover, tf T, is the unbounded tile, then F- ‘( T) is the 
unbounded component of the complement of F-‘(F(C)), and the number of 
pre-images of a point in T, equals the absolute value of the degree of F. 
Indeed, by properness, the unbounded tile T, is the image of the 
unbounded connected component of the complement of FPl(F(C)). Since 
F has the same orientation at any point in the pre-image of a point in T,, 
the (non-zero) number of pre-images of such a point equals the absolute 
value of deg F. For any other regular value, the number of pre-images has 
to be greater or equal than the absolute value of deg F, proving surjectivity. 
COROLLARY. If A is a pre-image of a tile then A is homeomorphic to an 
open disk with finitely many points removed. 
In the next lemma we obtain the number of solutions of F(x) =y in 
terms of the number of solutions of F(x) = yO, for an arbitrary ~1~. A maxi- 
mal connected set of images of fold points not containing intersection 
points of F(C) will be called a maximal arc. 
LEMMA 1.6. Let F be an almost nice mapping from the plane to itself: 
Then 
(i) Tiles having a common max-imal arc in their boundaries have their 
number of pre-images differing by tulo. The number of pre-images of such a 
maximal arc differs by one from that of adjacent tiles. 
(ii) The numbers of pre-images of two maximal arcs having an 
intersection point y in their boundaries are equal or differ by two. The 
number of pre-images of J* differs bjv one from the numbers of pre-images of 
the adjacent arcs. 
(iii) The number of pre-images of an image y of a non-fold point 
differs by at least one from the number of pre-images of a maximal arc 
having ~3 in its boundar),. The dijf erence is one tf and only tf y is the image 
of a topological cusp. 
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Proof: Facts (i) and (ii) are immediate consequences of properness and 
the local form of F near a fold point. In particular, a maximal arc is in the 
boundary of exactly two distinct tiles. To prove (iii), let x be the critical 
pre-image of y, r be the connected component of C through x, and D be 
the open disk bounded by ZY Since y is not an intersection point, there are 
two segments of maximal arcs c( and /I such that the arc y = TV u (y > u /I is 
in the boundary of two distinct tiles T, and T,. Moreover, from (i), c1 and 
/I have the same number of pre-images, say, k + 1. Since x is an isolated 
non-fold point, for every open disk U around x there are points z, and z2 
in U - D such that F(z,) E T,. So, there is at least one pre-image of c1 or /I 
(actually of both) consisting of regular points having x in its boundary. On 
the other hand, any regular point in the pre-image of y gives rise to a 
regular pre-image of the arc y. Since any point in CI (or /I) has just k regular 
pre-images with at least one being in U, we conclude that y has at most 
k - 1 regular pre-images, which implies the assertion. If y has exactly k pre- 
images, then there is just one pre-image of y whose intersection with C is 
x; that is, x is a topological cusp point: for any small open disk V around 
y, Vn T, and Vn T, have respectively one and three pre-images whose 
boundaries contain x. In Fig. 2, x is a cusp point and we denote by the 
same symbol a set and its image by F. 
Remark. Clearly, if x is a fold point such that F(x) is not an intersection 
point of F(C), then x is in the boundary of exactly two pre-images of a 
single tile. On the other hand, if y is an image of a non-fold point x, then 
the same facts used to prove (iii) of the previous lemma imply that the 
number of pre-images of y, say n, determines the topological behavior of 
F near x, in the following sense. As in (iii), let k and k + 2 be the number 
of pre-images of points in T, and T,, respectively. Then, for any small open 
disk V around y, V n T, and V n T2 have, respectively, k - n + 1 and 
k-n + 3 pre-images whose boundaries contain x, with at least one 
pre-image of Vn T, contained in the disk bounded by the critical curve 
through x. The number k + 1 -n can be called the multiplicity of the 
critical point x, so fold points have multiplicity zero and cusps are the 
non-fold points of multiplicity one. Fig. 3 represents the case k + 1 -n = 3. 
FKXJRE 2 
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FIGURE 3 
To decide which of two adjacent iles has more pre-images, it is enough 
to know the sense of folding of F along a common arc y of fold points; that 
is, it suffices to know the side of the image arc F(y) in which the image of 
any small neighborhood of points in y lies. We convey a sense of folding 
along arcs of fold points in each critical curve I- by prescribing the orienta- 
tion of F(r) for which the image of a small disk around any fold point of 
r lies on the left side of F(T) (see Fig. 4). This orientation on F(T) will be 
called the orientation induced by the sense of folding. Note that this is not 
necessarily the orientation induced by F and the positive orientation of IY 
Now, it is clear from Lemma 1.6 that from the knowledge of the 
(oriented) image curves F(C) and the number of solutions of the equations 
F(x) = y in some tile, one can obtain the number of solutions of the same 
equation for y in any other tile. As an example we consider F = H - sl, 
s # 0, as in Proposition 1.1. Assume that F is nice. Since C = C(F) is just 
one critical curve, the unbounded component of R2 - F(C) needs to lie on 
the right side of the oriented curve F(C). So in this case, in order to com- 
pute the number of solutions of F(x) = y, we only need to know the image 
set, F(C) and for example, the degree of F, since its absolute value is the 
number of solutions of F(x) = y, for y, is the unbounded tile. In Fig. 5 we 
give two simple examples. The number in each tile is the number of 
solutions of F(x) = y for y in the respective tile, and ldeg FI = 2. 
FIGURE 4 
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FIGURE 5 
At this point, the following question arises naturally: what is the role 
played by non-fold points (in particular cusp points for nice mappings)? 
Theorem 1.7 below shows that for a nice proper mapping F, the degree of 
F (and hence the number of solutions of F(x) = y) depends on the number 
of cusp points in C = U ri and on w(T,), the number of times the curves 
F(Ti) turns around infinity (the turning number of F(Ti)). 
To define w(T) for a critical curve r, let y: S’ + R2 be a continuous 
parametrization of F(T) such that y is locally simple and preserves the 
positive orientation of S’ and the orientation of F(T) induced by the sense 
of folding. The turning of y, t(y), is the Brouwer degree of the map 
9-+ (r(s+s)-y(e))/li~(9+6)-y(9)11 where 9~s’ and 6 is any small 
positive angle so that y 1 rs,e+s, is 1 : 1 for all 9 [FT]. We define 
w(T)=z(y). If Y=Uirj, set w(Y)=Ci w(f,). 
THEOREM 1.7. Let F be a nice mapping having k cusp points in C = C(F). 
Then 
Ideg(F)I = k - 2w(C) + 1. 
In a sense, this theorem is an extension of the Riemann-Hurwitz formula 
[H]. Indeed, let G be a rational mapping from the Riemann sphere to 
itself, and let F be a Whitney mapping near G (i.e., the singularities of F 
are either folds or cusps). Then each branch point G, locally of the form 
z + 3, gives rise generically to a simple positively oriented curve of critical 
points of F with p + 1 cusps (this can be seen by direct computation for the 
perturbation z -+ zp + ~2) and the theorem for Ffollows by direct application 
of the Riemann-Hurwitz formula for G. There are generalizations of a 
similar nature in the literature [Q, FT]. 
The proofs of Theorems 1.7 and 1.8 below are given in the Appendix. 
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a) inward cusp 
FIGURE 6 
b) outward cusp 
Theorem 1.8 ascertains the existence of cusp points in D whenever 
w(T) # 1. 
We need to make a distinction among cusps which is already implicit in 
the sign of the normal form (7). As always, let r be a critical curve of a 
nice proper mapping F, bounding an open disk D. A cusp point x E r will 
be called inward if, for each sufficiently small neighborhood U, of x, F 
maps U, n D onto a neighborhood of F(x). It is clear from the local form 
(7) that if a cusp x is not inward, then F maps the intersection of U, with 
the complement of D to a neighborhood of F(x). In this case x is said to 
be an outward cusp. In other words, the fact that x is a cusp point is 
detected by the action of Fin D or in R* - D if x is an inward or outward 
cusp, respectively (see Fig. 6). 
It is easy to see that, in terms of the local form (7), x is an inward cusp 
if (a det DF ( U2nD)>0 and is an outward cusp if (adetDFI.,,.)<O 
(observe that a equals the local degree of F at x; that is, a is the turning 
of the curve y = F IS where S is a sufficiently small positive oriented circle 
around x). 
Let Tc C be a critical curve of a nice mapping F which surrounds the 
open disk D and let 
C,=CnD, 
k( C, ) = number of cusp points in C, , 
k* = number of outward cusps in r, 
k, = number of inward cusps in r. 
THEOREM 1.8. If r is a critical curve of a nice mapping F, then 
1 + k, + k(C,) - 2w(C,) = w(r). 
COROLLARY 1.9. Zf the critical set of a nice mapping F is a single curve 
C, then 
ldeg FI = k* - w(C) and k, = w(C) - 1. 
505.‘94;1-12 
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From the corollary, if the critical set of a nice mapping F is a single 
curve C, then the number of inward cusps is determined by the turning of 
F(C) and the number of solutions of the equations F(x) = )’ depends only 
on this turning and the number of outward cusp points. This is the case if 
F= H- sl, as in (8) is nice, that is, if each non-topological fold is a 
topological cusp. These results can be generalized to almost nice mappings 
by counting non-fold points with their multiplicity, but we give no details. 
2 
The results in the previous section describe how the number of solutions 
of the equations F(x) = y may change as ~9 varies in the range of a nice 
proper mapping F. But, returning to the Riemann (shock-wave) solutions 
given by (3), we want to understand the changes of the set of singularities 
of the family of vector fields X,, r:O = P- i( F, - F,( U,)) in terms of the point 
U,. More precisely, for a fixed s # 0, we have to consider the changing of 
the solutions of F(U) = F( U,), for F= F,, as U, varies in the domain of F. 
From the results in Section 1, the number of these solutions changes only 
when F(U,) belongs to the image of the critical set F(C), that is, when U0 
is in the inverse image F- ‘(F(C)). The domain of F then splits into (open) 
connected components of the complement of F- ‘(F(C)) inside of which a 
variation of U, does not change the number of solutions of F(U) = F( U,). 
In this section we provide a complete description of this splitting for a 
class of nice mappings which are, in a sense, basic. 
As before, r (resp. fj) denotes a critical curve of a mapping F and D 
(resp. D,) is the open disk bounded by r (resp. ri). Also a Y and y denote 
the boundary and the closure of a set Yc [w’. 
A nice mapping F is said to be simple if the two following conditions 
hold : 
(a) F(D;)nF(d,)=cj if i#j, 
(b) the number of self-intersections of each F(Ti) is I - 1. 
Condition (a) implies, in particular, that there are no critical points in 
each Di, so, by Theorem 1.8, k,(Ti) = MI(~~) - 1 2 0, and hence u(Ti) 2 1. 
On the other hand, condition (b) ascertains that the image of each critical 
curve has the minimal number of self-intersections compatible with its 
turning number. So, if u(Ti) = 1, F(fi) will be homeomorphic to the circle 
S’ with positive (counterclockwise) orientation, and for ,r$Ti) = 3, for 
example, the two possibilities for F(Ti) are given in Figs. 7a and 7b, 
whereas 7c and 7d are excluded. 
The following lemma is a consequence of conditions (a) and (b) above 
and the results already established for nice mappings. 




LEMMA 2.1. Suppose that a nice mapping F is simple. Let F be a critical 
curve of F, Then 
(i) 8F(D) c F(F). 
(ii) F(D) is a (closed) disk. Hence aF(D) is a connected component of 
the boundary of the unbounded tile T,. 
(iii) The orientation of aF((b) induced by the one of F(F) has to be 
positive. 
(iv) Each bounded tile T is an open disk. In particular F is a 
dtffeomorphism from any pre-image of T onto T. 
(v) The image of each inward cusp in F has to be in F(D). 
Proof The proofs of (i) and (iv) are immediate. We sketch a proof of 
(ii). Consider F(F) as being a union of (number of intersection points of 
F(F)) + 1 oriented simple closed (Jordan) curves, meeting at the inter- 
section points of F(F). One of the curves will surround the other, and will 
necessarily have a positive orientation induced by the sense of folding. By 
the additivity of the turning number (see the Appendix) and (b), we must 
have that all curves have a common (and hence positive) orientation, 
implying that all disks bounded by those curves are in F(D). Now (iii) is 
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also immediate. The last statement (v) is a consequence of the fact that an 
inward cusp point has a neighborhood whose image is in F(D). 
Observe that condition (a) is equivalent to F-‘(F(D)) n C(F) = f, for 
each critical curve f. Let K(T) be the connected component of F-‘(F(D)) 
which contains I-. If F is simple, given two critical curves fi and f;, we 
must have K(T,)nK([,)=q$ as F(K(fi)c F(D;) and F(K(l’,))c F(D,). 
THEOREM 2.2. Suppose that a nice mapping F is simple and let I- be a 
critical curve of F surrounding an open disk D. Then K(T) is a closed disk 
whose boundary is taken 617 F (k* - w(r))-times over iiF( Moreover, F is 
a diffeomorphism qf an!’ other connected component of F-‘(F(d)) onto 
F(D). 
Proof. Since F(dK(T))=dF(D) we have that dK(T) is composed of 
regular points and the outward cusps of f whose images are in irF(4) 
(inward cusps are excluded by Lemma 2.1 part (v)). By the local behavior 
of F at such points we conclude that 8K( f) is a disjoint union of simple 
closed (Jordan) curves. But K(f) is compact (from the properness of F), so 
one of these Jordan curves is the boundary of a disk K,, which contains 
K(f ). Thus, we only have to prove that K(f) = K,, but this is an 
immediate consequence of the fact that SF(D) also bounds the unbounded 
tile T, whose inverse image (which ought to have iiK(f) in its boundary) 
is connected. Now using the fact that K(f) is a closed disk, it is easy to 
construct a nice proper mapping G, with critical set C(G) = r, such that 
G = F in a neighborhood of K(T) and so ldeg GI = k* - IV(~). Finally, the 
last assertion follows from the fact that F-‘(F(D)), C(F)= r, that is, any 
connected component of F-‘(F(D)) which does not intersect f is in a 
region where F does not have critical points. So F restricted to this compo- 
nent is a covering of the disk F(D), and hence a homeomorphism. 
The last argument, used in the proof of Theorem 2.2, shows us that, in 
fact, we are dealing with the semi-local behavior of F at a critical curve I-. 
That is, if F is simple, the number of solutions in a neighborhood of K(T) 
of the equations F(x) = 1’ does not depend on the existence of other critical 
curves besides r. In particular we have that for any 4’ in the tile TO c F(D) 
which is adjacent to T,, , the equation F(x) = )’ has k* - MJ(~) + 2 solutions 
in K(T), that is, TO has k* - ic(f j + 2 pre-images in K(f). From this we 
can conclude that the number of outward cusps in r whose images are in 
F(D) is at least u(r) - 1. Indeed each pair s, x’ of consecutive outward 
cusp points in r (that is, x and x’ are extreme points of an arc of fold 
points) whose images are in aF((D) gives rise to at least one pre-image of 
the tile TO. So, including the pre-image contained in D, TO has at least the 
number, k:, of such outward cusps plus one pre-images in K(f). That is, 
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k*-~(f)+2>k:+ 1, or k*-k,*>w(r)- 1, and k*-kf is just the 
number of outward cusps whose images are in F(D). In other words, 
COROLLARY. If a nice mapping F is simple, then each critical curue r of 
F has at least w(T) - 1 outboard cusp points whose images are in F(D). 
COROLLARY. If a nice mapping F is simple, then for each open disk D, 
bounded b)v a critical cutve I-, F(D) has ldeg FI -k* + )I’( f) pre-images 
diffeomorphic to F( Ii). 
We now discuss in two simple examples how to apply the above results 
for K(C) in order to get information about the singularities of vector fields 
associated to shock-wave solutions (3) of Riemann problems (1) and (2). 
Let F=f-s1, s#O, for (a) f(u,U)=(u’--z?,-2uu) and (b) f(u,u)= 
( -fju” - (ju’v’ + L4L,3 + &“ 25 4 , 2414 + u3r + u2r2 + &13 - 0“). In these examples, 
F is a simple map with deg F= -2 and critical set made up of a single 
curve C with N(C) (the turning number of F(C) with the orientation given 
by the sense of folding) equal to one in (a) and equal to two in (b). 
From the results already proved we conclude that the curves F(C) and 
F- ‘(F(C)) are those given in Figs. 8a and 8b, respectively. 
In the figures we use the same letters to denote a set in the domain (on 
the left side) and its image (on the right side). The open disks in [w’ - F(C) 
(the bounded tiles) are denoted by T,, i=O, 1, and the other letters denote 
the cusps or intersection points. The critical curves are the enhanced curves 
on the left side and K(C) is the union of the disks and F-‘(F(C)). In case 
(a), F has three outward cusps and only one bounded tile T,, while in 
(b) F has five cusps (one being an inward cusp) and two bounded tiles T, 
and T,. 
In both examples, since deg F= -2, we have that det DF is positive 
inside D, the open disk bounded by C, and is negative outside 6. Also, at 
each point, the Jacobian off has real eigenvalues 1, < 0 < A2. So for each 
U, E D, DF( U,) has negative eigenvalues if s > 0 and positive eigenvalues if 
s < 0. 
We now set P= I and consider the singularities of the vector field 
X= F- F( UO) as U,, varies in the plane. First, note that the above informa- 
tion about the eigenvalues of DF (and so of DA’) tells us that the 
singularities of X which are inside D are hyperbolic attractors if s> 0, 
hyperbolic repellers if s < 0, and those which are outside d are hyperbolic 
saddles. Thus in terms of the Lax-shock conditions, only l-shocks (resp. 
2-shocks) are possible if s < 0 (resp. s > 0). 
Recall that (U,, U,, s) is a Lax-shock if the Rankine-Hugoniot condi- 
tion holds and 
A,(U,)-.s>o and ~,(U,)<s<~,(U,) for l-shocks (9) 




~1(~,)<~<~*(U,) and A,(U,)-s-co for 2-shocks. (10) 
Clearly, if s < 0 (resp. s > 0) then (U,, U,, S) is a l-shock (resp. 2-shock) 
iff U1 is a solution of F(U) =F(U,), Uo~D (resp. Uo~ lR2 -D) and 
U1 E W*-D (resp. U, ED). 
In both examples, if U. is outside K(C) (i.e., F( U,) E T, , the unbounded 
tile) then the equation F(U) =F( U,,) has exactly one more solution U1 
different from the trivial U= U, which is also outside K(C) (recall that 
ldeg Fl = 2) and so X has exactly two singularities which are hyperbolic 
saddles. 
Now, let U. E T,, in case (a). Then F(U) = F(U,) has three non-trivial 
solutions, each lying in a different set To on the left side of the figure. In 
particular there is exactly one solution in D which is an attractor if s > 0 
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and a repeller if s < 0, the others being saddles. So if s < 0, l-shocks may 
occur only if U0 E D and in this case there are exactly three values of U, 
for which (U,, U1, s) is a l-shock. If s > 0 there is at most one value of U, 
for which (U,, Ui, s) is a 2-shock and it occurs iff U, is outside 6. 
In case (b), the situation is the same for U. E T,, and we consider 
U, E T,. Then F(U) = F( U,) has six solutions (including U,), two of which 
lie inside D. That is, the vector field X= F- F( U,) has six singularities: 
two are hyperbolic nodes and four are hyperbolic saddles. By the facts 
already established above, we have that if s < 0 and U, E D A T, then there 
are exactly four values of U1 for which ( Uo, U,, s) is a l-shock. Also if 
s > 0 and U, E T, -D then there two values of U, such that (U,, U,, s) is 
a 2-shock. 
To finish this section, we would like to observe that Theorem 2.2 can be 
used in order to have a description of the splitting induced by F- ‘(F( C)) 
for a larger class of nice mappings, those which can be attained by a 
continuous proper deformation of a simple mapping. More precisely, we 
say that a nice mapping G is a proper deformation of a simple mapping F 
if there exists a proper homotopy F,, 0 6 t < 1, such that 
(i) G=F, and F=F 0. 
(ii) except for a finite set 0 < t1 < . . . < t, < 1 F, is nice. 
(iii) For each t,, F, fails to be nice due to the existence of one inter- 
section point in FI,(CI,) which has: (a) two critical pre-images one being a 
cusp or (b) three critical pre-images all of them being fold points. 
(iv) C(F,) = C(G) for 0 < t < 1 and the cusps of Ft coincide with the 
cusps of G. 
In Fig. 9 we give an example which is a proper deformation of Fig. 8a. 
FIGURE 9 
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In this section we apply the theorems proved in the first sections in order 
to describe the bifurcations of the singularities of the parametrized family 
of the vector fields generated by (4) X,, c,, = M(F, - Fs( U,)), U, E R*, s E R, 
for F, = H - ~1, where H is a non-linear homogeneous polynomial mapping 
satisfying (8) and M is a constant real invertible 2 x 2 matrix in a suitable 
class of matrices which includes M = I. 
Let n > 1 be the degree of homogeneity of H (i.e., the degree of the 
polynomial coordinate functions of H), and N= ldeg HI = ldeg F,I. 
Suppose that n is even and that F, = H - I is a nice mapping (for n odd we 
consider also F-, = H + I). 
Clearly, from the homogeneity of H, for all U E R*, 
F,(U)=s”~l”~‘)F,(s~‘~‘“~‘~U), (11) 
and so the critical set C, of F, (which is a single closed curve surrounding 
the origin by Proposition 1.2) satisfies 
c,-s’ V-‘lC \ I and F,(C,)=s’z’(‘z~“F,(C,). (1.2) 
Thus w(C,) = w(C,) for all s # 0 and, by Theorem 1.7, F, has 
N+ 2,v(C,) - 1 cusp points. Moreover, the behavior of F, at any critical 
point x E C, is the same as that of F, at s -‘w ~ “X E C,. Thus the cusp 
points of F, and the intersections points of F,(C,) determine a finite 
number of rays through the origin which contain the cusp and intersection 
points of F,, for all s # 0. 
For each s # 0, let D, be the open disk bounded by C, and KS = K(C, ) 
be the inverse image by F, of the set F,(D,). Clearly from (11) it follows 
that Ks,s’.‘-‘) K,. In fact it can be proved that F;‘(F,(D,)) is connected 
and so K, really coincides with K(C,) as defined in Section 2. If F, is 
simple, this result is an immediate consequence of Corollary 1.9 and the 
second corollary after Theorem 2.2, and the description of KS is given by 
this theorem. 
The following theorem ascertains that the singularities of the family of 
vector fields X,, L+ = F,- F,( U,) do not bifurcate in values (so, U,) for 
which FSO( U) = F,,( U,) does not have critical solutions (i.e., solutions 
in C,). 
THEOREM 3.1. If F,,,(x) = F,,( U,) does not have critical solutions, then 
the solutions of F,(x) = F,( U) are continuous functions of (s, U) in a small 
neighborhood of (so, U,). Moreover the number of singularities of the vector 
field x,,. Lro and their types do not change under small perturbations of 
(so, U,). 
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Proof: Let V0 be a small neighborhood of 17, such that 
Fs,( vo 1 n Fs,( c, 1 = 4. 
From (11) and (12), 
F,(s, ’ ‘I)- “k;) n F,(C,) = s;“.‘+ “(F,,,( V,) n F,(C,,)), 
so F,(s, ~‘~“‘~‘~VO)nF1(C1)=qS which implies that Fl(s~‘~‘“~“VO) is 
contained in a tile T of F’. Since T is an open set, there exists E > 0 such 
that F (So”“‘+ “I’,) c T for Is-.sOl <E. By Proposition 1.6, F, is a finite 1 
covering mapping of any pre-image of T. Thus if E > 0 and V,, are 
sufficiently small, then for Is-s01 <E and U E V0 the solutions of F,(x) = 
F,(s- ’ ” - “U) are given by (a finite number of) continuous functions 
.xj(i(s, U). But from (11) +? is a solution of this last equation iff ~-‘,‘~-“~f is 
a solution of F,(x) = F,( U). That is, the desired solutions are given by 
Ui(S, u)=s’.“‘-“. xj(s, U). The last assertion is a consequence of the fact 
that from (11) DF-y( U,) = sDFl(.xj) and for each j, the types of x,((s, U), for 
the respective vector fields, are the same for IS - s,,I <E and UE V,, since 
for each i, x,(s, U) are in a pre-image by F, of the tile T. 
As a consequence of this theorem, we have to consider values s for which 
F,( U,,)E F,(C,5), that is SE R for which F,(U) = F,( U,) has critical solu- 
tions. 
We first observe that using again the homogeneity of H, the finiteness of 
number of cusps and intersection points and ( 1 1 ), we can prove that except 
for a finite number of rays, I’,, . . . . r ,,,, each ray through the origin cuts 
F,-‘( F,(C,)) transversally and F,(r) does not contain intersection points or 
images of cusps, for all s # 0. 
Let 52 be one of the open radial sectors determined by r, , . . . . r,,, (i.e., Q 
is a connected component of R* - Ur=, r,). Thus the intersection 
Qn F’-‘(F,(C,)) is a union of p disjoint differentiable curves which cut 
each ray in Q exactly once. This implies that there are p continuous 
positive real functions rp( U) < ... < t,(U) defined in Q such that for each 
LIE Q, the intersections of F;‘(F,(C,)) with the ray through U are the 
points X,(U) = fi( U) U, 1 < j 6 p. Clearly, for each 1 6 j < p there is one 
connected component, yj, of F;‘(F,(C,)) such that ,u,( U) E y., for all UE $2. 
Moreover, since for all s # 0 F,(Q) does not contain intersection points of 
F,(C,) or image of cusp points, the equations F,(U) = F,( U,), for U, E 52, 
have at most one critical solution which is a fold point of F,. In particular, 
for U, E 8, X,, c:o has at most one non-hyperbolic singularity. 
NOW fix U. E Q and suppose without loss of generality that s > 0. 
For each 1 <j< p set r, = fi( Uo) and s, = (l/t,)“- ‘. Then from (11) 
F,( U,) E F,( C,) iff s = sj for some 1 <j< p. In particular I’~, = s:“” ~ ’ ‘yj is 
the connected component of Q n F,; ‘(F,(C,,)) which contains Uo. 
Moreover, the number of solutions of F,,(U) = FJ Uo) is the same as the 
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number of solutions of F,(x) = y for YE F,(ljj) which is constant, say, 
N+ k, (recall that F,(yj), by definition, does not contain intersection points 
or image of cusps and N = ldeg FsI ). Also if 1 <jO 6 p is such that y10 c C,, 
then sjO is the unique value of s > 0 such that U, is the critical solution of 
F,(U)=F,(U,). 
NOW, if s # si, then, by Theorem 3.1, all the singularities of X,, r,O are 
hyperbolic. Since s > 0 and det DF, > 0 inside D,, the singularities of X,, r,O 
which are in D, are attractors, while those which are outside D, are saddles 
(recall that the eigenvalues of DF( U) are A,( CJ) - s and A,( 17) -3, where 
/Ir( U) and n?(U) are the eigenvalues of DH( U), one of them being 
negative). 
For j# j,, let U, (which is distinct from U,) be the unique critical solu- 
tion of F,(U) = F,( U,), and Vi and V, be small neighborhoods of U, and 
U,, respectively. Since y,, cuts transversely each ray in R, Q -y>, has two 
connected components Q, and Q*, the last one being unbounded. Since 
s > 0, ys = (s/sip- 1’ ;‘,, is in 52, if s < sj and in Q* if s > sj. On the other 
hand, since j # jO, U. is a regular point of F:, and so if V0 and V, are suf- 
ficiently small Bi = F5; ‘(F,, ( V,)) n V0 is diffeomorphic to Fsi( V,) and, since 
u, is a fold point of F,,, it intersects only one of the components of Q - y5,. 
Suppose that B, n R, # 4. Let B, = (.s/sj)‘.“” ~ ” B, and V, = (.s/s~)“(~- ” P’,. 
Then Uo~ B, if s,<s<s, +E and E is sufficiently small, and U,$ B, 
for s <s,. In this case there are no solutions of F,( U,) near the critical 
set C, for s < si. Also XI,, L0 has one more singularity then X,. r.O, with 
the same number of attractors. But from (11) F,(U) = (s/s,)(n/(n- 1) 
F5,((s/si)~“(n~L’ U). Thus F,(B,) c F,( V,). Since V, is a small neigh- 
borhood of q, which is a fold point of F,,, each point in cs,( V,) (and so 
each point in F,( V,)) has exactly two pre-images in V, (resp. m V,) just one 
being in D, (resp. in D,). So F,( U,) E F,( V,) which implies that for each 
s,<s <si+ E there are two hyperbolic singularities of X,, LPO, one attractor 
and one saddle which converge to U, as s + si. That is, U, is the merging 
of hyperbolic attractors with hyperbolic saddles of the one-parameter 
family of vector fields X,, L,O. In this case X,, c:O has one more attractor than 
x S,, rrO. Clearly if B, n Q* # 4 then the same behavior occurs for s, -E < 
s<s,, and for s>s,, U,$B,. 
For j= jO, since U, is also a fold point of F5, , similar arguments show 
that if E > 0 is small enough and 0 < Is - soI < E, &en X,, rr,, has a hyperbolic 
singularity U, near U, but distinct from U. such that for s<sjO, U, is an 
attractor and U, is a (hyperbolic) saddle; for s > s.,~, U, is a saddle and U. 
is a (hyperbolic) attractor and U, + U, as s + s,,,. In other words, for 
1 Gj<p, x?,. Lb has N + k, singularities, one being non-hyperbolic, and for 
3, -=z s < S] f 1, X,. r.O has N + k, - 1 singularities with the same number of 
attractors as X5,. c,O, or it has N + k-, + 1 singularities with one more 
attractor than X+ Lh. In particular ki+ k = kj or k,, , = k, f 2. On the other 
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hand, passing through si from s < si to sj < s’, the number of saddles and 
attractors of X,,, c:0 and X,,., tiO change, each one, by 1 or - 1. Thus, since for 
o<s<s,, X,.1” has only saddles, we conclude that if 1 is the number of 
singularities of X,, L,O for s # sj then X5, rT0 has (I - N)/2 attractors. In 
particular X,,, Lb has (I?- 1)/2 attractors. Note that since F,(y,) needs to 
bound the unbounded tile of F, and ldeg F,I = N then k, = 1. 
These results can be summarized in the following theorem: 
Let F,= H-sl as above, and N= ldeg F-J. 
THEOREM 3.2. If F, is a nice mapping then there exists a finite number 
of raj*s through the origin such that ifs > 0 and Q is an open radial sector 
bounded by t#lo adjacent rays, then there are continuous positioe real 
functions sL(U)< ... -C sP( U) and positioe integers k,, . . . . k, such that, for 
U0 E Q, the singularities of the famil~~ of vector fields X5, rh = F, - F,y( U,) 
satisJv: 
( 1 1 xs. 1:” has a non-hJyerbolic singularity if s = s,( U,) for some 
1 < j < p, and has o&J, h>lperbolic saddles for 0 < s < s, . 
(2) For s=~.~(u,), Xs,.rb has only one non-hyperbolic singularity 
which is the limit as 1~ + si of attractors and saddles of X,, r!u, Moreover 
there exists only one tlalue 1 d j,, < p, depending only on R, .for which U, is 
the non-hyperbolic singularity qf X+ L.O. 
(3 ) As a singularity of X,, L,O, U0 is a hyperbolic saddle for s -C s,,( U,) 
and a hJ,perbolic attractor for s > s.J U,) 
(4) X,, L-,l has N+ k-, singularities with (kj_ ,)/2 attractors, where 
k,=l andk,+,=k,ork,,,=k.,f2. 
(5) For s,~s~s,+,. X,, [To has N + k, f 1 singularities \c*ith (ki f 1)/2 
attractors, respectively. 
Clearly, by changing < by > and attractor by repeller in Theorem 3.2 
we obtain an analogous result for s < 0. 
Remark 1. Note that if F, is simple condition (b) implies that equation 
F,(U) = F,S( U,) has at most N + 2r~( C,) solutions, so X,, r:O = F, - F,( U,) 
has at most w(C,) attractors (resp. repellers) for s>O (resp. s ~0). 
Remark 2. As stated above, if U0 E Q, the non-hyperbolic singularity of 
X ,,,, UU is the merging of hyperbolic attractors (or repeller if s ~0) with 
hyperbolic saddles of the one-parameter family X,, L,O. Indeed, if U, # U, is 
the non-hyperbolic singularity of X5,, L;, then the unfolding of U, is the 
generic unfolding of a saddle node in one-parameter families of vector fields 
in the plane [So]. So it is reasonable to expect that, at least generically, U0 
is a saddle node for X,,ti, L’O. If this is the case, we have that, for the same 
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s > 0, if sjO --s < s < sj,, then there exists U, near U, such that U,, and U, 
are connected by an orbit of X, L,, as in (5). 
In terms of the Lax-shock conditions (9) and (10) we have the following 
corollary : 
COROLLARY. If U,EB then there exists a singularity> U, of X,, c.O = 
F, - F,( U,) such that (U,, U,, s) satisfies one of the Lax-shock conditions 
only if 0 < s < sj,( U,) or s < sia < 0. Moreover, 
(i) ifX p, L!0 has m singularities then there are (m - K)/2 oalues of Ul, 
such that ( UO, UI, s) is a 2-shock if 0 <s <sj& U,) and a l-shock !f 
s < Sj” < 0. 
(ii) If U, is a saddle node for X,, Lb then there is a S > 0 such that ,for 
s,,-6<s<s,,, there exists a singularity U, of X,, rb near U, such that the 
solution (3) is the limit of solutions of the parabolic equation U, + H(U) r = 
.5U,, as E --+ 0. 
We now consider the family of vector fields Y,, L;0 = M(F, - FJ U,)) for 
F., = H -sZ, where M is a constant invertible matrix with det M>O. 
Clearly the singularities of Y,, U0 are those of X,, o,, = F, - F,( U,,), and we 
have to restrict M to the set of invertible matrices for which the type of 
each singularity is the same for Y,. LrU and X,. rb. That is, we have to con- 
sider matrices M for which the signs of the eigenvalues of M(DH - sl), the 
linear part of Y,, LrO, are the same as those of DH - sl, the linear part of X,, c0. 
Clearly this set is open and in particular contains a neighborhood of the 
identity matrix. Also for M in this class the bifurcation of the singularities 
of the family Y,, (:,, SE R and U, E R’ are the same as those of the 
singularities of X,, L0 described in Theorem 3.2. In particular, the eigen- 
values of M(DH - sl) in D, has to have negative real part for s > 0, and 
positive real part for s ~0. Since DH(0) =0 we conclude that M has to 
have eigenvalues with positive real part so that the parabolic system (4), 
with P = M- ‘, is well posed. 
APPENDIX 
In this Appendix, F is always a nice mapping from the plane to the plane 
with critical set C, and c is a simple, closed, positively oriented, regular 
curve in the plane, bounding an open disk D. 
The definition of turning number of a parametrized curve y: S’ + R* 
given in Section 1 can be simplified for smooth, regular parametrizations. 
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Since turning numbers are integer numbers, by a standard limit argument, 
we must have 
s(Y) = & J:z 4arg f’(e)), 
and r locally constant in the space of regular parametrizations. In a similar 
fashion, parametrizations y and y’ which are regular homotopic (i.e., there 
is a smooth H(8, t) such that H( 0, 0) = y, H( l , 1) = 7 and (aH/%)(@, t) # 0, 
for all (0, t)) have the same turning number. The geometric interpretation 
of z is evident: it is the number of turns made by the tangent vector y’(B) 
when 0 moves counterclockwise around S’. 
Let c, together with its orientation, be given as the range of a regular 
parametrization y. For later convenience, we will denote by r(F IC) the 
turning number r(Fo y). 
LEMMA 1. Let C he outside D. Then z(F 1.) = sgn det(DF 1 D), where DF 
is the Jacobian matrix of F in the canonical variables. 
Proof Deform by a regular homotopy the curve c to a small circle 
around a point p in D. The result now follows from the local form of F 
at p. 
LEMMA 2. Let c, c,, c2, . . . . c, be simple, closed, positively oriented, 
regular curves bounding disks D, D, , D,, . . . . D,, such that bi n Dj = q5 and 
D,cD. Let C be outside 4- UDi. Then t(Fl,)=C; t(Fl,)-(n- 1) 
sgndet(DFID-cu& 
ProoJ: By induction, it suffices to prove the result for n = 2. As 
suggested in Scheme 1, deform c to the union of the three simple curves c,, 
Z, and c2. From the integral representation, the turning number is additive: 
~(FI~)=z(I,.,)+~(FIT)+z(FI~‘~). 
From the previous lemma, z(F I ,-) = - det DF 1 D ~ (D, v D2j. 
a 0 0 =2 Cl c m z =1 =2 
SCHEME 1 
188 MALTA AND TOME1 
LEMMA 3. Let Cc D. Then deg F= t(F I.). 
Proof: By properness, as in Section 1, extend F continuously to the 
Riemann sphere by setting F( co) = co. Now, deform c to a small circle E 
surrounding co, bounding a disk B containing co. By standard degree 
theory [M], 
deg F=degp 
= number of signed pre-images in a of a point near co 
=~(F::~r)=z(Fl,.). 
From Section 1, we know that a connected component of the critical set 
C of F is a simple, closed, positively oriented, regular curve r, bounding 
a disk D. Define r* and r* to be the simple, closed, regular, positively 
oriented curves at a sufficiently small distance E from r, where r* c D and 
P c [w2 - D bound disks D, and D* such that (D* -D,) n C = r. 
LEMMA 4. Let k, and k* be the number of inward and outward cusps in 
r, and set s = sgn det DF 1 D ~ b,. Then 
~@%-~~=~(FI,--%.~ 
T(Fl,t)=z(FI.)-sk*. 
Proof: There are four possibilities for the local behavior of F near a 
cusp in r, given by the local degree of F at the cusp and by sgn DF I ,-*. 
A typical example is given by Scheme 2, where the local degree is 
positive, as in the normal form (u, u) -+ (u, u3 - UU), and det DF 1 r > 0. 
From the scheme, it is clear that the turning numbers of F restiicted to 
the three curves can only be different due to contributions along segments 
A, B,, AB, and A*B* near cusps, and those in this example differ only due 
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to the extra turn performed by F(f,) around the image of the (inward) 
cusp. In general, inward (resp. outward) cusps only affect the variation of 
r from t(F 1 r) to r(F lr,) (resp. t(F 1 r*)). The sign of the additional turns 
is easily checked for the four possibilities separately. 
Recall from Section 1 that for a critical curve f of a nice mapping F, the 
expression n,(T) denotes the turning number of F(T) with the orientation 
induced by the sense of folding along r, and this is not necessarily the same 
as the orientation induced by F on F(f) from the positive orientation of r. 
LEMMA 5. Let F, f, M’(T) and t(F I,-) as above, and s=sgn det DF(s) 
where x E f *. Then w( lJ = ST( F I,-). 
Prooj It suffices to see that for s = + 1 (resp. s = - 1 ), the orientations 
described above for F(T) coincide (resp. are opposite). 
As suggested by the lemma above, define for c avoiding C, 
W(C) = sr(F I<), where s = sgn det DF(.u), for .Y E c. Also, let Ti be the critical 
curves of Fin D, and k(T,) be the number of cusps in f,. 
THEOREM. u’(c)= 1 +x.r,=D (k(f,)-2~(r,)). 
Proof The proof is by induction on the number of critical curves of F 
surrounded by c. If D n C= q5, the result follows from Lemma 1, and the 
induction begins. For an arbitrary c, there are critical curves Z-, , . . . . f,,, 
bounding open disks D,, . . . . D,, such that (Cn D)c Ui Di. If m = 1, set 
I-, = f, and c is regular homotopic to f *. Set s* = sgn det DF IT., 
s, = sgn det DF 1 r’r. Clearly, s* = -s,. Assuming the induction hypothesis 
for r*, it suffices to prove that 
w(f-*)=w(f*)+k-2w(l-), 
when k is the number of cusps in IY Now, w(T*)=s*s(F I,-*), 
W( ZJ = s, r(F I T)r u(f *) = s, T( F I r*), by definition and Lemma 5. Apply 
Lemma 4 to express r(F I r.) and T( F I r,) in terms of r(F I r) and the 
theorem follows. Finally, if m > 1, apply Lemma 2 and induce. 
From the theorem above and the relation between r(F 1 r,) and T(F I r) 
given by Lemma 4, Theorem 1.8 follows. Similarly, for c surrounding C, we 
must have 
W(C) = (sgn det DF(near cc )) T( F IL ) 
= (sgn det DF(near x8)) deg F, by Lemma 3, 
= ldeg 4, 
and Theorem 1.7 is also proved. 
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