Abstract. This paper studies spinodal decomposition in the Cahn-Hilliard model on the unit disk. It has previously been shown that starting at initial conditions near a homogeneous equilibrium on a rectangular domain, solutions to the linearized and the nonlinear Cahn-Hilliard equation behave indistinguishably up to large distances from the homogeneous state. In this paper we demonstrate how these results can be extended to nonrectangular domains. Particular emphasis is put on the case of the unit disk, for which interesting new phenomena can be observed. Our proof is based on vector-valued extensions of probabilistic methods used in Wanner [37] . These are the first results of this kind for domains more general than rectangular.
1. Introduction. Many natural dynamical processes generate complex and intriguing patterns. In some cases, these patterns are robust in that if the underlying experiment is repeated, the same pattern occurs. The most elementary examples are stationary, i.e., they do not change with time. However, many dynamical processes produce patterns which exhibit neither robustness nor stationarity. The inherent noise present in an experiment gives rise to different patterns each time the experiment is repeated, but all patterns have the same qualitative features. One such dynamical process is spinodal decomposition: This pattern formation process occurs during the phase separation of alloys. Specifically, if a high-temperature homogeneous mixture of several metallic components is rapidly cooled below a certain temperature, a process of phase separation can set in, during which the mixture becomes inhomogeneous. It forms a fine-grained characteristic snake-like structure, with steep transition layers between the components and a characteristic length scale. If the experiment is repeated even with the greatest care to ensure almost identical initial conditions, the observed pattern is clearly distinct but with the same characteristic features.
A well-known model for spinodal decomposition in binary alloys is due to Cahn and Hilliard [6, 9] . They propose the nonlinear parabolic equation for the concentration u = u(t, x) of one of the two metals as a function of time and space, where u is affine scaled to be between −1 and 1. The domain Ω ⊂ R n is bounded with appropriately smooth boundary, n ∈ {1, 2, 3}, and the function −f is the derivative of a double-well potential F , the standard example being the cubic function f (u) = u − u 3 . The small parameter ε > 0 models interaction length. The Cahn-Hilliard equation is mass-conserving; that is, the total concentration Ω u(t, x) dx remains constant along any solution u. It is also a gradient system with respect to the standard van der Waals free energy functional (cf. Fife [18] ). Details of the relationship between the model and the physical process can be found in Cahn [7, 8] , Elder, Desai [14] , Elder, Rogers, Desai [15] , Hilliard [23] , Hyde et al. [24] , and Langer [27] . Numerical simulations have been done by Bai et al. [3, 4] , Copetti [10] , Copetti, Elliott [11] , Elliott [16] , Elliott, French [17] , Hyde et al. [24] , Nash [31] , and Sander, Wanner [33] .
Notice that any constant functionū o ≡ µ is a homogeneous equilibrium for Equation (1.1). The equilibrium is unstable if µ is contained in the spinodal interval, which consists of the usually connected set of all µ ∈ R for which f (µ) > 0. Thus, if µ lies in the spinodal interval, any orbit of (1.1) originating at an initial condition u o ≈ū o is likely to be driven away fromū o . Figure 1 shows the time evolution of a solution of the Cahn-Hilliard equation on the disk starting near the unstable homogeneous equilibrium with µ = 0. We want to explain the occurrence of such patterns, and in particular their dependence on small ε values. Therefore, we need to understand exactly how such solutions depart from the homogeneous equilibrium. To gain such an understanding for solutions starting near the unstable equilibrium, Sander and Wanner [33] performed Monte-Carlo simulations in one space dimension for comparing the solution u of the nonlinear Cahn-Hilliard equation to the solution v of the corresponding linearization at the homogeneous equilibrium µ = 0 with the same initial condition. They consider the relative distance u − v / v , where the norm is the H 2 (Ω)-norm. These simulations indicate that for initial conditions nearū o , the solutions u and v remain very close with respect to their relative distance (bounded by an ε-independent fixed small constant C) until the maximum norm of the solution u reaches an ε-independent threshold. The latter corresponds to the H 2 (Ω)-norm of u being of the order ε −2 asymptotically as ε limits to zero. We use the notation R ε for the H 2 (Ω)-norm to which the solutions u and v remain close. Simulations by Nash [31] confirm that this order of R ε ∼ ε −2 is also true for two-dimensional rectangular domains. More recently, Desi [13] performed similar simulations for the unit disk. For these simulations he extended spectral methods for circular domains as described in [36] to the Cahn-Hilliard situation, with linearly implicit time-stepping. His results show that again the same order is recovered.
Motivated by these numerical results, consider the linearization of (1.1) at the homogeneous equilibriumū o ≡ µ. It is given by
If we introduce the Hilbert space
:
then the operator A ε : X → X defined in (1.2), associated with the domain
is self-adjoint, and −A ε is a sectorial operator; see for example [22, p. 19] or [32] . Let 0 < κ 1 ≤ κ 2 ≤ . . . → ∞ denote the ordered eigenvalues of the negative Laplacian −∆ : X → X subject to homogeneous Neumann boundary conditions, and denote the corresponding complete set of L 2 (Ω)-orthonormalized eigenfunctions by ψ 1 , ψ 2 , . . .. Then the spectrum of A ε consists of the eigenvalues 5) with corresponding eigenfunctions ψ k . These eigenvalues are bounded above by 6) and asymptotically as ε → 0, the largest eigenvalue grows like λ max ε . In the current paper, as in other previous results on the subject, we use a dynamical systems approach in the sense that we consider (1.1) as an abstract evolution equation on a suitable function space. More precisely, equation (1.1) generates a nonlinear semiflow T ε (t), t ≥ 0, on the affine space µ + X 1/2 , where X 1/2 denotes the Hilbert space
The constant functionū o ≡ µ is an equilibrium point for T ε , and the linearization of T ε atū o is given by the analytic semigroup S ε generated by A ε . Early results about spinodal decomposition were obtained by Grant [19] and Maier-Paape and Wanner [28, 29] by relating details of the linearization (1.2) to the evolution of solutions starting near a homogeneous equilibriumū o ≡ µ, where µ is in the spinodal interval. The first of these early results is for one-dimensional domains. It does not explain the types of patterns seen in two and three dimensions. See the introduction of [28] for more details. The results of Maier-Paape and Wanner do apply to higher-dimensional domains. They are able to explain the ε-dependence of the characteristic thickness of patterns. As in the numerics described above, they relate solutions for the linear (1.2) and nonlinear (1.1) Cahn-Hilliard equations. Their result is that in a neighborhood V ε of the equilibriumū o , most solutions of (1.1) starting in a smaller neighborhood U ε ⊂ V ε ofū o exit V ε close to the linear subspace X
where 0 γ o < 1. This dominating subspace is spanned by the eigenfunctions corresponding to a small percentage of the largest eigenvalues of A ε , its dimension is proportional to ε − dim Ω . Functions in X + ε generally exhibit patterns similar to the one depicted in Figure 1 .
The results of Maier-Paape and Wanner are not optimal in that they only describe solutions while they remain in a neighborhood of the equilibrium of size proportional to ε dim Ω with respect to the H 2 (Ω)-norm. In contrast, the simulations of [13, 31, 33] indicate that the characteristic patterns are observed up to a distance of order ε −2 in the H 2 (Ω)-norm. More recently, for rectangular domains, Sander and Wanner [33, 34] employed sharp nonlinearity estimates to get a better estimate on the distance to which spinodal decomposition is observed. Their result is basically as follows. For a more technical statement of the theorem, the reader is referred to the original paper. 
we have
That is, u remains extremely close to v until u(t) H 2 (Ω) exceeds the threshold given in (1.9) .
While this result does not reproduce the exponent observed in the numerics of [13, 31, 33] , it does provide a much tighter bound on the relative distanceleaving considerable room for improvement. Theorem 1.1 significantly improves Maier-Paape and Wanner's results, but it is still not optimal in two ways: (i) It only applies to a certain class of domains.
(ii) The above theorem is sharp in the sense that one can construct worst-case initial conditions for which the stated asymptotic estimates are exact. See [37] for more details. Yet, if we start the evolution at randomly chosen initial conditions close toū o , then the radius up to which the relative distance is of the order O(ε 2−dim Ω/2 ) is considerably larger than the one given in (1.9). Again, see [37] for more details.
Problem (i) arises from the fact that one of the main assumptions needed in the proof is the uniform boundedness of the L ∞ (Ω)-norms of the L 2 (Ω)-orthonormalized eigenfunctions of the Laplacian subject to homogeneous Neumann boundary conditions. For a general domain, this is not true. The simplest domain which violates this crucial assumption is the unit disk in R 2 . These eigenfunctions and their corresponding eigenvalues are known exactly, which makes it possible to study spinodal decomposition in this setting. This is what has motivated our study of the disk. Problem (ii) comes from the fact that the proof describes the behavior of all solutions within a large cone around the dominating subspace which start near the equilibrium. But typical/randomly chosen solutions do not display the worst-case behavior. This problem was solved by Wanner in [37] . He extends techniques for understanding the maximum norms of random sums from [2, 25] 
This is a marked improvement on the results of Sander and Wanner, especially in dimensions two and three. Notice that in Theorem 1.2 both the bound on the relative distance and the radius to which it applies are now dimension-independent. In fact, the numerical results in [37] show that these bounds are precisely the ones realized by generic solutions, originating at randomly chosen initial conditions. At the same time, estimate (1.12) leaves considerable room for improvement. We conjecture that if the right-hand side of (1.12) is given by an ε-independent constant, then the ε-term in (1.11) is given by ε −2+ . However, Problem (i) still remains. Namely, the result only applies to rectangular domains. This is due to the fact that Wanner's proof assumes the quite restrictive hypothesis that eigenfunctions are orthonormal, and in addition that all their partial derivatives are orthogonal. This is not true for most domains, in particular the disk.
In the current paper, we are able to extend the probabilistic results of Wanner [37] to the disk by developing general results for vector-valued functions, and applying these to the gradients of eigenfunctions rather than to the individual partial derivatives. In the course of doing so, we have arrived at a result which applies to general domains Ω under certain hypotheses on the growth of the L ∞ (Ω)-norms of the eigenfunctions and their gradients as a function of κ k . The following is a non-technical statement of our main result in the case of the disk. Table 1 is correct, then our main theorem still applies. It is only modified in that (1.13) becomes
and (1.14) becomes
which basically corresponds to the case of rectangular domains.
After these general results, Section 3 concentrates on the disk to derive the precise asymptotic estimates necessary for employing the results of Section 2. We state the well-known exact formulas for these eigenfunctions in polar coordinates using products of trigonometric functions and Bessel functions, and establish the L ∞ (Ω)-norm bounds on the eigenfunctions and their gradients stated above.
Section 4 applies all these results to the Cahn-Hilliard equation on a disk, and we are able to establish our main theorem. In this application, the finite set of eigenfunctions consists of the basis of the dominating subspace (1.8) for suitable γ o . Thus, the κ k -dependence of the L ∞ (Ω)-norms translates to an ε-dependence of the radius to which linear behavior can be observed. Our main theorem gives nearly linear behavior up to distances proportional to ε −3/4 , whereas numerics indicates an order of ε −1.3 . Based on numerical simulations that will be presented at the end of Section 4, we believe that the level of symmetry of the disk leads to non-generic cancellations, the analysis of which would involve detailed calculations using the specific form of the eigenfunctions via trigonometric functions and Bessel functions.
2. Maximum Norms of Random Sums. One of the main disadvantages of the results in [37] is the fact that they could only be applied to rectangular domains. This restriction is a consequence of the L ∞ -gradient estimates which are necessary for studying transient patterns in the Cahn-Hilliard model. In this section, we will remove the above domain restriction. For this, we have to extend the abstract results on maximum norms of random sums in [37, Section 3] from the scalar-valued to the vector-valued case. This will be accomplished in Sections 2.1 and 2.2 below, and will allow us to directly treat the gradient estimates. The latter goal will be accomplished in Section 2.3. The results of this section apply to arbitrary bounded domains Ω ⊂ R n with sufficiently smooth boundary. In fact, it is enough to assume that Ω is a Lipschitz domain. (2.15) . This abbreviation will be used throughout the remainder of this paper.
In addition, let c 1 , . . . , c N be arbitrary real numbers, and fix nonnegative real numbers µ 1 , . . . , µ N . For some T > 0 we consider functions of the form
where again we use the abbreviation introduced after (2.15) .
The main result of this section provides a sharp upper bound on the L ∞ (Ω T )-norm of time-dependent functions |w|, where w is defined in (2.16). For this, we need to make sure that the set M(w) defined in (2.17), which corresponds to large function values of |w|, cannot be too small. This is addressed in the following assumption of a uniform lower bound for |M(w)|. Its validity will be established in Section 2.2 below. 
where
The following lemma is an extension of [37, Lemma 3.3], which in turn was based on previous work by Aurich et al. [2] and Kahane [25] . Unlike in these situations, we obtain uniform L ∞ (Ω T )-bounds for vector-valued random one-parameter families as in (2.16 ). This extension is crucial for extending the results of [37] 
Proof. Consider the real-valued component functions of w and w k given by
Since each a k is normally distributed with mean 0 and variance 1 we obtain for every τ ∈ R and k = 1, . . . , N that the expected value E of the random variable e τ a k
and the independence of the a k 's furnishes for every = 1, . . . , K the estimate
where M 1 was defined in Definition 2.1. Now assume α ≥ 0. Then for any t ∈ [0, T ], the definition in (2.17) and estimate (2.18) imply
Notice that in the above estimates, both the set M(w) and the norm w L ∞ (Ω T ) depend on ω. For any Υ * > Υ/(2K) the last inequality can be rewritten as
Since for any random variable ξ and any α ≥ 0 one has
, we obtain
1/2 this finally yields (2.20) , and the proof of the lemma is complete.
As in [37] , one can combine Lemma 2.3 with the weak law of large numbers to relate the maximum norm of the function |w| to the standard Euclidean norm of the coefficient vector (a 1 , . . . , a N ). This yields the following result.
Proposition 2.4. Assume the situation of Definition 2.1, let Υ be as in Assumption 2.2, let Υ
* > Υ/(2K), and let a 1 , . . . , a N be independent random variables over a common probability space (F, F, P) which are all normally distributed with mean 0 and variance 1. We consider again random functions of the form (2.19) . Then there exists a set F 0 ∈ F with
Proof. Since the random variables a n are independent and normally distributed with mean 0 and variance 1, one easily obtains E(|a|
Furthermore, the variance of |a| 2 is given by V(|a| 2 ) = 2N ; see for example Bauer [5, §4] . The weak law of large numbers, in the form of Chebyshev's inequality, then implies
and therefore
and Lemma 2.3 imply P(F 0 ) ≥ 1 − 1/Υ * − 8/N , which completes the proof of the proposition.
The following theorem constitutes our central result on the maximum norm of random sums. Instead of considering randomly distributed coefficients, we now choose coefficient vectors from a sphere in R N . The result implies that for most of these vectors, with respect to the uniform measure on the sphere, sharp estimates on the maximum norm can be obtained. In this form the result will be applied later to the Cahn-Hilliard equation on the disk. and if w is defined as
then we have
Proof. The result is an immediate consequence of Proposition 2.4 and the following fact: If a 1 , . . . , a N are independent random variables over a common probability space (F, F, P) which are normally distributed with mean 0 and variance 1, then the mapping
maps the measure P to the Haar measure m R on S R ; see for example Muirhead [30, Section 1.5]. The result now follows if we choose the set S * as the image of the set F 0 from Proposition 2.4 under the above mapping, since (2.21) is invariant under scalings of a.
The Set of Large Function Values.
One of the crucial ingredients for the results of the previous section is Assumption 2.2 -and this assumption was exactly the reason for only considering rectangular domains in [37] . The assumption can easily be verified if the functions w k are scalar-valued and form an orthonormal set, see Lemma 3.7 in [37] . Yet, in the application to the Cahn-Hilliard equation it is essential to have the results of the last section available also for first-order derivatives of the random sums. In the case of rectangular domains, these partial derivatives can still be written as linear combinations of an orthonormal set, albeit a different one. Consequently, [37, Lemma 3.7] is still applicable. However, this is no longer true for more complicated domains, most notably not even for the disk. These complications can be avoided by applying the vector-valued results of the previous section to the gradients directly. For this, we have to extend [37, Lemma 3.7] to the vector-valued case as well. First, however, we present the necessary assumptions. 25) where the set M(w) was defined in (2.17) , and | · | denotes Lebesgue measure.
T }. Let w be any function of the form (2.16). Then we have
Proof. Due to the orthonormality of the functions w k we have c k = (w(0, ·), w k ), and therefore
as well as
for all = 1, . . . , n. Thus, if we denote the component functions of the superposition w as w = (w (1) , . . . , w (K) ), we obtain the gradient estimates
of length r which contains t * , and let C * ⊂ Ω denote a cone with vertex x * which is congruent to (r/r C ) · C. Then for all (t, x) ∈ I * × C * we have
according to the definition of r in (2.24). This implies I * × C * ⊂ M(w), and noting that 
Then we consider superpositions of the form
where a 1 , . . . , a N denote arbitrary real numbers. Finally, due to our above assumption the domain Ω satisfies the cone condition [1] . We denote the corresponding cone as in Assumption 2.6 by C, and its height by r C .
At first sight the introduction of two sets of coefficients a k and b k might seem unnecessary. However, in the Cahn-Hilliard setting the natural phase space is given by the Sobolev space H 2 (Ω), rather than L 2 (Ω). In this situation, we will choose the coefficients b k in such a way that {b 1ψ1 , . . . , b NψN } denotes an orthonormal set in the phase space -and therefore the Sobolev norm of u(0, ·) will be given by the Euclidean norm of the vector a = (a 1 , . . . , a N ) .
In order to apply the results on Section 2.1 to functions of the form (2.26) as well as their gradients, we first have to determine the size of the set of large function values for both u and ∇u. For this, we define the sets 
(2.29) 
where the sets M(u) and M(∇u) were defined in (2.27) and (2.28) .
Proof. The lower bound on the Lebesgue measure of M(u) is an immediate consequence of Lemma 2.7. We just have to set c k = a k · b k in (2.16), as well as w k =ψ k , M η = E η for η = 1, 2, 3, and K = 1 in the situation of Lemma 2.7. We now turn our attention to the gradient estimate. Letψ k andψ j denote two of the basis functions in Assumption 2.8. Since both are eigenfunctions of −∆ subject to homogeneous Neumann boundary conditions, integration by parts furnishes
Thus, if we define w k = κ −1/2 k · ∇ψ k , then the vector-valued functions w k are orthonormal in the sense of Assumption 2.6, and Assumption 2.8 furnishes
(2.31)
We now have to establish an upper bound on the maximum norm of the first-order derivatives of the functions w k , i.e., on the second-order derivatives of theψ k . Due to the Sobolev embedding
, there exists a constant c > 0 which depends only on the domain Ω such that for all , m = 1, . . . , n we have 
then we have both
Proof. For the proof, we only have to apply our abstract Theorem 2.5 twice. To begin with, set w k = b k ·ψ k and K = 1. Then due to Assumption 2.8 the constant M 1 in Definition 2.1 can be chosen as can be described in terms of the small parameter ε in (1.1), once the constants E 1 and E 2 are known. For the case of the unit disk, these latter constants will be determined in the next section.
3. The Laplacian on the Disk. The abstract results of the last section generalized the corresponding results of [37] to general domains. They also isolated the last crucial piece of information that has to be derived separately for each domain, namely the constants in Assumption 2.8. In order to apply Theorem 2.10 we need to establish upper bounds on the maximum norms of L 2 (Ω)-orthonormalized eigenfunctions of the Laplacian, as well as on the gradients of the eigenfunctions. For the case of rectangular domains, these estimates are trivial. The corresponding estimates for the case of the unit disk are substantially different, and their derivation is the subject of the current section. Throughout this section we will describe functions defined on the unit disk D ⊂ R 2 in terms of polar coordinates (r, θ) with r ∈ [0, 1) and θ ∈ [0, 2π).
We consider the eigenfunctions and eigenvalues of the negative Laplacian on the unit disk D, i.e., solutions of the problem
To this end, consider the Bessel functions J ν for integers ν ≥ 0 defined by
which satisfy Bessel's differential equation
The graphs of the Bessel functions J 0 , J 1 , and J 2 can be found in Figure 2 .
Concerning the eigenvalues and eigenfunctions of the negative Laplacian on the unit disk, the following result is well-known, see for example [12, Section V.5.5], as well as [38] . 
Furthermore, for r ∈ [0, 1) and θ ∈ [0, 2π] define functions
for ν, k ∈ N, with suitable scaling factors a ν,k > 0 which will be specified below.
Then the eigenvalues of (3.36) are given by 0 and the numbers κ ν,k for ν ∈ N 0 and k ∈ N. The eigenvalue 0 is simple, and the corresponding eigenfunction is constant. For k ∈ N the eigenvalues κ 0,k are also simple, with corresponding eigenfunctions ψ 0,k . For ν > 0 and k ∈ N the eigenspace corresponding to the eigenvalue κ ν,k is two-dimensional and spanned by the eigenfunctions ψ ν,k,c and ψ ν,k,s .
In order to simplify the notation, we will sometimes write ψ 0,k,c instead of ψ 0,k in the following.
The above lemma shows that the functions defined in (3.38) form a complete orthogonal set in the Hilbert space X ⊂ L 2 (D) defined in (1.3). For our purposes, it is important to also normalize them. This is the subject of the following lemma.
Lemma 3.2. In the situation of Lemma 3.1, define the scaling factors a ν,k as
a 0,k := π −1/2 |J 0 (σ 0,k )| , a ν,k := 2 1/2 · π −1/2 (1 − ν 2 /κ ν,k ) 1/2 · |J ν (σ ν,k )| for ν > 0 .
Then the functions defined in (3.38) form a complete orthonormal set in
Proof. We only consider the eigenfunctions ψ ν,k,s for ν, k ∈ N, since the remaining assertions can be shown similarly. Due to
we only have to calculate the last integral. For this, recall that J ν solves the ordinary differential equation (3.37) . Multiplying this equation by τ 2 · dz/dτ one obtains
and integration from τ = 0 to τ = σ ν,k furnishes after integration by parts the identity
Together with J ν (σ ν,k ) = J ν (0) = 0 this completes the proof of the lemma.
It is clear from our abstract results in Section 2 that we are particularly interested in estimates on the L ∞ (D)-norm of the orthonormal eigensystem introduced in Lemma 3.2. This basically amounts to understanding the asymptotic behavior of J ν (σ ν,k ) as σ ν,k → ∞. For fixed ν ∈ N 0 we have the asymptotic representation 
This estimate is sharp and cannot be improved.
Proof. The estimate in (3.40) is a special case of [21, Theorem 1], which contains an L ∞ -estimate for eigenfunctions of arbitrary Riemannian manifolds with boundary.
A direct proof using asymptotic expansions of the Bessel functions similar to (3.39), but uniform in ν and τ , can be found in [20] . The optimality of (3.40) has already been established above using (3.39).
In addition to the bound on the eigenfunctions, we also need to determine the asymptotics of the L ∞ (D)-norm of the gradients of the eigenfunctions. This is the subject of the following lemma. 
Also this estimate is sharp and cannot be improved. As in Section 2, we use the abbreviation introduced in Definition 2.1 after (2.15).
Proof. We begin by establishing an auxiliary estimate relating the maximum norm of the derivative of a Bessel function to the maximum norm of the Bessel function. Due to [38, Equation 2.12(4) ] the derivatives of the Bessel functions satisfy the identity
for all τ > 0, ν ∈ N. A direct check shows that this formula also holds for ν = 0. Following the notation in [38] , we denote the smallest positive zero of J ν by j ν . Then according to [38, Estimates 15.3(6) ] we have 
for all ν ≥ 2. For ν = 0 the identity J 0 = −J 1 , together with the above-mentioned monotonicity of
For ν = 1 standard properties of the Bessel functions [38] imply
Thus, we have shown that for arbitrary ν ∈ N 0 the estimate
holds.
After these preliminary considerations we now establish (3.41). As in Lemma 3.3 we only prove the result for the eigenfunctions ψ ν,k,s for ν, k ∈ N. Using the transformation rule between cartesian and polar coordinates together with (3.38) and (3.42), one easily obtains
The monotonicity of J ν L ∞ (R + ) and (3.43) now furnish
If j ν denotes the smallest positive zero of J ν , then it was shown in [38, Section 15
Analogously we can bound the maximum norm of ∂ψ ν,k,s /∂y, and an application of Lemmas 3.1 and 3.3 completes the proof of (3.41). In order to show that the estimate is sharp, one can again employ (3.39).
The above results establish the precise asymptotics of the maximum of both the eigenfunctions and their gradients on the unit disk. Unlike in the case of rectangular domains, where uniform bounds are observed, these norms grow with increasing wave number. In fact, the behavior of the eigenfunctions on the disk constitutes the maximum possible growth rate for two-dimensional domains, as was shown in [20] . 4 . Transient Pattern Formation. In the last two sections we have presented all the results which are necessary for studying the formation of transient patterns on the unit disk. These results will be combined in the following. After describing the basic functional-analytic setting in Section 4.1, the crucial nonlinearity estimate is derived in Section 4.2. The main result of the paper is then presented in Section 4.3. Throughout this section, the constant C describes a positive constant which is independent of the small parameter ε in (1.1), and whose value can change from line to line.
4.1.
Functional-Analytic Setting. We consider the Cahn-Hilliard equation as defined in (1.1), and assume the following: (A1) Suppose that D denotes the unit disk in R 2 , and that f : R → R is a C 4 -function. Furthermore, assume that the total mass µ ∈ R is chosen in such a way that f (µ) > 0. For the sake of simplicity, we follow [29, 34, 37] and perform a change of variables so that the mass constraint D u dx = µ can be replaced by D u dx = 0. This leads to the transformed equation
If u is any solution of (4.44), then µ + u solves the original Cahn-Hilliard equation (1.1), and vice versa. As demonstrated in [29] , the equation (4.44) can be viewed as an abstract evolution equation of the form
The linear operator A ε is defined as in ( 1.2), and the nonlinearity F is given by
In order to derive our nonlinearity estimates for F in Section 4.2, we need to specify the local behavior of g. The functional-analytic setting for the abstract evolution equation (4.45) is as follows. Let X be defined as in (1.3) . Then the operator A ε : X → X with domain (1.4) is self-adjoint, and −A ε is sectorial. Thus, we can define the fractional power spaces X 1/2,ε ⊂ X equipped with the operator norm · 1/2,ε ; see for example
Henry [22] . These spaces are Hilbert spaces, and at least in principle could depend on the parameter ε. However, it was shown in [29] that these spaces are independent of ε and coincide with the space X 1/2 defined in (1.7). While the norms · 1/2,ε do depend on ε, they are all equivalent to the standard H 2 (D)-norm on X 1/2 . For our applications, it is more convenient to work with the non-standard norm
On the unit disk D this norm is equivalent to the standard H 2 (D)-norm, and therefore also to the operator norms · 1/2,ε . Furthermore, (A2) implies that the nonlinearity F defined in (4.46) is a continuously differentiable nonlinear operator from X 1/2 to X, see [19, 29] . The theory of Henry [22] now shows that the abstract evolution equation (4.45) generates a nonlinear semiflow T ε (t), t ≥ 0, on the Hilbert space X 1/2 . The basic properties of the linearized Cahn-Hilliard operator A ε defined in (1.2) were already mentioned in the introduction. Let 0 < κ 1 ≤ κ 2 ≤ . . . → ∞ denote the eigenvalues of −∆ subject to homogeneous Neumann boundary conditions, and denote the corresponding L 2 (D)-orthonormalized eigenfunctions by ψ k . In other words, the sequence κ k can be obtained by ordering the κ ν,k from Lemma 3.1, and the eigenfunctions are obtained from the ψ ν,k,c/s through this ordering procedure. Notice that for the case of two-dimensional domains, including the disk D, we have
The spectrum of A ε can easily be described using the κ k , and it consists exactly of the eigenvalues λ k,ε defined in (1.5). As we mentioned in the introduction, the operator A ε is the generator of an analytic semigroup S ε (t), t ≥ 0, on the Hilbert space X. This semigroup has the explicit representation
The asymptotic behavior of S ε (t) is described in the following result, which we quote from Sander, Wanner [34] , see also Wanner [37, Lemma 2.1].
Lemma 4.1. Let A ε be as in (1.2) , consider the spaces X and X 1/2 defined in (1.3) and (1.7), respectively, and let S ε (t) denote the analytic semigroup generated by A ε . Let X One can easily verify that if we define
then the set ϕ k , k ∈ N, is a complete orthonormal set in this latter Hilbert space. We close this section with a few more detailed comments on the dominating subspace X + ε defined in (1.8) . This definition, together with (1.5) and (1.6), implies that an eigenfunction ψ k is contained in the dominating subspace if and only if
Furthermore, due to (4.47) and (4.50) we have that N 1,ε , N 2,ε ∼ ε −2 , and thus
The fact that the dimension of the dominating subspace X + ε increases as ε → 0 is one of the crucial factors in obtaining an accurate description of the patterns observed during spinodal decomposition. See Maier-Paape, Wanner [28] .
Nonlinearity Estimate.
It was shown in [34, 37] that the crucial step for explaining transient patterns in the Cahn-Hilliard model is the derivation of precise bounds on the nonlinearity F defined in (4.46). Such nonlinearity estimates rely on a detailed description of the temporal evolution of the L ∞ -norm of certain solutions of the linearized Cahn-Hilliard equation (1.2), as well as their gradients. As we mentioned above, A ε generates an analytic semigroup S ε (t), t ≥ 0, on X. The unique solution of (1.2) originating at v o is given by v(t) = S ε (t)v o , with explicit representation (4.48). We are interested in solutions of (1.2) for which v o is contained in the dominating subspace X + ε . The next lemma is the key for obtaining our nonlinearity estimates. 
, and
For a N1,ε , . . . , a N2,ε ∈ R we consider functions of the form by removing certain cone-shaped regions. It follows easily from the above lemma that these removed parts are small in the following sense. If |·| denotes the canonical Lebesgue measure on the finite-dimensional space X + ε and if B R (0) ⊂ X 1/2 denotes the ball of radius R centered at 0, then there exists an ε-independent constant C > 0 such that for all sufficiently small ε > 0 we have
Therefore, as ε → 0 the sets G + ε cover as large a percentage of the dominating subspace X + ε as we wish. Lemma 4.2 is the crucial result for obtaining sharp bounds on the nonlinearity F of the Cahn-Hilliard equation. In fact, once the lemma has been established, the remaining results of [37] can be proved almost verbatim -one just has to keep track of the different exponents of ε in (4.53), (4.54), and (4.55). Thus, we arrive at the following nonlinearity estimate. 
Proof. For the sake of completeness, we sketch the proof by giving the essential steps. For more details we refer the reader to the proof of [37, Proposition 4.4] .
To begin with, the Sobolev embedding 
, in combination with (4.55), (4.60), and Lemma 4.1 yields
Furthermore, (4.60) furnishes for all t ∈ [0, T * ] and all sufficiently small ε > 0 the estimate
The assumptions ong furnish constants C > 0 and C 3 > 0 such that
for all |s| ≤ C 3 , and (4.59) implies the validity of both
Together with F (u) = −g (u)∆u − g (u)|∇u| 2 , the above estimates finally imply
. This completes the proof.
While (4.59) is a convenient assumption for the derivation of the nonlinearity estimate, the functional-analytic setting for (4.44) involves the Sobolev norm · * . The connection between the two is established by the following lemma. Proof. Using the fact that ε 3/2 · | ln ε| < 1/2 for sufficiently small ε, the assumed inequality (4.64) and δ * ∈ (0, 1) imply
and therefore v
Combining this estimate with (4.63) and the lower bound on the growth of v + (t) * provided by Lemma 4.1 yields
This estimate, together with (4.62) from Proposition 4.4 (which is still valid under the assumptions of this lemma), implies 
where for u ∈ X 1/2 the elements u ± are defined by u = u
The cone K ε,δ was already recognized in [34] as a region in phase space where the nonlinearity of the Cahn-Hilliard equation remains small, even far from the equilibrium 0. The set G ε,δ consists of all functions in K ε,δ whose orthogonal projection onto the dominating subspace is contained in the set G + ε . These functions constitute the collection of all initial conditions u o for which the nonlinearity estimate can be drastically improved. We would like to point out that according to Remark 4.3, in a measure-theoretic sense the set G 
Proof. Choose 0 < γ o < 1 such that both
hold. Furthermore, choose d 1 > 0 such that for all sufficiently small ε > 0 we have
. 
Invoking the continuity of u and v + , we can now let T * ∈ (0, 1] be the maximal time such that for all t ∈ [0, T * ] we have both 
, and due to the choice of u o and δ o < 1/3 we further obtain
Together with u
, and (4.68) this implies
Consequently, the validity of 
, as long as β o < 1. Thus, due to Lemma 4.1 and (1.6) there exists an ε-independent constant C o > 0 such that 
o * , and Lemma 4.1 yields
for all t ∈ [0, T * ]. Next we need to establish an upper bound on T * , which in turn allows us to bound the relative distance in (4.73). For small ε, (4.70) and δ * ∈ (0, 1) imply Remark 4.8. It was pointed out in [37, Remark 4.8] that the assumed lower bound on u o * could easily be relaxed. However, initial conditions which are exponentially close to the homogeneous equilibrium are not physically reasonable; see also the discussion in [28] .
For the case of total mass µ = 0 and the standard cubic nonlinearity f (u) = u−u 3 the above theorem guarantees linear behavior in the Cahn-Hilliard equation (1.1) on the disk up to distances of the order R ε ∼ ε −3/4+ . In fact, up to this point the relative distance between the solution to the nonlinear and the linearized equation is of the order O(ε 3/2 · | ln ε| 1/2 ). But does the result really describe the behavior exhibited by generic random initial conditions? In the case of rectangular domains, the analogue of Theorem 4.7 really does reproduce the typical solution behavior, as was shown numerically in [37] . Yet, for the unit disk the situation is more complicated. Figure 4 . Dependence of the quotient δ ε = u ∞ / u * on ε for the random initial conditions used in Figure 3 , as well as for the function u at the end of the simulation. The left diagram is for relative distance 0.2 · ε 1.5 · | ln ε|; a least-squares fit gives the dependence δ ε ≈ 6.2 · ε 1.80 for the initial conditions (top curve), and δ ε ≈ 2.6 · ε 1.84 at the simulation end (bottom curve). The right diagram is for relative distance 0.78 · ε 1.8 ; a least-squares fit gives the dependence δ ε ≈ 5.8 · ε 1.78 for the initial conditions (top curve), and δ ε ≈ 2.8 · ε 1.86 at the simulation end (bottom curve).
The left diagram in Figure 3 shows the result of simulations for various ε-values, starting at fifty randomly chosen initial conditions in each case. For each initial condition, we followed the corresponding evolution of the nonlinear and the linearized Cahn-Hilliard equation until the relative distance between these solutions reached δ ε = 0.2·ε 1.5 · | ln ε|, and recorded the resulting · * -norm of the nonlinear solution as R ε . A least-squares fit of these data points reveals that R ε ≈ 0.16 · ε −1.3 , which is considerably larger than the order predicted by Theorem 4.7. In fact, repeating these simulations with δ ε = 0.78 · ε 1.8 leads to R ε ≈ 0.28 · ε −1.1 , which is still larger than the predicted order -albeit closer.
These simulations clearly indicate that, unlike in the situation of rectangular domains, the nonlinearity estimate derived in Proposition 4.4 is suboptimal. Since one of the main ingredients of this nonlinearity estimate is a tight bound on the ratio u L ∞ (D) / u * , we determined these ratios numerically for both the initial conditions and the solutions at the end of the simulations in Figure 3 . The results are shown in the log-log-plots in Figure 4 -and they give rise to two interesting conclusions:
• The bound on u L ∞ (D) / u * derived in (4.53) is suboptimal. In fact, it seems that u L ∞ (D) / u * ∼ ε 1.8 describes the observed behavior better.
• The norm ratios actually decrease as the solution evolves, which most likely results in even better nonlinearity estimates. If we assume that the ratio mentioned in the first conclusion is more accurate, then an adaptation of Theorem 4.7 would predict R ε ∼ ε −0.9 -in contrast to the order R ε ∼ ε −1.1 that was derived numerically in the right diagram of Figure 3 . However, the difference between the exponents is much smaller now, and can probably be explained by the second conclusion from above.
This discussion shows that in the case of the unit disk, random superpositions alone cannot completely describe the linear solution behavior observed during spinodal decomposition, even though the remaining gap is small. We conjecture that this difference is a consequence of the eigenfunction representations given in Lemma 3.1. The maxima of the eigenfunctions are attained at different points in the domain, which generically leads to smaller L ∞ (D)-norms of eigenfunction superpositions than predicted by the results of Section 2. In contrast, for rectangular domains all eigenfunctions achieve their maximum at the origin, i.e., additional cancellations are less likely.
