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Abstract
The so called Voronkov criterion defines a critical value crit of the ratio  = v/G of the pulling rate  v over the
thermal gradient G at the melt-solid/interface of a growing crystal. For  > crit, the crystal is vacancy-rich and can
contain large vacancy clusters that are detrimental for gate oxide performance and for thin film epitaxial growth.
For < crit, the crystal is self-interstitial-rich and in the worst case will contain dislocation clusters. For  ~ crit,,
the  crystal  is  free  of  grown-in intrinsic  point  defect  clusters  and  optimal  for  device  processing.  Analytical
expressions have been derived describing  as function of intrinsic point defect parameters. The important impact
of  thermal stress  th at  the melt-solid interface and crystal doping  on  crit is  clarified.  As  th increases with
increasing crystal diameter, controlling G and v will become a real challenge for the development of future 450
mm diameter, defect free Si crystals.  The possible application of the  Voronkov criterion for Ge single crystal
growth from a melt is discussed. Besides the impact of stress on intrinsic point defect formation energies, DFT
calculations also suggest that near the melt-solid interface, assumed to be stress free, the formation energy of the
intrinsic point defects is lower than in the bulk of the crystal. This leads to thermal equilibrium concentrations of
intrinsic point defects at the melt-solid interface that are considerably different from those in the bulk and should
be taken into account in the development of an improved Voronkov criterion.
Introduction
Already in 1982, Voronkov presented a model describing intrinsic point defect behavior during the growth of
single crystal silicon from a silicon melt and derived a criterion to predict if the crystal was vacancy- or self-
interstitial-rich [1]. The “Voronkov criterion” was further refined in the following decades [2] and is based on the
experimental observation that the intrinsic point defect balance near the melt/solid interface is determined by ,
the ratio of pulling speed v over temperature gradient G at the melt/solid interface. When this ratio is larger than a
critical  value  crit,  the  crystal is  vacancy-rich;  when  the ratio is below the critical value,  the  crystal  is  self-
interstitial-rich. Published values for the  crit range between 1.3 and 2.2×10-3 cm2 min-1 K-1 and depend among
others on the simulator that is used to calculate the thermal gradient and also on the doping and resistivity of the
crystal [3,4,5,6,7,8].  The Voronkov model has been widely accepted and is used in crystal pulling simulators,
allowing to predict intrinsic point defect clustering in single crystal silicon grown by the Czochralski (Cz) or
floating zone (FZ) techniques. The growth of so called “perfect silicon” crystals up to 300 mm diameter, without
observable intrinsic point defect clusters is largely based on the application of the Voronkov criterion. 
Despite the success in applying the Voronkov criterion to improve crystal quality there are also a number of
remarks on its validity. Abe claimed already 30 years ago that the axial thermal gradient  G near the melt/solid
interface in growing FZ and Cz silicon crystals decreases with increasing pulling speed instead of increasing, as
mostly assumed [9,10,11]. The FEMAG simulator  predicts that  G increases with decreasing pulling rate [12],
while  other  simulators  give opposite  results  [13].  This  also suggests  that  the  pulling  speed  and the thermal
gradient might not be independent parameters in the Voronkov criterion.
Another issue with the Voronkov criterion is that the influence of the stress introduced by the thermal gradient at
the melt/solid interface on the intrinsic point defect formation enthalpy is not explicitly taken into account. As the
thermal stress increases with crystal diameter, this might become an important issue in the development of 450
mm diameter Si crystals.
Application of the criterion for the development of even larger diameter crystals and for heavily doped crystals
needs thus a better understanding of the various material and crystal pulling process parameters that influence the
intrinsic point defect properties and thus also the value of crit. A side effect would also be that more accurate
intrinsic point defect parameter could be extracted from grown-in defect studies in dedicated as-grown crystals,
even using smaller diameters thus making the experiments less expensive. This paper discusses the present state of
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understanding of the impact of these parameters and also further work that is needed to improve the Voronkov
criterion for ultra large diameter crystals.
Grown-in defects in single crystal silicon grown from a melt: present status
State of the art Cz and FZ single crystal pulling
Today the state of the art commercial defect-free single crystal Si diameters are 300 mm for Czochralski and 200
mm  for  Floating  Zone  pulled  crystals  (Fig.  1).  450  mm  diameter  Cz  crystal  pulling  processes  are  under
development  requiring a more profound understanding of the various process parameters influencing intrinsic
point defect behavior in order to be able to pull grown-in defect-free crystal using a commercially viable pulling
process.
    
Fig. 1. Left: State of the art 300 mm diameter Si ingot. Ingots of this diameter can weigh several hundred kilos.
(Photo: Siltronic AG). Right: Scheme of the FZ process for large-diameter Si single crystals [14].
Experimental observations on grown-in defects
Axial and radial distributions of grown-in defects in as-grown crystals can easily be observed using Cu decoration
and x-ray topography as was already done in the early days of Si crystal growth from a melt using the Floating
Zone or Czochralski pulling technique [15,16]. 
Vacancy type defects. Vacancy type grown-in defects in Cz Si or Ge are observed on polished wafer surfaces as so
called Crystal Originated Particles (COP's) by wafer surface inspection tools [17,18]. These surface defects are in
reality crystallographic pits that are formed by the intersection of voids in the crystal with the wafer surface. A
typical void in as-grown Cz Si is shown in Fig.  2. The about 150 nm large void is a cluster  of about 3×106
vacancies and the typical void density is  of  the  order  of  5×106 cm-3.  This  corresponds  with a  total  vacancy
concentration of the order of 1013 cm-3, which is about 1% of the thermal equilibrium vacancy concentration at
melting temperature. COP's are also observed on polished Cz Ge wafers (Fig. 2, right). They are typically one
order of magnitude larger than those in Si. At the same time the void density in Cz Ge is three orders of magnitude
lower, suggesting a V thermal equilibrium concentration at melting temperature of the same order of magnitude.
Interstitial type defects. Interstitial type defects can be observed after Secco etching or after dislocation etching. In
slow  pulled  crystals  large  etch  pits  are  observed,  corresponding  with  large  dislocation  clusters  [20].  Such
dislocations are very detrimental as they will propagate and multiply in epitaxial layers that are grown on such
substrates [21]. A few typical examples are given in Fig. 3 showing cross-section TEM images of dislocations in a
3  m thick epitaxial  layer  grown on  a  polished wafer  prepared from a  slow pulled 200 mm diameter,  low
resistivity, B doped Si crystal. From the dislocation size in the substrate it can be estimated that one grown-in
defect contains about 1010 self-interstitials [21]. Taking into account that about 4×103 cm-3 grown-in defects are
observed by Secco etching, the total number of  self-interstitials in the grown-in defects is about 4×1013 cm-3,
which is again close to 1% of the thermal equilibrium self-interstitial concentration at melting temperature taking
into account the relatively large uncertainty on the number of self-interstitials in the grown-in dislocation.
    
Fig. 2. Left: Cross-section TEM image of a void in Cz Si [19]. Right: SEM micro-graphs showing COP's on
polished Ge wafer surfaces [18].
                 
Fig. 3. Cross-section TEM images of dislocations in a 3 m thick epitaxial Si layer grown at 1100 ºC on a wafer
from a slow pulled 200 mm p+ Si crystal. The dislocations nucleate at grown-in self-interstitial defects in the Si
substrate [21]. (Courtesy Hugo Bender, IMEC)
The Voronkov criterion for defect-free crystal growth
The “Voronkov criterion”  which allows predicting if a Si (or  Ge)  single crystal pulled from a melt will be
vacancy- or self-interstitial-rich, is the basis for grown-in defect-free Si crystal and wafer production. In its most
simple form it is written as the critical ratio of the pulling speed v over the thermal gradient G at the melt/solid
interface [1]
crit = [v/G]crit ≈ (CeqIDI - CeqVDV)Efav/[(CV –CI)kB(T m) 2] , 
with
 Efav = (EfI + EfV)/2.   (1)
Ceq and  D are the intrinsic point defect thermal equilibrium concentration and diffusivity, respectively, both at
melting temperature  Tm.  Ef is the intrinsic point defect formation energy and  C the actual intrinsic point defect
concentration at the melt/solid interface. 
A variant of (1) was recently derived as [22]
crit = [v/G]crit ≈ (CeqIDIEfI - CeqVDVEfV)/[(CV –CI)kB(T m) 2] .   (2)
The Voronkov criterion was further generalized by Voronkov and Falster [2] to including also the possible effect
of vacancy and self-interstitial drift with a drift energy (or reduced heat of transport) Q leading to
crit = [v/G]crit ≈ [CeqIDI(E - QI) - CeqVDV(E - QV)]/[(CV - CI)kB(T m) 2]           (3)
For practical applications, the drift energy Q, which is much smaller than the formation energy Ef and a priori not
known even not the sign, is mostly neglected reducing (3) to (1) [23,24].
The elegance of the Voronkov criterion lies in the fact that the left side defines the pulling conditions (v and G)
and thus the design of the hot zone and the pulling speed, while the right side only depends on the properties of
the intrinsic point defects.  In practice,  crystal growers have mostly derived the self-consistent intrinsic  point
defect properties based on the experimental data on grown-in defects for different pulling conditions and crystal
diameters and using the in house results of simulations of temperature distributions in the growing crystal taking
into account also the shape of the melt-solid interface. These point defect properties should therefor be considered
as effective values that “work” for the crystal grower. Due to that there originally a large difference between these
parameters and the ones derived from other experiments like self-diffusion or  metal diffusion. During the last
decade, however, both values have been converging more and more also because a initio calculation of point
defect properties has become very mature.
Intrinsic point defect thermodynamic properties. An important question is thus which values one should use for
the thermodynamic parameters of the intrinsic point defects as a very wide range of values are available in
literature. The values for the self-diffusion coefficient DSDSi have converged during the last years and DSDSi is
accurately known in the temperature range between 855 and 1388 °C [25]
 DSDSi = 530 exp(-4.95 eV/kBT) = fI(CeqIDI/CSi) + fV(CeqVDV/CSi) (in cm2s-1), (4)
with fI and fV the diffusion-correlation factors for self-interstitials and vacancies, respectively.
Assuming fI = 0.73, the Bracht group also obtained (in cm2s-1) [26,27]
CeqVDV = 6.2CSi exp(-4.33 eV/kBT) and CeqIDI = 43CSi exp(-4.56 eV/kBT) . (5)
The values for the diffusivity of the vacancy have also been converging and recently Watkins proposed a best
estimate (in cm2s-1) for the double positively charged and for the uncharged vacancy diffusivity [28]
DV2+ = 6.5 × 10-5 exp(-0.32 eV/kBT) and DV0 = 0.0012 exp(-0.45 eV/kBT). (6)
Combining (5) and (6) suggests that the formation energy of the uncharged vacancy is about 3.88 eV and that the
thermal equilibrium concentration is given by
CeqV0 = 2.58×1026 exp(-3.88 eV/kBT). (7)
No clear convergence of the experimental diffusivity data for the self-interstitial has occurred yet. Ab initio
calculations suggest values between 0.7 and 1 eV for the migration  energy  of  the  uncharged self-interstitial
[29,30]. Assuming a value of 1 eV, (5) leads to a self-interstitial formation energy of about 3.56 eV. 
Assuming somewhat arbitrarily that
CeqI0 = 2.8179×1025 exp(-3.56 eV/kBT), (8)
and using (5), one obtains
DI0 = 0.0763 exp(-1.0 eV/kBT) . (9)
The pre-factor in (8)  was chosen so that (3)  yielded crit = 1.34×10-3 (in cm2K-1min-1), the value that was
experimentally obtained by the von Ammon group [6,12].
Changing the intrinsic point defect properties. Modifying these intrinsic point defect properties allows to tune the
critical ratio crit in order to optimize the crystal production process, e.g. maximize the pulling speed while still
keeping a defect-free crystal.
There are several possibilities to influence the point defect properties:
- mechanical stress due to thermal gradients has an impact on both formation and migration enthalpies;
- the presence of traps, e.g. extrinsic point defects, will modify the effective diffusivity and also the total number
of  intrinsic  point  defects  consisting of  “free” point  defects  that are  thermally generated and “trapped”  point
defects. Hereby, as will be discussed further, the number of trapped point defects can be orders of magnitude
larger than the number of free ones;
- the position of the Fermi level in the bandgap has a pronounced impact on the charge state of the intrinsic point
defects and also on the formation (and probably also the migration) energies so that one can expect significant
changes of crit in low resistivity crystals as used epi-wafer production.
These three mechanisms and their relative impact are discussed further in detail below.
Impact of stress
Ab initio calculations show however that the effect of stress on the intrinsic point defect formation enthalpy is
small and expressed in eV is only of the order of 10-4 times the stress in MPa which is the reason that until
recently no attention was paid to the possible impact of stress on crit. On the other hand, the denominator in (1)-
(3), is the difference between two large numbers (of the order of 1015 cm-3) and is about 1% of these numbers. A
relatively small change of the intrinsic point defect formation energies e.g. as a  result from lattice  stress, will
therefor have an unexpected large effect on the value of the critical ratio [22]. Due to this, for two crystals pulled
with the same v/G value but with strongly different G (= with different stress level) will have a different grown-in
intrinsic point defect distribution [22,31].
An important question that remains is how to calculate the impact of stress. Two limiting cases can be considered.
If one assumes purely hydrostatic stress -which is a good assumption far away from the melt/solid interface-, one
should take into account the point defect formation enthalpy consisting of the formation energy and a contribution
pV due to the volume change  V related to the incorporation of the point defects in the lattice that is under
hydrostatic pressure  p.  If one assumes that the melt-solid interface is stress-free,  the stress near the interface
should be considered as internal stress of which the impact on the formation energy is opposite to that of the case
of hydrostatic stress [32,33] and this is opposite to the influence on the formation enthalpy in case of hydrostatic
pressure.
For internal stress, the formation energy of the self-interstitial increases with increasing compressive stress while
that of the vacancy decreases. Near the melt/solid interface the thermal equilibrium concentrations of vacancies
and self-interstitials differ from those in stress-free or hydrostatic compressed bulk silicon leading to significantly
different [v/G]crit values when applying (1)-(3). The impact of stress on the value of [v/G]crit is illustrated in Fig. 4
for both assumptions [34]. 
As in real growing crystals the melt/solid interface is curved and as the solidified crystal is in contact with molten
Si, the stress that has to be considered is probably in between the two limiting cases. Probably one should take
into account also that the chemical potential of the point defects is different in the molten and solidified phase.
Fig. 4. [v/G]crit as function of isotropic stress at the melt-solid interface using the calculated dependence of the
formation and migration energies/enthalpies on external (hydrostatic) and internal stress (see Sueoka et al.
[30,32,33] for more details on the DFT calculations. The shaded area indicates the range of reported [v/G]crit
values based on experimental data [34].
The Voronkov criterion also allows understanding the observed dependence of the critical crystal pulling speed
vcrit on  crystal  radius  in  order  to  grow “perfect  silicon”  crystals.  A simple  one  dimensional  model  for  the
temperature distribution in a growing crystal including the dependence on the crystal radius was proposed by
Wilcox and Duty already in 1966 [35]. Using that model, the thermal gradient G for z = 0, can be written in its
most simple form as [31]
G = (2Bi)0.5(Tm-Ta) . (10)
Ta is the ambient temperature outside the crystal and Bi is the Biot number.
Applying the Voronkov criterion leads to
vcrit = crit (2Bi)0.5(Tm -Ta)/R , (11)
describing the relation between the critical pulling speed and the crystal radius. 
Fig. 5 illustrates the application of (11). The figure shows published experimental data on grown-in intrinsic point
defect clusters for different pulling speeds v and crystal radius  R. The red dots are conditions whereby vacancy
clusters are formed while the green diamonds are crystals containing self-interstitial clusters [10,22]. In between
is  the  process  window enabling  to  pull  “perfect”  crystals  not  containing  intrinsic  point  defect  clusters.  All
experimental data points are used to fit (11) for  crit = 1.34 × 10−3 cm2 K−1min−1, a value that was proposed by
Dornberger et al. [6], yielding the full black line that can be considered as a universal curve. The red and green
lines were obtained using the best fit parameters and using lowest and highest values of crit that were reported in
literature. These lines follow quite well the lower and upper data points and thus give an idea of the process
window dependence of the crystal radius and show that the window is very narrow for small radii (with respect to
the radius) and for large radii (with respect to the critical pulling rate). The dotted line shows the temperature
gradient corresponding with the best fit.
Fig. 5. Published experimental data illustrating the maximum and minimum pulling speed v as a function of the
silicon single crystal radius R in order to have a “perfect silicon” crystal without voids (red dots) or dislocation
clusters (green diamonds). The black triangles are reported values for “perfect silicon”. The full blue line shows
the best fit to all experimental data points using (11) and assuming crit = 1.34 × 10−3 cm2 K−1min−1 and Ta = 500
K, and thus represents the general trend of the dependence of the critical pulling rate vcrit on crystal radius R. For a
given crystal radius, the process window with respect to v will be determined by the value of crit, which depends
on Si material parameters (e.g. resistivity and impurities) and on hot zone [31].
So far, results were given for isotropic stress. It is however cleat that the stress near the melt/solid interface is not
isotropic at all but rather plane stress in a plane perpendicular to the growing crystal axis, as it can be assumed
that the interface with the melt is stress-free. The impact of such plane stress field on the uncharged intrinsic point
defect parameters has been calculated as well as on crit [36] and results were compared with experimental data on
300 mm silicon crystals that were recently published by Nakamura et al  [37]. Fig.  6 illustrates the  obtained
results.
 
Fig.  6. Calculated  (blue full  and red dashed
lines) and experimental (v/G)crit data (symbols)
as a function of compressive average thermal
stress  thave up to -20 MPa. “A” and “B” data
are taken from [37]. The dotted lines are the
best fits to the experimental results between -5
and  -20  MPa.  The  theoretical  values  were
fitted  to  the  dotted  line  at  thave =  0.  The
windows for defect-free Si pulling are shown
by colored bands [36,38].
Impact of doping: dopant induced stress and trapping
Reported experimental observations
The impact of doping on intrinsic point defect cluster formation during single crystal silicon growth was already
realized in the early days and possible mechanisms to explain this impact were already identified, i.e. change of
Fermi level, dopant atom size related stress, dopant atoms acting as traps for intrinsic point defects and complex
formation  of  intrinsic  point  defects  with  dopant  atoms  [39,40,41].  Transmission  electron  microscopy
investigations revealed e.g.  small self-interstitial  type dislocation clusters in 3×1018 B cm-3 doped Cz samples
while in 1.2×1018 Sb cm-3 doped samples only vacancy type inclusions were observed, most probably the first
direct observation of voids formed by vacancy clustering during crystal growth [39]. Main conclusions of that
work were that for Cz-grown crystals, the formation of self-interstitial clusters was suppressed by doping with
donors (Sb, P and As) while doping with acceptors (B, Ga) suppresses formation of vacancy clusters whereby the
dopant  concentrations should at  least  1017 cm-3 to have a noticeable  effect  [40].  In addition to the  effect  of
electrically active dopants, Abe et al. [41] also studied the effect of N, C and O doping of FZ crystals, revealing a
strong suppression of vacancy type point defect clusters in case of N and C doping while O doping led to an
increase of the vacancy cluster formation.
More recently, Dornberger et al. [6] reported a linear dependence of 0crit on active boron concentration based on
the study of the dependence of the stacking fault ring position on the level of boron doping. Similar results were
obtained by Valek et al. [42]. Nakamura et al. [23] published results of an extensive study of the effect of seven
impurities, i.e. B, C, O, N, Sb, P and As, on grown-in defects in Cz-grown silicon crystals, discussing also the
different mechanisms mentioned above. They concluded that doping with high concentrations of acceptors or
donors (e.g. about 5×1018 cm-3 B and about 5×1019 cm-3 As and P) leads to a significant change of the intrinsic
point defect equilibrium concentrations and thus also to significant changes of  0crit whereby acceptor  doping
makes the crystal more self-interstitial-rich, while donor doping leads to a more vacancy-rich crystal. At the same
time,  the  impurities that  enhance the incorporation of  one type of  intrinsic  point  defect might  also suppress
partially the clustering of these point defects into grown-in defects when the impurities strongly bind with the
intrinsic point defects.
Ab initio calculation of dopant impact on uncharged intrinsic point defects [38,43]
Calculation details. The formation energies of uncharged  V and  I at all sites within a sphere with 6 Å radius
around the dopant atom for V and with 5 Å radius for I are calculated by DFT. Substitutional p-type (B and Ga),
neutral (C, Ge, and Sn) and n-type (P, As, Sb, and Bi) dopants were considered. 
The formation energy of V within a sphere with 6 Å radius around the dopant atom is calculated as follows. The
cell size of a perfect 216-atom supercell after its geometry is optimized, is 16.392 Å. A dopant atom is introduced
at the center of perfect 216-atom supercells and a vacancy is placed at the 1st to 5th neighbors from the dopant
atom. It turns out that there are 46 possible sites for V within the 6 Å radius sphere around the dopant atom. The
formation energy of V at each site is calculated by fully relaxing the ionic coordinates. The number of sites at 1st to
5th neighbors from the dopant atom are 4 (1st), 12 (2nd), 12 (3rd), 6 (4th) and 12 (5th), respectively.
The formation energy of I within a sphere with 5 Å radius around the dopant atom is calculated as follows. A self-
interstitial  I is placed at all interstitial sites around the dopant atom. Hereby I at the tetrahedral (T)-,  hexagonal
(H)-, [110] dumbbell (D)-, [100] D-, and [114] D-sites is considered as shown in Fig. 7. The formation energy for
each site is calculated by fully relaxing the ionic coordinates. Further details on the calculation procedures can be
found in [43].
Formation energy of intrinsic point defects around a dopant atom. As an illustration, Fig. 8 shows the calculated
vacancy formation energy as function distance from common neutral and n-type dopant atoms. The dotted lines
from the 1st to the 5th position in the figure indicate the distance from the dopant before the cell size and ionic
coordinates are relaxed. It is clear that EfV,dope at the 1st site differs for the different dopants. The formation energy
of vacancies with larger dopants is smaller than with smaller dopants. Since the electrical state is almost the same
for the same types of dopants, this result is mainly due to the difference in local strain. Furthermore, EfV,dope at and
far  from the 2nd sites  are close for  neutral dopants  without changing the electrical state,  and close to that in
undoped Si. This indicates that local strain effects are only important at the 1st site from the dopant atom. The type
and magnitude of local strain differ for the n-type dopants P, As, Sb, and Bi. However, starting from the 2nd site,
EfV,dope is nearly the same for all n-type dopants and about 0.3-0.4 eV lower than that in perfect Si. This illustrates
that not local strain but the electrical state around n-type dopants mainly determines the V formation energy. 
Fig. 7. The 292 possible sites of a self-interstitial in a 5 Å radius sphere around a dopant atom [43].
    
Fig. 8. Dependence of calculated V formation energy on the distance from neutral (left) and n-type (right) dopant
atoms. Horizontal thick full lines indicate the formation energy of Jahn-Teller distortion (EfV,dope = 3.578 eV) in a
perfect Si crystal. Open circles for Sn, Sb, and Bi indicate split vacancies [43].
More results for EfV,dope in case of p-type dopants and also similar results for the formation energy EfI,dope of the self-
interstitial in case of neutral-, n- and p-type dopants, can be found elsewhere [43].
The DFT calculations also allow to calculate CI – CV as function of dopant concentration and type and thus give an
indication when a crystal changes from vacancy-rich to self-interstitial-rich as illustrated in Fig. 9 for common
dopants in Si [43].
One could summarize the results of dopant effects as follows:
Self-interstitials  for  p-type dopants  are  rather  stable  at  T-sites,  while  self-interstitials  for  neutral  and  n-type
dopants are rather stable at D-sites. Furthermore, EfI,dope differs for the types of dopants as follows. 
(1) In case of p-type dopants,  EfI,dope at T-sites up to ~6 Å is reduced by about 0.5-1.3 eV compared to that in
perfect Si. No remarkable differences in EfI,dope are obtained for B and Ga atoms. These results are due to the
Coulomb (long-range) interaction between acceptor and positively charged I at the T-site.
(2) In case of neutral dopants,  EfI,dope at the D-sites up to ~3 Å from C atom is reduced by about ~0.7-1.3 eV
compared to that in perfect Si while Ge and Sn atoms have no impact on EfI,dope. These results are due to the
larger local tensile strain introduced by the C atom, which reduces the formation energy of the neutral I at the
D-site.
In case of n-type dopants, EfI,dope at the D-sites up to ~3 Å is reduced by about 0.5 eV compared to that in perfect
Si. P, which gives local tensile strain, shows the largest impact on the neutral I at D-site among the n-type dopants.
Fig. 9. Excellent agreement  between calculation
and experiment:
Top
- Sb > 1017 cm-3. D-defects increase;
-  Sb  =  1×1018 cm-3,  Sn  =  3×1018 cm-3.  Similar
impact on D-defects increase;
- Bi = 10 15 cm-3. No impact on D-defects [16].
- As > 2×1018 cm-3. Voids increase [44].
- Ge = 1020 cm-3. No impact on voids [45].
Bottom
- B > 5×1018 cm-3. OSF-ring shrinks [6].
- B = 2×1019 cm-3. I-rich crystal; C = 6×1016 cm-3.
V decreases [23].
Impact of doping on 0crit. For simplicity it was assumed in case of heavy doping that C(Tm) = Ceq(Tm) = Ceq,tot(Tm),
that EfI and EfV are the intrinsic values which is a reasonable assumption close to melting temperature and for not
too high doping, and that DI and DV are not affected by doping. 
Fig.  10 shows the calculated dependence on dopant  concentration of  (v/G)crit normalized with respect  to the
intrinsic value (v/G)0crit. The circles in the figures for B and C doping are the experimental results obtained by
Nakamura  et  al. [23].  The  calculated  results  for  heavy  B  doping  agree  well  with  the  experimental  results.
Although there is only one experimental plot for C doping, it is also close to the calculated line. To the best of our
knowledge, no experimental results for the impact of n-type dopants on critical (v/G)crit have yet been reported in
literature.
Summarizing the main DFT results:  a model was proposed explaining quantitatively the intrinsic point defect
behavior in heavily doped Si single crystals growing from a melt: 
(1) The incorporated total V and I (sum of free V or  I and V or  I around the dopants) concentration at melting
temperature depend on the type and concentration of  dopant.  This is due to the change in the  formation
energies of V and I around the dopant atoms, which is caused by the electrical state and magnitude of local
strain depending on the types and sizes of the dopant. 
(2) Most of the total V and I concentrations contribute to pair recombination at much higher temperatures than
those at which voids are formed (1100◦C). This means that the values of  CVeq,tot(Tm) and CIeq,tot(Tm)
 
determine
the impact of the dopant type and concentration on the dominant point defect (with  v/G greater than  the
window of defect free Si) and also the critical (v/G)crit. 
The main  strength of the proposed model is that it  explains point defect behavior  for  all  dopants and for  all
concentrations and is in excellent agreement with all experimental data known to the authors.
Open questions: impact of Fermi level and intrinsic point defect formation energy near melt/solid interface
Impact of Fermi level [34]. Electrically active dopants influence the bandgap and the Fermi level and the bandgap
and thus also the formation energy of charged intrinsic point defects as illustrated in Fig.  11 (based on DFT
caalculations at 0K). In n+ Si, the double negatively charged vacancy V2- will have the lowest formation energy
while in p+ Si, it is the double positively charged self-interstitial  I2+. Close to melting temperature the situation
changes as illustrated in Fig. 12 and only for very high n-type doping (well above a few times 1019 cm-3), V2- still
has a slightly lower formation energy than the neatral vacancy  V while For p-Si,  I2+ has the lowest formation
energy for all dopant concentrations. Fig. 13 shows calculated [v/G]crit fitted to experimental data. Fermi level
and bandgap effects were thereby taken into account.
Fig. 10. Calculated dependence of  (v/G)crit on dopant
concentration, normalized with respect to the intrinsic
value obtained with low doping [43]. The open symbols
are experimental data.
Fig. 11. Calculated formation energies for the different charge states of the self-interstitial (left) and the vacancy
(right) as a function of the Fermi level expressed as fraction of the bandgap [34].
I and V formation energy near crystal surfaces [46]. c(4×2) structure models of the Si (001) crystal surface were
investigated to clarify the behavior of intrinsic point defects near crystal surfaces. Fig.14 shows the calculated
dependence  of  the  intrinsic  point  defect  formation  energy  as  function  of  the  distance  to the  (001)  surface.
Regarding  crystal  growth  from a  melt,  the  most  important  result  is  the  existence  of  the  formation  energy
differences between the surface and the bulk for both types of intrinsic point defects. The presence of these energy
differences supports the macroscopic model in which the generation and the recombination of Frenkel pairs is
more important inside the bulk than at the surface. The obtained results also support that boundary conditions of
the point defect concentrations at the surface in simulations can be set at fixed values. Namely, the existence of
barriers makes it possible for the surface to act as a reservoir of intrinsic point defects. When simulating crystal
growth from a melt,  these  fixed values for  the boundary conditions should,  however, be defined, taking into
account the impact of the crystal melt/solid interface.
Fig. 12. Calculated formation energies at 1413 ºC of the different charge states of the self-interstitial (left) and
the vacancy (right) as function of the donor concentration [34].
Fig.  13. Experimental  and  calculated  curves
obtained by taking  into account  dopant  induced
stress and Fermi level effects for a crystal grown
with a thermal stress of 7.25 and 8 MPa [34].
Conclusions and further work
It  was  shown that the  impact  of  thermal stress.  substitutional  dopants and Fermi  level  effects,  when treated
separately, are well understood and can be described quantitatively. The challenges for the near future are to:
- develop a unified model taking all effects into account simultaneously;
- clarify the thermal equilibrium intrinsic point defect concentrations at the melt/solid interface;
- clarify the mechanisms behind the experimentally observed impact of interstitial oxygen, nitrogen and hydrogen
doping.
These results will be very useful in the further development of economically viable pulling processes for 450 mm,
defect-free Si single crystals.
Fig. 14. DFT calculations reveal a decrease of the intrinsic point defect formation energy in the first atomic
layers near the Si surface [46].
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