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Second order Boltzmann-Gibbs principle for
polynomial functions and applications
Patrı´cia Gonc¸alves, Milton Jara and Marielle Simon
Abstract In this paper we give a new proof of the second order Boltzmann-Gibbs
principle introduced in [6]. The proof does not impose the knowledge on the spectral
gap inequality for the underlying model and it relies on a proper decomposition of
the antisymmetric part of the current of the system in terms of polynomial functions.
In addition, we fully derive the convergence of the equilibrium fluctuations towards
1) a trivial process in case of super-diffusive systems, 2) an Ornstein-Uhlenbeck pro-
cess or the unique energy solution of the stochastic Burgers equation, as defined in
[8, 9], in case of weakly asymmetric diffusive systems. Examples and applications
are presented for weakly and partial asymmetric exclusion processes, weakly asym-
metric speed change exclusion processes and hamiltonian systems with exponential
interactions.
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1 Introduction
The classical Boltzmann-Gibbs principle, introduced in [2], states that the space-
time fluctuations of any local field associated to a conservative model can be written
as a linear functional of the conservative field, denoted here by Y nt . A second-order
Boltzmann-Gibbs principle has been introduced in [6] in order to investigate the
first-order correction of this limit, in which case it is given by a quadratic functional
of the conservative field Y nt .
In [6] the proof of that result was based on a multiscale analysis as done in [5],
assuming that the underlying particle system is of exclusion type and for which a
spectral gap inequality holds. Then, it has been extended to other dynamics, like,
for example, zero-range models in [7]. We give here a new proof of that second-
order Boltzmann-Gibbs principle, without requiring a spectral gap inequality. The
latter was a crucial ingredient in both [6, 7]. More precisely, the multiscale analysis
was exposed in two main steps: the first one is reminiscent from the well-known
one-block estimate, which consists in replacing a local function by its average on a
microscopic block; the second one is reminiscent from the well-known two-blocks
estimate and consists in a key iterative bound to replace the aforementioned average
on a microscopically big block by an average on a macroscopically small block.
Here we look at specific local fields whose additive functionals can be written
as polynomials. We follow step by step the multiscale analysis argument, after de-
composing suitably the polynomials, in such a way that there is no need to apply
a spectral gap inequality. In [4], Franco, Gonc¸alves and Simon already improved
the proof of this second-order Boltzmann Gibbs principle in order to fit exclusion
processes with one slow bond, for which the arguments of [6, 7] do not apply.
In addition, here we prove the convergence of the fluctuation field Y nt . Provided
that the second order Boltzmann-Gibbs principle is satisfied, we can formulate some
simple consequences from it. The first one, is that for super-diffusive systems – for
example, the asymmetric simple exclusion process – the density fluctuation field,
when properly centered and re-scaled, does not evolve up to a certain time scale. For
diffusive systems – for example, weakly asymmetric rates as considered in [6] – it is
known that the sequence of processes {Y nt }n∈N is tight. From our Botzmann-Gibbs
principle we can also prove that any of the limit points of {Y nt }n∈N is an energy
solution of the stochastic Burgers equation as done in [6]. In order to characterize
the convergence for this type of processes we notice that very recently, Gubinelli and
Perkowski [9] obtained the uniqueness of energy solutions as defined in [8]. From
our estimates it is simple to check that the limit points of {Y nt }n∈N are concentrated
on energy solutions of the stochastic Burgers equation in the sense of [9], from
which the convergence of the sequence {Y nt }n∈N follows.
To sum up, in this paper we complete the result of [6] and we extend the field
of its applications to new interacting particle systems. There are still other models
that could be solved by our new approach, like kinetically constrained exclusion
processes and zero-range processes, for which the spectral gap inequality is not
known. This is a subject for future work.
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Here follows an outline of this paper. In Section 2 we present our main results:
the second order Boltzmann-Gibbs principle and the convergence of the sequence
of fluctuation fields for systems evolving in different regimes of time. We also give
a quick review on the notion of stationary energy solutions of the stochastic Burgers
equation and we explain how to obtain the convergence of the fluctuation field to the
energy solution of the stochastic Burgers equation, starting from the second-order
Boltzmann-Gibbs principle. Section 3 is devoted to applications of this principle to
several models. In Sections 4 and 5 we give the complete proof of the main tool,
namely the second-order Boltzmann-Gibbs principle, for degree two polynomial
functions and higher degree functions, respectively.
2 Framework and statement of the results
In this section we introduce the notation and the main results of this paper. In order
to make the presentation as general as we can, we consider the interacting particle
systems evolving in a certain time scale and we detail all the assumptions that we
need for our method to work.
2.1 The microscopic dynamics
Let n ∈N be a scaling parameter and fix a> 0. We are interested in the evolution of
a Markov process {ηntna(x) ; x ∈ Z, t ≥ 0} in the accelerated time scale tna, defined
through its infinitesimal generator naLn. This process belongs to the class of con-
servative one-dimensional interacting particle systems, with state space Ω := X Z.
For instance, if the model is of exclusion type, then X = {0,1} (so that there is at
most one particle per site), whereas for hamiltonian oscillators, X = R or R2 (the
dynamics being on positions and velocities).
We need three assumptions for our method to work. The first one involves the
invariant measures, more precisely:
ASSUMPTION 2.1 (Invariant measures)
We assume that the process has a family of invariant measures denoted by
{νρ ; ρ ∈ I}, where I represents the range of values for the parameter. These mea-
sures are associated to the conserved quantity: ∑x∈Z η(x), which we call density.
For any ρ ∈ I we assume that
(i) νρ is a product measure on Ω ;
(ii) νρ is invariant by translation, so that
∫
Ω η(x)νρ (dη) = ρ for any x ∈ Z;
(iii) νρ has finite first moments,
∫
Ω
|η(x)|kνρ(dη)<+∞, for k = 2,3,4.
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Remark 1. Assumptions (i) and (ii) above imply that νρ is invariant with respect to
the change of variables η 7→ ηz,z+1, for any z ∈ Z, with ηz,z+1 ∈ Ω given by
ηz,z+1(x) =


η(z+ 1); x= z,
η(z); x= z+ 1,
η(x); x 6= z,z+ 1.
In fact, we do not need to require νρ to be product, but it should be at least in-
variant under the permutation of nearest neighbouring coordinates, and translation
invariant. In that case, we would also have to assume that, for any f ∈ L2(νρ) and
v : Z→R, the following bound holds:
∫ (
∑
x∈Z
v(x)τx f (η)
)2
νρ(dη)≤C ∑
x∈Z
v2(x),
where, for x ∈ Z, we denote by τx the translated operator that acts on a function
h : Ω → R as (τxh)(η) := h(τxη), and τxη is the configuration obtained from η by
shifting: for y ∈ Z, (τxη)y = ηx+y.
We denote by η¯(x) = η(x)−ρ the centered variable and χ(ρ) the variance:
χ(ρ) :=
∫
Ω
(
η(x)−ρ)2 νρ(dη).
Let us fix once and for all ρ ∈ I. The generator Ln can be decomposed in L2(νρ )
into its symmetric and antisymmetric parts, more precisely we write
Ln = An+Sn,
where
Sn = (Ln+L
∗
n )/2 and An = (Ln−L ∗n )/2,
with L ∗n being the adjoint of Ln in L2n(νρ). By the conservation law, for any x ∈ Z,
there exists a function jnx,x+1 defined on Ω such that
Lnη(x) = j
n
x−1,x(η)− jnx,x+1(η)
and jnx,x+1 is called the instantaneous current of the system at the bond {x,x+1}. To
fix notation we denote
Snη(x) = j
n,s
x−1,x(η)− jn,sx,x+1(η) and Anη(x) = jn,ax−1,x(η)− jn,ax,x+1(η),
so that jnx,x+1 = j
n,s
x,x+1+ j
n,a
x,x+1. We denote by Dn( f ) the Dirichlet form associated to
the Markov process, which is defined on local functions f ∈ L2(νρ) as
Dn( f ) =−
∫
Ω
f (η)Ln f (η)νρ (dη) =−
∫
Ω
f (η)Sn f (η)νρ (dη).
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The second assumption that we need is the following:
ASSUMPTION 2.2 (Dirichlet form)
There exists a bounded function ζ n0,1 : Ω → [δ ,δ−1] with δ > 0 such that the
Dirichlet form reads as Dn( f ) = ∑z∈Z Inz,z+1( f ), where
Inz,z+1( f ) :=
∫
Ω
ζ nz,z+1(η)(∇z,z+1 f (η))
2 νρ(dη), (1)
with ζ nz,z+1(η) := τzζ
n
0,1(η), ∇z,z+1 f (η) = f (η
z,z+1)− f (η).
Assumption 2.2 may look restrictive but is actually valid for many models of
interest. For example, lattice gas dynamics, either symmetric or asymmetric, with
positive jumps rates, fall into this category (see Sections 3.1.1 and 3.1.2 below).
The path space of right-continuous and left-limits trajectories with values in Ω
is denoted by D(R+,Ω). For any initial probability measure µ on Ω , we denote
by Pnµ the probability measure on D(R+,Ω) induced by µ and the Markov process
{ηntna(x) ; x ∈ Z, t ≥ 0}. If µ = νρ we denote Pnρ = Pnνρ and its expectation by Enρ .
Our process of interest is the density fluctuation field, defined on functions H in
the Schwartz space S (R), as
Y
n
t (H) =
1√
n
∑
x∈Z
H
( x
n
)(
ηntna(x)−ρ
)
.
Note that, by Dynkin’s formula, for H ∈S (R)
Mnt (H) := Y
n
t (H)−Y n0 (H)−
∫ t
0
naLn(Y
n
s (H))ds
is a martingale. Let us define
∇nH
( x
n
)
:= n
[
H
(x+ 1
n
)
−H
( x
n
)]
, ∆nH
( x
n
)
:= n
[
∇nH
( x
n
)
−∇nH
(x− 1
n
)]
.
A simple computation shows that the integral part ofMnt (H) can be written as
I
n
t (H) :=
∫ t
0
na−1√
n
∑
x∈Z
∇nH
( x
n
)(
jnx,x+1(η
n
sna)−Enρ [ jnx,x+1(η)]
)
ds. (2)
Finally, our last assumption is related to the decomposition of the current. For a
function ψ : Ω →R, let us define the centered variable
ψ¯(η) := ψ(η)−Enρ [ψ(η)].
ASSUMPTION 2.3 (Instantaneous current)
There exists a local function h := h(n) : Ω → R and a constant C :=C(n), such
that for every x ∈ Z,
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j¯
n,s
x,x+1(η) = τxh(η)− τx+1h(η) and j¯n,ax,x+1(η) =Cη¯(x)η¯(x+ 1)+ τxg(η),
where g := g(n) : Ω →R is a local function such that for all H ∈S (R)
lim
n→∞E
n
ρ
[(∫ t
0
na−1√
n
∑
x∈Z
∇nH
( x
n
)
τxg(η
n
sna)ds
)2]
= 0. (3)
Remark 2. The last condition (3) may look strong, but what me mean here is that
the error produced by g is small compared to the one induced by the degree two
polynomial η¯(x)η¯(x+ 1), as it is the case for example for polynomials of degree
greater or equal than 3 (see Theorem 5 below).
According to the Assumption 2.3 and by a summation by parts, we can rewrite
I nt (H) in the following way:
∫ t
0
na−2√
n
∑
x∈Z
∆nH
( x
n
)
τxh(η
n
sna)ds+C
∫ t
0
na−1√
n
∑
x∈Z
∇nH
( x
n
)
η¯nsna(x)η¯
n
sna(x+ 1)ds,
(4)
plus a term which is negligible in L2(Pnρ) and given in (3). We notice that the first
claim of the previous assumption is satisfied by models which are of gradient type.
Since for the models of interest a≤ 2, to treat the term on the left hand side of (4) one
can use the classical Boltzmann-Gibbs principle introduced in [2] and the treatment
of the term on the right hand side of (4) is the main purpose of this paper. More
precisely, we look at the first-order correction for the usual limit projection of space-
time fluctuations of the latter specific field. We focus on the additive functional of
η¯(x)η¯(x+ 1) and show how its fluctuations can be written as a linear functional
of the conservative field Y nt (H) plus a quadratic functional of this same field. The
crucial point on the proof of this result relies on sharp quantitative bounds on the
error that we are able to obtain when we perform the aforementioned replacement.
2.2 The second-order Boltzmann-Gibbs Principle
In the following, we simply write ηtna for η
n
tna , for the sake of clarity. For any v :
Z→R square summable, we denote:
‖v‖22,n := n−1 ∑
x∈Z
v2(x)< ∞. (5)
Theorem 1 (Second-order Boltzmann-Gibbs principle).
There exists a constant C=C(ρ)> 0 such that, for any L ∈N and t > 0, and for
any function v ∈ ℓ2(Z):
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E
n
ρ
[(∫ t
0
∑
x∈Z
v(x)
{
η¯sna(x)η¯sna(x+ 1)−
(−→
η Lsna(x)
)2
+
χ(ρ)
L
}
ds
)2]
≤Ct
{ L
na−1
+
tn
L2
}
‖v‖22,n (6)
where
−→
η L(x) =
1
L
x+L
∑
y=x+1
η¯(y).
Last result can be extended to higher degree polynomials, provided that higher
moments are finite: more precisely, if one wants to replace in (6) the function
η¯(x)η¯(x+ 1) with a polynomial of degree d, then condition (iii) in Assumption
2.1 has to be replaced by
∫
Ω
|η(x)|kνρ(dη)<+∞, for k= 2, ...,2d.
This generalization will be the main purpose of Section 5 below. Before that, let us
present various of its applications.
2.3 Consequences of the Boltzmann-Gibbs Principle
2.3.1 Super-diffusive systems
In this section we consider systems which fulfill the assumptions above and that
evolve super-diffusively so that a< 2. Recall from above that
Mnt (H) =Y
n
t (H)−Y n0 (H)
−
∫ t
0
na−2√
n
∑
x∈Z
∆nH
( x
n
)
τxh(η
n
sna)ds
+C
∫ t
0
na−1√
n
∑
x∈Z
∇nH
( x
n
)
η¯nsna(x)η¯
n
sna(x+ 1)ds,
(7)
plus a term which is negligible in L2(Pnρ) and given in (3).
Since a < 2 and h is a local function, a simple computation shows that the first
time integral above vanishes in L2(Pnρ), as n goes to infinity. For the second one, we
note that by the simple inequality (x+y)2 ≤ 2x2+2y2, the second order Boltzmann-
Gibbs principle stated above and the Cauchy-Schwarz inequality, we can show, as
in [5], that for a< 4/3 it also vanishes in L2(Pnρ), as n goes to infinity. More details
will be given ahead when we apply this result to some concrete examples. As a
consequencewe conclude the triviality of the fluctuations stated in the next theorem.
Theorem 2 (Trivial Limit).
8 Patrı´cia Gonc¸alves, Milton Jara and Marielle Simon
For any a < 4/3, the sequence of processes {Y nt ; t ∈ [0,T ]}n∈N converges in
distribution with respect to the Skorokhod topology of D([0,T ] ; S ′(R)), as n→∞,
to the process Yt given on H ∈S (R) by Yt(H) = Y0(H).
2.3.2 Diffusive systems
In this section we consider systems which fulfill the assumptions above and that
evolve diffusively so that a= 2. Recall (7) and note that if we add a weak asymmetry
to the system given by n−γ , for γ ∈ (1/2,1] then, the last integral in the martingale
decomposition reads as
∫ t
0
na−1−γ√
n
∑
x∈Z
∇nH
( x
n
)
η¯n
sn2
(x)η¯nsna(x+ 1)ds.
In this case, as a consequence of the second order Boltzmann-Gibbs principle stated
above, one can show a crossover on the fluctuations which depends on the strength
of the asymmetry.
Theorem 3 (Crossover fluctuations).
The sequence of processes {Y nt ; t ∈ [0,T ]}n∈N converges in distribution with
respect to the Skorokhod topology of D([0,T ] ; S ′(R)), as n→ ∞, to
• an Ornstein-Uhlenbeck process as in (8), if γ > 1/2,
• an energy solution of the stochastic Burgers equation as in (10), if γ = 1/2.
Before proceeding any further, we explain in detail what do we mean by energy
solution of the stochastic Burgers equation, and we state the uniqueness result of
[9, 3] regarding these solutions.
2.3.3 Energy solutions of the stochastic Burgers equation
Let us describe the concept of energy solutions of the stochastic Burgers equation.
Fix T > 0. Let S ′(R) be the Schwartz space of distributions and C ([0,T ],S ′(R))
the space of continuous paths in S ′(R). We say that a process {At ; t ∈ [0,T ]}
with trajectories in C ([0,T ],S ′(R)) has zero quadratic variation if the real-valued
process {At(H) ; t ∈ [0,T ]} has zero quadratic variation for any test function H ∈
S (R). Let ν,σ > 0 and W be a space-time standard white noise. Let us denote by
‖H‖2
L2(R)
the L2-norm of H, that is:
‖H‖2
L2(R) :=
∫
R
H2(x)dx.
Definition 1. We say that a pair of stochastic processes {(Yt ,At) ; t ∈ [0,T ]} with
trajectories in C ([0,T ],S ′(R)) is controlled by the Ornstein-Uhlenbeck process
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∂tYt = ν∆Yt +
√
2νσ2 ∇Wt (8)
if:
(i) for each fixed time t ∈ [0,T ], the S ′(R)-valued random variable Yt is a white
noise of variance σ2,
(ii) A0 ≡ 0 and the process {At ; t ∈ [0,T ]} has zero quadratic variation,
(iii) for each H ∈S (R), the process
Mt(H) := Yt(H)−Y0(H)−
∫ t
0
Ys(ν∆H)ds−At(H)
is a Brownian motion of variance 2νσ2‖∇H‖2
L2(R)
with respect to the natural
filtration of (Yt ,At),
(iv) the reversed processes {(YT−t ,AT−t −AT ) ; t ∈ [0,T ]} also satisfy (iii).
If At ≡ 0, then Yt is the unique martingale solution of the Ornstein-Uhlenbeck
equation (8). The interest of the notion of controlled processes, is that it allows to
define some non-trivial functions of the process {Yt ; t ∈ [0,T ]}. Let {ιε ; ε ∈ (0,1)}
be an approximation of the identity and H ∈ S (R). Then we define the process
{Bεt ; t ∈ [0,T ]} as
B
ε
t (H) :=
∫ t
0
∫
R
(
Ys ∗ ιε(x)
)2
∇H(x) dxds,
where ∗ denotes the convolution operator. The following proposition has been
proved in [8, 9, 3]:
Proposition 1. Let {(Yt ;At) ; t ∈ [0,T ]} be controlled by the Ornstein-Uhlenbeck
process given in (8). Then the limit
Bt ( f ) = lim
ε→0
B
ε
t ( f ) (9)
exists in L2 and it does not depend on the choice of the approximation of the identity
{ιε ; ε ∈ (0,1)}. Moreover, the distribution-valued process {Bt ; t ∈ [0,T ]} defined
in this way has zero quadratic variation.
This proposition gives a possible way to define the square of the distribution-
valued process Ys. This definition can be used to pose the Cauchy problem for the
stochastic Burgers equation.
Definition 2. Let λ ∈ R. We say that a stochastic process {Yt ; t ∈ [0,T ]} is a sta-
tionary controlled solution of the stochastic Burgers equation
∂tYt = ν∆Yt +λ ∇Y
2
t +
√
2νσ2 ∇Wt (10)
if:
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(i) there exists a process {At ; t ∈ [0,T ]} of zero quadratic variation such that
{(Yt ,At) ; t ∈ [0,T ]} is controlled by the Ornstein-Uhlenbeck equation (8),
(ii) At =−λBt for any t ∈ [0,T ].
The importance of this definition comes from the fact that it gives uniqueness in
law for the process Yt (we refer to [3, 9] for a proof):
Proposition 2. Any two stationary controlled solutions {Yt ; t ≥ 0} and {Y ′t ; t ∈
[0,T ]} of the stochastic Burgers equation have the same law.
In the context of interacting particle systems, another notion of solution is more
suitable. We say that a process {Yt ; t ∈ [0,T ]} with trajectories in C ([0,T ],S ′(R))
is stationary if the S ′(R)-valued random variable Yt is a white noise of variance
σ2 for any t ∈ [0,T ].
Recall that {ιε ; ε ∈ (0,1)} is an approximation of the identity. For each H ∈
S (R) and each ε ∈ (0,1) consider the process {Bεt (H) ; t ∈ [0,T ]} as in (9). For
s≤ t ∈ [0,T ], let us define Bεs,t(H) = Bεt (H)−Bεs (H).
We say that {Yt ; t ∈ [0,T ]} satisfies an energy estimate if there is a finite constant
κ > 0 such that
E
[(
B
ε
s,t( f )−Bδs,t( f )
)2]≤ κε(t− s)‖∇ f‖2
L2(R) (11)
for any s ≤ t ∈ [0,T ], for any 0 < δ ≤ ε < 1 and any f ∈ S (R). The following
proposition has been proved in [6], but it is also a consequence of the second order
Boltzmann-Gibbs Principle stated above.
Proposition 3. Let {Yt ; t ∈ [0,T ]} be a process with trajectories inC ([0,T ],S ′(R)).
Assume that {Yt ; t ∈ [0,T ]} is stationary and it satisfies an energy estimate. Then
the process {Bt ; t ∈ [0,T ]} given by Bt(H) = limε→0Bεt (H) is well defined and
it satisfies the estimate
E
[(
Bt(H)−Bs(H)
)2]≤ κ˜ |t− s|3/2 ‖∇H‖2
L2(R)
for some finite constant κ˜ > 0, for any s, t ∈ [0,T ] and H ∈S (R).
This proposition gives an alternative way to make sense of the nonlinear term of
the stochastic Burgers equation.
Definition 3. We say that a process {Yt ; t ∈ [0,T ]}with trajectories inC ([0,T ],S ′(R))
is a stationary energy solution of the stochastic Burgers equation if:
(i) for each t ∈ [0,T ] the S ′(R)-valued random variable Yt is a white noise of vari-
ance σ2,
(ii) the process {Yt ; t ∈ [0,T ]} satisfies an energy estimate,
(iii) for any H ∈S (R) the process
Yt(H)−Y0(H)−
∫ t
0
Ys(ν∆H)ds+λBt(H)
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is a Brownian motion of variance 2νσ2‖∇H‖2
L2(R)
,
(iv) the reversed process {YT−t ; t ∈ [0,T ]} also satisfies (iii).
In [8, 9, 3], stationary controlled solutions of the stochastic Burgers equation are
actually called energy solutions. This is due to the following result:
Proposition 4. Let {Yt ; t ∈ [0,T ]} be a stationary process satisfying an energy
estimate. Then the process {Bt ; t ∈ [0,T ]} constructed in Proposition 3 has zero
quadratic variation. In particular, the notions of stationary energy solutions and
stationary controlled solutions of the stochastic Burgers equation are equivalent.
Proof. First we observe that
E
[ n
∑
i=1
(
Bt(i+1)/n(H)−Bti/n(H)
)2]≤ κ˜‖∇H‖2
L2(R) n
−1/2.
This shows that a stationary energy solution is also a stationary controlled solution.
But in fact, stationary controlled solutions satisfy stronger energy bounds than (11),
see Section 2.3 of [10].
3 Applications to interacting particle systems
3.1 Exclusion processes
3.1.1 The WASEP and the stochastic Burgers equation
For this model we have Ω = {0,1}Z and the infinitesimal generator is given by
Ln f (η) = ∑
x∈Z
(1
2
+
b
2nγ
)
η(x)(1−η(x+ 1))∇x,x+1 f (η)
+
(1
2
− b
2nγ
)
η(x)(1−η(x− 1))∇x,x−1 f (η),
where b,γ > 0, see for example [6]. The dynamics conserves the total number of
particles and the invariant measures are given by a family of Bernoulli product mea-
sures parametrized by the density ρ which are translation invariant, since for any
x ∈ Z, νρ (η : η(x) = 1) = ρ . Notice that every moment of this measure is finite, so
that Assumption 2.1 holds. One can easily check that the Dirichlet form does write
on the form (1) with
ζ n0,1(η) =
(1
2
+
b
2nγ
)
η(0)(1−η(1))+
(1
2
− b
2nγ
)
η(1)(1−η(0))
= (η(0)−η(1))2+ b
2nγ
[
η(0)(1−η(1))−η(1)(1−η(0))].
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Moreover one gets
j¯nx,x+1(η) =
1
2
(
η¯(x)− η¯(x+ 1))+ b
2nγ
(
(η(x)−η(x+ 1))2− 2χ(ρ)).
Therefore, in this case h(η) = η(0)/2,C(n) =−b/nγ and
g(η) =− b
2nγ
(1− 2ρ)(η¯(x)+ η¯(x+ 1)).
To simplify the exposition we take ρ = 1/2 (hence g(η) = 0), nevertheless we no-
tice that by a Galilean transformation, which removes the transport velocity to the
system, one could redefine the density fluctuation field and take other values of ρ ,
for more details we refer the reader to, for example, [5]. In that case, the integral
part of the martingale (2) can be written as
∫ t
0
na−2
2
√
n
∑
x∈Z
∆nH
( x
n
)
η¯sna(x)ds+
∫ t
0
bna−1−γ
2
√
n
∑
x∈Z
∇nH
( x
n
)
η¯sna(x)η¯sna(x+ 1)ds.
Here the interesting time scale is the diffusive one, namely a= 2, so that the previous
expression can be written as
∫ t
0
1
2
Y
n
s (∆nH)ds+
∫ t
0
bn
1
2−γ
2
∑
x∈Z
∇nH
( x
n
)
η¯sna(x)η¯sna(x+ 1)ds.
Now we sketch the proof of Theorem 3 in this case. By Theorem 1, with L = εn,
together with Young’s inequality and a Cauchy-Schwarz inequality, the variance of
the term on the right hand side of last expression is bounded above by εn1−2γ , which
vanishes, as n→ ∞, if γ > 1/2. From this it can be shown (see [6]) that for γ > 1/2,
the limiting processYt is an Ornstein-Uhlenbeck process. Nevertheless, for γ = 1/2,
by Theorem 1 with L= εn, the term on the right hand side of last expression can be
written as ∫ t
0
1
n
∑
x∈Z
∇nH
( x
n
)(
Y
n
s
(
ε−11[0,ε]
))2
ds,
plus a term that vanishes in L2(Pnρ), as n→ ∞ and ε → 0. From this one can show
(see [6] and Subsection 2.3.3) that for γ = 1/2, the limiting process Yt is the unique
energy solution of the stochastic Burgers equation, as stated in Theorem 3.
3.1.2 The ASEP and the time invariance of the density fluctuation field
For this model we have Ω = {0,1}Z and the infinitesimal generator is given by
Ln f (η) = ∑
x∈Z
pη(x)(1−η(x+ 1))∇x,x+1 f (η)
+(1− p)η(x)(1−η(x− 1))∇x,x−1 f (η),
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with p ∈ (0,1), see for example [5]. As above, the dynamics conserves the total
number of particles and the invariant measures are the Bernoulli product measures
parametrized by the density ρ . Assumption 2.2 on the Dirichlet form holds with
ζ n0,1(η) = pη(0)(1−η(1))+ (1− p)η(1)(1−η(0))
= η(0)(1−η(1))+ (p− 1)[η(0)(1−η(1))−η(1)(1−η(0))].
We also have
j¯nx,x+1(η) = pη(x)(1−η(x+ 1))− (1− p)η(x+ 1)(1−η(x))− (2p−1)χ(ρ).
A simple computation shows that j¯nx,x+1 can be written as
j¯nx,x+1(η) =− (2p− 1)η¯(x)η¯(x+ 1)− ((1− p)(1−ρ)+ pρ)
(
η¯(x+ 1)− η¯(x))
+(2p− 1)(1− 2ρ)η¯(x). (12)
As for the WASEP, we simplify the exposition by assuming ρ = 1/2, so that the
previous expression reads as
−(2p− 1)η¯(x)η¯(x+ 1)− 1
2
(
η¯(x+ 1)− η¯(x)),
and therefore h(η) = η(0),C(n) =−(2p−1) and g(η) = 0. Performing a summa-
tion by parts and by the Cauchy-Schwarz inequality, the integral part of the martin-
gale (2) can be written as
− (2p− 1)
∫ t
0
na−1√
n
∑
x∈Z
∇nH
( x
n
)
η¯sna(x)η¯sna(x+ 1)ds, (13)
plus a term which is negligible in L2(Pnρ) if a < 2. For this model, the interesting
time scale is a longer time scale than the hyperbolic one, so that we take a= 1+α ,
with α > 0. By Theorem 1 the variance of the previous term can be estimated doing
the following estimates. To fix notation we denote the previous integral by Bnt (H).
By summing and subtracting
(−→
η Lsna(x)
)2−χ(ρ)/L inside the sum above and by the
inequality (x+ y)2 ≤ 2x2+ 2y2 we have that
E
n
ρ
[(
B
n
t (H)
)2]
≤CEnρ
[(∫ t
0
nα√
n
∑
x∈Z
∇nH
( x
n
)[
η¯sna(x)η¯sna(x+ 1)−
(−→
η Lsna(x)
)2
+
χ(ρ)
L
]
ds
)2]
+CEnρ
[(∫ t
0
nα√
n
∑
x∈Z
∇nH
( x
n
)[(−→
η Lsna(x)
)2− χ(ρ)
L
]
ds
)2]
. (14)
By (6) the first expectation is bounded by
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CH
n2α
n
{ tL
nα
+
t2n
L2
}
.
Now, we treat the remaining expectation. By splitting the sum over intervals of size
L, by the independence under νρ of η(x) and η(y) whenever x 6= y, and by the
Cauchy-Schwarz inequality, (14) can be bounded from above by
t2n2α
n
L ∑
x∈Z
(
∇nH
( x
n
))2 ∫
Ω
[(−→
η Lsna(0)
)2− χ(ρ)
L
]2
νρ(dη)≤CH t
2n2α
L
.
Putting together the previous two estimates, optimizing over L, taking L = nθ and
θ = (α +1)/2, we see that the previous errors vanish as n→ ∞, if α < 1/3. There-
fore we obtain the result of [5, Theorem 2.6], which we recall here:
Theorem 4 ([5]).
Fix α < 1/3. For any H ∈S (R) and t > 0,
lim
n→∞E
n
ρ
[(∫ t
0
nα√
n
∑
x∈Z
H
( x
n
)
η¯sn1+α (x)η¯sn1+α (x+ 1)ds
)2]
= 0.
From this, one can show Theorem 2 which says that up to the time scale n4/3
the limiting density field Yt does not evolve in time. This result is not optimal, it is
conjectured that the temporal invariance of the field should go up to the time scale
n3/2 (see, for example, [13, Chapter 5]).
3.1.3 Weakly asymmetric speed change exclusion processes
The speed change exclusion processes have been investigated for example in [12,
13]. Here we look at their weakly asymmetric version so that Ω = {0,1}Z and the
infinitesimal generator is given by
Ln f (η) = ∑
x∈Z
cx,x+1(η)
(1
2
+
b
2nγ
)
η(x)(1−η(x+ 1))∇x,x+1 f (η)
+ ∑
x∈Z
cx,x−1(η)
(1
2
− b
2nγ
)
η(x)(1−η(x− 1))∇x,x−1 f (η),
where b > 0, and the rate functions cx,y satisfy the translation invariance property:
there is c0,1 : Ω → [δ ,δ−1] such that cx,x+1 = τxc0,1. For our approach to work, we
need to assume:
1. (Gradient) There exists a local function h : Ω →R such that, for any η ∈ Ω ,
η(0)
(
1−η(1))c0,1(η)−η(1)(1−η(0))c1,0(η) = (h− τ1h)(η).
2. (Detailed balance) For any η ∈ Ω , c0,1(η) = c0,1(η0,1).
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3. (Local polynomial) There exists ℓ,d ∈ N such that c0,1 is a multivariate poly-
nomial of degree d in the variables (η(−ℓ), ...,η(ℓ)).
These three conditions imply that Assumptions 2.1–2.3 hold, the invariant mea-
sures being (once again) the Bernoulli productmeasures parametrized by the density
ρ . However here we only treat one specific example, in order to illustrate how the
generalization of Theorem 1 to higher degree polynomials can be used. Let us take:
c0,1(η) = η(−1)+η(2)+ 1.
Straightforward computations give
j¯nx,x+1(η) =
1
2
(
η¯(x)− η¯(x+ 1))(η(x− 1)+η(x+ 2)+ 1)
+
b
2nγ
{
(η(x)−η(x+ 1))2(η(x− 1)+η(x+ 2)+ 1)− 2χ(ρ)(2ρ + 1)}.
A simple computation shows that the symmetric part of the current can be written
as the gradient of h(η) where
h(η) =
1
2
(
η(−1)η(0)+η(0)η(1)−η(−1)η(1))+η(0).
On the other hand a simple but long computation shows that the remaining part of
the current, namely j¯
n,a
x,x+1 can be written on the form
j¯
n,a
x,x+1(η) =−
b
2nγ
{
2η¯(x− 1)η¯(x)η¯(x+ 1)+ 2η¯(x)η¯(x+ 1)η¯(x+ 2) (15)
+(2+ 4ρ)η¯(x)η¯(x+ 1) (16)
+(2ρ− 1)(η¯(x− 1)η¯(x)+ η¯(x+ 1)η¯(x+ 2)) (17)
+(2ρ− 1)(η¯(x− 1)η¯(x+ 1)+ η¯(x)η¯(x+ 2)) (18)
+(4ρ2− 1)(η¯(x)+ η¯(x+ 1))+ 2ρ(ρ− 1)(η¯(x− 1)+ η¯(x+ 2))}. (19)
It is simple to check that the term (19) can be written as a gradient if and only if ρ
is solution to 6ρ2−2ρ−1= 0. We denote by ρ0 ∈ (0,1) the unique solution of that
equation. As for the ASEP (see Section 3.1.2), we now assume ρ = ρ0 to simplify
notations, nevertheless we could treat every value of ρ after redefining the density
fluctuation field by removing the transport velocity of the system. Then, as above,
the integral part of the martingale has the term
∫ t
0
na−2
2
√
n
∑
x∈Z
∆nH
( x
n
)
τxh(ηsna)ds (20)
plus terms coming from (16) (17) and (18) of the form
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∫ t
0
bna−1−γ√
n
∑
x∈Z
∇nH
( x
n
)
η¯sna(x)η¯sna(x± 1)ds (21)
and, from (15),
∫ t
0
bna−1−γ√
n
∑
x∈Z
∇nH
( x
n
)
η¯sna(x)η¯sna(x+ 1)η¯sna(x+ 2)ds. (22)
The interesting time scale is the diffusive one, namely a = 2. To treat the first term
(20), one can use the Boltzmann-Gibbs principle of [2] and it can be rewritten as
∫ t
0
1
2
√
n
∑
x∈Z
∆nH
( x
n
)
h′(ρ)η¯sna(x)ds
where h′(ρ)= ∂ρEnρ [h(η)]. The terms (21) and (22) can be treated by the Boltzmann-
Gibbs principle proved in Section 4 and 5, respectively. From this it can be shown
Theorem 3 (see [7] and Subsection 2.3.3) which says that for γ > 1/2, the limiting
process Yt is an Ornstein-Uhlenbeck process and for γ = 1/2 it is the unique energy
solution of the stochastic Burgers equation.
3.2 Hamiltonian system with exponential interactions
We consider the same model as introduced in [1]. In this case Ω = (0,+∞)Z and
the infinitesimal generator is equal to Ln = A + γS where γ > 0, and for local
differentiable functions f : Ω →R we define
(A f )(η) := ∑
x∈Z
ηx(ηx+1−ηx−1)(∂ηx f )(η),
(S f )(η) := ∑
x∈Z
( f (ηx,x+1)− f (η)).
The invariant measures are given by
νβ ,λ (dη) = ∏
x∈Z
1{ηx>0}
Zβ ,λ
exp
{−β ηx+λ log(ηx)}dηx,
with Zβ ,λ being the partition function. These measures are product and translation
invariant, and have finite moments. The Dirichlet form writes as
Dn( f ) = ∑
z∈Z
∫
Ω
(∇z,z+1 f (η))
2 νβ ,λ (dη)
so that, Assumption 2.2 holds with ζ0,1(η) = 1. Let 〈·〉β ,λ be the average with re-
spect to νβ ,λ . In this case we have
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ρ = ρ(β ,λ ) = 〈η0〉β ,λ = (λ + 1)β−1
χ = χ(β ,λ ) = 〈η20 〉β ,λ −〈η0〉2β ,λ = (λ + 1)β−2.
The microscopic current is given by
j¯nx,x+1(η) =−η¯(x)η¯(x+ 1)− γ (η¯(x+ 1)− η¯(x))−ρ(η¯(x)+ η¯(x+ 1))−ρ2,
so that h(η) = γη(0), C(n) = −1 and g(η) = −ρ(η¯(x) + η¯(x+ 1))− ρ2. Once
again, for the sake of simplicity, one can assume ρ = 0, and the general case ρ 6= 0
can be solved by redefining the fluctuation field using the Galilean transformation.
Here the interesting time scale is longer that the hyperbolic one, and from this
point one can repeat exactly the same arguments which are detailed in Section 3.1.2
for the ASEP: the integral part of the martingale can be written as in (13) with
2p− 1 = 1, and we easily get the statement of [1, Theorem 4], whose conclusion
reads as in Theorem 4 and whose proof is similar to the one given in Subsection
3.1.2.
4 Proof of the Second-order Boltzmann-Gibbs principle
In this section we present a proof of the second-order Boltzmann-Gibbs principle
stated in Theorem 1, which is the main result of this work. For that purpose we
derive several estimates that are needed in what follows. To keep notation simple in
the following arguments, we let C :=C(ρ) denote a constant (that does not depend
on n nor on t nor on the sizes of the boxes involved) that may change from line to
line. For ℓ ∈ N and x ∈ Z, we introduce two empirical averages on boxes of sixe ℓ,
the first one being to the right of the site x, the second one being to the left:
−→
η ℓ(x) =
1
ℓ
x+ℓ
∑
y=x+1
η(y),
←−
η ℓ(x) :=
1
ℓ
x−1
∑
y=x−ℓ
η(y).
For a function ϕ : Ω →R we denote by ‖ϕ‖22 its L2(νρ )-norm:
‖ϕ‖22 =
∫
Ω
(ϕ(η))2 νρ(dη).
4.1 Auxiliary estimates
Proposition 5 (One-block estimate). Fix ℓ0 ∈ N and let ϕ ,ψ : Ω → R be local
functions which have mean zero with respect to νρ , and such that
1. the support of ϕ does not intersect the set of points {0, · · · , ℓ0} ,
2. the support of ψ does not intersect the set of points {−ℓ0, · · · ,−1}.
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There exists a constant C, such that for any t > 0 and any function v ∈ ℓ2(Z):
E
n
ρ
[(∫ t
0
ds ∑
x∈Z
v(x)ϕ(τxηsna)
(
η¯sna(x+ 1)−−→η ℓ0sna(x)
))2]≤C tℓ20
na−1
‖ϕ‖22 ‖v‖22,n,
E
n
ρ
[(∫ t
0
ds ∑
x∈Z
v(x)ψ(τxηsna)
(
η¯sna(x)−←−η ℓ0sna(x)
))2]≤C tℓ20
na−1
‖ψ‖22 ‖v‖22,n.
Proof. We start by proving the first estimate above. By [11, Lemma 2.4], we bound
the previous expectation from above by
Ct
∥∥∥ ∑
x∈Z
v(x)ϕ(τxη)
(
η¯(x+ 1)−−→η ℓ0(x))∥∥∥2
−1
,
where the H−1-norm is defined through a variational formula, and in particular the
previous expression is equal to
Ct sup
f∈L2(νρ )
{
2
∫
∑
x∈Z
v(x)ϕ(τxη)
(
η¯(x+ 1)−−→η ℓ0(x)) f (η)νρ (dη)− naDn( f )
}
.
(23)
Now, since η¯(x+ 1)−−→η ℓ0(x) is written as the gradient:
η¯(x+ 1)−−→η ℓ0(x) = 1
ℓ0
x+ℓ0
∑
y=x+2
y−1
∑
z=x+1
(η¯(z)− η¯(z+ 1)),
we can write the integral written in (23) as twice its half and in one of the terms we
make the exchange η to ηz,z+1, for which the measure νρ is invariant, to get that
2
∫
∑
x∈Z
v(x)ϕ(τxη)
{ 1
ℓ0
x+ℓ0
∑
y=x+2
y−1
∑
z=x+1
(η¯(z)− η¯(z+ 1))
}
f (η)νρ (dη)
= 2
∫
∑
x∈Z
v(x)ϕ(τxη)
{ 1
ℓ0
x+ℓ0
∑
y=x+2
y−1
∑
z=x+1
(η¯(z+ 1)− η¯(z))
}
f (ηz,z+1)νρ (dη)
=
∫
∑
x∈Z
v(x)ϕ(τxη)
{ 1
ℓ0
x+ℓ0
∑
y=x+2
y−1
∑
z=x+1
(η¯(z)− η¯(z+ 1))
}
( f (η)− f (ηz,z+1))νρ(dη).
By Young’s inequality, for any sequence (Ax)x∈Z of positive real numbers, the last
integral is bounded by
1
ℓ0
∑
x∈Z
x+ℓ0
∑
y=x+2
y−1
∑
z=x+1
v(x)
Ax
2
∫
(ϕ(τxη))
2 (η¯(z)− η¯(z+ 1))2
ζ nz,z+1(η)
νρ(dη) (24)
+
1
ℓ0
∑
x∈Z
x+ℓ0
∑
y=x+2
y−1
∑
z=x+1
v(x)
2Ax
∫
ζ nz,z+1(η)
(
f (η)− f (ηz,z+1))2νρ(dη). (25)
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By taking 2Ax = ℓ0v(x)/n
a and by independence of η(x),η(y) (for x 6= y) with
respect to νρ , the first term (24) is bounded by
C
1
na
∑
x∈Z
x+ℓ0
∑
y=x+2
y−1
∑
z=x+1
v2(x)‖ϕ‖22 ≤C
ℓ20
na
∑
x∈Z
v2(x)‖ϕ‖22, (26)
for some positive constantC(ρ). From Lemma 1 (proved at the end of this section),
the second term (25) is bounded by
na
ℓ20
∑
x∈Z
x+ℓ0
∑
y=x+2
y−1
∑
z=x+1
Inz,z+1( f ) ≤ naDn( f ). (27)
Putting together (26), (27), the proof of the first estimate ends. For the second esti-
mate we notice that the function η¯(x)−←−η ℓ(x) can also be written as a gradient as
above. Then the same argument applies.
Proposition 6 (Doubling the box). Fix ℓk ∈ N, and define ℓk+1 = 2ℓk. Let ϕ ,ψ :
Ω →R be local functions which have mean zero with respect to νρ , and such that
1. the support of ϕ does not intersect the set of points {0, · · · , ℓk+1} ,
2. the support of ψ does not intersect the set of points {−ℓk+1, · · · ,−1}.
There exists a constant C, such that for any t > 0 and any function v ∈ ℓ2(Z):
E
n
ρ
[(∫ t
0
ds ∑
x∈Z
v(x)ϕ(τxηsna)
(−→
η
ℓk
sna(x)−−→η ℓk+1sna (x)
))2]≤C tℓ2k
na−1
‖ϕ‖22‖v‖22,n,
E
n
ρ
[(∫ t
0
ds ∑
x∈Z
v(x)ψ(τxηsna)
(←−
η
ℓk
sna(x)−←−η ℓk+1sna (x)
))2]≤C tℓ2k
na−1
‖ψ‖22‖v‖22,n.
Proof. As above, we only write the proof for the first estimate since for the other
one it is completely analogous. As in Proposition 5, the important fact is that
−→
η ℓk(x)−−→η ℓk+1(x) = 1
2ℓk
x+ℓk
∑
y=x+1
(η¯(y)− η¯(y+ ℓk)).
By [11, Lemma 2.4], the change of variables y 7→ y− x and a standard convexity
inequality, we can bound from above the first expectation appearing in the statement
of the proposition by
Ctℓk
ℓk
∑
y=1
∥∥∥ ∑
x∈Z
v(x)ϕ(τxη)
1
2ℓk
(η¯(y+ x)− η¯(y+ x+ ℓk))
∥∥∥2
−1
, (28)
which is equal to
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Ctℓk
ℓk
∑
y=1
sup
f∈L2(νρ )
{
2
∫
∑
x∈Z
v(x)ϕ(τxη)
1
2ℓk
(η¯(y+ x)− η¯(y+ x+ ℓk)) f (η)νρ (dη)
− naDn( f )
}
.
As above, the function η¯(y+ x)− η¯(y+ x+ ℓk) can be written as a gradient:
η¯(y+ x)− η¯(y+ x+ ℓk) =
y+x+ℓk−1
∑
z=y+x
(η¯(z)− η¯(z+ 1)),
and by writing the previous integral as twice its half and making, in one of the terms,
the exchange η to ηz,z+1, which lets ϕ(τxη) invariant for any z that is involved, we
get
2
∫
∑
x∈Z
v(x)ϕ(τxη)
1
2ℓk
(η¯(y+ x)− η¯(y+ x+ ℓk)) f (η)νρ (dη)
= ∑
x∈Z
v(x)ϕ(τxη)
1
2ℓk
y+x+ℓk−1
∑
z=y+x
(η¯(z)− η¯(z+ 1))( f (η)− f (ηz,z+1))νρ (dη).
By Young’s inequality we bound the last expression above by
∑
x∈Z
y+x+ℓk−1
∑
z=y+x
v(x)Ax
4ℓk
∫ (
ϕ(τxη)
)2 (η¯(z)− η¯(z+ 1))2
ζ nz,z+1(η)
νρ(dη)
+ ∑
x∈Z
y+x+ℓk−1
∑
z=y+x
v(x)
4ℓkAx
∫
ζ nz,z+1(η)( f (η)− f (ηz,z+1))2νρ(dη).
By taking 4Ax = v(x)/n
a and doing similar estimates to the ones of the previous
proposition we bound last expression by
C
na
‖ϕ‖22 ∑
x∈Z
v2(x)+
na
ℓk
∑
x∈Z
y+x+ℓk−1
∑
z=y+x
Inz,z+1( f ).
Now, invoking Lemma 1, (28) is bounded from above by
C
tℓk
na−1
ℓk
∑
y=1
‖ϕ‖22‖v‖22,n ≤
Ctℓ2k
na−1
‖ϕ‖22‖v‖22,n,
which proves the result.
From the previous results we obtain, by similar arguments, the following result:
Corollary 1. Fix ℓ0,M ∈ N, and let ϕ : Ω → R be a local function which has mean
zero with respect to νρ , and whose support does not intersect the set of points
{−2M−1ℓ0, · · · ,−1}.
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There exists a constant C, such that for any t > 0 and any function v ∈ ℓ2(Z):
E
n
ρ
[(∫ t
0
ds ∑
x∈Z
v(x)ϕ(τxηsna)(x)
(←−
η 2
M−1ℓ0
sna (x)−←−η ℓ0sna(x)
))2]≤C tℓ20
na−1
‖ϕ‖22‖v‖22,n.
Proposition 7. There exists a constant C(ρ) > 0 such that, for any t > 0 and any
function v ∈ ℓ2(Z):
E
n
ρ
[(∫ t
0
ds ∑
x∈Z
v(x)
{
η¯sna(x)
−→
η Lsna(x)−(−→η Lsna(x))2+
1
2L
(
η¯sna(x)−η¯sna(x+1)
)})2]
≤C(ρ) tL
na−1
‖v‖22,n.
Proof. As above we use [11, Lemma 2.4] and we repeat exactly the same steps, in
order to get the variational formula:
sup
f∈L2(νρ )
{
2
∫
∑
x∈Z
v(x)
{
η¯(x)
−→
η L(x)−(−→η L(x))2+ 1
2L
(
η¯(x)−η¯(x+1))} f (η)νρ (dη)
− naDn( f )
}
(29)
We notice that
2
∫
∑
x∈Z
v(x)
−→
η L(x)
{
η¯(x)−−→η L(x)} f (η)νρ (dη) (30)
= 2
∫
∑
x∈Z
v(x)η¯L(x)
{
η¯(x)− η¯(x+ 1)+ L− 1
L
(
η¯(x+ 1)− η¯(x+ 2))
+ · · ·+ 1
L
(
η¯(x+L− 1)− η¯(x+L))} f (η)νρ (dη)
= 2
∫
∑
x∈Z
v(x)
−→
η L(x)
{
η¯(x)− η¯(x+ 1)} f (η)νρ (dη)
+ 2
∫
∑
x∈Z
v(x)
−→
η L(x)
L− 1
L
{
η¯(x+ 1)− η¯(x+ 2)} f (η)νρ (dη)
+ · · ·+ 2
∫
∑
x∈Z
v(x)
−→
η L(x)
1
L
{
η¯(x+L− 1)− η¯(x+L)} f (η)νρ (dη).
In each one of the terms above, we write it as twice its half, and in one of the integrals
we make the change η to ηz,z+1 (for some suitable z), for which the measure νρ is
invariant. Thus, the last expression equals to
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∫
∑
x∈Z
v(x)
−→
η L(x)
{
η¯(x)− η¯(x+ 1)}( f (η)− f (ηx,x+1))νρ(dη) (31)
+
∫
∑
x∈Z
v(x)
−→
η L(x)
L− 1
L
{
η¯(x+ 1)− η¯(x+ 2)}( f (η)− f (ηx+1,x+2))νρ(dη)
+ · · ·+
∫
∑
x∈Z
v(x)
−→
η L(x)
1
L
{
η¯(x+L− 1)− η¯(x+L)}( f (η)− f (ηx+L−1,x+L))νρ(dη)
+
∫
∑
x∈Z
v(x)
η¯(x+ 1)− η¯(x)
L
{
η¯(x)− η¯(x+ 1)} f (η)νρ (dη). (32)
Notice that the last term (32) comes from the change of variables η to ηx,x+1 in the
first term (31) above. The whole sum can be rewritten as
∫
∑
x∈Z
v(x)
−→
η L(x)
1
L
x+L
∑
y=x+1
y−1
∑
z=x
{
η¯(z)− η¯(z+ 1)}{ f (η)− f (ηz,z+1)}νρ(dη)
(33)
−
∫
∑
x∈Z
v(x)
1
L
(η¯(x)− η¯(x+ 1))2 f (η)νρ (dη). (34)
Notice that the integral that we want to estimate in (29) is exactly equal to the sum
of (30) and (34), therefore it is bounded by the first term in the previous expression,
namely (33). Now, we use the same arguments as above, namely, Young’s inequality
with 2Ax = Lv(x)/n
a and we bound it by
C(ρ)
L
na
∑
x∈Z
v2(x)+
na
L2
∑
x∈Z
x+L
∑
y=x+1
y−1
∑
z=x
Inz,z+1( f ).
From Lemma 1 the proof ends.
Lemma 1.
For any ℓ ∈ N it holds that
1
ℓ2 ∑
x∈Z
x+ℓ+1
∑
y=x+2
y−1
∑
z=x+1
Inz,z+1( f ) = Dn( f ), and
1
ℓ ∑
x∈Z
y+x+ℓ
∑
z=y+x+1
Inz,z+1( f ) = Dn( f ).
Proof. The result follows from the translation invariance of the measure νρ , namely,
Assumption 2.1 and the fact that ζ nz,z+1(η) = τzζ
n
0,1(η).
4.2 Proof of Theorem 1
Let ℓ0 ≤ L. The idea of the proof consists in using the following decomposition of
the local function
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η¯(x)η¯(x+ 1)−
((−→
η L(x)
)2− χ(ρ)
L
)
= η¯(x)
(
η¯(x+ 1)−−→η ℓ0(x)) (35)
+
−→
η ℓ0(x)
(
η¯(x)−←−η ℓ0(x)) (36)
+
←−
η ℓ0(x)
(−→
η ℓ0(x)−−→η L(x)) (37)
+
−→
η L(x)
(←−
η ℓ0(x)− η¯(x)) (38)
+
−→
η L(x)η¯(x)− (−→η L(x))2+
(
η¯(x)− η¯(x+ 1))2
2L
(39)
−
(
η¯(x)− η¯(x+ 1))2
2L
+
χ(ρ)
L
. (40)
The decomposition above involves six main terms, which we treat separately. The
third term (37) is the most trickiest one, for which we need to perform a multi-scale
analysis. The fifth term (39) has already been estimated in Proposition 7.
First, we start with the estimate of (35), (36) and (38), for which we can use
directly the one-block estimate: from Proposition 5, applied successively with
ϕ(τxη) = η¯(x), ψ(τxη) =
−→
η ℓ0(x) and ψ(τxη) =
−→
η L(x) we get that
E
n
ρ
[(∫ t
0
ds ∑
x∈Z
v(x)η¯sna(x)
(
η¯sna(x+ 1)−−→η ℓ0sna(x)
))2]≤C tℓ20
na−1
‖v‖22,n,
E
n
ρ
[(∫ t
0
ds ∑
x∈Z
v(x)
−→
η ℓ0sna(x)
(
η¯sna(x)−←−η ℓ0sna(x)
))2]≤C tℓ0
na−1
‖v‖22,n,
E
n
ρ
[(∫ t
0
ds ∑
x∈Z
v(x)
−→
η Lsna(x)
(
η¯sna(x)−←−η ℓ0sna(x)
))2]≤C tℓ20
na−1L
‖v‖22,n.
As we mentioned above, the hardest term to estimate is (37) for which we need
to do a multi-scale analysis. For this term we have:
Proposition 8. There exists a constant C(ρ), such that, for any ℓ0 ≤ L, any t > 0
and any function v ∈ ℓ2(Z):
E
n
ρ
[(∫ t
0
ds ∑
x∈Z
v(x)
←−
η
ℓ0
sna(x)
(−→
η
ℓ0
sna(x+ 1)−−→η Lsna(x+ 1)
))2]
≤C(ρ) t
na−1
{
L+
ℓ20
L
}
‖v‖22,n.
Proof. To prove the proposition, instead of replacing
−→
η ℓ0(x) by
−→
η L(x) in one step,
we do it gradually, by doubling the size of the box of size ℓ0 at each step. For that
purpose, let ℓk+1 = 2ℓk and assume first that L = 2
Mℓ0 for some M ∈ N. Then,
rewrite (37) as
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←−
η ℓ0(x)
(−→
η ℓ0(x)−−→η L(x))= M−1∑
k=0
←−
η ℓk(x)
(−→
η ℓk(x)−−→η ℓk+1(x)) (41)
+
M−2
∑
k=0
−→
η ℓk+1(x)
(←−
η ℓk(x)−←−η ℓk+1(x)) (42)
+
−→
η L(x)
(←−
η ℓM−1(x)−←−η ℓ0(x)). (43)
By a standard convexity inequality and using Minkowski’s inequality twice, the
expectation in the statement of the proposition is bounded from above by
3
{
M−1
∑
k=0
(
E
n
ρ
[(∫ t
0
ds ∑
x∈Z
v(x)
←−
η
ℓk
sna(x)
{−→
η
ℓk
sna(x)−−→η ℓk+1sna (x)
})2])1/2}2
+ 3
{
M−2
∑
k=0
(
E
n
ρ
[(∫ t
0
ds ∑
x∈Z
v(x)
−→
η
ℓk+1
sna (x)
{←−
η
ℓk
sna(x)−←−η ℓk+1sna (x)
})2])1/2}2
+ 3Enρ
[(∫ t
0
ds ∑
x∈Z
v(x)
−→
η Lsna(x)
(←−
η
ℓM−1
sna (x)−←−η ℓ0sna(x)
))2]
.
From Proposition 6 with ϕ(τxη) =
←−
η ℓk(x) and ψ(τxη) =
−→
η ℓk+1(x), together with
Corollary 1 with ϕ(τxη) =
−→
η L(x), the previous expression is bounded from above
by
C(ρ)
t
na−1
{
ℓ20
L
+ 2
M−1
∑
k=0
ℓk
}
‖v‖22,n ≤C(ρ)
t
na−1
{
L+
ℓ20
L
}
‖v‖22,n.
In the other cases we chooseM sufficiently big such that 2Mℓ0 ≤ L≤ 2M+1ℓ0 and a
similar computation to the one above proves the claim.
The last term is easily estimated by using the Cauchy-Schwarz inequality.
Proposition 9. There exists a constant C(ρ)> 0, such that for any L ∈N, any t > 0
and any function v ∈ ℓ2(Z):
E
n
ρ
[(∫ t
0
ds ∑
x∈Z
v(x)
{ (η¯sna(x)− η¯sna(x+ 1))2
2L
− χ(ρ)
L
})2]
≤C(ρ) t
2n
L2
‖v‖22,n.
5 Proof of the second-order Boltzmann-Gibbs principle for
higher degree polynomial functions
In this section we show how to extend Theorem 1 to higher degree polynomials. We
consider the case of polynomial functions of degree three but the same result is true
for any higher degree. More precisely:
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Theorem 5 (Second-order Boltzmann-Gibbs principle for degree three polyno-
mial functions). There exists a constantC=C(ρ)> 0, such that for any L ∈N, any
t > 0, and any function v ∈ ℓ2(Z):
E
n
ρ
[(∫ t
0
∑
x∈Z
v(x)
{
η¯sna(x− 1)η¯sna(x)η¯sna(x+ 1)− (−→η Lsna(x))3+
ξ (ρ)
L2
}
ds
)2]
≤Ct
{ L
na−1
+
tn
L2
}
‖v‖22,n (44)
where
ξ (ρ) :=
∫
Ω
(
η(x)−ρ)3 νρ(dη).
The idea of the proof is similar to the one used above: it consists in using the
following decomposition of the local function
η¯(x− 1)η¯(x)η¯(x+ 1)− (−→η L(x))3+ ξ (ρ)
L2
(45)
= η¯(x− 1)
(
η¯(x)η¯(x+ 1)− (−→η L(x))2+ χ(ρ)
L
)
(46)
+
(−→
η L(x)
)2(
η¯(x− 1)−−→η L(x− 1)
)
(47)
+
L− 1
L
((η(x+ 1)−η(x))3
2L2
+
−→
η L(x)
(η(x)−η(x+ 1))2
L
)
(48)
− L− 1
L
((η(x+ 1)−η(x))3
2L2
)
(49)
− L− 1
L
(−→
η L(x)
(η(x)−η(x+ 1))2
L
− ξ (ρ)
L2
)
(50)
− η¯(x− 1)χ(ρ)
L
− ξ (ρ)
L2
(L− 1
L
− 1
)
(51)
+
(−→
η L(x)
)2(−→
η L(x− 1)−−→η L(x)
)
. (52)
The first term (46) can be treated as in Theorem 1 and it gives an error of order
Ct
{
L/na−1+ tn/L2
}
. In order to help the reader to check that claim, let us notice
that (46) rewrites as
η¯(x− 1)
(
η¯(x)η¯(x+ 1)− (−→η L(x))2+ χ(ρ)
L
)
=
(
η¯(x− 1)−←−η ℓ0(x− 1)
)(
η¯(x)η¯(x+ 1)− (−→η L(x))2+ χ(ρ)
L
)
+
←−
η ℓ0(x− 1)η¯(x)
(
η¯(x+ 1)−−→η ℓ0(x)
)
+
←−
η ℓ0(x− 1)η¯(x)
(−→
η ℓ0(x)−−→η L(x)
)
+
←−
η ℓ0(x− 1)
(
η¯(x)
−→
η L(x)− (−→η L(x))2+ χ(ρ)
L
)
.
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Now notice that ∫
Ω
(η(x)−η(x+ 1))3νρ(dη) = 0,
and ∫
Ω
−→
η L(x)
(η(x)−η(x+ 1))2
L
νρ (dη) =
ξ (ρ)
L2
.
Therefore the terms (49), (50) and (51) are treated with the Cauchy-Schwarz in-
equality as in Proposition 9. In the same way, the term (52) can be easily treated
with the Cauchy-Schwarz inequality and using independence with respect to the
invariant measure νρ . All of them give an error of order at most t
2n/L2. The only
term that requires a little bit of work is (47)+(48). This is the content of the following
proposition.
Proposition 10. There exists a constant C=C(ρ)> 0, such that for any L ∈N, any
t > 0, and any function v ∈ ℓ2(Z):
E
n
ρ
[(∫ t
0
ds ∑
x∈Z
v(x)
[(−→
η L(x)
)2(
η¯(x− 1)−−→η L(x− 1))
+
L− 1
L
{ (η(x+ 1)−η(x))3
2L2
+
−→
η L(x)
(η(x)−η(x+ 1))2
L
}])2]
≤C(ρ) tL
na−1
‖v‖22,n.
Proof. By [11, Lemma 2.4], we can bound the previous expectation from above by
Ct sup
f∈L2(νρ )
{
2
∫
∑
x∈Z
v(x)
[(−→
η L(x)
)2(
η¯(x− 1)−−→η L(x− 1))+ L− 1
L
×
{ (η(x+ 1)−η(x))3
2L2
+
−→
η L(x)
(η(x)−η(x+ 1))2
L
}]
f (η)νρ (dη)− naDn( f )
}
.
As above, we notice that
2
∫
∑
x∈Z
v(x)
(−→
η L(x)
)2{
η¯(x− 1)−−→η L(x− 1)} f (η)νρ (dη)
= 2
∫
∑
x∈Z
v(x)
(−→
η L(x)
)2{
η¯(x− 1)− η¯(x)} f (η)νρ (dη)
+ 2
∫
∑
x∈Z
v(x)
(−→
η L(x)
)2 L− 1
L
{
η¯(x)− η¯(x+ 1)} f (η)νρ (dη)
+ · · ·+ 2
∫
∑
x∈Z
v(x)
(−→
η L(x)
)2 1
L
{
η¯(x+L− 2)− η¯(x+L− 1)} f (η)νρ (dη).
By writing each term as twice its half and doing the exchange η to ηz,z+1 (for some
suitable z), last expression becomes equal to
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∫
∑
x∈Z
v(x)
(−→
η L(x)
)2{
η¯(x− 1)− η¯(x)}( f (η)− f (ηx−1,x))νρ(dη)
+
∫
∑
x∈Z
v(x)
(−→
η L(x)
)2 L− 1
L
{
η¯(x)− η¯(x+ 1)}( f (η)− f (ηx,x+1))νρ(dη) (53)
+ · · ·+
+
∫
∑
x∈Z
v(x)
(−→
η L(x)
)2 η¯(x+L− 2)− η¯(x+L− 1)
L
(
f (η)− f (ηx+L−2,x+L−1))νρ(dη)
−
∫
∑
x∈Z
v(x)
L− 1
L
{ (η¯(x+ 1)− η¯(x))3
L2
+ 2
−→
η L(x)
(
η¯(x)− η¯(x+ 1))2
L
}
f (η)νρ (dη).
The last term comes from the change of variables η to ηx,x+1 in the second term
(53). The whole expression above can be rewritten as
∫
∑
x∈Z
v(x)
(−→
η L(x)
)2 1
L
x+L−1
∑
y=x
y−1
∑
z=x−1
{
η¯(z)− η¯(z+ 1)}( f (η)− f (ηz,z+1))νρ (dη)
(54)
−
∫
∑
x∈Z
v(x)
L− 1
L
{ (η¯(x+ 1)− η¯(x))3
L2
+ 2
−→
η L(x)
(
η¯(x)− η¯(x+ 1))2
L
}
f (η)νρ (dη).
Now, the integral that we want to control is bounded by (54). By the same arguments
as above, namely, by Young’s inequality with 2Ax = Lv(x)/n
a, we bound it by
C(ρ)
L
na
∑
x∈Z
v2(x)+
na
L2
∑
x∈Z
x+L
∑
y=x+1
y−1
∑
z=x
Inz,z+1( f ).
From Lemma 1 the proof ends.
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