Differential binding affinities among closely related protein family members underlie many biological 20 phenomena, including cell-cell recognition. Drosophila DIP and Dpr proteins mediate neuronal 21 targeting in the fly through highly specific protein-protein interactions. DIPs/Dprs segregate into 22 seven specificity subgroups defined by binding preferences between their DIP and Dpr members.
"negative constraints", which interfere with binding. To achieve specificity, each subgroup utilizes a 27 different combination of negative constraints, which are broadly distributed and cover the majority of 28 identified specificity residues for select DIP/Dpr interactions [9] [10] [11] . Here, we analyze specificity for the 79 family as a whole. Our results reveal the central role of "negative constraints" -destabilizing 80 interfacial positions, which preclude complex formation between members of some specificity 81 groups, while allowing it between others. We use the term negative constraints here to denote an 82 amino acid in a cognate interface that interferes with binding to a non-cognate partner. The term 83 negative constraint has been used in the field of protein design [14] [15] [16] [17] to denote a domain that must be 84 designed against, in effect an "anti-target". In contrast, our use of the term here focuses on 85 individual amino acids rather than entire domains. As input, we used a multiple sequence alignment of just interfacial residues with protein sequences 156 of 1732 DIP or 2570 Dpr orthologs segregated into seven specificity subgroups (see Figure 2 and 157 methods for details). Nine specificity determining positions were identified based on a consensus of 158 at least 3 out of 4 of these methods, and 14 additional positions, were predicted by at least one 159 method (see predictions below logos in grey, Figure 2) . These expand the number of predicted 160 specificity determining sites compared to our previous study 11 We hypothesized that negative constraints are the essential factor that defines DIP/Dpr 167 subgroups and developed a computational strategy to identify and characterize these putative 168 constraints. Since each subgroup (e.g. i and j) has both DIP and Dpr members, for purposes of 169 discussion we can define four sets of proteins, DIP-i, DIP-j, Dpri and Dprj. We need to explain why 170 members of set DIP-i don't bind to members of set Dprj and, in turn, why members of set DIP-j don't 171 bind to members of set Dpri. Since Dpri binds to DIP-i while Dprj does not, we first use FoldX 172 calculations to identify residues of Dpri that weaken binding to DIP-i when mutated into a residue of 173 Dprj. Thus, we identify negative constraints of Dprj by studying their predicted effects on the binding 174 of mutated Dpri to DIP-i. The experimental tests follow the same logic: the KDs of mutant Dpri 175 binding to DIP-i are used to validate predicted negative constraints on Dprj.
176
The overall procedure was to start with one or more structures of DIP/Dpr complexes for 177 each subgroup (the template complex) and; 1) to mutate every interfacial residue in the DIP 178 protomer to all residues appearing at the same position in DIPs of other specificity subgroups and 179 then 2) calculate DDGs for the binding of each DIP to the Dpr in the complex. 3) Repeat the procedure for the Dpr in the complex and then calculate DDGs for its binding to each DIP.
181
Templates that were used include: blue subgroup -crystal structure of Dpr6/DIP-a and two 182 conformations of Dpr10/DIP-a 9,10 ; purple subgroup -crystal structure of Dpr11/DIP-ɣ 10 ; green 
191
Negative constraints were defined as positions predicted to cause destabilizing effects for 192 every DIP or Dpr fly subgroup member in the context of binding to a member of another Dpr or DIP 193 subgroup, respectively. Our energy-based filter also requires that the effect is destabilizing for every 194 subfamily template complex used in the FoldX calculations (see energy filter in methods for details).
195
In addition, we introduced a second filtering step, whereby we only defined a negative constraint as 196 a position that would also be predicted for other Insecta species so as to focus on negative 197 constraints that are evolutionarily conserved. The evolutionary filter is based on the assumption that 198 orthologs in the same subfamily conserve their interaction specificity (see methods for data 199 supporting the assumption). To clarify, the energy-based filter is based on FoldX calculations of 200 structures of fly proteins whereas the evolutionary filter is based on comparison of ortholog 201 sequences of different species of insects. The evolutionary filter involved a qualitative analysis of 202 interfacial residues at corresponding positions of DIP-i and DIP-j (or Dpri and Dprj) in Insecta 203 multiple sequence alignments to see if the identities, size or biophysical properties of amino acids in 204 all members of subfamily "i" were different from those of subfamily "j" at the predicted position (see 205 evolutionary filter in methods for details).
206
A subset of our predictions (see below) was tested experimentally. Overall, we identified 207 negative constraints for 42 combinations of non-interacting DIP and Dpr subgroups (see 208 supplemental excel file for all FoldX data).
210
Evaluation of methods to calculate DDG
211
We tested six algorithms that calculate binding affinity changes upon mutation of individual 212 residues (DDGs) based on reports of their performance in the literature 24 
217
DIP/DIP dimers. Of these, two were published 11 and twenty-three are new (see Figure S1 for 218 supporting AUC and SPR data). Data on the performance of these methods is summarized in Table   219 S2.
220
As can be seen in Table S2 , FoldX, MutaBind, and Rosetta flex DDG perform best on our 221 dataset as they feature the highest Pearson correlation coefficients (PCC). MutaBind is the best 222 performer but it fails to identify stabilizing mutations (shown in green, Table S2 ) -a failure of all 223 machine learning methods we tested, which is probably reflective of an overrepresentation of 224 destabilizing mutations in training datasets. In addition, we preferred to use methods based on 225 physics-based force fields since these were easiest to interpret in structural terms. Given its 226 performance in terms of speed and accuracy, we settled on FoldX as a computational guide for the 227 identification of negative constraints. The arrows indicate that residues in Dpr10 were computationally mutated to those of the four purple Dprs, as indicated. 
264
This procedure identified three interfacial positions, 10, 29, and 31 ( Figure 3A ), as negative 265 constraints. Notably, stabilizing mutations (shown in green) suggest that DIP/Dpr complexes are not 266 fully optimized for binding (see below). The destabilizing effect of these four negative constraints can 267 be understood in biophysical terms ( Figure 3B ). Dpr10 has a conserved hydrophobic residue at 268 position 10 whose interaction with buried hydrophobic residues of DIP-a contributes favorably to 269 binding (first panel in Figure 3B ). When this interaction is lost via mutation to glycine (Dpr11 and 
276
We tested these predictions with SPR measurements of mutant proteins. Figure 3C displays 277 SPR sensorgrams of Dpr10 wild-type and its mutants passed over a chip immobilized with DIP-a. As
278
can be seen in the figure, the V31K single mutant increases the KD relative to wild-type by about an 279 order of magnitude; adding a second mutation, Q29E, further increases the KD by about a factor of 2 280 while adding a third mutation L10G results in a triple mutant with a KD > 500 µM. Thus, introducing 281 Dpr11-like negative constraints to Dpr10 at these three positions is sufficient to kill binding between 282 Dpr10 and DIP-a. We then carried out a reverse set of experiments aimed at removing negative 283 constraints on Dpr11 to enhance its binding to DIP-a. As can be seen in Figure 3D , the K31V single 284 mutant and the K31V,E29Q double mutant have very little effect, while the triple Dpr11 mutant binds 285 to DIP-a with a KD of 18.3 µM -weaker than wild-type Dpr10 but still quite strong. Overall, our 286 results indicate that we have successfully identified the negative constraints on the Dpr side of the 287 interface that preclude binding of purple group Dprs to blue group DIPs.
289 b) Negative constraints on the blue subgroup DIP-a that weaken binding to purple subgroup 290
Dprs. FoldX calculations identify positions 6,9,11,15,22 as negative constraints ( Figure 4A ). We 291 validated a subset of these negative constraints with SPR, positions 9, 15 and 22, and found that all 292 weakened the binding of DIP-g to Dpr11, although only position 9 had a substantial effect, increasing 293 the KD of DIP-g/Dpr11 binding from 7.9 to 37.2 µM ( Figure S3A ). As can be seen in Figure 4A 
300
Positions 7,14,16,29,31 on Dpr6 and Dpr10 are predicted to be negative constraints ( Figure 4B ).
301
Positions 29 and 31 were tested and, as can be seen in the figure, the single K31V mutant increased 302 the KD of wild-type Dpr11 binding to DIP-g from 7.9 µM to 22.7 µM while the K31V,E29Q double 303 mutant with two negative constraints had a KD of 131 µM, almost a factor of 20 greater than wild- d) Negative constraints on the purple subgroup DIP-g that weaken binding to blue subgroup 320 Dprs. Three positions (9, 10, 16) in DIP-g serve as negative constraints based on energy and 321 evolutionary filters ( Figure 4C ). Position 11 would also be predicted if two of the three template 322 complexes were used in energy filter ( Figure S3D ). We mutated two of these positions, K10Q and 323 A11T, and tested the extent to which they weaken binding of DIP-a to Dpr10. As seen in Figure   324 S3C, mutations at both of these positions increased the KD of binding by about an order of 325 magnitude, thus confirming the prediction. Again, the physical basis of the negative constraint is 
360
(1-33) is annotated above logos with associated secondary structure, as detailed in the boxed legend. Sequence-based 361 predictions of specificity determining positions using sequence-based methods (GroupSim, SDPpred, SPEER, and
362
Multi-Harmony, same as in Figure 2A ) are given below logos as specified in boxed inset.
364
fail to identity positions not fully conserved within a subfamily 22, 36 . We also note that the majority of 365 sequence-based methods encounter difficulties in identifying sites that are specific to only one 366 subfamily. For example, positions 14 and 16 correspond to conserved Asp and Phe residues in the 367 purple Dpr subfamily, while other Dprs have Gly and Tyr in these positions, respectively; see Figure   368 2). Similarly, we predict several residues in the hydrophobic core as potential negative constraints 369 (12, 13, 16 in Dprs and 5, 13, 16 in DIPs), whereas sequence-based methods predict only one of these 370 positions (Figure 2 ). Of note, these positions were not among those we had experimentally 371 confirmed in this study. 372
373
Balancing affinity and specificity
374
In some interfacial positions, FoldX predicts that mutations to residues found in other 
380
Notably, G10L increased binding between Dpr11 and DIP-g by about the same amount, indicating 381 that some cognate binding affinity has been "sacrificed" so as to weaken non-cognate binding.
382
In a second example, position 7 is predicted to be used by the green Dpr subfamily to measurements. This is another case where cognate binding is designed to be suboptimal.
389

Discussion
390
We have described the structural and energetic origins of the partition of DIPs and Dprs into 391 orthogonal specificity groups defined by SPR-derived binding affinity measurements. We previously 392 analyzed specificity determinants in type II cadherins 5 , nectins 8 and DIPs and Dprs 11 , primarily 393 through visual inspections of sequences guided by structural data. Here we have adopted a far more 394 extensive and quantitative approach as required by the complexity of the problem we set out to 
402
The approach we have adopted is essentially to build a large set of homology models of 403 complexes that form and do not form and to ask, using FoldX calculations, SPR measurements and 404 visual inspection what is wrong with those that do not form. Since the calculations for each mutation 405 have to be repeated many times so as to obtain proper averages, the findings reported in this paper 406 are based on over 30440 separate FoldX calculations. These led to the identification of 38 negative 407 constraints and to 25 validation tests carried out with SPR. While it is possible of course that some of 408 our predictions are mistaken, the fact that each can be rationalized following visual inspection, that 409 each predicted negative constraint has to be common to all members of a subfamily and be present 410 in orthologous species adds confidence to the validity of our results.
411
The negative constraints we identified for the most part exploit strong localized unfavorable 412 energetic contributions rather, for example, than more subtle effects that are distributed over many 413 residues (as is the case for type I cadherins where entropic effects involving the movement of entire 414 domains play a role in determining dimerization affinities) 7 . The physical origins of negative constraints include: replacing a charge in an ion pair with one of opposite sign leading to Coulombic 416 repulsion; replacing one member of an ion pair with a neutral group, which has the effect of burying 417 an unsatisfied charge; mutations in the hydrophobic core to larger amino acids that create steric 418 clashes or to smaller ones that create cavities which lead to packing defects and to weaker 419 hydrophobic contributions to binding. Of course, the same "trick" cannot be reused at the same 420 location for 42 different subgroup pairs. In fact, every set involving negative constraints on DIP and 421 Dpr side of the 42 non-cognate pairs is unique (see supplementary excel file). This is why as 422 discussed above, 38 of 66 interfacial residues, spread over the entire interface needs to be 423 exploited. Notably, in the cases we tested, 11 at least three negative constraints had to be added or 424 removed to essentially switch the specificity of a particular protein from one subgroup to another. As 425 can be seen in Figure 1B 
430
How is the DIP/Dpr interface designed to achieve affinity and specificity? First, we note that, 431 in common with most cell-cell recognition proteins, DIP/Dpr affinities are in the µM range, a 432 thousand-fold weaker, for example, than many antibody-antigen complexes with substantially 433 smaller binding interfaces. That lower affinities are a general feature of adhesion receptors, even 434 those which are not members of large families, suggest that there are other factors involved that 435 have little to do with negative constraints, for example cellular motility. Moreover, cell-cell avidity 436 involves the interactions of multiple receptors so that there may not be a need to evolve proteins with 437 nanomolar affinities. This may account for the observation above that even cognate interfaces are 438 not optimized for affinity. Moreover, a trade-off between affinity and specificity is to be expected 439 in large protein families with only limited sequence divergence. If an interaction between two 440 family members, say 'a' and 'b', is very strong, then it is more of a challenge, for example, to generate an isoform 'c' that is similar in sequence to 'b', but interacts very weakly with 'a'. Thus, 442 the higher the specificity requirements, the greater the constraints on absolute affinities.
443
We find that more than a half of the DIP/Dpr interface (38 of 66 interfacial residues) is utilized 444 for negative constraints across different insect species. However, these only play a role in the 445 context of non-canonical subgroup-subgroup interactions, whereas in any given cognate DIP/Dpr 446 complex, a majority of the interfacial residues likely play a stabilizing role. One can imagine that an 447 ancestral DIP/Dpr complex relied entirely on stabilizing interactions in the hydrophobic core along 448 with additional stabilizing or energy neutral interactions in the periphery. As multiple family members 449 evolved the need for specificity was satisfied through the introduction of negative constraints 450 throughout the interface. This evolutionary strategy is likely used by other large protein families.
451
In addition to manifesting themselves as destabilizing interfacial positions via non-synonymous 452 mutations (as in the case of DIP/Dpr family), negative constraints could potentially be introduced via 453 loop insertions or deletions whose purpose is to avoid undesired interaction, as it was shown in 454 some proteins 37 .
455
Detailed binding affinity measurements have now been reported for a number of families of 456 adhesion receptors. In some cases, for example type II cadherins, 5 the family can be divided into 457 subgroups whose members exhibit considerable promiscuity in their intra-subgroup binding 
467
The range of DIP/Dpr binding affinities indicated in Figure 1B raises an additional set of 468 interesting questions regarding the biological role of weak interactions. In a number of cases there is 469 a clearly established connection between molecular affinities and cellular phenotype 8,38 but in general 470 very little is known about this topic. The situation becomes more complex for cells that express more 471 than one family member and/or more than one subgroup member. The ability to design mutants of 
497
Although FoldX can be used as a "black box" we summarize here the procedures used to 498 calculate DDG(binding). We first refine the structure of a protein complex using the FoldX utility 499 called "RepairPDB" (http://foldxsuite.crg.eu/command/RepairPDB). This procedure "repairs" 500 improbable dihedral angles and van der Waals clashes in a protein. We then run five rounds of 501 "RepairPDB" and confirm that total energy of a protein complex reaches a plateau. The complex 502 whose structure has now been optimized with respect to the FoldX energy function is then used as a 503 starting point for a computational mutagenesis procedure with "BuildModel" 504 (http://foldxsuite.crg.eu/command/BuildModel). A desired mutation is made to the repaired structure 505 and then energy-minimized by sampling rotamers for the mutated residue and its neighboring amino 506 acids. The wild type protein is then energy-minimized with respect to rotamers of the same set of 507 residues. The difference in interaction energy between the mutant and wild type is then calculated 508 between the two protomers in the complex using the 'AnalyseComplex' FoldX utility 509 (http://foldxsuite.crg.eu/command/AnalyseComplex).
510
To test if FoldX achieves convergence for a given mutation we run "BuildModel" ten times by 511 setting the "numberOfRuns" parameter to 10 (http://foldxsuite.crg.eu/parameter/numberOfRuns), 512 which produces ten pairs of wild type and mutant structures, as different neighbors of the mutated 513 residue could be moved during minimization. The average value of the interaction energy obtained 514 via energy decomposition of the total energy using 'AnalyseComplex' defines DDG(binding).
515
Since we carried out 10 separate runs for each FoldX prediction, this yields 30,440 FoldX 516 single point mutation calculations (1 week of computing time on 1 CPU).
518
Calculating the effects of mutations on protein-protein binding
519
The following is a summary of the methods evaluated for the calculation of the effects of mutations 520 on binding free energies. FoldX evaluates the effects of mutations using an empirical force-field that 521 allows side chains to move but keeps the backbone rigid 18,31 ; mCSM is a machine learning method 522 based on the assumption that the impact of a mutation is correlated with atomic-distance patterns in 
556
All the sequence-based methods we use for determination of specificity positions require 557 predefined subgrouping of sequences based on their binding preferences. We grouped the above 
561
We rely on the assumption that orthologs in the same subfamily conserve their interaction 562 specificity. This assumption would not work for comparison of proteins in species that are too far 563 away from each other on the tree of life, but since we consider orthologs within one class, Insecta, 564 the assumption is likely to be correct. To justify this, we calculated the pairwise sequence identities 
707
We addressed this problem by immobilizing DIP proteins to the chip surface, using Dprs as analytes,
708
to minimize artificially lower KDs resulting from homodimers used as analytes. It has been suggested 709 that an alternate "fix" is to use the free monomer analyte concentration in KD calculations 10 .
710
However, the monomer/dimer equilibrium in the analyte can shift the moment the analyte is injected 711 over a surface immobilized with a heterophilic binding partner, which changes the monomeric 712 analyte concentration available for a heterophilic binding reaction over the course of the experiment.
713
Therefore, this correction does not adequately solve the problem. approach. Most importantly these numbers suggest that the differences in KD reported in both 719 studies are due in part to the use of different biophysical techniques used to study these molecules.
720
In addition, for many of the results that differ between our studies and Cheng et al. 10 , these authors 721 relied on ECIA experiments with artificially multimerized molecules. As previously discussed in detail 722 in Cosmanescu et al. 11 although ECIA can be used to detect interactions in a high-throughput 723 fashion and without the need for purified proteins, it involves the use of multimerized forms of both the prey and the bait molecules, and thus introduces artificial avidity to amplify binding signals, 725 enhancing the likelihood of positive detection, but masking the real binding affinities between 726 interactants. In addition, the use of unpurified protein supernatants 10 could introduce experimental 727 bias toward identifying interactions between molecules that are more easily expressed at higher 728 levels compared to proteins that can be difficult to express. The raw data that support the findings of this study, and the code used to generate it, are available 744 from the corresponding authors upon request.
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