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SMALE SPACE C∗-ALGEBRAS HAVE NONZERO PROJECTIONS
ROBIN J. DEELEY, MAGNUS GOFFENG, AND ALLAN YASHINSKI
Abstract. The main result of the present paper is that the stable and un-
stable C∗-algebras associated to a mixing Smale space always contain nonzero
projections. This gives a positive answer to a question of the first listed author
and Karen Strung and has implications for the structure of these algebras in
light of the Elliott program for simple C∗-algebras. Using our main result, we
also show that the homoclinic, stable, and unstable algebras each have real
rank zero.
1. Introduction
The starting point for this paper is the following fundamental question: when
is a C∗-algebra stably isomorphic to a unital C∗-algebra? This question is well-
studied, as an example see [5]. It is equivalent to the existence of a full projection
in the stabilization of the given algebra. In the simple case all nonzero projections
are full. Hence this question is equivalent to the existence of a nonzero projection
in the special, but important, simple case.
The Elliott program for simple, separable, nuclear C∗-algebras is exhausted by
three mutually exclusive cases (see [10, Section 10] or [29, Section 2.2]):
(1) the case where no nonzero projection exists but nonzero traces exist,
(2) the case where nonzero projections and traces exist and
(3) finally the case where nonzero projections exist but nonzero traces do not.
Given a class of naturally occurring (potentially) classifiable C∗-algebras, it is in-
teresting to ask which of the three cases can appear. In the unital case, the unit
provides a nonzero projection excluding case (1).
The C∗-algebras of interest in the present paper are constructed from hyperbolic
dynamical systems called Smale spaces. This class of dynamical systems includes
many examples, namely, subshifts of finite type, certain solenoids [33, 34], certain
tiling spaces [2], certain self-similiar groups, Anosov homeomorphisms (e.g., hy-
perbolic toral automorphisms), among others. In [8], the first listed author and
Karen Strung studied the question of whether the stable and unstable Smale space
C∗-algebras constructed by Putnam [22] fit into classification. The present paper
provides the last missing piece in [8] thus proving that the stable and unstable
Smale space C∗-algebras fit into classification. A consequence is that K-theoretical
invariants capture the same amount of dynamical information about a Smale space
as its stable and unstable algebra.
Given any nonwandering Smale space one can associate three C∗-algebras, the
stable, unstable and homoclinic, see [23, Section 2]. These algebras are each sepa-
rable, nuclear, stably finite and the main result of [8] states that they have finite
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nuclear dimension (see [35] for more on nuclear dimension). Moreover, Smale’s de-
composition theorem reduces many questions about the nonwandering case to the
mixing case, see [23, Section 2] for details. Hence we restrict to the mixing case (ex-
cept for in Theorem 5.6). In the mixing case, these algebras are each simple. Since
these algebras have nonzero traces [22], they must lie in either the first or second
class in the above list. Based on examples, the first listed author and Karen Strung
asked if the stable and unstable algebras always contain a nonzero projection, see
[8, Theorem 4.8 and Question 4.9].
The main goal of this note is to show that this is the case, see Theorem 4.4. As
a result, the stable and unstable C∗-algebras of a mixing Smale space are always
of the second type in the list above. In particular, this implies that the Elloitt
invariant for the stable and unstable algebra associated to a mixing Smale space is
the following data
(K0(A),K0(A)
+,D0(A),K1(A), T (A), rA : K0(A) × T (A)→ R)
where A is the relevant C∗-algebra, K∗(A) are the K-theory groups of A, K0(A)
+
is the positive cone, D0(A) is the dimension range, T (A) is the cone of positive
traces on A and rA is the natural pairing. For more details see [29, Section 2.2]
(in particular page 28). The reader can see [8, Introduction] for more on the
relationship between the classification program and Smale spaces.
Let us describe the present paper in more detail. A Smale space consists of a
compact metric space with a self-homeomorphism ϕ : X → X satisfying additional
axioms. For the relevant definitions, see Subsection 2.2 and [24, 31]. Consider a
(mixing) Smale space (X,ϕ). The stable and unstable C∗-algebras associated to
(X,ϕ) are defined from an e´tale groupoid defined from the stable and unstable
relation on (X,ϕ) and a finite ϕ-invariant subset P as in [25]. The existence of the
set P follows from the fact that the set of periodic points is dense in X , see [30].
A priori these C∗-algebras depend on the choice of P , but different choices lead to
Morita equivalent C∗-algebras [25]. Moreover, for any choice of P , these algebras
are stable in the C∗-algebraic sense [9] so different choices of P lead to isomorphic
algebras. As mentioned above, associated to a (mixing) Smale space there is also
the homoclinic C∗-algebra, which is unital and has unique trace.
Our proof that the stable and unstable algebras contain nonzero projections
involves two main ideas. The first key idea is Putnam’s notion of an s/u-bijective
pair and the functorial properties of such maps. Using this, one reduces the problem
to the existence of projections in the stable algebra of a mixing Smale space with
totally disconnected stable sets. The second key idea is that the tensor product of
the stable algebra with the unstable algebra always contains a nonzero projection,
which using results in [8] leads to the existence of projections in the stable algebra
in the totally disconnected stable sets case.
The proof that there exists projections in the totally disconnected stable sets
case is unfortunately rather indirect. Originally our plan was to explicitly con-
struct projections in this case. Indeed, using Wieler’s characterization of this class
of Smale spaces as standinary inverse limits [33] and the associated C∗-algebraic
results in [9], the problem is reduced to finding projections in a particularly nice
Fell algebra, see [9, Theorem 3.17 and Theorem 5.1]. We will discuss a number of
examples in Section 2.4. For now, we note that it was the examples constructed
by Farrell and Jones in [13] that led us to consider a more indirect approach to
proving the existence of projections, see Example 2.10 for more details.
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Using the existence of projections and results from [8] and [28], we obtain more
information about the C∗-algebras of a mixing Smale space. We have (see Corollary
4.5) that the homoclinic algebra has real rank zero. Also, although it was not noted
explicitly in [8], it follows from work there (along with [28, Theorem 6.7]) that the
homoclinic algebra has stable rank one. Furthermore, the stable and unstable
algebras also have real rank zero (see Corollary 4.5), stable rank one (via [28,
Theorem 6.7] and [26, Theorem 3.6]) and are stably isomorphic to simple unital
C∗-algebras that are approximately subhomogeneous (see [8, Theorem 4.8]). The
fact that these algebras have real rank zero and stable rank one implies that their
Elliott invariant can be simplified, see [29, Section 2.2]. Many of these results
generalize to the case of a nonwandering Smale space using Smale’s decomposition
theorem, see for example Theorem 5.6.
The structure of the paper is as follows. In Section 2 we recall some relevant
known results about projections (Subsection 2.1), Smale spaces (Subsection 2.2),
the associated groupoids/C∗-algebras (Subsection 2.3), some examples of Smale
spaces and their C∗-algebras (Subsection 2.4), traces on said C∗-algebras (Subsec-
tion 2.5) and the Morita equivalence S ⊗ U ∼M H (Subsection 2.6). Next the
special case of the existence of projections in the stable algebra of a mixing Smale
space with totally disconnected stable sets is considered in Section 3. In Section 4
we prove the main result (Theorem 4.4) stating that Smale space C∗-algebras of
mixing Smale spaces always admit a full projection and hence are stably unital.
In the final section of the paper, the proof of real rank zero is presented. All C∗-
algebras in this paper are assumed to be separable. In particular, K denotes the
compact operators on a separable, infinite-dimensional Hilbert space.
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2. Preliminaries
2.1. Projections. We recall some basic facts about projections in C∗-algebras. We
say that a C∗-algebra is stably unital if it is stably isomorphic to a unital C∗-algebra.
We say that a C∗-algebra A admits a nonzero projection if for some N , there is a
nonzero projection in MN(A). Equivalently, A admits a nonzero projection if there
is a nonzero projection in the stabilization A⊗K. Thus, the property of admitting a
nonzero projection is preserved under stable isomorphism and Morita equivalence.
Note that every unital C∗-algebra admits a nonzero projection.
Lemma 2.1. Let A be a C∗-algebra and p ∈ A a projection. Then the unital C∗-
algebra pAp is stably isomorphic to the C∗-algebra ApA. Moreover, if A is simple
then A is stably isomorphic to a unital C∗-algebra if and only if A admits a nonzero
projection.
Proof. The first part is clear from the fact that pA defines a Morita equivalence
pAp ∼M ApA. We remark that ApA is a closed two-sided ideal in A, and the first
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part of the lemma implies that ApA is stably unital. For the second part, we can
assume without loss of generality that A is stable. Then it follows from the first
part because ApA⊳A being a closed nonzero two-sided ideal in a simple C∗-algebra
implies ApA = A. 
Lemma 2.2. Suppose that the C∗-algebra A is the direct limit of a direct system
(Aα)α∈I of C
∗-algebras with injective structure maps. Then A admits a nonzero
projection if and only if there is an α such that Aα admits a nonzero projection.
Proof. If Aα admits a nonzero projection, it is clear that A also does because the
structure maps are injective. Conversely, assume that there is a nonzero projection
p ∈ A. The algebraic direct limit A ⊆ A of (Aα)α∈I is a local C∗-algebra (see
[3, Definition 3.1.1 and Theorem 3.3.2]) so by a standard approximation and func-
tional calculus argument, e.g. see [3, Proposition 4.5.1], there is a nearby nonzero
projection p0 ∈ Aα for some α. The same argument generalizes to the case that p
belongs to a matrix algebra MN (A) = lim−→
MN (Aα). 
We recall two definitions from C∗-algebra theory:
(1) A C∗-algebra is called subhomogeneous (see [27, page 62]) if it is isomorphic
to a C∗-subalgebra of Ml(C0(Y )) for some l ∈ N and some locally compact
Hausdorff space Y .
(2) A C∗-algebra is called approximately subhomogeneous (see [27, page 62])
if it is a direct limit of subhomogeneous C∗-algebras.
Theorem 2.3. Suppose A and B are C∗-algebras with B an approximately subho-
mogeneous C∗-algebra. If A ⊗ B contains a nonzero projection, then A admits a
nonzero projection.
Proof. Since the quotient of a subhomogeneous C∗-algebra is also subhomogeneous,
we can assume that the connecting maps in the direct limit are injective. By Lemma
2.2 and the definition of subhomogeneous, A ⊗ Bk contains a nonzero projection
where Bk is isomorphic to a C
∗-subalgebra ofMl(C0(Xk)) for some l ∈ N and some
locally compact Hausdorff space Xk. Hence A ⊗Ml(C0(Xk)) contains a nonzero
projection. We note that A ⊗Ml(C0(Xk)) ∼= C0(Xk,Ml(A)). Since q 6= 0, there
exists x ∈ Xk such that q(x) ∈ Ml(A) is a nonzero projection. This completes the
proof. 
2.2. Smale spaces. The theory of Smale spaces and C∗-algebras was initiated by
Ruelle [30, 31] and developed further by Putnam and coauthors [25, 22, 24]. We
recall the basic definitions and constructions, and refer the reader to the above
mentioned sources for details.
Definition 2.4 (Section 2.1, [24]). A Smale space (X,ϕ) consists of a compact
metric space (X, d) and a homeomorphism ϕ : X → X such that there exists
constants ǫX > 0, 0 < λ < 1 and a continuous partially defined map:
[ · , · ] : {(x, y) ∈ X ×X | d(x, y) ≤ ǫX} → X, (x, y) 7→ [x, y]
satisfying the axioms listed in [24, Section 2.1].
The “bracket map” [ · , · ] in the definition of a Smale space is unique (provided it
exists). Suppose (X,ϕ) is a Smale space, and let x ∈ X , 0 < ǫ ≤ ǫX , and Y, Z ⊂ X .
The dynamical structure is studied by means of the following sets:
(1) Xs(x, ε) := {y ∈ X | d(x, y) < ε, [y, x] = x} ,
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(2) Xu(x, ε) := {y ∈ X | d(x, y) < ε, [x, y] = x} ,
(3) Xs(x) := {y ∈ X | limn→+∞ d(ϕn(x), ϕn(y)) = 0} ,
(4) Xu(x) := {y ∈ X | limn→−∞ d(ϕn(x), ϕn(y)) = 0} ,
(5) Xs(Z) := ∪x∈ZXs(x),
(6) Xu(Z) := ∪x∈ZX
u(x),
(7) Xh(Y, Z) := Xs(Y ) ∩Xu(Z) and
(8) Xh(Y ) := Xh(Y, Y ).
One writes x ∼s y when y ∈ Xs(x) and x ∼u y, when y ∈ Xu(x). It follows
from the Smale space axioms that Xs(x, ǫ) ⊆ Xs(x). The space Xs(x) admits
a metrizable locally compact Hausdorff topology defined from equipping the local
stable sets Xs(x, ǫ) ⊆ X with the subspace topology and using Xs(y, ǫ) ⊆ Xs(x)
(where 0 < ǫ ≤ ǫX and y varies over the elements in the stable equivalence class of
x) as a base for the topology on Xs(x). Note that this topology is not the same
as the subspace topology that Xs(x) inherits from X . The analogous construction
using local unstable sets topologizes Xu(x). To avoid certain trivial cases, X is
always assumed to be infinite.
Definition 2.5. A Smale space (X,ϕ) is mixing if for any ordered pair of nonempty
open sets, (U, V ), there exists N ∈ N such that for any n ≥ N , ϕn(U) ∩ V 6= ∅.
A factor map f : (Y, ψ)→ (X,ϕ) is a continuous surjective map compatible with
the dynamics (i.e. f ◦ ψ = ϕ ◦ f). Such an f is said to be s-bijective if f induces a
bijection on the stable sets Y s(y)→ Xs(f(y)) (see [24, Definition 2.5.5]). Similarly,
f is u-bijective if the induced mapping Y u(y)→ Xu(f(y)) is a bijection.
With the exception of Theorem 5.6, all Smale spaces in this paper are assumed
to be mixing. In particular, [24, Theorem 2.5.8] implies that the notions of s-
bijective (resp. u-bijective) are equivalent to Fried’s notions of s-resolving (resp.
u-resolving).
2.3. Groupoids and C∗-algebras associated to a Smale space. Given a (mix-
ing) Smale space (X,ϕ), following the constructions in [22, 25, 31], one can form
three groupoid C∗-algebras. By definition the homoclinic groupoid is
Gh(X,ϕ) := {(x, y) | x ∼s y and x ∼u y},
with unit space X . There is an e´tale topology on this groupoid, see [22, 31].
Moreover, Gh(X,ϕ) is also amenable and the associated C
∗-algebra is denoted by
H(X,ϕ) or by H if the Smale space is clear from the context. This algebra is called
the homoclinic algebra.
The stable and unstable groupoids associated to (X,ϕ) are constructed as fol-
lows. Let P be a finite ϕ-invariant set of periodic points of (X,ϕ). Define the stable
groupoid
Gs(P ) := {(x, y) ∈ X ×X | x ∼s y and x, y ∈ X
u(P )}.
Using results from [25], Gs(P ) can be given a locally compact e´tale topology over
the unit space Xu(P ). Moreover, still following [25], one constructs the C∗-algebra
algebra associated to this groupoid (denoted by C∗(Gs(P ))) by noticing that the
groupoid is amenable and taking the closure of an explicit representation of the
compactly supported functions, Cc(Gs(P )), on the Hilbert space l
2(Xh(P )). If the
Smale space and set of periodic points is clear from the context, the stable algebra is
denoted by S. On the other hand, when working with a number of Smale spaces we
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include the particular Smale space in the notation; that is we denote the associated
stable groupoid by Gs(X,ϕ;P ) and the associated C
∗-algebra by C∗(Gs(X,ϕ;P )).
A quick way to define the unstable groupoid is viaGu(X,ϕ;P ) := Gs(X,ϕ
−1;P ).
However, we note that
Gu(X,ϕ, P ) = {(x, y) ∈ X ×X | x ∼u y and x, y ∈ X
s(P )}.
The unstable C∗-algebra is denoted by C∗(Gu(X,ϕ;P )) (or by simply U). By
construction, the stable and unstable algebra each have a representation on the
Hilbert space l2(Xh(P )).
2.4. Examples of Smale spaces and their associated C∗-algebras. A number
of examples of Smale spaces are discussed. Our choice of examples is in part
based on the fact that the stable algebra associated to a Smale space with totally
disconnected stable sets plays an important role in the present paper. All the
examples except the last have totally disconnected stable sets.
Although, our discussion of each example is rather brief we hope to give some
context to the main problems considered here, namely the existence of projections
and real rank zero for Smale space C∗-algebras.
Example 2.6. Two-sided subshifts of finite type provide a prototypical example
of Smale spaces. The reader can see [19] for details on subshifts of finite type. The
stable, unstable and homoclinic C∗-algebra associated to subshifts of finite type
are each approximately finite (AF) [22, pages 25–26] and hence each have real rank
zero as well as admitting an abundance of projections.
Example 2.7. Take Y = S1 ⊆ C with the arc length metric, rescaled so that the
total circumference is one. For a fixed integer n > 1, define g : S1 → S1 via z 7→ zn.
Then
X := lim
←−
(Y, g) = {(yn)n∈N = (y0, y1, y2, . . .) | g(yi+1) = yi for each i ≥ 0}
with ϕ defined via
(y0, y1, y2, . . .) 7→ (g(y0), g(y1), g(y2), . . .)
is a mixing Smale space. The stable algebra in this case is a Bunce–Deddens algebra
tensored with the compact operators. For details in the case n = 2, see page 28 of
[22]. It follows that the stable algebra was known to have real rank zero.
Example 2.8. The construction in the previous example can be generalized in a
number of ways. For example, one natural generalization is as follows. As input
we take (Y, g) where Y is a compact metric space and g : Y → Y is an expansive
surjective local homeomorphism. The output is
X := lim
←−
(Y, g) = {(yn)n∈N = (y0, y1, y2, . . .) | g(yi+1) = yi for each i ≥ 0}
with ϕ defined via
(y0, y1, y2, . . .) 7→ (g(y0), g(y1), g(y2), . . .).
If Y is connected and g has a dense orbit, then (X,ϕ) is a mixing Smale space.
Moreover, the stable equivalence relation is related to the inverse limit in a nice
way: (yn)n∈N ∼s (zn)n∈N if and only if there exists k ∈ N such that gk(y0) = gk(z0).
Based on this, we define an open subrelation of the stable groupoid by taking
(yn)n∈N ∼0 (zn)n∈N if and only if y0 = z0. For details see [9, Theorem 3.17 and
Example 5.3] in particular to show that ∼0 is open it is important that g is a local
SMALE SPACE C∗-ALGEBRAS HAVE NONZERO PROJECTIONS 7
homeomorphism. The C∗-algebra associated to ∼0 is isomorphic to C(Y ) ⊗ K.
Hence C(Y )⊗ K is a subalgebra of the stable algebra. This construction provides
many explicit projections in the stable algebra of this class of examples; one takes
1Y ⊗p where p is an projection in K. It is worth noting that the construction of these
projections is related to the global structure of the dynamical system. Namely, the
map pX → Y , (yn)n∈N 7→ y0 gives X the structure of a fiber bundle over Y with
Cantor set fibers.
The construction in the previous example includes a large class of Smale spaces
with totally disconnected stable sets, such as the self-similar groups considered in
[21] (also see [7] for more examples). Nevertheless there are many Smale spaces
with totally disconnected stable sets for which one must weaken the conditions on
the map g. In particular, Wieler [33] has shown that every mixing Smale space with
totally disconnected stable sets is a solenoid. That is, the space X is obtained via a
stationary inverse limit construction as in the previous example. However, the map
g is in general not a local homeomorphism rather it is required to satisfy two natural
axioms [33, page 2068]. Wieler’s work builds on work of Williams [34]. The next two
classes of examples fit within Wieler’s framework but cannot be constructed as a
solenoid where g is taken to be a local homeomorphism. Perhaps most importantly,
the relation ∼0 as defined in the previous example is a subrelation but is not open,
see [9, Section 3] for a detailed discussion of this fact.
Example 2.9. Results in [2] link tilings space theory with Smale space theory.
In particular, the construction of the relevant inverse limit in this case is given
in [2, Section 4]. Computations of the K-theory groups of the stable algebra for
a number of tiling space examples can be found in [14, 15]. However, before the
present paper, it was not known that the stable and homoclinic algebras associated
to such tilings always have real rank zero. It was known that the unstable algebra
always has real rank zero using different methods than the ones used in the present
paper.
Example 2.10. In [13], Farrell and Jones constructed very interesting examples
that fit within Wieler’s framework and hence give mixing Smale spaces with totally
disconnected stable sets. At present the C∗-algebras associated to these examples
are poorly understood. For example, their K-theory has not been computed. An
important issue in understanding these C∗-algebras is the failure of these dynamical
systems to be fiber bundles over a manifold with Cantor set fibers, see [13, Corollary
0.3]. This lack of global structure makes the construction of projections difficult.
Indeed, before this paper it was not known whether the stable algebra associated
to these examples even had non-zero projections.
Example 2.11. Let X be the n-fold cartesian product of circles (i.e., X = S1 ×
S1 × · · · × S1) and A be an n by n matrix with integer entries that satisfies the
following:
(1) | det(A)| = 1;
(2) no eigenvalue of A has modulus one.
A specific example when n = 2 is
A =
(
1 1
1 0
)
.
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The system (X,ϕ) where ϕ is given by multiplication by A is a mixing Smale space
and this class of examples are called hyperbolic toral automorphisms. They are
examples of Anosov diffeomorphism, see for example [22, Section 2].
For hyperbolic toral automorphisms with n = 2 the associated C∗-algebras are
(up to tensoring with the compacts in the case of the stable and unstable algebras)
irrational rotation C∗-algebras, see page 26–27 in [22]. Hence it was known that
they have real rank zero. However, in the full generality of Anosov diffeomorphisms
this was not known but now follows from the main results of the present paper.
2.5. Traces on S, U and H. The algebras S, U and H have traces defined in
[22]. We shall denote these by τS , τU and τH , respectively. The trace τH is a tracial
state while τS and τU are positive lower semicontinuous tracial weights.
Let us briefly recall their constructions. Following [22], we let µ denote the
Bowen measure on X . The Bowen measure is the unique ϕ-invariant probability
measure that maximizes entropy. The tracial state τH is defined on f ∈ Cc(Gh) as
τH(f) :=
∫
X
f(x, x) dµ(x),
and extended to H by continuity. For details, see [22, Theorem 3.3]. The state τH
is the unique tracial state on H , see [16].
The traces τS and τU will be constructed as in [18]. By [18, Theorem 1.1], there
are for any x ∈ X measures µxs defined on X
s(x) and µxu defined on X
u(x) such
that for 0 < ǫ < ǫX ,
(1) µ([B,C]) = µxs (B)µ
x
u(C),
for all Borel sets B ⊆ Xs(x, ǫ) and C ⊆ Xu(x, ǫ). For two finite ϕ-invariant sets
of periodic points P,Q ⊆ X , we define µQs :=
∑
q∈Q µ
q
s and µ
P
u :=
∑
p∈P µ
p
u. They
are measures on Xs(Q) and Xu(P ), respectively. The measures µQs and µ
P
u will by
[18, Theorem 1.1] satisfy the transformation rules
ϕ∗µQs = λ
−1µQs and ϕ
∗µPu = λµ
P
u ,
where log(λ) is the topological entropy of (X,ϕ). The traces τS and τU are defined
as follows. For f ∈ Cc(Gs(P )) and f ′ ∈ Cc(Gu(Q)) we define
τS(f) :=
∫
Xu(P )
f(x, x) dµPu (x) and τU (f
′) :=
∫
Xs(Q)
f ′(x, x) dµQs (x).
For details, see [18, Theorem 1.2].
2.6. Morita equivalences and projections. By [22, Theorem 3.1], S ⊗ U is
Morita equivalent to H . Later we will need to relate the tracial state τH to τS⊗τU .
In order to do so, the Morita equivalence S ⊗ U ∼M H needs to be specified.
Following [22, Theorem 3.1], we define the space
Z(P,Q) := {(x, x′, y) ∈ Xu(P )×Xs(Q)×X : x ∼s y ∼u x
′}.
The space Z(P,Q) carries a left action of Gs(P )×Gu(Q) and a right action of Gh
defined from
((x1, x2), (x
′
1, x
′
2)).(x2, x
′
2, y1).(y1, y2) = (x1, x
′
1, y2),
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for ((x1, x2), (x
′
1, x
′
2)) ∈ Gs(P ) × Gu(Q), (x2, x
′
2, y1) ∈ Z(P,Q) and (y1, y2) ∈ Gh.
We topologize Z(P,Q) so that the actions are proper and the mappings
Gs(P )×Gu(Q)\Z(P,Q)→ X, (x, x
′, y) 7→ y, and
Z(P,Q)/Gs → X
u(P )×Xs(Q), (x, x′, y) 7→ (x, x′),
are homeomorphisms. The space Z(P,Q) is a groupoid Morita equivalence and
Cc(Z(P,Q)) can be completed into an imprimitivity module S⊗UC
∗(Z(P,Q))H by
[20, Theorem 2.8].
Let us describe the projection p ∈ S ⊗ U corresponding to 1 ∈ H under Morita
equivalence. Following [17, Section 5], we take ǫ ∈ (0, ǫ′X/2] (see [17, Lemma
2.3] for the definition of ǫ′X) and consider an ǫ-partition (F ,G) of X (see [17,
Definition 5.1]). Here G = {g1, . . . , gK} ⊆ X
h(P,Q) is a set of distinct elements and
F = {f1, . . . , fK} ⊆ C(X) is a partition of unity such that for any j, fj is supported
in B(gk, ǫ/2). For i, j = 1, . . . ,K, we define open sets Vij ⊆ Gs(P )×Gu(Q) as the
set of ((x1, x2), (x
′
1, x
′
2)) from the set
Xu(gi, ǫ)×X
u(gj , ǫ)×X
s(gi, ǫ)×X
s(gj , ǫ)
such that [x1, x
′
1] = [x2, x
′
2]. By [17, Section 5], the collection of sets (Vij)
K
i,j=1 is
pairwise disjoint. Moreover, [17, Lemma 5.3] defines the projection p ∈ S ⊗ U by
p((x1, x2), (x
′
1, x
′
2)) :=
K∑
i,j=1
χVij ((x1, x2), (x
′
1, x
′
2))fi([x1, x
′
1])fj([x2, x
′
2]),
for (x1, x2) ∈ Gs(P ) and (x′1, x
′
2) ∈ G
u(Q).
3. Projections in the totally disconnected stable sets case
Lemma 3.1. If (X,ϕ) is a mixing Smale space with totally disconnected stable sets,
then its unstable algebra, U , contains a nonzero projection. Moreover, if p 6= 0 is a
projection in U , then pUp is an approximately subhomogeneous C∗-algebra.
Proof. The unit space of the unstable groupoid is Xs(P ), which is locally compact
and totally disconnected by assumption. Hence it contains a nonempty compact
open subset and the characteristic function associated to any nonempty compact
open subset is a nonzero projection in U .
The second part follows from the proof of [8, Theorem 4.8] but we give the details.
The C∗-algebra pUp is separable, simple, unital, has finite nuclear dimension and
satisfies the UCT. Hence by [12, Theorem 4.3] and [32, Theorem A], pUp fits within
the Elliott classification program. It follows from [11] that pUp is an approximately
subhomogeneous C∗-algebra. 
Theorem 3.2. If (X,ϕ) is a mixing Smale space with totally disconnected stable
sets, then its stable algebra contains a nonzero projection.
Proof. Let p be a nonzero projection in U . Then U is Morita equivalent to pUp.
By [22, Theorem 3.1], S ⊗ U is Morita equivalent to H . Using the fact that S is
C∗-stable, S ⊗ pUp ∼= H ⊗ K. Since H is unital it follows that S ⊗ pUp contains
a nonzero projection. Using the previous lemma, we can now apply Theorem 2.3,
which implies that S ⊗K contains a nonzero projection. The result follows since S
is C∗-stable. 
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4. Projections in Smale space C∗-algebras
Definition 4.1. (Definition 2.6.2 in [24])
An s/u-bijective pair for a Smale space (X,ϕ) is (Y, ψ, πs, Z, ζ, πu) where
(1) (Y, ψ) and (Z, ζ) are Smale spaces such that the stable sets of Z are totally
disconnected and the unstable sets of Y are totally disconnected.
(2) πs : (Y, ψ) → (X,ϕ) and πu : (Z, ζ) → (X,ϕ) are factor maps with πs
s-bijective and πu u-bijective.
Building on [24, Theorem 2.6.3], Amini, Putnam and Saeidi proved the following:
Theorem 4.2. (see Theorem 2.6 and Proposition 4.8 in [1])
Suppose (X,ϕ) is a mixing Smale space. Then, there exists an s/u-bijective pair
(Y, ψ, πs, Z, ζ, πu) for (X,ϕ) such that (Y, ψ) and (Z, ζ) are mixing.
Theorem 4.3. (special case of the u-bijective version of [23, Corollary 3.6])
Suppose that π : (Z, ζ) → (X,ϕ) is a u-bijective map between two mixing Smale
space and P is a finite ζ-invariant subset of Z. Then Gs(Z, ζ;P ) is an open sub-
groupoid of Gs(X,ϕ;π(P )) and hence there is an induced nonzero ∗-homomorphism
π∗ : C
∗(Gs(Z, ζ;P ))→ C
∗(Gs(X,ϕ;π(P ))).
We can prove the existence of nonzero projections in full generality.
Theorem 4.4. If (X,ϕ) is a mixing Smale space, then its stable and unstable
C∗-algebras have nonzero projections. In particular, these projections are full.
Proof. We initiate the proof by remarking that the involved C∗-algebras are simple
and stable, so they contain a full projection if and only if they admit a nonzero
projection. Since the unstable algebra of (X,ϕ) is the stable algebra of (X,ϕ−1)
we need only prove that the stable algebra contains a nonzero projection. Fix an
s/u-bijective pair (Y, ψ, πs, Z, ζ, πu) for (X,ϕ) as in Theorem 4.2. In particular,
πu : (Z, ζ)→ (X,ϕ) is u-bijective, the stable sets of (Z, ζ) are totally disconnected
and (Z, ζ) is mixing.
Fix a finite set of ζ-invariant points, P , in Z and form C∗(Gs(Z, ζ;P )). By
Theorem 3.2, C∗(Gs(Z, ζ;P )) has a nonzero projection. It is also a simple C
∗-
algebra. By Theorem 4.3, there is nonzero ∗-homomorphism
(πu)∗ : C
∗(Gs(Z, ζ;P ))→ C
∗(Gs(X,ϕ;π(P )))
Since C∗(Gs(Z, ζ;P )) is simple and this map is nonzero, it is injective. Hence,
C∗(Gs(X,ϕ;π(P ))) has a nonzero projection because C
∗(Gs(Z, ζ;P )) does. The
result now follows, since changing the finite set of invariant points in the definition
of the stable algebra does not affect the isomorphism class of the C∗-algebra by [9,
Appendix]. 
The results in [8] show that the stable and unstable algebra of a Smale space
have finite nuclear dimension (and hence are quasi-diagonal). In addition, assuming
existence of nonzero projections, they are proven to be approximately subhomoge-
neous. From these results in [8], Theorem 4.4 and Lemma 2.1 we deduce the next
corollary. We are additionally using the fact that the C∗-algebras associated with
a mixing Smale space are simple (see [25, Theorem 1.3]) and stable (see [9]).
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Corollary 4.5. If (X,ϕ) is a mixing Smale space, there are simple unital C∗-
algebras As(X,ϕ, P ) and Au(X,ϕ,Q) and isomorphisms
C∗(Gs(X,ϕ, P )) ∼= As(X,ϕ, P )⊗K and C
∗(Gu(X,ϕ,Q)) ∼= Au(X,ϕ,Q)⊗K.
The unital C∗-algebras As(X,ϕ, P ) and Au(X,ϕ,Q) are approximately subhomo-
geneous, satisfy the UCT, have finite nuclear dimension (and are quasi-diagonal).
5. Real rank zero
In this section, we discuss the traces on the stable and unstable algebras and
study real rank zero in the context of Smale space C∗-algebras. The following facts
will be used:
(1) It follows from Perron–Frobenius theory (see in particular [19, Theorem
4.3.1]) and Bowen’s theorem (see in particular [4, Theorem 33]) that the
topological entropy of a mixing infinite Smale space is strictly greater than
zero. Hence if log(λ) is the entropy then λ > 1.
(2) The homoclinic algebra of a mixing Smale space has a unique tracial state
τH , see [16] and Subsection 2.5 above.
(3) In [18, 22], lower semi-continuous densely defined traces τS and τU are
defined on the stable and unstable algebras. See more in Subsection 2.5
above.
(4) Any lower semi-continuous densely defined trace on a C∗-algebra is finite
on its Pedersen ideal (i.e., the Pedersen ideal forms a common domain of
definition for such traces) see [6, page 73].
(5) In particular, the previous fact implies that a lower semi-continuous densely
defined trace on a unital C∗-algebra is a trace (i.e., finite on the entire
algebra).
Proposition 5.1. The C∗-algebra S, U and S ⊗ U each have a unique (up to
positive scaling) positive lower semi-continuous densely defined trace. Moreover, if
A is any of these three algebras and p ∈ A is a nonzero projection, then the unital
algebra pAp has a unique tracial state.
Proof. We begin with S ⊗ U . By [22, Theorem 3.1], S ⊗ U is Morita equivalent
to H . Since H (which is unital) has a unique trace, it follows that S ⊗ U (which
is non-unital) has a unique (up to scaling) lower semi-continuous densely defined
trace by [6, Proposition 2.2 and Corollary 2.4]. Moreover, this trace is given by
τS ⊗ τU .
Next suppose τ1 and τ2 are two lower semi-continuous densely defined traces on
S. Then τ1⊗ τU and τ2 ⊗ τU are each lower semi-continuous densely defined traces
on the Pedersen ideal of S ⊗ U . It follows that τ1 ⊗ τU = cτ2 ⊗ τU for some c > 0.
From which we obtain that τ1 = cτ2. The proof for U follows from the result for S.
The second part of the theorem follows from the first part of the theorem using
[6, Proposition 2.2 and Corollary 2.4] and the fact that pAp is Morita equivalence
to A because A is simple. 
Proposition 5.2. The traces τH and τS⊗τU coincide under the Morita equivalence
defined from the imprimitivity bimodule S⊗UC
∗(Z(P,Q))H (see Subsection 2.6). In
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particular, the following diagram commutes:
(2) K0(H)
K0(τH)

✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
∼=
// K0(S ⊗ U)
K0(τS)⊗K0(τU)
☎☎
☎☎
☎☎
☎☎
☎☎
☎☎
☎☎
R
where the horizontal arrow is Morita equivalence.
Proof. Since S, U , andH carry unique traces, by Proposition 5.1, it suffices to prove
that the diagram commutes when applied to [1] ∈ K0(H). Indeed, uniqueness of
traces implies that for a ν > 0 we have that τH = ντS⊗τU , so τH(1) = ν(τS⊗τU )(p).
Here p ∈ S ⊗ U denotes a projection corresponding to 1 ∈ H under the Morita
equivalence, see Subsection 2.6.
We thus need to prove that τS ⊗ τU (p) = 1. For notational convenience, we let
G
(0)
s and G
(0)
u denote the unit spaces Xu(P ) and Xs(Q), respectively, viewed as
subspaces of Gs and Gu. It is readily verified that
Vij∩(G
(0)
s ×G
(0)
u ) =
{
∅, if i 6= j,
{((x1, x1), (x′1, x
′
1)) : x1 ∈ X
u(gi, ǫ), x
′
1 ∈ X
s(gi, ǫ)}, if i = j.
We can therefore compute using Equation (1) that
τS ⊗ τU (p) =
K∑
i=1
∫
Xu(P )×Xs(Q)
fi([x, x
′])2 d(µPu × µ
Q
s )(x, x
′)
=
K∑
i=1
∫
Xu(gi,ǫ)×Xs(gi,ǫ))
fi([x, x
′])2 d(µPu × µ
Q
s )(x, x
′)
=
K∑
i=1
∫
[Xu(gi,ǫ),Xs(gi,ǫ))]
fi(y)
2 dµ(y) =
∫
X
K∑
i=1
fi(y)
2 dµ(y) = 1.
In the last equality, we used that
∑K
i=1 f
2
i = 1 which follows from the fact that
{f1, . . . , fK} is a partition of unity. 
Proposition 5.3. The range of K0(τH) is dense in R.
Proof. Let αS denote the automorphism on S induced by ϕ. Then αS ⊗ idU is an
automorphism of S⊗U . Moreover, since τS(αS(b)) = λτS(b) for each b ∈ Dom(τS),
we have that for any a with finite trace,
(τS ⊗ τU )((αS ⊗ idU )(a)) = λ(τS ⊗ τU )(a)
where log(λ) is the topological entropy.
Using the previous proposition and the fact that τH [1H ] = 1, we have that the
range of K0(τH) contains the subgroup of R generated by {λ−n | n ∈ Z}. Since
λ > 1, the range of K0(τH) is dense in R. 
In our proofs concerning real rank zero, we will need a result of Rørdam:
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Lemma 5.4. (see Corollary 7.3 in [28])
If A is a simple, unital, exact, Z-absorbing C∗-algebra with unique trace τ , then A
has real rank zero if and only if range of K0(τ) is dense in R.
Theorem 5.5. Suppose (X,ϕ) is a mixing Smale space and H, S and U be the
associated homoclinic, stable and unstable algebras. Also let H ⋊ Z denote the
homoclinic algebra crossed with the integer action induced by ϕ. Then H, S, U and
H ⋊ Z each have real rank zero.
Proof. We begin with H and show that the hypotheses of Lemma 5.4 are satisfied.
The homoclinic groupoid is amenable so the associated C∗-algebra is nuclear and
hence exact. That (X,ϕ) is mixing implies that H is simple is shown in [25]. Finally
H is Z-stable by the main result of [8]. Proposition 5.3 shows that the range of
K0(τH) is dense in R. Thus we can apply Lemma 5.4, which implies that H has
real rank zero.
Since the stable algebra of (X,ϕ−1) is the unstable algebra of (X,ϕ) we need
only prove the result for S. Let p 6= 0 be a projection in S. Then by Proposition
5.1 pSp has a unique tracial state. Furthermore it is simple, unital, nuclear and
Z-stable so Lemma 5.4 reduces the proof to showing that the range of the trace
is dense in R. This follows as in the proof of Proposition 5.3 using the fact that
τS(αS(b)) = λτS(b) for each b ∈ Dom(τS) where λ > 1.
For H⋊Z the argument is similar, again one checks that the hypotheses Lemma
5.4 are satisfied; the details are omitted. 
Smale’s decomposition theorem allows one to generalize many results from the
mixing case to the nonwandering case. For completeness we include the details in
the case of real rank zero.
Theorem 5.6. Suppose (X,ϕ) is a nonwandering Smale space and H, S and U be
the associated homoclinic, stable and unstable algebras. Then each of these algebras
have real rank zero.
Proof. We only give the details for the homoclinic algebra as the proof in each case
is similar. The C∗-algebraic consequence of Smale’s decomposition theorem is that
H is isomorphic to the finite direct sum of the homoclinic algebras associated to
mixing Smale spaces, see [23, Section 2]. Using the previous theorem and the fact
that real rank zero respects direct sums, we have that H has real rank zero. 
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