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ABSTRACT. the objectivity of physics has been called into question by social theorists, Kuhnian relativists, and by anomalous aspects of quantum mechanics.  Here we focus on one neglected background issue, the categorical structure of the language of classical physics. The first half is an historical overview of the formation of the language of classical physics (LCP), beginning with Aristotle's Categories and the novel idea of the quantity of a quality introduced by medieval Aristotelians. Descartes and Newton attempted to put the new mechanics on an ontological foundation of atomism.  Euler was the pivotal figure in basing mechanics on a macroscopic concept of matter. The second scientific revolution, led by Laplace, took mechanics as foundational and attempted to fit the Baconian sciences into a framework of atomistic mechanism. This protracted effort had the unintended effect of supplying an informal unification of physics in a mixture of ordinary language and mechanistic terms. The second half treats LCP as a linguistic parasite that can attach itself to any language and effect mutations in the host without changing its essential form. This puts LCP in the context of a language of discourse and suggests that philosophers should  concentrate more on the dialog between experimenters and theoreticians and less on analyses of theories. This orientation supplies a basis for treating objectivity.
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Introduction
Science in general and physics in particular has traditionally been the paradigm case of objectivity, rationality, and progress. In the recent ‘science wars’ this evaluation has been severely challenged by revolutionary philosophers of science, the social construction of scientific knowledge, and the role accorded physics in post-modern deconstructionism. It is misleading to label either of these conflicting views by a common name, suggesting shared positions. However, for introductory purposes I will adapt Pickering’s terminology and speak of two idioms: representation and performative.​[1]​ By a gross oversimplification we may indicate the extreme forms of the representational and performative idioms in appraising some characteristics of science: objectivity: conformity with reality—intersubjective agreement; method: rational argumentation—rhetorical persuasion; historical development: progress—changing styles; core doctrines: truth—tradition. 
In this paper we examine one background issue, the language of classical physics. ​[2]​Though my primary concern is the relation between classical and quantum physics, rather than the science wars, I will indicate the bearing this has on the issues just schematized. The language of classical physics is a linguistic parasite. It evolved from an Indo-European core but can now attach itself to Japanese, Arabic, or any other language while preserving its basic structure and inducing mutations in its successive hosts. It is a language of discourse, particularly the discourse between experimenters and theoreticians. We are particularly concerned with its categorial structure, or the cluster of core concepts. Two considerations motivate this special focus. First, for familiar reasons, the categorial structure of a spoken language reflects and shapes the ontology, or descriptive metaphysics, implicit in normal linguistic usage. Second, as we will attempt to show, the historical evolution of the categorial structure of classical physics manifests an underlying consistency and progressive growth quite at variance with the scenarios proposed by paradigm replacements, degenerating research programs, problem-solving methodologies, and successive replacement of theories considered as separately interpreted units.
 Surprisingly, the categorial structure of the language of classical physics has rarely been an object of systematic analysis. A schematic outline of the reasons for such neglect clarifies the issues to be addressed. A strong tradition in classical physics effectively treated the language of physics as a semi-transparent medium. Though opaque to the uninitiated, once mastered it serve as a medium through which one sees reality as it exists objectively. It seems reasonable, accordingly, to ignore the medium and focus on the reality revealed. Logical positivism rejected such naïve realism and made a sharp distinction between the language of functioning physics and the ideal languages proper to a rational reconstruction of physics. The latter involved formal languages for the rigorous reconstruction of theories and an observational language for the experimental reports that served to confirm or falsify theoretical predictions. Though the myth of a to-be-constructed observational language has long since vanished it left a perduring remnant, the designation of non-observational terms in experimental reports as 'theory laden'.
The reaction against positivism led to the semantic conception of theories. Its developers criticized syntactical reconstructions as being overly dependent on the particular linguistic formulation used in the axioms. Theories admit of diverse formulations, such as the Newtonian, Lagrangian, and Hamiltonian formulation of classical mechanics. Accordingly, it seemed advantageous to conceive of, or reconstruct, theories as abstract mathematical structures, such as the phase-space formulation of classical mechanics or the Hilbert-space formulation of quantum mechanics, interpreted through a family of models. One of these mathematical models is then taken as a model, in a more iconic sense, of some aspect of reality. In this conception, an interpretation of a theory is essentially a model-mediated relation between an abstract mathematical formulation and the things it is a theory of. Language effectively drops out of the final interpretation. 
In the background is the sharp separation between analytic philosophy, aka ordinary language analysis, and the philosophy of science, a separation stemming from Wittgenstein's Philosophical Investigations and the trend among recent philosophers of science to switch from the holistic systematizing of Quine and Sellars to detailed analyses of particular theories. The net result is that analysts treat language as used, but not physics, while philosophers of science in the Anglo-American tradition treat physics but not language. Though the phenomenological tradition does not have much to say about the interpretation of physics, it makes a distinct contribution to the end-of-philosophy scenario and the issue of objectivity. This, as well as more technical difficulties, will be considered later.
In the current conflict the representational idiom is clearly at a disadvantage. In addition to the notorious difficulties involved in explaining ‘correspondence with reality’, there is the issue of scope. Where the performative  perspective includes the social and historical aspects of science, cultural forces, experimental interactions and limitations, and  personal decisions, the representational perspective tends to concentrate on the products of science, theories considered as timeless claims. A consideration of the evolution of the language in which such claims are framed would add a social and historical dimension. What I will attempt here is to outline a reconstruction of the language of physics, focusing on its conceptual core. This is part of a larger project to be developed elsewhere. Two preliminary qualifications are in order. First, this survey is concerned with the developing core of scientific language, rather than with normal history . Hence, it treats origins, presuppositions, and linguistic residues of transitory ontologies, rather than the familiar discoveries and theories. Second, to streamline the survey I will rely on and often simply report other accounts. Then, I will relate some historical reflections to the issues just summarized. 
1. Historical Development
1.1 The Incubation Period.	
 The new quantitative physics of the scientific revolution emerged from earlier discussions of the quantity of qualities. As Bochner explains it:
And yet, from whatever reasons, the Greeks never penetrated to the insight that an effective manner of pursuing mechanics, physics, and other science is to articulate qualitative attributes by quantitative magnitudes, and then to represent connecting rules and laws by mathematical formulas and relations in order that the application of mathematical procedures to the formulas and relations may lead to further explications and developments. (Bochner, 1966, p. 31)
The seed from which this new way of doing physics incubated was the quantification of qualities, which was rooted in the scholastic treatment of Aristotelian categories. To see this as the point of departure of the language of physics we should begin with the ordinary language basis. Categorization is a basic feature of all natural languages (Rosch,1999). It provides maximum information with the least cognitive effort. By coding an object or event as member of a class one has a basis for drawing further conclusions concerning normal properties and activities. For such inferences to have a reasonable degree of accuracy the categorial structure must map significant features of the perceived world. In normal usage, including language learning, the categorial system is anchored in basic objects: chair, table, man, bird, cow. These are typically learned by prototypes, rather than definitions or necessary and sufficient conditions. This basis leads to fuzzy or overlapping border. Ordinary usage handles this by various hedges. (Lakoff, 1980). While standard objects anchor a categorial system, subordinate levels emphasize differentiation, a kitchen chair as opposed to a living room chair. Superordinate levels play a distinctive role in classifications of events. By 'event' we refer to activities that are routinely categorized as distinct units. Thus the students Rosch tested listed their normal daily activities through items such as: getting dressed (putting clothes on), having breakfast (eating food), traveling to the university (using a vehicle), and attending classes. Here, superordinate terms: 'clothes', 'food', 'vehicles', 'classes' supply the normal means of categorizing activities. Such higher order activities as the classification of objects in terms of distinctive properties presupposes the establishment of the categorial system. 
When categorial systems become objects of study in their own right, then the emphasis changes from particular objects to the systematization. As Hacking (2001, Sect. 2) notes, 'category' is used in a broad sense by linguists and psychologists for any class with a common name, and in a stricter sense by philosophers concerned with ultimate classes. Aristotle initiated such a systematic study and the categorial system he developed played a formative role in the evolution of both physics and biology. His list of ten categories is presented in slightly different forms in  his Categories  4(1b25-2a10) and in his Metaphysics 5(1017a7-1018a20). (See Hacking, 2001, sect. 3.3)  Neither account presents any justification of these ten categories as basic. Aristotle's Categories is generally treated as the introductory part of his Organon, a somewhat fragmentary collection of lecture notes in which Aristotle treats the logic of terms prior to his more mature work on syllogisms, inference, and axiomatic systems. W. Mann (2000) has recently argued that the Categories should be interpreted as the discovery of things as things. I would modify this to the claim that in the Categories Aristotle discovered a way of making individual things subjects of science​[3]​. Before considering them we should avert to an important point Mann makes. Aristotle's Categories has not been interpreted as a breakthrough chiefly because the basic points made now seem obvious. Since the treatise offers virtually no supporting arguments, the impression is given that these points were obvious even in Aristotle's day. Its revolutionary nature appears only when the doctrine presented is situated in the problematic of the late Academy, where accounts of predication supplied the tool for criticizing the ontological primacy of forms and tackling the foremost problem of the day, making change intelligible. 
The striking new claim is that among entities in general ( ), concrete individual things are the really real, the fundamental entities (). Though this term is generally translated 'substance', this translation effectively imposes Aristotle's later metaphysics, rather than the problematic term he shared with Plato.  As suggested by Hacking, Aristotle's earlier use of this term will be translated 'what a thing is' or 'whatness'. The crucial citation is (Categories, 2b 5-6):  “Thus everything except primary whatness is either predicated of primary whatness, or is present in them, and if these last did not exist it would be impossible for anything else to exist.”
The doctrine is fairly clear. Its justification is quite obscure. Since we are concerned with the historical role of the doctrine we will consider Aristotle's justification only to the degree helpful in clarifying the doctrine. Aristotle's analysis of predication was concerned with ontological priority. Unfortunately, his analysis is notoriously innocent of any use/mention distinction, so it is not always clear when he is speaking about terms and when about the things terms signify. Further, he seems to equate meanings with definitions. Instead of beginning with such contemporary concerns, it is better to begin by situating the doctrine of the categories between Plato's late dialogs and Aristotle's later metaphysics. For Plato scientific knowledge (episteme, not modern science) must be certain and of what is. Forms, rather than changeable beings fit the requirement. Changeable beings were understood in terms of one quality replacing another, as heat replacing cold or fire either retreating or perishing in the presence of cold (Phaedo, 103). Concrete individuals were conceived of, in Sellars's apt phrase, as leaky bundles of particulars. Aristotle was using an analysis of predication to get at the reality of things. Effectively he treated concrete individuals as falling into one of three classes: heaps, natural units, and artifacts. Heaps fit the Platonic treatment of individuals as leaky bundles of particulars. Aristotle considered natural units to be objects of scientific knowledge, and in fact devoted much of his career to studying them. He constantly relies on the analogy between natural units and artifacts. A piece of leather becomes a sandal because of an imposed form and a purpose. His doctrine of forms came later. In the Categories he is concerned with getting at concrete units by analyzing predication. That aspect, however, should be situated in the context of the Socrates of Plato's dialogs unceasingly searching for the true definitions of justice, piety, and other virtues . 
Aristotle's initial discussion introduces two types of distinctions in talking about terms. The first set, 'equivocal', 'univocal' and 'derivative' (e.g., gambler, runner) depends crucially on features of language. The second set, 'said of' and 'present in' do not manifest the same dependence on the terms used (and so are more concerned with things than terms).  They differ in transitivity of predication. Thus (as in Greek, omitting indefinite articles) if "Socrates is man" and 'Man is animal" then "Socrates is animal" and the definitions of 'man' and 'animal' can be predicated of Socrates. Affirming "Socrates is pale", however, does not imply that the definition of pale white applies to Socrates.  It applies to colors. Putting the two distinctions together yields a fourfold classification. (a) Some items can be both in something as subject, and also said of something; (b) other items are in but not said of something; some items can only be said of something as subject but are not in anything; finally some items can neither be said of anything nor be in anything. The last class yields the concrete objects Aristotle treats as basic. The other classes involve problematic features concerning predication.
To get at the distinctive features of the objects Aristotle took as basic we consider the role of definitions. A definition is a phrase signifying a thing's essence (Topics 101b38). It is an answer to the question "What is an X?" Plato thought that there could be no definition of sensible things. (Metaphysics, 987b) For Aristotle, individual things are what they are because they are beings of a certain kind. (Topics, 125b 37-39) This kind could be defined by a genus and specific difference. Their designation was through univocal terms that his logic required.  Thus, the primary instances of ‘things’ are natural units.
Aristotle clearly realized that his analysis was seriously complete. When he returned to the task in the lectures later put together as Metaphysics his overriding concern was with being as being. 
And indeed the question which was raised of old and is raised now and always, and is always the subject of doubt, viz. What being is, is just the question, what is substance?. . . And so we also must consider chiefly and primarily and almost exclusively what that is which is in this sense. (Metaphysics, 1028b 1-6, italics in McKeon)
 His metaphysical account is a theory of being as composite of matter, form, and potency that seeks to make change intelligible. This doctrine applies primarily to substantial beings. The net result is that the things that count as subjects of scientific investigation are things belonging to types that admit of definition, at least in principle. Scientific investigation and demonstration is primarily concerned with things categorized as substantial units, which are characterized by their quantity, quality, relation, action, passion, plus further categories, and which can remain substantial units while undergoing accidental changes.
The Aristotelian categorial system, though rooted in basic features of the Greek language, was intended as a means of  accounting for reality as it exists objectively. Aristotle treated categories both as 'kinds of predicates' (  ) and 'kinds of being' (  ). The boundary is fuzzy. Yet, one clear separation constitutes a basic requirement of Aristotelianism. Some properties are essential for natural kind objects to be natural kinds, regardless of the language in which these properties are expressed. In making individual objects the units to be explained and in striving to make basic explanations independent of the features of any particular language Aristotle initiated the language of physics.
The subsequent evolution of the categorial system involved an increasing detachment from its basis in normal language usage. This heightened the appearance of objectivity, of categories as kinds of beings. Aristotelian writings were transmitted to the West through the medium of works written in Arabic, a non Indo-European language. The earliest Arabic philosophers, Al-Kindi (c. 790-873) and Al-Farabi (c. 870-950) assimilated Aristotelian philosophy through late neo-Platonic commentators. Both insisted that Plato and Aristotle really held the same metaphysics and differed only on terminology. This syncretism discounted the type of language analysis that both Plato and Aristotle used in establishing their positions. Aristotelian philosophy achieved a certain degree of distinctiveness as philosophy and autonomy from the Koran only in the writings of Averroës (1126-1198). He knew the corpus of Aristotle's writings. To combat Al-Ghazzali's (1058-1111) neo-fundamentalist attack on philosophy Averroës distinguished three classes of men: the religious man, who recites the Koran; the lawyer, who interprets the Koran; and the philosopher, who deals with absolute truth and interprets the Koran as allegorical. Though Al-Ghazzali's position became dominant in the Islamic tradition, Averroës had the major influence in the West. 
When Aristotelianism was introduced in the West in the mid-thirteenth century the Aristotelian categories were accepted as an objective classification, and their ordering was interpreted as expressing a conceptual necessity. A quality, such as red, presupposes an extended substance. Extension presupposes something extended, a substance. Substance is not predicated of anything. Thus in the order of being, as opposed to the order of perception, the ordering of basic categories: substance, quantity, quality, was assumed to have a conceptual necessity. This seemed to preclude, as it had with the Greeks and Arabs, any quantification of qualities as a reversal of a necessary ordering. Yet, accepted theology demanded some quantification of qualities (See Crombie, 1959, pp. 85-119). The accepted tradition, which supplies the basic structure for Dante's Divine Comedy, is that rank in heaven or hell depends on the degree of sanctifying grace (or of its absence) that the soul possess at death. Thomas Aquinas seems to have been the first to speak of the quantity of a quality.​[4]​  He distinguished between quantity per se, or bulk quantity, and quantity per accidens, or virtual quantity.  A quality can have magnitude by reason of the subject in which it inheres, as a bigger wall has more whiteness than a small wall, or by reason of the effect of its form. A secondary effect of a form is manifested through activity. Thus a man with greater strength can lift heavier rocks. This was within the Aristotelian tradition, where the change in the intensity of a quality involved the loss of one species of a quality and the acquisition of another. Subsequent discussions of the quantity of qualities concentrated, not surprisingly, on ontological issues. How is quality to be understood as a determination of a substance? How is a change in the degree of a quality to be understood in terms of causes​[5]​? 
A significant modification of the Aristotelian sharp separation of categories centered on discussions of the intensification and remission of qualities. The fourteenth-century nominalists, especially William of Ockham, attempted to eliminate the ontological discussions by focusing on the question of when a word admits of the adjectives 'strong' and 'weak' and when it can be combined with the terms 'large' and 'small'. When the problem was put in these terms, then changes in local motion, rather than degrees of charity, emerged as the prime example of intensification and remission. The mathematization of motion was developed chiefly by the 'Calculators' of Merton College in Oxford and later by Nicole Oresme and others at the University of Paris. These calculations were based more on abstract considerations rooted in the system of categories than on empirical data. 
Oresme effectively introduced the geometric representation of quantities that culminated in Descartes' analytic geometry: 
"Therefore, every intensity which can be acquired successively ought to be imagined by a straight line perpendicularly erected on some point of the space or subject of the insensible thing, e.g., a quality. For whatever ratio is found to exist between intensity and intensity, in relating intensities of the same kind, a similar ratio is found to exist between line and line, and vice versa.' (citation from Clagett ,1968),  p. 165).
 In these works there is no mention of actual measurements or units or, until the sixteenth century, any application to falling bodies. However, this treatment of the intensification and remission of qualities introduced a conceptual language that made discussions of measurement possible, and stimulated mathematical analyses of functional relations and of the representation of varying qualities. (Murdoch, 1974)
In addition to the abstractness of this treatment, there were two other factors that distanced this burgeoning language of mathematical physics from the lived world of ordinary language. First, teaching and texts were in scholastic Latin. This was the language used in the Catholic liturgy and in the universities. It had long ceased to be a normal spoken language. It was divorced from the lived world. Second, a factor that played a role in the transition from scholastic science to the scientific revolution, there was the discovery of perspective.​[6]​  In linear perspective the space is three dimensional, rather than the flat space of medieval painters. It is a Euclidean homogenous space organized from the standpoint of an outside viewer, with light propagating along geometric lines outlining the space from the foreground to the vanishing horizon. This new way of organizing representations of reality from the perspective of an outside observer rapidly spread to other fields. Classical French drama respects the 'Aristotelian' dramatic unities of an integrated story completed in one day at one locale. Aristotle had only insisted on unity of action. The ‘classical Aristotelian doctrine’ was articulated by sixteenth century Italian critics influenced by perspective. It spread to physics when Kepler, influenced by Dürer's  perspectival methods as well as Galileo’s telescope, showed, in  his Dioptrice, how a correct geometrical analysis of light rays explained vision.  Descartes’s  La Dioptrique extended Kepler’s work by giving a correct law of refraction. Perspective entered mathematics with Descartes’ analytic geometry and the representation of bodies through coordinates in Euclidean space. Most analyses of this focus on the fact that the geometry is Euclidean, rather than on the portrayal of space from the perspective of an outside observer. The idea of the detached observer regarding physical reality from an external viewpoint culminates in Descartes' Discourse on Method and Meditations.
1.2  The Scientific Revolution.  
In the Scientific Revolution the emphasis on basic categories shifted from Aristotelian natural units to properties that could be represented mathematically. Here we will skip the familiar aspects of this revolution and concentrate on an unintended linguistic residue, a revised categorial system. Galileo introduced the distinction between real properties of bodies: shape, size, location, motion, and contact; and qualities such as tastes, odors, and colors that reside only in human consciousness. (Drake, 1957, p. 274). The effective criterion was that only properties that admit of quantitative measurement can be considered objectively real. Descartes accorded mechanistic atomism an ontologically fundamental role with extension the only real property of material bodies. His dualism handled non-material bodies. Boyle tempered this austerity by postulating ontologically real dispositions in bodies that produce secondary qualities in sensitive organisms. His famous experimental demonstrations supported his claim that these dispositions could be explained through the mechanical properties of ultimate particles: size, shape, motion, and contact action.​[7]​ Thus, the emphasis shifted from substances, or natural units, as the basic subjects of science, to objects with quantitative properties.
Though Newton was an atomist, his corpuscular assumptions never supported the edifice of his mechanical system. The methodology that emerged from his intermittent labors in mechanics is summarized in a Scholium  (Principia, Book I, Proposition 69). He begins with mathematics, or the mathematical formulation of different force laws in Books I and II, then treats physics, chiefly the application of the inverse square law to the solar system and other phenomena, in Book III. Philosophy should then give a more ultimate explanation through causes and the ultimate constituents of matter. (His Third Rule of Reasoning in Philosophy and General Scholion) Though Newton pondered such issues in some detail, he did not publicly develop them as a foundation for mechanics. Two factors influenced this public reticence.  He was not satisfied with his own philosophical explanations, espcially his private attempts to explain the cause of gravity. His mathematics of fluents and fluxions, an outcome of considerations of the intensification and remission of qualities, assumed continuity rather than discreteness. His atomism was promulgated through the oracular pronouncements appended as Queries 20-23 of the second edition (1706) of his Opticks. It differed from Boyle's atomism chiefly in substituting a hierarchy of forces for contact action.​[8]​
An explanation of the properties of the material universe in terms of its ultimate constituents has remained the Holy Grail of physics. Its foundational role in mechanics, however, proved evanescent.  Its explicit rejection occurred in Euler's 1755 paper on hydrodynamics, where he declared that the atomic hypothesis may be true but is absolutely sterile. (Euler, series II, vol. 12, p. 3). He replaced Newton's molecular model of fluids with a model of continuous homogeneous material. As Truesdell, the editor of Euler's collected works, summarizes it: "Henceforth the principles of mechanics are applied directly to the bodies of physical experience. Atoms are replaced by the fiction of point masses while the continuum model of matter supplies a basis for a formulation of mechanics in terms of differential equations" (Euler, series II, Vol. 12, pp.ix-cxxv). In his later, immensely popular, Letters to a German Princess​[9]​ he refuted the standard arguments for ultimate simples and presented extension, mobility, and impenetrability as the essential characteristics of bodies. This reinterpretation of mechanics reached its culmination in Lagrange's Mécanique analytique, where mechanics is presented as a branch of analysis.
Euler's criticism of atomism was part of his larger campaign against materialism. The atomic hypothesis was not generally abandoned, but it no longer supplied even a hypothetical foundation for mechanics. Mechanics was based on the properties of gross matter that admitted of quantitative measurement.  At about the same time, Berkeley and especially Hume reinterpreted the distinction between primary and secondary qualities as an epistemological, rather than an ontological distinction, something based on an analysis of how we come to know matter, rather than on how it exists objectively. The net result was that the categorial system of  physics dropped the Aristotelian emphasis on substantial units, or relegated it to biology and psychology, and treated quantifiable qualities as the basic properties of objects. The prototypical quantities were quantities of gross matter, not ultimate corpuscles.
1.3  The Second Scientific Revolution
The second scientific revolution centers on the attempts, led by Laplace, to incorporate the Baconian sciences into  mechanical account of physical reality. Though it did not achieve the foundational goals intended, nevertheless it had an effect that was not anticipated. It supplied a unified language with a mechanical core that interrelated the different branches of physics. Our primary concern is with this linguistic residue of a failed ontology.
Towards the end of the eighteenth century there was an increased emphasis on quantitative precision in experimentation, together with a concerted effort to standardize methods and experimental devices in a way that would allow for reproducible results.​[10]​  An experimenter in such Baconian sciences as electricity, magnetism, chemistry, or early thermodynamics. sought to learn something novel from nature. Phenomena that did not lend themselves to familiar classification or fit standard theories were objects of qualitative studies and sources of aesthetic pleasure. Even the pages of the Philosophical Transactions of the Royal Society were filled with reports of marvelous phenomena and strange experiences, with the hope that an explanatory account would eventually emerge. The new experiments aiming at quantitative precision attempted, as Kant put it, to compel nature to answer our questions. The phrasing of the questions imposed a categorial system on communicable results. We will consider the attempts to incorporate thermodynamics and electrodynamics into a mechanistic system and its effect on the categorial core of the language of physics.
1.31 Thermodynamics.  
In the 1770s the young Laplace collaborated with Lavoisier in developing a chemical physics of heat, the caloric theory. This effort was later extended to hypotheses concerning short range forces and mathematical formulations that could be adjusted to explain heat, affinity, capillary action and other phenomena.​[11]​ This experimental and theoretical work conditioned his transformation of atomism. Descartes, Boyle, and with qualifications, Newton put atomism on an ontological foundation, buttressed by conceptual arguments. The properties of ultimate corpuscles must be all and only the properties of matter as such. Laplace changed this mechanistic atomism into atomistic mechanism. A foundational role is assigned to the principles of mechanics. Then mechanical hypotheses are introduced concerning particles and short range forces. Since the true intermolecular forces were unknown, Laplace sought confirmation through detailed experiments testing the ultimate consequences of his hypotheses. (Ibid. Vol. IV, p. 1009, vol. V, p. 466). Poisson coined the term 'physical mechanics' to characterize the difference between Laplace's work and Lagrange's analytic mechanics. (Taton, 1961, p. 102).
A simplified schematic outline of the development of thermodynamics supplies a screen on which the incorporation of thermodynamic concepts into a mechanistic framework can be projected​[12]​. Epistemologically sophisticated scientists did not think that heat, a secondary quality, was part of physics. Only Baconian science treated it. In the late eighteenth century Joseph Black and Johan Wilcke, more or less independently, brought quantitative precision to thermal studies through the distinction between temperature and heat, the introduction of specific heats, the distinction between overt and latent heat, and the contention that measurements concerned heat transfer, rather than the heat in a body. Lavoisier's adaption of caloric theory systematized these results by assuming virtually massless caloric atoms that repel each other, but are differentially attracted to atoms of gross matter. This supplied a qualitative account of the transition from solid to liquid to gaseous states and, through the assumption of caloric conservation, a basis for calculating the thermal outcome of mixtures of different substances at different temperatures. In spite of a limited success, the assumption of caloric atoms became increasingly suspect due to Rumford's  criticisms, the acceptance of the wave theory of light, and the phenomenological thermodynamics introduced by Fourier.​[13]​  
The concept 'energy' stemmed from Leibniz's vis viva and Mme. Du Châtelet's demonstration that earlier experiments showing that weights dropped onto a clay floor had impact depths proportional to the square of the velocity supported conservation of vis viva rather than momentum It achieved a pivotal role through the establishment of energy conservation by Mayer and Helmholtz and Joule's demonstration of the interconvertability of mechanical and thermal energy. . As Harman summarized it:
By the middle of the nineteenth century the concept of energy was being employed to provide the science of physics with a new and unifying conceptual framework, which brought the phenomena of physics within the mechanical view of nature, embracing heat, light and electricity together with mechanics in a single conceptual structure.  The establishment of the mechanical view of nature, which supposed that matter in motion was the basis for physical conceptualization, as the program of physical theory, and of the concept of energy and the law of the conservation of energy as principles unifying all physical phenomena, was the distinctive feature of the conceptual structure of nineteenth‑century physics. (Harman, 1982a, p. 106)
 Though thermodynamics was related to mechanism, it featured three distinctively non-mechanical concepts: 'temperature', 'state of a system' and 'entropy'. The concept 'temperature', was originally based on expansive properties of particular substances: air, water, alcohol, or mercury. This involved both practical difficulties, such as changes of state and non-uniform expansion, and conceptual inconsistencies. The accepted principle that bodies in equilibrium are at the same temperature, aka the zeroth law of thermodynamics, deprives any particular substance of a privileged status in defining temperature Independently Gay-Lussac and Dalton proposed basing the concept of temperature on the coefficient of expansion of gases. By the middle of the nineteenth century, it was realized that this coefficient, 0.00366 per degree, strictly applied only to ideal gases. The theoretical resolution depended on the second distinctive thermodynamic concept.
Carnot's originally neglected treatise on the motive power of heat contained two novel concepts: 'state of a system' and 'reversible cycle'. In an ideal reversible cycle the system returns to its original state. By a qualitative use of caloric theory and an analogy between the relative efficiency of water falling on a paddle wheel and caloric dropping to a reservoir, Carnot reached the conclusion: "The motive power of heat is independent of the working substances that are used to develop it. The quantity is determined exclusively by the temperatures of the bodies between which, at the end of the process, the passage of caloric has taken place." (Carnot, pp. 76-77) This seminal principle had a guiding role both in the development of the concept of entropy and also in the burgeoning process of producing more efficient steam engines. Since it presupposed the concept of temperature it could not of itself supply a non-circular basis for defining 'temperature'. After considerable confusion Thomson finally defined temperature as T = J/, where J is the mechanical equivalent of heat and  can be defined in terms of the work done by an ideal engine in a reversible cycle. Though neither J nor  was determined with sufficient accuracy to use Thomson's formula as a practical basis for measuring temperature, it supplied a basis for a concept of temperature independent of the properties of any particular substance. (See Cropper, 1987). As Gillispie (1959, p. 367) has noted, the idea of a reversible reaction played a role in the nineteenth century similar to that of inertia two centuries earlier. Just as no real bodies ever persevere in rectilinear motion indefinitely, so no real reaction is completely reversible. Both idealizations supplied concepts which could be readily expressed mathematically. Both the first (energy conservation) and second (entropy) laws of thermodynamics rely on idealized concepts of matter and processes.
Thermodynamics could have been developed as a replacement for caloric theory with energy conservation replacing and broadening caloric conservation and assumptions about molecular motions replacing assumptions about short range attractive and repulsive forces. Clausius deliberately rejected this in favor of a sharp distinction between thermodynamics, developed as a phenomenological science, and kinetic theory:
   Before writing my first memoir on heat, which was published in 1850, and in which heat was assumed to be a form of motion, I had already formed for myself a distinct conception of the nature of this motion, and had even employed the same in several investigations and calculations.  In my former memoirs I intentionally avoided mentioning this conception, because I wished to separate the conclusion which are deducible from certain general principles from those which presuppose a particular kind of motion. . . (citation from Brush, 1976, p. 112). 
Except for Rankine, the leading developers of thermodynamics, Helmholtz, Thomson, Maxwell, and Tait followed Clausius's lead in basing thermodynamics on its own principles, rather than on ontological considerations. In labeling this 'phenomenological' physics I am following the practice of physics, rather than philosophy. The term 'phenomenological' was prominently reintroduced into discussion of physics in the mid-nineteenth century by Whewell (adapting Newton's usage) and Helmholtz (adapting Kant's usage) (Olson, 1975, chapt. 5). The net result was that thermodynamics was an idealized science where the basic idealizations were the following:
1)	The state of a system can change continuously.  One can, accordingly, use differential equations to express infinitesimal changes. 
2)	Reversible changes can be defined  in a way that does not depend on the nature of the working substance.
3)	Because thermodynamics is geared to equilibrium conditions, processes can be treated in terms of an infinite number of quasi-static states.
4)	The differential formulation of thermodynamic laws signals an end to the question of whether the laws treat the heat in a body or transferred from a body. Since the solution of differential equations involves arbitrary constants of integration, the laws do not specify absolute heat, energy, or entropy, but merely changes. 
  Thermodynamics could have been developed differently, e.g., by following Rankine’s  suggestions rather than Clausius’s. Prigone (1989) has argued that non-equilibrium thermodynamics supplies a better basis than the thermodynamics of quasi-equilibrium states. In the late nineteenth century, however, thermodynamics seemed to set a new standard for scientific theories. It was based on two laws of unrestricted validity. It could apply to the cosmos as a whole, leading to concerns with heat death. It prescinded from properties of any particular substance. Planck's dissertation defended the traditional concept of entropy against Boltzmann's reduction to statistical mechanics. The aged Einstein, reflecting on his youthful struggles with quantum theory  claimed:  "By and by I despaired of the possibility of discovering the true laws by means of constructive efforts based on known facts. The longer and more despairingly I tried, the more I came to the conviction that only the discovery of a universal formal principle could led us to assured results. The example I saw before me was thermodynamics." (citation from Schilpp, 1949, p. 53)
1.32. Electrodynamics. The development of electrodynamics had a Baconian phase culminating in quantitative concepts and laws (See Heilbron, 1979); new experimental breakthroughs consequent upon the discovery of electrical currents; and two competing theoretical traditions, Continental action at a distance and British field theory. It also featured a creative theorist who manifested an unparalleled critical concern with the status of basic concepts and the experimental support for theoretical hypotheses. For this reason we start with the problematic situation as seen by Maxwell in 1865, when he resigned his chair at King's College, retired to the family estate of Glenlair, Scotland, and began work on the systematic account that was later published as his Treatise (Maxwell 1954, original 1871; henceforth cited by pages). He later asserted that the basic purpose of the Treatise was to educate himself by presenting a view of the stage he had reached. (See Everitt, p. 80)
The underlying problematic was that the two approaches to electrodynamics seemed to be mutually incompatible but empirically equivalent. I use 'approach' , rather than 'theory' because Maxwell insisted he did not yet have a theory. He thought of a theory as an explanation in terms of causes (or sources). In his brutally honest appraisal of his own work he did not even have the beginnings of a theory because he did not know what electricity is or how fast it moves (p. 574), nor whether it is a substance, a form of energy, or belongs to any known category of physical quantities (p. 35). He did not have the roughest idea of the velocity of electrical currents or even their direction (p. 570). His account involved stress in the medium and an account of light in terms of undulations in the medium. Yet, he did not know how this stress originates (p. 644) or what light is (p. 821).
Maxwell's electrodynamics emerged from a protracted attempt to systematize experimental results on the basis of geometrical reasoning (See Wise, 1979).  When this proved an insufficient basis for a coherent treatment he adapted Thomson's method of analogies, of adapting a mathematical formalism developed for a different field (See Buchwald, 1977). Thomson developed electricity  by adapting the mathematics of heat flow. In his first paper on electrodynamics (1855) Maxwell interpreted Faraday's lines of force as tubes of variable cross section carrying an incompressible fluid. This allowed him to adapt the mathematics of fluids with continuity, sources, sinks, variable flow, and resistance. It also supplied a basis for representing Faraday's concept of an electro-tonic state characterizing the condition of a conductor in a magnetic field by assigning to any point in space a quantity determinate in magnitude and direction. This eventually became the vector potential. This representation, Maxwell insisted, is not a physical theory.(Maxwell, Papers I, p. 205).
His next electrodynamics paper (1861-1862) introduced the hypothesis of magnetic vortices with idle wheels. Distortions of these vortices were interpreted as a displacement current. This, the crucial step in transforming electrostatics into electrodynamics, supplied a basis for extending Ampère's law to closed circuits. In this paper he also introduced the hypothesis that light consists of transverse undulations of an ethereal medium. His definitive paper, "A Dynamical Theory of the Electromagnetic Field" (1864, Papers, 526-579)​[14]​ attempted to put his electrodynamics on a less hypothetical basis in two distinct, but related, ways. First, instead of molecular vortices, he now relied on the general assumption of an ethereal medium filling space, permeating bodies, capable of transmitting motion from one part to another and of communicating that motion to gross matter so as to heat it and affect it in various ways. Maxwell thought this was experimentally established by the work of Faraday, Verdet, and Thomson. (Ibid. p. 528) The second novel feature is a reliance on dynamics, rather than mechanics.  Since about 1838 British physicists had been using 'dynamical' for an explanation based on Lagrange's analytic mechanics, rather than on any particular mechanical model. (See Harman, 1982b, pp. 25-27) This entails that the basic explanatory concepts are the mechanical concepts of  space, time, force, and energy.​[15]​
Though this paper presented formidable difficulties (20 equations in 20 unknowns) it emerged as the definitive paper on electrodynamics. Here, however, we will focus on the problems it presented to Maxwell in Glenlaire. In the Continental tradition Weber had successfully answered Helmholtz's objection that Weber's law violated energy conservation. Ludwig Lorentz derived an  electromagnetic theory of light by introducing a retarded potential into distance theory. The two approaches, field theory and distance theory, seemed empirically equivalent. Yet, they had different conceptual foundations. In Maxwell's account displacement was the basic concept. Maxwell was not sure what was displaced, nor even in what direction. In his dynamics paper it pointed in the same direction as the electrical field. His earlier account in terms of distortions of vortices gave the opposite direction. Such uncertainties notwithstanding, if one accepts, as Maxwell did, mechanical explanations as basic and fields as real, then the transmission of force through fields requires that something in the field must move. The most likely source seemed to be polarization of molecules through electromagnetic force. Then positive and negative charges are really phenomenological manifestation of displacement on the bounding surface of a dielectric. Current in wires is a phenomenological manifestation of displacement being absorbed and transformed into heat. As Siegel (1986) put it, Maxwell thought of conductors as leaky condensers. This changes the status of some basic concepts. Thus, the dielectric capacity, 0, and the specific magnetic capacity, 0, characterize properties of the medium. The presence of material bodies modifies these properties in ways that depend on the type of substance involved. In the competing view, electricity was explained through sources, the electrons that Helmholtz had postulated, while transmission through space was explained in terms of polarization of a dielectric medium.
In the Treatise Maxwell attempted ". . .a comparison from a philosophical point of view of the results of two methods so completely opposed in their first principles. . ."(p. 502) He did not, however, compare them as competing theories since, he insisted, ". . .we must carefully avoid making any assumption not warranted by experimental evidence. (p. 574. His method, accordingly, was to work from observed phenomena and experimentally established laws, systematize all that was known about electricity and magnetism and, to the degree possible, explain the role of the medium in terms of inferences, rather than assumptions. The result was a long difficult book with a structure so confusing that even such careful students of the Treatise as Hertz and Whittaker admitted a failure to grasp Maxwell's intentions. With a dependence on theoretical assumptions reduced to a minimum there were only three ontologically significant differences that might be tested experimentally: displacement, the localization of energy in the field, and the interpretation of the vector potential (or electro-tonic state) as a momentum.. His development led to suggestions for testing the first two differences.
The Treatise is divided into four parts: electrostatics, electrokinematics, magnetism, and electromagnetism. Each begins in the same general fashion, summarizing the phenomena and established laws and then considering how these are explained by the two approaches. In electrostatics the only significant difference was whether energy resided in the medium or on the surface of conductors. This was untestable, since the methods of calculating energy were mathematically equivalent. In magnetism the competing approaches could be shown to be equivalent. 
Maxwell developed in detail one type of situation where the field interpretation could make a difference (Pp. 546-604). In a Lagrangian formulation the energy proper to a current could be broken into three components: T = Tm + Te + Tme, where Tm is the component of kinetic energy due to the motion of conductors, Te represents the flow of electromagnetic energy (or of displacement in the medium), and Tme represents the interaction of kinetic and electromagnetic energy. By a detailed analysis of the corresponding forces Maxwell concluded that three types of effects due to these forces should be experimentally detectable. The first would be a mechanical force causing a properly suspended circular conductor to rotate when there is a sudden change in current. The second involves the effect of an electric moment of inertia  acting on a rapidly moving body. The third involves 'mixed forces' acing on a current of electricity. Maxwell built experimental apparatuses to detect the first two effects and found no measurable results. The third should be manifested by the deflection of a galvanometer, but was not detected. Maxwell concluded that either these terms do not exist or are negligibly small.​[16]​
In electromagnetism the testable difference between the two approaches concerned the medium and the interpretation of  and  as characterizing the medium. Maxwell's theory (a causal account) that the forces responsible for the propagation of light reside in the medium led to the conclusion that the dielectric capacity of a transparent medium should equal the square of the index of refraction, and that  conductors should be opaque. With his characteristic honesty, Maxwell reported that the index of refraction depends on the wave length of light, is not well measured, and that the few measurements available do not fit his theory (pp. 788-789). Furthermore, his own experiments with gold leaf indicated a transparency much greater than is consistent with his theory (p. 800). In his final evaluation (pp. 846-866) Maxwell concluded that the two approaches are empirically equivalent, but that he preferred field theory on intuitive grounds.
Subsequent developments will be presented more briefly. As Buchwald (1985, pp. 73-173) showed, Maxwell's followers eventually accepted Helmholtz's atoms of electricity as sources and current as a flow of electrons ( a term Stoney introduced) primarily because of  the difficulties displacement engendered, and because newly discovered phenomena, such as the Hall effect and the Kerr magneto-optic effect required it. Continental electrodynamics also developed. Helmholtz presented a generalized potential formula with a term, k. Assigning k a value of  -1 led to Weber's potential formula, + 1 gave Neumann's potential, while 0 reproduced Maxwell's potential. Since integration of the potential over a closed circuit yielded 0 in all cases, it could only be tested by an open circuit. Helmholtz thought Maxwell's formula was probably correct, since it yielded transverse vibrations and the correct velocity of light. 
Heinrich Hertz, Helmholtz's leading student, learned electrodynamics from Maxwell's Treatise. In 1885 he began his epochal research testing open circuits as sources of electromagnetic radiation. When he showed that electromagnetic waves have a finite velocity, that they can be refracted, polarized, diffracted, reflected, and produce interference effects he precipitated a consensus within the European physics community of the correctness of Maxwell's idea of a dielectric medium transmitting electromagnetic vibrations. The acceptance, however, involved some distinct modifications. Hertz accepted the reality of fields (Hertz, 1962, p. 4) and of ether as a substratum which should be explained in mechanical terms. He did not, however, accept displacement as a change of state in the ether, for he did not know what the ether is. This lack of knowledge suggested a change in methodology. Instead of arguing to Maxwell's equations on experimental grounds, he accepted Maxwell's theory as a basis for deductions with the proviso: "Maxwell's theory is Maxwell's system of equations." (Hertz, p. 21, and p. 138). This formal approach led to discounting the physical interpretation of the dielectrical constant and the potentials. The symbol 'e' can stand for the amount of electricity contained in a system, something measurable, without speculation about what electricity really is. 
Hertz's conception of the ether as a mechanical substratum included the idea that it is dragged along by the earth's motion. Lorentz introduced the idea that electrons interact with the medium as well as other electrons. An electron moving in an electric (E) and  magnetic (H) field experiences a force, F = eE + (e/c)[v x H], which can be transmitted to the ponderable body with which the electron is associated and can also be dissipated in the form of radiation. Following Stokes, Lorentz assumed a perfectly stationary ether, one perfectly transparent to matter. Because there is no equality of action and reaction this ether is non-mechanical. (See Hirosige 1969 and Nersessian, 1984) This was the penultimate step in eliminating the mechanical ether. The ultimate step, Einstein's special theory of relativity, is presumably familiar.
This protracted development simplified the underlying concepts. Subsequently, the study of electromagnetic phenomena divides rather neatly into two parts. The first is concerned with bodies. In addition to such mechanical concepts as 'space', 'time', 'mass', and 'force', one adds a new distinctively elec​tromagnetic concept, 'charge'. Classical electromagnetism in​cludes the assumption that macroscopic bodies are made up of atoms and molecules, that atoms have electrons, that charged particles produce electrostatic fields, that charged particles in motion produce magnetic fields. Further properties depend on grouping bodies as insulators or conductors; dielectric, paramag​netic, ferromagnetic, etc., and measuring resistance, electrical polariza​bil​ity, and related properties (See Cook, 1975, chaps. 9‑12). The details are not our immediate concern. The pertinent point is the conceptual framework. It is still the familiar world of macroscopic objects, supplemented by the new properties required to explain and systematize electromagnetic phenomena. However, it also includes the assumption that macro​scopic bodies are made up of atoms, and that atoms have parts which are held together by electrical forces. It does not include any detailed models of the atom.       
The second component is the electromagnetic field. In place of ontological assumptions concerning a substratum it became customary to treat the electromagnetic field as a separate entity.  The interaction between the field and matter hinges on the principle of minimal electromagnetic coupling. Charges produce fields and fields act on charges: an electric field on an electric charge; a magnetic field on a moving charge. The electric and magnetic fields were accepted as real because they are measurable. This leads to a familiar ontological interpretation of electrodynamics based on the reality of the electromagnetic field. This may be given the strong ontological interpretation that the field is local, i. e. the field at a point is determined only by its immediate environment, and deterministic. We will briefly consider three subsequent developments that have a bearing on the interpretation of classical electrodynamics.
In 1931 L. Landau and R. Peierls, both working at Bohr's Institute, wrote a paper questioning the logical consistency of quantum field theory. The essential problem was the effect of vacuum fluctuations and radiation reactions on the point‑sized particles used to define the electromagnetic field. Bohr, who had come to accept quantum field theory as the only reasonable interpretation of the light‑quantum hypothesis, worked with Léon Rosenfeld on a paper estab​lishing the conceptual consistency of quantum field theory.​[17]​  The paper is not concerned with field theory as such or even with actual measure​ments, but with the conceptual con​sistency of the assumptions concerning measurement. In place of point‑sized test particles one must assume classical particles, particles whose dimensions are suf​ficiently large compared to atomic dimensions that the charge may be treated as a constant over the surface. Since one is assuming a classical particle, one may also assume classical models,  e.g., a rigid particle which may be attached to springs to meas​ure momentum, or to a rigid frame to measure position. They conclude that the continuous distribution of energy in space is an idealization valid only in the limit in which quantum effects, such as vacuum fluctuations, are neg​ligible. Thus, the continuous electromagnetic field is an idealization of classical macroscopic descriptions. As such it does not supply a basis for a microscopic ontology, e.g., whether the electromagnetic field is ultimately continuous or discrete.
The second development is the Aharonov- Bohm effect.​[18]​  A charged particle traveling outside a solenoid in which there is a magnetic field should not be affected, since the magnetic field is confined within the solenoid. Aharonov and Bohm predicted that the particle would be sensitive to whether there is a current in the solenoid, a prediction that was subsequently verified. A simplistic ontological interpretation, along the lines given above would claim that what is really real is the vector potential, A, the field Maxwell interpreted as representing a momentum, from which E and B may be derived. Then one might reinterpret measurements as really measuring E and A . This, however, would lead to ontological indeterminism, since measurements determine A only up to a gauge transformation. There is a reasonable consensus that the Aharonov-Bohm effect cannot be properly analyzed within the framework of classical electrodynamics. So, our final consideration concerns the status of quantum field theory.
We are not treating quantum field theory as such, merely considering its significance in determining the nature and limits of classical electrodynamics. Two points seem pertinent. First, the relativistic formulation of Maxwell's equations may be derived by setting up a Lagrangian field density for a matter field, applying the principle of local gauge invariance to the Lagrangian and its first derivatives and deducing a vector field, A, which obeys the relativistic formulation of Maxwell's equations.​[19]​ The second point is the idea of effective field theory. Both classical electrodynamics and quantum field theory may be thought of as successive low energy approximations to an ultimate theory that may be quite different, e.g., string theory or brane theory. (Weinberg, 1995, p. xx) If the real local action occurs at the level of unification of strong, weak, and electromagnetic interactions (10-17 cm), or at the level of quantum gravity (10-31 cm), then at the enormously larger levels proper to classical electrodynamics, any effective theory will look like a field theory. The value assigned to a field at a point is an idealization on the same level as the value assigned to an infinitesimal. Classical electrodynamics has a developed way of representing fields and assigning field values, but it does not have or presuppose an ontology of fields.
1.4 Bohr's Classical Crisis. 
By 1900 the program of atomistic mechanism was clearly in trouble. For present purposes it is helpful to distinguish the two components: mechanistic foundations and atomic hypotheses. Though there was no minimally adequate atomic theory, anticipated explanations of the properties and activities of bodies in terms of their ultimate constituents had a unifying role in physics. Atomism, however, was in trouble. Thomson (by then Lord Kelvin) abandoned his vortex model of the atoms and suggested new models to accommodate electrical forces as basic.​[20]​ Spectroscopy, kinetic theory, and chemistry suggested different models of atoms with radical differences in the number of degrees of freedom. The large number of internal atomic degrees of freedom that spectroscopy required seemed incompatible with the equipartition of energy. The sustained attempts to give all of physics a mechanistic foundation had effectively foundered. Neither thermodynamics nor electrodynamics had been grounded in a mechanistic foundation​[21]​. There was a looser linguistic, rather than ontological, unification in the primacy core mechanical concepts had in other branches of physics. Alternatives to mechanistic foundations were developed. There were physical alternatives: electrodynamic foundations based on the electromagnetic theory of mass; and thermodynamic foundations based on energetics. There were also proposals for epistemological foundations such as positivism, conventionalism, and hypothetical deductive reasoning. Boltzmann led the opposition to these proposed innovations and expressed his reasons by using Hertz's terminology of pictures.
	I merely wish to work against the thoughtless attitude that declares the old world picture of mechanics an outworn point of view, before another such picture is available from its first foundations up to the applications to the most important phenomena which the old picture has for so long now represented so exhaustively, especially when the innovators have not the least understanding of how difficult it is to construct such a picture. (McGuinnes, 1974, p. 258)
The development of the Bohr-Sommerfeld (B-S) atomic theory (or program) was very much in the Boltzmann tradition, using mechanics as a tool, but not as a foundation. On the presumption that the physics is familiar, I will briefly summarize a neglected aspect of this development, Bohr’s conceptual crisis. Bohr believed that a physical account must precede and ground a mathematical formulation and that physical accounts related to differing mathemati​cal formulations must have a basic coherence if the theories are to be used together. There was a significant difference between the way the Bohr-Sommerfeld program was treated by Sommerfeld and Bohr.  Sommerfeld and his students treated it as a closed theory and focused on the problems that could be solved within the theory. Bohr and his associates treated it as a stepping-stone towards a more adequate theory.​[22]​ The close interaction between experimenters and theoreticians that has increasingly characterized atomic and particle physics began here. This personal orientation was reinforced by Bohr's professional role. As the presiding figure in the atomic physics community he encouraged a close collaboration between ex​perimenters and theoreticians and repeatedly modified his theoretical formulations to accommodate experimental results. I will try to bring out the unifying role of the fundamental concepts that experimenters and theoreticians shared. 
The experimental sources that contributed to the development of atomic physics can be roughly divided into two types: those that obtain information from the light emitted, absorbed, or modified by atomic processes; and those that obtain information by hitting a target with a projectile and examining the debris. In neither case did formal theories supply the basic inter​pretative perspective. Spectroscopes and other high-precision optical equipment relied on interference effects. A precise application of electromagnetic theory required detailed information concerning the material of a particular grating and the shape of its grooves.​[23]​ In calculating wave-packet qualities experimenters relied on Huygen's principle, physical optics, Fourier transforms, and geometrical optics. The underlying presupposition interrelating these different models, fragments of theories, and experimental arrangements is the assumption that  characterizes a real periodic disturbance in space and time.  Scattering experiments, the second basic source of information, related the controlled input and measured output by assumptions concerning single or multiple collisions, short-range forces, screening effects, radiation, excitation, ionization, energy loss and electron capture. These were not related by some all-encompassing theory, but by the underlying presupposition that electrons and alpha particles travel in continuous trajectories.
The Bohr theory of the atom modified the way experiments were interpreted​[24]​. Experiments, in turn, modified the interpretation of the theory. The quantum numbers, n and k, used in the B-S theory to characterize electronic orbits, were also used to classify spectral lines. New quantum numbers, j and m, and the new selection rules, k =  1,    j = 0,  1, introduced as book-keeping devices in classifying allowed spectral lines, were soon extended to orbital states and eventually accepted as characterizing angular momentum. 
Bohr organized this experimental-theoretical dialectic in terms of principles and concepts and accorded the mathematical formalism a merely instrumental role. The two quantum principles basic to his account of atoms and radiation were stationary states and discrete transitions between states. The concepts he took as basic were the two presuppositional concepts of experimental work already considered, particles and waves. They could be used within the limits set by his quantum principles. Thus, orbital electrons follow trajectories, but orbital transitions cannot be explained through trajectories or any particle model. A wave account covers radiation in free space, but not the production and absorption of radiation.
The crowning achievement of the B-S program, Bohr's account of the periodic table, relied on three formal principles: the  correspondence principle, ​[25]​ the adiabatic principle; and the Aufbauprinzip (adding further electrons does not alter the assignment  of quantum numbers to earlier electrons); and descriptive concepts. Bohr had been using a distinction between descriptive concepts and formal concepts, or concepts whose meaning depends on functioning in a system. Bohr no longer accorded a realistic significance to the way that the n and j quantum numbers characterized orbital properties, but claimed that it may be stated with certainty that the orbital properties indicated by the k quantum number (in contemporary notation k = l + 1) correctly describes orbital properties. The ellipticity of orbits was a crucial factor in Bohr's account of helium, carbon, and the rare earth elements. The descriptive significance accorded the k quantum number was undermined by Pauli's work and by the work of E. C. Stoner's recasting the account of the periodic table in terms of formal principles rather than descriptive accounts​[26]​.
Only one descriptive prop remained untouched, the wave account of radiation in free space. The paper published by Bohr, Kramers, and Slater, interpreted atoms formally, as collections of virtual oscillators that interact with a virtual radiation field in a way that preserves the most basic quantum law,  E2 - E1 = h12. The price was high, abandoning a causal space-time account of the production and absorption of radiation and the conservation of energy and momentum. Internal criticism and experimental refutation forced Bohr to abandon this theory within a few months. Bohr interpreted this as a conceptual clarification, rather than a theoretical setback Undercutting the last descriptive prop entailed ". . . an essential failure of the pictures in space and time on which the description of natural phenomena has hitherto been based." (Bohr, 1934, p. 34)
This can be recast in phenomenological terminology. The system of classical physics broke down and, through this breakdown, emerged as what it is, a language-based conceptualization of reality. This linguistic crisis was similar, in its methodological effect, to Husserl's epoché and the suspension of the natural point of view. For Bohr the language of physics ceased to function as a transparent medium and became an object of study in its own right. In place of attempting to understand how electrons and light quanta (called photons after 1926) could manifest such contradictory properties as: having and lacking a precise localization, being a particle and a wave; moving and not moving around the nucleus in elliptical orbits, he now focused on the rules for extending and limiting classical predicates in atomic contexts. His doctrine of complementarity and its role in the measurement interpretation of quantum mechanics will be treated elsewhere. (MacKinnon, forthcoming) Here I simply wish to emphasize the Gestalt shift from objects to concepts. Bohr originally focused on problematic concepts, then on conceptual frameworks, and finally on the language that made concepts possible. In his later writings he sketched, but never developed, a quasi-transcendental deduction of complementarity from the conditions of the possibility of unambiguous communication of experimental communications. (See Honner, 1987)
Bohr and Husserl were not the only philosophers of the period who realized that the familiar categorial system was proving inadequate to modern physics. A. N. Whitehead claimed: Philosophy will not regain its proper status until the gradual elaboration of categorial schemes, definitely stated at each stage of progress, is recognized as its proper objective. (Whitehead, 1929, p. 12). Whitehead recognized that scientists recording facts do not avert to categorial schemes. Yet, he insisted, this very recording is an act of interpretation, the statement of a partial truth embodying metaphysical presuppositions about the universe. Whitehead found the ontology of material objects inadequate to modern science and ultimately incoherent. Therefore, he proposed replacing it by a new categorial scheme of actual entities, processes, prehensions, and much more. Bohr never attempted to replace the categorial system of classical physics.  His overriding task, as the presiding figure in the atomic community, was to keep physics viable. The discourse of physics and the reporting of atomic and particle experiments were grounded in the proper use of classical concepts. Bohr's two quantum principles, stationary states and discrete transitions, remained unscathed. The crisis he experienced stemmed from the unrestricted use of classical concepts. His solution centered on recognizing the language of physics as an extension of an ordinary language core and restricting their usage in contexts characterized by Planck's constant. 
2. The Language of Classical Physics.
The language of classical physics evolved in such a way that it supported and structured the discourse of physics, and played a background role interrelating the different branches of physics. Yet, the role of language is virtually absent from almost all philosophical analyses of physics. Before venturing into such unexplored waters it is helpful to consider, at least in a cursory way, the principal reasons why it is unexplored. This supplies a rough guide to the problems needing consideration. The neglect stems both from the practice of physics and the current territorial claims in philosophy.
The first is the rhetoric of physics. This commenced when Kepler, Galileo, Descartes, and Newton all stressed a radical break between common sense, systematized in Aristotelian scholasticism, and the new science. Since, both Kepler and Galileo argued, mathematical forms are the exemplars built into creation, one can comprehend the universe only by grasping these forms. Descartes famous dream, in which the angel of truth pointed to mathematics as the sole key that unlocks the secrets of nature, and the formidable mathematics of  Principia I and II, that preceded the application to the system of the world in Book III, both signaled mathematics as the new language of physics. As shown in Part One, the new ontologies, proposed as foundational, never really supported the edifice of physics. Yet the break between common sense views and the growing complexity of mathematical physics reinforced the rhetorical divide and obscured the underlying linguistic continuity.
A second reason for inadvertence to the problem lies in the very nature of language. Fluent speakers of any language converse without any conscious consideration of the presuppositions and structures implicit in the language spoken. It is only when the language itself becomes an object of study that such presuppositions and structures come into focal awareness. Philosophical analyses of modern physics analyze theories, induction, confirmation, formal inferences, statistical hypotheses, but not the language of discourse linking experimenters and theoreticians. Though this is an outgrowth of ordinary language, it has features that sharply distinguish it from any ordinary language. It is highly mathematical and virtually the same in the various languages in which it has been embedded. Ordinary language analysis has not developed methods for handling such features.
On the contemporary scene, the primary reason for the philosophical neglect of the language of physics is the divisiveness of contemporary philosophy. A generation back Quine and Sellars linked ordinary language analysis to the foundations of science. Now ordinary language is central to mainstream analysis and, to a lesser extent, to the hermeneutic wing of the phenomenological tradition. Neither group, however, analyze the language of physics. Philosophers of science treat physics, but have a well-established tradition of neglecting the role of language.   The axiomatic method of theory reconstruction, favored by logical positivists, replaced, rather than analyzed, the functioning language of science. The semantic conception of theories rejected the excess concern with language characterizing axiomatics. Since theories admit of different formulations, one should not focus on any particular linguistic formulation, but rather on the underlying mathematical structures. In the context interpretation of theories is seen as a model-mediated relation between mathematical structures and aspects of physical reality. Language analysis plays no role.
It would be misleading to begin with a theory of the language of physics. Rather we begin with two examples that indicate both the role of LCP and difficulties involved in analyzing it. The first is from the 'bible' of classical physics, Thomson and Tait's Treatise on Natural Philosophy (1867, Vol. I, p. 337). A complete account of the problem of lifting a mass with a crowbar would involve a simultaneous treat​ment of every part of the crowbar, fulcrum and mass.  This, however, is impos​sible: "...and from our almost compete ignorance of the nature of matter and molecular forces, it is clear that such a treatment of the problem is impossible".   In place of this idealized treatment, based on a mechanics of atoms, they outline a practical approach based on macroscopic representations and success​ive approximations. In the first approximation the crowbar is represented by a perfectly rigid rod and the fulcrum by an immovable point. The second approx​imation includes corrections due to the bending of the rod. Here again, the ideal treatment would be based on a theory of molecular forces. Since this too is impossible, one substitutes the assump​tion that the mass is homogeneous and that the forces consequent on a dilation, com​pression, or distortion are pro​portional in magnitude and opposite in direction to the deforma​tions. A third approxima​tion is based on the consideration that compression produces heat, while extension develops cold and that both can change the operative length of the rod. Further approximations could include corrections due to heat conduc​tion, thermoelec​tric currents, and departures from homogen​eity. (Ibid., pp. 337‑339) 





As a complementary example, we will consider the use of classical physics in a contemporary context, the derivation of the Rutherford scattering formula in a treatise on particle physics (Roe, 1996, pp. 19-25). We will focus more on the role of improper mathematics than on the details of the physics. Rutherford developed (or had a graduate assistant develop) the celebrated formula to explain the scattering of alpha particles through matter. Consider an incident particle with charge, ze, and momentum, p, with an impact parameter (perpendicular distance from the original path), b, relative to a target particle with charge, Ze.  (Fig. 2). If Ze is the charge of an atomic nucleus and b is very small, then interaction with atomic electrons can be neglected.  In this case the angle, , characterizing the deflection, may be calculated as the ratio of the perpendicular component of momentum, p, to the parallel component, p.    p / p.  From the definitions of force an the basis of electric force, it follows that 
,  using the relation dx = v dt. A little manipulation and the use of Gauss’s law leads to    2Zze2/bvp. The cross section for this happening at impact parameter, b, within a width, db, is d = 2  b db. The solid angle integrated over this cross section is d = 2 sin  d. Dividing d by d yields a slightly the Rutherford scattering formula

The interesting feature of this ‘derivation’ is the cavalier treatment of differentials. It was customary in classical physics to treat infinitesimals as vanishingly small quantities. A differential can be added to a quantity to get an infinitesimally larger quantity, x + dx. One can multiply or divide both sides of an equation by a differential, and even interpret the ratio of two differentials as a derivative, as in d  /d . Most mathematicians would flunk any calculus student who offered such definitions. It was and remains a common practice in classical physics. The issue of justifying such practices will be treated briefly later. The basic reason why physicists concerned with incorporating and accommodating  experimental data, rely on sloppy mathematics is that the mathematical forms build on and expressed the physical significance of the quantities treated. As Heisenberg expressed it:
When you try too much for rigorous mathematical methods, you fix your attention on those points which are not important form the physics point and thereby you get away from the experimental situation. If you try to solve a problem by rather dirty mathematics, as I have mostly done, then you are forced always to think of the experimental situation; and whatever formulae you write down, you try to compare the formula with reality and thereby, somehow, you get closer to reality than by looking for rigorous methods. (Heisenberg, 1990, p. 106)
The nineteenth century arithmetization of analysis initiated by Cauchy led to a separation of mathematics from such physicalistic foundations. If mathematical formulations are to supply a foundation for physical theories, then they cannot rely on physical considerations to justify mathematics. Reconstructions of theories, and philosophical analyses based on actual or possible reconstructions, see syntax as foundational and impose semantics on independently developed syntactical structures. We will consider theories briefly later. The pertinent point here is that this method of analyzing physics leaves no role for informal inference, or inferences based on the meanings of concepts and their role in complex changing conceptual systems. 
Philosophers of science do not treat the role of the language of physics because the methods of analysis employed are not geared to informal analysis. Any attempt to accord linguistic considerations a significant role in the analysis of physics encounters further obstacles. It would seem to distort two of the most basic features of modern physics. The first is the role of mathematics. If language is assigned a foundational role, the mathematics is relegated to a functional or instrumental role. Bohr is quite explicit on this point. Most philosophers of science would insist that the mathematical formulation of  physical theories cannot be regarded as mere inference mechanisms. These formulations have repeatedly led to unanticipated physical consequences. The second feature is the protracted effort to achieve a unified physics. The unity sought is a theoretical one, involving grand unified theories on the part of physicists and analyses of theory reduction on the part of philosophers. The language of classical physics came to play a unifying role in classical physics, especially in the idealization of classical physics contrasted with quantum physics. But this is not a theoretical unification. It is more a matter of shared presuppositions and common meanings. LCP is like an archipelago, supplying a submerged interrelation to the scattered islands of mechanics, electrodynamics, thermodynamics, fluid dynamics, solid-state physics, and many smaller prominences.
Confronted with such formidable obstacles and lacking the guidance of any established tradition, it might seem prudent to bypass of minimize the role of language in a philosophical account of physics. Such an evasion, however, engenders its own difficulties. It cannot treat the interrelation of theories in classical physics. Contemporary particle physics, like the atomic physics that preceded it, develops through an incessant dialog between theoreticians and experimenters. Regardless of how well theories fit reality as it exists objectively, or whether any coherent sense can be made of such a criterion, theories must be made to fit reality as reported by experimenters. The language of their discourse demands analysis. Finally, as will be argued later, a consideration of the role of language is a prerequisite to any clarification of the interrelated problems of the continuity underlying conceptual revolutions in physics and the objectivity of the physics involved. 
The remainder of this article follows the following order.  First, we consider ordinary language and focus on the problems of informal inferences and objectivity. Second, we consider the transformation of an ordinary language conceptual core into LCP. Third, we consider the relation between the linguistic core of classical physics and theories. Fourth, we consider the major difficulty impeding any significant interrelation of informal and formal analysis, the issue of whether mathematical formulations should be given a merely functional interpretation or be assigned a more foundational role. Finally, we return to the problem of objectivity and consider some objections to the solution proffered. What follows is not intended as a theoretical unification. LCP does not supply a basis for a deductive system. It gradually came to function as a loose unifying structure undergirding the labyrinth of separated theories and experimental traditions. What follows is an initial exploration of the archipelago of LCP and its submerged supports. 
2.1 Ordinary Language Roots
We begin with ordinary language and its bearing on the basic philosophical problem that emerged from Part One. The concept of a spatio-temporal object is at the core of our ordinary language, or common sense, conceptualization of reality. It is also at the core of LCP. Traditional realism regards the claim that objects as such really exist independent of our knowledge of them as the ultimate rampart in any defense of realism. This, in turn, grounds the traditional notion of objectivity. The preceding survey led to the conclusion that classical physics, as a coherent system, must be regarded as an idealized conceptualization of reality. As such, it is a phenomenological system relative to quantum mechanics and especially relative to anticipated grand unified theories. This seems to put both ‘object’ and ‘objectivity’ on a subjective basis. We begin accordingly, with some reflections on the conceptual core or ordinary language and the status of objectivity. Since I am not presenting anything novel, I will rely on some basic themes shared by Strawson, Gadamer, and especially Davidson.​[27]​
Donald Davidson’s gradual abandonment of an extensional theory of ‘true’ led to a critical rethinking of the interrelation of truth, language, interpretation, and ontology.. I will summarize the overview presented  in the concluding article of his latest book (Davidson, 2002, Essay 14). Philosophers have been traditionally concerned with three different types of knowledge: of my own mind; of the world; and of other minds. The varied attempts to reduce some of these forms to the one taken as basic have all proved abortive. Davidson’s method of interrelating them hinges on his notion of radical interpretation. My attempt to interpret the speech of another person relies on the functional assumption that she has a basic coherence in her intentions, beliefs, and utterances. Interpreting her speech on the most basic level involves assuming that she holds an utterance true and intends to be understood. The source of the concept of truth is interpersonal communication. Without a shared language there is no way to distinguish what is the case from what is thought to be the case. I assume that her overall speech has a basic coherence and that by and large she responds to the same features of the world that I do. Without this sharing in a common stimuli thought and speech have no real content. The three different types of knowledge are related by triangulation. I can draw a baseline between my mind and another mind only if we can both line up the same aspects of reality. Knowledge of other minds and knowledge of the world are mutually dependent.
This reasoning leads Davidson to two conclusions that others find problematic. First, it is impossible for our general picture of the world and of our place in it to be mistaken. For the second we rely on a citation:  “Communication, and the knowledge of other minds that it presupposes, is the basis of our concept of objectivity, our recognition of a distinction between false and true beliefs”. (Ibid.,  p. 217). I will focus on the objection most pertinent to the present context. The rhetoric of science, previously cited, assumes that that our common-sense picture of the world not only can be mistaken, it is mistaken on very basic aspects of reality. This is particularly true of the general picture of the world prior to the scientific revolution. Since then science, not common sense, has gradually provided a more objective view.  Common sense, and the ordinary language that reflects and transmits it, achieves increasing objectivity to the degree that it conforms to scientific advances. 
Such objections involve a fundamental misconception. Our ordinary language picture of reality is not a theory. It is a shared vehicle of communication involving a representation of ourselves as agents in the world, and as members of a community of agents, supplying tools and terms for identifying objects, events, and properties. Extensions and applications may be erroneous. There can be factual mistakes, false beliefs, incorrect usages, and various inconsistencies. But, the designation of some practice as anomalous is only meaningful against a background of established practices that set the norms. Our description of reality and reality as described are interrelated, not in a vicious circle, but in a developing spiral. Here, a relation with phenomenology is helpful. The ‘lived world’ is something immediate, all enveloping, pre-critical. We advance in understanding of our own language and culture, as well as of alien cultures, through a hermeneutic circle. Individual pasrt are understood in relation to a whole. Articulation of parts refines and enlarges our understanding of the whole. In the jargon that Heidegger and Gadamer popularized my prejudices supply a point of departure for my attempts to understand an alien language or culture. This is functionally equivalent to Davidson’s program of understanding alien utterances by matching them with sentences I hold true, while interrelating truth claims with beliefs and intentions. For this to work, the large amorphous collection of basic claims must be accepted as true of reality. Gadamer’s claim: "Language is not just one of man’s possessions in the world, but on it depends the fact that man has a world at all. . . Not only is the world 'world' only insofar as it comes into language, but language, too, has its real being only in the fact that the world is re-presented in it." (Gadamer, 1985, p. 401) reflects a claim that has Davidson has regularly repeated amid changes in his other positions: "In sharing a language, in whatever sense this is required for communication, we share a picture of the world that must, in its large features be true" (Davidson, 1985, p. 199).
Reality as represented and our representation of reality are mutually reinforcing. This is not a theory of reality, though faut de mieux it may ground theories. It is the basis of meaning and truth. Few philosophers have been as concerned with the conceptual core of our ordinary language as Strawson. In 1992 Strawson returned to the basic issues treated in his classic work, Individuals, but with the more modest goal of describing, rather than prescribing, the core concepts of ordinary language. 
A concept or concept-type is basic in the relevant sense if it is one of a set of general, pervasive, and ultimately irreducible concepts, or concept-types which together form a structure--a structure which constitutes the framework of our ordinary thought and talk and which is presupposed by the various specialist or advanced disciplines that contribute, in their diverse ways, to our total picture of the world. (Stra​wson, 1992, p. 24)
	After criticizing the empiricist tradition for slighting the irreducible role of the subject/object distinction, he concludes that the concepts necessary for describing our experience of the world are precisely the concepts of the world described. 
The shared doctrine may be briefly summarized. The world is the public world shaped by and transmitted through the language we share. We learn the language only through the assimilation of a vast number of senten​ces simply accepted as true: cats have fur, the sky is blue, snow is white, water is transparent, and similar banalities. A large but indefinite number of such beliefs constitute the material extension of truth. They presuppose a conceptual core stemming from a subject/object distinction and conceiving of the world as spatio-temporal objects with properties interrelated through the events they participate in and through various causal connections.​[28]​ In saying they are true of the world we are not presupposing an objectively given world of objects to which language is compared. The world is what is given through language. Davidson categorizes as the third dogma of empiricism the distinc​tion between schema and content, a distinction manifested in attempts to speak of some content which is independent of and prior to the linguistic ordering we impose on it.
2.2 From Ordinary Language to the Language of physics
LCP functions as a language of discourse. To be interpretable it must share the indispensable core of ordinary language. It has extended and transformed it through the historical developments previously considered. The scientific revolution is generally, and I believe rightly, regarded as the pivot in the transformation from Aristotelian natural philosophy to modern physics. We will skip the details and simply consider its long range effect on the underlying issues of the conceptual core and ontology. The quantitative properties of bodies that admitted of mathematical representation were accepted as the ontologically real properties. After Descartes, a speculative atomism was thought to supply a new foundation for physics. Neither the original mechanistic atomism nor the nineteenth century revision, atomistic mechanism, succeeded in achieving a coherent reductive account of classical physics in terms of the properties of atoms. Yet, the effort had a distinct role in integrating physics and left a linguistic residue, the primacy accorded mechanical concepts. The concepts ‘space’, ‘time’, ‘mass’, ‘force’, ‘energy’, and ‘momentum’ are anchored in mechanics but function in all branches of physics. To round out the core concepts one must add two distinctively thermodynamic concepts, temperature and entropy, and one electrodynamic concept, charge. The concept of a classical field became, after its ontological foundations dissolved, a phenomenological concept based on measurement. The classical/quantum boundary makes classical physics a closed system in a special sense. 
This categorial framework supports an increasingly complex network of quantitative concepts. According to Mary Hesse's (1974) network model, which I am adapting, any new quantitative concept is under a double constraint. It must fit into a network of concepts in a coherent fashion and it must support a mathematical representation. Quine's great sphere of knowledge supplies a useful analogy for understanding the way coherence is achieved. Reality intrudes on the periphery through the excitations of nerve endings. For the core, Quine proposed first order sentential calculus with or without identity. Between the core and the periphery Quine posited layers, with fuzzy borders: numbers, sets, and various mathematical structures; general principles like symmetry and simplicity; general physical laws; and particular assumptions. The pragmatic strategy for handling the contradictions that routinely rise up is to move contradictions as far from the core as possible and then resolve them by whatever expedient causes the least overall incoherence. 
The key difference between this and LCP concerns the core. Quine admitted that spatio-temporal objects with properties is at the conceptual core of our ordinary language, but considered this a remnant of muddy savagery. The logical core he proposed was an anticipation of a reformed future science. For various reasons, including the well-known incompatibilities between standard logic and quantum mechanics, this anticipation does not fit present physics or its foreseeable extensions. The anticipation of such a core reflects a goal Quine shared with many philosophers of science. The reasoning involved in interpreting physics should be formal, mathematics, logic, and the interpretation of formal systems. The conceptual core of LCP features spatio-temporal objects with the basic quantitative properties just listed. The network of concepts it supports plays an inferential role that is neglected in more formal approaches to interpreting physics. However, it is important both for understanding the functioning of classical physics and the complementary role between classical and quantum physics.
2.21  Material Inferences.
Consider the muddy alternative to Quine's sanitized core. The categorial structure of LCP supports two distinct, but interrelated, types of inferences, which we will simplistically label 'material' and 'formal'.  Instead of attempting to develop either I will simply indicate some compatible sources and focus on two points of more immediate concern. First, when material inferences become widely accepted they effectively cease to function as inferences. They become matters of 'objective fact'. Second, we must consider the way conceptual networks relate to mathematical formalisms. My position on material inference is derivative from Wilfrid Sellars.​[29]​ However, rather than summarizing the Byzantine structure of his language games, rules, roles, language entrance and departure transitions, and quotes , I will begin with an example from a very different field, the ongoing discussions concerning rights: of women, minorities, gays and lesbians, transgendered persons, fetuses, animals, and future generations. Conceptual connections hinge on word--word relations. Thus, 'right' has complex relations to other concepts. A right may be exercised, enjoyed, given, claimed, demanded, asserted, insisted upon, secured, waived, or surrendered. A right may be contrasted with: a duty, an obligation, a privilege, a power, or a liability. Such connections are determined by analyzing usage. 
Ontological inferences involve word--world connections. For a starter consider the assumption that the only real possessors of rights are those beings who are capable of exercising or surrendering a right, and who also recognize related duties, claims, and obligations. Such word--world assumptions are tested by their consequences. This assumption would deny rights to animals, fetuses, and probably future generations. Those who find such consequences unacceptable propose other ontological bases, or word--world connections, as bases for rights: rationality, sensitivity to pain, or possession of an immortal soul. These have different consequences in according rights to the irreducible comatose, the cognitively impaired, fetuses, and animals. (See White, 1984, chap. 6).
Our concern here is not with the substantive issues, but with patterns of argumentation. At the forefront of development the process of argumentation is complex and multilayered. When once controversial issues become matters of widespread intersubjective agreement, then they are effectively treated as matters of fact. In most of the Western world, for example, there is no longer any need to argue that slavery is a fundamental violation of basic human rights or that possession of civil rights does not depend on belonging to a particular class, caste, sect, or sex. Accepting ontological assumptions as objective facts can reduce complex arguments to bumper-sticker slogans. This is a general feature characterizing developing dialogs. As Gilbert Harman (1973, 1980) has argued, any attempt to regulate belief acceptance by Bayesian norms, or even highly simplified Bayesian-type schemas, would make life impossibly difficult.  Each new fact or bit of evid​ence would require reconditionalizing the relative strengths of a network of interre​lated beliefs. This is a practice with little survival value. It quickly overloads our information storage and processing capacities and makes prac​tical decisions almost impossible. A practice with a much higher survival value is an all or nothing acceptance practiced for most basic beliefs. This accords with Davidson's well-known contention that normal discourse presupposes the acceptance as true of a large but amorphous body of claims.
A similar conclusion stems from Kyburg's (1985) account of the confirmation of quantitative laws. The measurements used to test quantitative laws inevitably involve errors and require a theory of error. Even the simplest measurements presuppose a network of assumptions, which are also subject to measurement, testing, and error. To avoid regress into a quagmire of unending testing scientific practice treats established quantitative laws as a priori commitments of a body of knowledge and acceptance of a new quantitative law as a matter of practical certainty relative to that body of knowledge.  In a similar spirit Shapere has repeatedly insisted that, though any particular presupposition may be called in question, it is not possible to call all in question at once and still practice science.
A similar pattern of development regularly recurs in the evolution of physics. Thus, sociologists and historians of science have shown that the acceptance and interpretation of many discoveries involves argumentation, transformative negotiations, one-upmanship, power struggles between competing cliques, and sometimes dirty pool. The interpretation finally accepted often differs from that of the original discoverer.​[30]​ From the present perspective, this is neither surprising nor undesirable. Any new purported discovery of fact or law is subject to a complex process of adjustment to empirical sources of information, a network of concepts, past theories, intended goals, and mathematical formulations. However, when something is finally accepted as a discovery, then retrospective realism sets in. The discovery is treated as the finding a fact that already had objective existence, much as. the new continents were already there awaiting Columbus's discovery. Such simplification of inference by acceptance is a necessary feature of progress. Thus, experimenters simply rely on the fact, discovered by Ørsted, that a current in a wire produces a magnetic field, while ignoring the historical fact that Ørsted  never held such an interpretation (See Caneva, 2001, pp. 2-5). 
This may seem to be advocating a social contract theory of truth. Here, however, it is necessary to be aware of a significant difference between the role of presuppositions in discourse and the foundational role often attributed to axioms of a theory. If the axioms are true, then the conclusions derived from them should be true. In discourse, truth is more of a surface phenomenon, predicated of overt claims and reflecting back on presuppositions. Consider a banal example
		This shirt is yellow.							(S1)
Acceptance of  S1 as true seems to entail
		Being colored is a property of fabrics.				(S2)
The familiar difficulties with primary and secondary qualities might suggest rejecting the truth of S2 and recasting S1 as
		This shirt looks yellow						(S3)
As Sellars among others has shown, such an analysis does not work. A white shirt seen under yellow cellophane or in yellow light looks yellow. That is, it looks the way yellow things look under normal circumstances.  Since 'looks yellow' presupposes 'is yellow', it cannot supply a replacement for it. There is something of a growing consensus that it is reasonable to accepts S2 as true, but not interpret it as an ontological or scientific claim that competes with the wave theory of light. It is a pragmatic, rather than a semantic, presupposition (See Stalnaker, 1972). In effect, (S2) is treated as true in terms of its supporting role in discourse, rather than as an isolated ontological claim.
Normal discourse involves both general and contextual presuppositions as well as nested implicit rules of inference. Here I will indicate only one aspect. Consider four examples.
1) The engine won't start because the carburetor is flooded with gasoline.
2) The cat's fur is up because she sees a dog approaching.
3) I am choosing a major in philosophy and a minor in religious studies because it is the easiest way to keep a high GPA without working too hard.
4) If all B is C and all A is B then all A is C.
Sentence (4) is the sort of formal inference that gladdens the heart of logicians. Its validity can be explained extensionally without inquiring into the meanings of 'A', 'B', or 'C', provided they are class terms. The other three sentences involve material inferences. Their validity depends both on the meanings of the terms used, on various word-world connections, and on presupposi​tions about reality. When we make such inferences we reason in terms of things, their properties, characteristic activities and relations: the proportions of gasoline and air required for combustion; the normal reactions of cats; the undemanding nature of many philosophy, and most religious studies, courses. Particular presuppositions may be doubted or denied. But it is not possible to carry on normal inferences while systematically doubting the conceptual network that supports it. Nor is it possible to carry on normal discourse while treating the nested presuppositions involved as hypotheses with different probabilities. 
LCP presupposes a large, but not so amorphous, body of claims accepted as true. One could, for example, use the Handbook of Chemistry and Physics to formulate an indefinite number of claims like” The density of magnesium is 1.75 g/cm2"; or "The coefficient of linear expansion of aluminum is 26 x 10-6/ °C". Experimenters routinely rely on the truth of such claims. If a particular statement is doubtful then one checks it by getting better sources or making measurements that are more accurate. One can not cast doubt on all of them simultaneously and carry on the practice of physics. For the most part they are accepted as facts about the world, not matters of inference. From a pragmatic perspective such claims are objective in the sense that there is no further court of appeal. If a particular claim is doubted, then it is checked by doing better physics, not by going beyond physics. 
This pragmatic justification, however, does not justify claims to the effect that basic scientific statements are true because they correspond to reality as it exist independent of human knowledge. Both ordinary and scientific claims fit reality as categorized. Claims depend on presuppositions. Presuppositions ultimately depend on a categorial framework. The further we recede from surface claims through presuppositions to the categorial core of language, the less significance there is to assertions of a correspondence with objective reality. What does it mean to claim that a categorial system corresponds to reality?







In spite of initial disagreements on interpretation, both Franck and Hertz and Bohr assumed as established fact that: there are electrons; electrons are constituents of atoms; heating a wire causes electron emission; there is a linear relation between applied voltage and electron acceleration; that electrons travel in trajectories; that they collide with atoms; that there are both elastic and inelastic collisions, that the energy lost by an individual electron is absorbed by an individual mercury atom; and that this absorption induces structural changes in the atom. All of these 'facts' were subject to earlier, and sometimes later, controversies. Here they function as presuppositions. To compare this functioning with our earlier analysis, consider the propositions:
An electron, emitted at D, that has an inelastic collision with a mercury             (F1)
atom looses kinetic energy.
This presupposes:
The electron travels in a trajectory from D to the atom and from the atom to G.   (F2)
However, in the light of wave-particle duality and the Schrödinger equation, we know that (F2) is not really true. So it might seem that we should substitute
Electrons seem to travel in trajectories.						   (F3)
In the context of the Franck-Hertz experiment (F3) does not work. This is not an instance of an historical limitation, which has since been overcome. As Cartwright has argued, similar presuppositions are operative in the design and execution of the Stanford Linear accelerator.​[32]​ Any attempt to predict the behavior of electrons in SLAC exclusively by Schrödinger's equation would lead to superpositions upon superpositions without yielding electrons with definite directions and energies. Engineers assume electrons traveling in definite trajectories through drift tubes and accelerating fields between these tubes. The resolution of this conflict is similar to the preceding. If (F2) is treated as an isolated ontological claim about the nature and behavior of electrons, then it cannot be accepted as true. Within the context of the Franck-Hertz experiment, or SLAC, or particle detectors, it is a pragmatic presupposition. This acceptance fits LCP in a way that avoids contradictions if one accepts complementarity as a way of extending and limiting classical concepts in quantum contexts.
2.3  Extending Ordinary Language.
Reasoning in ordinary language not only involves material inferences, it also relies on a picture of the world, a cohesive framework in which novel discoveries or conjectures can be related to complex networks of established facts and presuppositions. The major difficulty artificial intelligence projects encountered was their inability to supply such a supporting framework. Attempts to fill this gap brought a realization of how complex and functional our normal world view is. LCP embodies a coherent highly developed view of reality. This supplies a supporting role in interpreting and coordinating inferences. No one familiar with the practice of physics can really doubt this. This language, however, falls between the cracks of contemporary methodologies. Ordinary language analysis, in its various forms, does not accommodate the mathematical representation of quantities. The formal methods that philosophers have developed for reconstructing and interpreting theories can accommodate mathematical formulations and logical structures. This is generally done in such a way that there is virtually no role for linguistic analysis. In a reconstructed theory mathematical formulations are foundational and inferences are formal, i.e., governed by rules independent of the content to which are applied. If a mathematical formulation is to supply a foundational role, then it must be developed rigorously. This not only eliminates the dirty math that justified mathematical formulations on physical grounds. It also eliminates the inferential role that played by physical concepts and the conceptual networks that support them. Philosophers still tend to rely on the myth of an observational language, supplemented by theoretical terms. The basic problem here is not with the practice of physics, but with the inadequacy of such reconstructions. 
I do not intend to develop a general theory of LCP. Instead I will exploit the historical development of the first part to bring out two points: the dialectical interplay between mathematical and physical considerations that lead to the acceptance of new quantitative concepts; and the tendency to regard established concepts as facts about the world. On the first point I rely on Mary Hesse’s (1974) network model of scientific inference. Any new quantitative predicates introduced into physics are under dual constraints. The empirical constraint stems from the primary process involved in introducing, learning, and coming to use such predicates through empirical association in some physical situation. Here perceived similarities generally supply an initial basis for general terms and stimulate a search for lawlike generalizations among the classes linguistically differentiated. The systematic constraints involve adjusting mathematical representations, physical meanings, and general laws to improve the overall coherence and adequacy of physics. When quantitative concepts are widely accepted and used in practice, then they are generally treated as facts about the world, rather than as parts of an inferential system.
To implement one aspect of this network model we will consider the co-evolution of physical and mathematical concepts. The concept of a quantity is intrinsically related to mathematical structures. As Piaget has convincingly demonstrated, a growing child does not really grasp the concept of a quantity until she realizes that quantity is invariant under simple transformations. Pouring milk from a tall thin glass into a short squat glass does not change the quantity of milk. In the thirteenth century the notion was extended to the quantity of a quality, first the non-physical quality of sanctifying grace, later to quantity of motion. Following Nicole Oresme and Descartes this could be represented by areas which are invariant under change of shape, and later by numbers. 
The further extension to heat illustrates one stage in the mutual adaption of  physical concepts and mathematical forms. After the development of thermometers various formulas for mixing substances with different temperatures were offered. The one that won general acceptance was Richman's, 	 = (m1t1 +  m2t2)/ (m1 + m2),  where m1, t1, m2, t2 correspond to the masses and initial temperatures of the two substances mixed together and   to the resultant temperature of the mixture. (See McKie and Heathcote).  This fit selected experiments involving similar substances, no changes of state, and sloppy measurements. However, it could not accommodate two types of data. The first was that the same amount of heat (judged by length of heating under standard conditions) led to different temperature rises for different substances of the same mass. The second was that under some conditions the application of heat led to a change of state, rather than a rise in temperature. Black and Wilke, more or less independently, overcame these difficulties by introducing the concepts of specific heats of substances, overt and latent heat, and specific heats of vaporization and freezing. The new and now familiar mixing formulas, where no change of state is involved, balanced the heat gained by a fluid  with mass, m1, and specific heat, c1, at an initial temperature, T1, in a beaker of mass, m2, and specific heat, c2, also at initial temperature, T1, by the heat loss by a substance of mass m3, specific heat, c3, an initial temperature, T2, where T2 > T1. When the substance is immersed in the fluid and the beaker is thermally insulated then the final temperature, Tf,  is given by the formula:
  [m1c1 + m2c2] (Tf – T1)  = m3c3 (T2 – Tf)                    	(7)

Such formulas have properties that were gradually recognized as characterizing quantities. They must be specified in a way that admits of serial ordering and some physical process of concatenation corresponding to addition. A functionally adequate concept of the quantity of heat required embedding this concept in a network of related concepts and practices. As physics advanced, the network of concepts was refined and the mathematical formulations improved. Specific heats were found to be a function of temperature. The concept of temperature, as noted earlier, was finally defined in a way that did not depend on the properties of any particular substance. The key idea behind (7) is the conservation of a quantity. Black simply interpreted it as quantity of heat transferred. Others, notably Lavoiser and Laplace, interpreted it in terms of conservation of caloric. After the development of classical thermodynamics such formulas were interpreted as specialized forms of energy conservation. This could be extended mathematically, e.g., through Fourier’s diffusion equation, which put conservation in a differential form. The net results were formulas accepted as true independent of the ontological foundations intended to support them. Heat conservation did not depend on accepting caloric atoms as real. Energy conservation was deliberately developed independent of assumptions about the    atomic constitution of matter.
As indicated in Part One, the development of both mechanics and electrodynamics in the British tradition were entangled with considerations of ontological foundations: Newton’s hard massy corpuscles, Faraday’s ether, Maxwell’s displacement. Eventually both classical mechanics and classical electrodynamics could be formulated and function in a way that was not dependent on such ontological foundations. This does not imply that the foundations are false, but simply that they are not foundational within the framework of classical physics.
Even as ontological foundations were deconstructed, the co-evlution of mathematical anf physical concepts continued. When Maxwell sought a mathematical form that would fit separate components of electrical and magnetic fields he adapted Hamilton's quaternions, which Thomson had dismissed as useless. After Maxwell's death, two of his successors, Heaviside and Gibbs, independently adapted his work to develop vector analysis. One of the great mathematical achievements of the nineteenth century was the theory of analytic functions of a single complex variable. This was adapted to fluid dynamics and electrodynamics, which feature mutually perpendicular vector fields. The adaption required defining potentials and streamlines in a way that fit the formalism. Hilbert developed a theory of eigenfunctions and sought in vain for an equation that yielded both discrete and continuous eigenvalues. When Schrödinger discovered one, his celebrated wave equation, he relied on the newly published treatise of Courant and Hilbert to develop his wave mechanics. Matrices, group theory, and Lie groups supply further examples of mathematical forms that served to guide the formulation of physical concepts. This coevolution of mathematics and classical physics can be indicated in a table.​[33]​     
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The confused relation between the relative priority of physical and mathematical concepts may be illustrated by focusing one basic concept, ' continuous', which was of crucial significance both in the development of calculus and in the classical/quantum divide. Newton's development of fluxions, or differential calculus, was rooted in doctrines of the intensification and remission of qualities and the assumption that changes were continuous. Leibnitz accorded functions a more foundational role, but thought of functions in physical terms. In effect the continuity of mathematical forms was justified by the continuity of the qualitative changes, or functional forms, they expressed. The nineteenth century arithmetization of analysis initiated by Cauchy led to a separation of mathematics from such physicalistic foundations and the treatment of mathematical continuity through the familiar - limiting process. If mathematical formulations are to supply a foundation for physical theories, then they cannot rely on physical considerations to justify mathematics. Thus functions, expressed in set-theoretic terms, cannot be assumed to be continuous, or analytic, or to have derivatives, simply because they describe well behaved processes. To guarantee continuity one must cover the set with Borel functions.
Historically, the sloppy mathematics that much of functioning physics utilizes was grounded in obsolete ideas on the foundations of calculus. However, when mathematics is treated as a functional tool, rather than as a foundation for theories, then one can still rely on physicalistic justifications for mathematical formulations. Even after the reform of mathematics, physicists still treated 'continuity' as a physical notion. In his pioneering study of quantities Maxwell (Papers, Vol. II, pp. 215-229) took the continuity of space, time, and motion as an intuitive given. Historically these developments were involved with considerable confusion about the nature of mathematics. Today, they are best viewed as considerations concerning the selection, rather than the justification, of mathematical forms. Thus, the older treatment of matter, fields, and even fluids and gases, assumed that since these are continuous, they can be represented by smooth continuous functions. This is still justifiable if one thinks of this as substituting idealized concepts for the particulate concepts of matter. The ultimate justification comes from measurement. Measurement of gas pressure, fluid velocity, the density of materials, or field strength, represents an averaging over microscopic differences. Such smoothed out models have continuity built in through the process of idealization. Such quantities, accordingly, can be represented in the small by smooth, continuous, generally analytic, functions.​[34]​ Thus, physical assumptions, once used to justify the treatment of mathematical functions, now serve to justify the selection of a proper subset of mathematical functions. In analyzing functioning physics one can treat the language as basic and accord mathematical expressions a functional, rather than a foundational, role.  They may have more than a functional role. Many famous formulas were inspired guesses whose physical significance was originally misconstrued or underestimated. Yet, basic formulas must have a functional role in the normal working of physics.
2.4 The Objectivity of Physics
Many defenses of the objectivity of physics rely on ontological assumptions, e. g., the real existence of objects independent of our knowledge of them. The thrust of the preceding considerations is to put the issue of objectivity in the context of the language and practice of physics. Does this entail an abandonment of objectivity? Instead of a simple “Yes” or “No” I will reply with distinctions and qualifications. The first distinction is between internal and external questions about physical claims. By ‘internal’ I mean internal to the normal practice of physics, rather than analyses of physics as an object of study. The distinction is fuzzy. One cannot practice physics without some interpretation. Yet it supplies a useful point of departure. 
For the internal question we begin with some very simple claims involving the type of quantitative concepts we have been considering:
	This body has a mass of 8 kg.	(8)
	This body has a temperature of 13° C	(9)
	This body has a net charge of 11 Coulombs	(10)
In the normal practice of physics such claims are routinely accepted as true. Without the routine acceptance of an indefinitely large number of such claims as true the normal practice of physics would be impossible. Few would contest this. Complexities arise when such claims are put in a larger context. The two most basic contexts here are the context of language and the context of theories. They have opposed orderings with regard to the relation between truth and ontology. Roughly in language truth seeps down from the surface. In theories it seeps up from the foundations. 
Contrast the previous statements with the type of ordinary language claims considered earlier:
	This shirt is yellow	(11)
	Being colored is a real property of objects	(12)
	Objects are the primary existents	(13)
The acceptance of (11) as true entails a functional acceptance of (12), i.e., acceptance of it as a normal presupposition of discourse rather than an ontological claim. Statement (13) is an ontological claim. It acceptance as true must be based on something more than the truth of claims like (11).
Similarly claims (9) – (11) are claims with functional presuppositions, e.g., that temperature, charge, and mass are properties of bodies. Their normal acceptance as true does not depend on accepting an explicit statement of their presuppositions as ontologically true claims. If we switch to a perspective in which theories are accorded a foundational role, then the situation may seem different. This is starkest in a reductionist context. The ultimate theory is a fundamental theory of everything, or a grand unified theory. String theory is the best present candidate for such a theory. Consider strings as the real entities and all else as aggregates. Mass, temperature, and charge are not properties of strings. So one might be tempred to claim that (9) – (11) are not really true. Before yielding to, or resisting, such temptations we should summarize the linguistic context we have been developing.
LCP stemmed from Aristotle’s Categories and his philosophy of nature. Though it developed as a specialized extension of the conceptual core of Indo-European languages, it has been successfully grafted on to many non Indo-European languages without any significant change in basic structure. After a technical vocabulary is established, physics, unlike philosophy or poetry, easily admits of precise unambiguous translation. Thus LCP must be understood, in the first instance, as a spoken language. As a vehicle of discourse it must have the basic features requisite for unambiguous communication of information. These include a subject-object distinction, a topic to be considered later, and a characterization of physical reality as an interrelated collection of spatio-temporal objects with properties. The properties basic to LCP are quantitative properties that can be represented mathematically.
The long evolution, schematized in Part One, achieved a basic coherence through a dialectical process. Any new quantitative concept introduced is subject to the dual constraints of overall consistency and quantitative representation. Historically, these constraints were met through the co-evolution of physical and mathematical concepts. Descartes, Newton, Pascal, Leibniz, Euler, LaGrange, LaPlace, Gauss, Cauchy, Fourier, Hamilton, and Poincaré contributed to both fields and often supported mathematical considerations by physicalistic reasoning. This led to ideas on the foundations of mathematics, particularly the interpretation of calculus that most mathematicians came to reject in the early nineteenth century. 
Through the course of the long development sketched here, the language of physics has been enriched with a very large number of new terms and a much smaller number of new categories.  Most of these new terms are proper to specialized branches of physics. There is also a part of the language of physics shared by virtually all branches of physics. The indispensable core concepts from mechanics, thermodynamics, and electrodynamics include ‘mass’, ‘force’, ‘energy’, ‘temperature’, ‘state of a system’, ‘charge’, and ‘field’. These are grafted on to a streamlined ordinary language core. By ‘streamlined’ I mean that core ordinary language concepts get specialized or restricted usage in LCP. Thus, the properties of bodies that count as basic do not include vital, psychologistic, or aesthetic properties. Space and time function as metric, or geometric, concepts. Since this is a language of interpersonal communication the spatio-temporal framework of a user anchors the reference system. Special relativity is, in Einstein’s familiar classification, a principle rather than a constitutive theory, concerned with transformations between frameworks. 
The most important feature of LCP is that it is a language of interpersonal discourse, not a theory. Its proper functioning must be appraised by methods of linguistic analysis, not the interpretation of theories. Such analyses, however, must recognize distinctive features of LCP. Consider especially the notion of objectivity. In ordinary language the concept of objectivity is grounded in the subject/object distinction, which is at the core of any spoken language. It can also treat subjects as objects with distinctive vital and psychologistic properties. LCP is an extension of the objective side of this division. In its long incubation period it was effectively detached from dependence on any particular language and began to center on quantitative properties of bodies. The leaders of the scientific revolution, all dualists, attempted to put physics on an atomistic foundation. After the gradual realization that the foundation of mechanistic atomism did not really support the enterprise and the revision of mechanistic atomism collapsed, classical physics had a rather dualistic stance. Ontological reductionism remained as a goal, the Holy Grail of physics, and a unifying force in the conception of reality. Yet the informal functional unification of physics that allowed physicists to interrelate personal activities, mechanics, electrodynamics, and thermodynamics in accounts of experiments or analyses of the sun’s behavior, was rooted in LCP as an extension of ordinary language.
LCP is a linguistic parasite. It can be grafted onto Russian, Spanish, Chinese, Arabic, or any other sufficiently developed language while retaining its evolved structure and inducing mutations in its successive hosts. The protracted struggle to make this language objective loosened the role of personal and cultural biases and presuppositions. With the limits of its valid applicability established, LCP could be treated as an idealization. In this idealization the subject is the ideal detached observer. Through training and assimilation of tribal customs, young physicists learn to assume the persona of the detached observer​[35]​. With the role of the subject depersonalized and de-emphasized and ontological reductionism as a guiding goal, it was natural to think of the objectivity of physics in terms of a correspondence with objects as they exist independent of human knowers. 
The advent of quantum physics and the growing conceptual crisis it precipitated had the effect of showing the limits of applicability of the language of classical physics. To the degree this realization was actualized it allowed LCP to emerge and be seen as what it is, a language-centered conceptualization of reality. After the linguistic crisis was effectively resolved and receded into forgetfulness, the conceptual revolution was open to reinterpretation. I will indicate the aspect of this reinterpretation that I consider the most serious misrepresentation. This is the claim that classical physics is objective in the sense that physical statements make no reference to the means of observation or reference. Quantum mechanics lacks such strong objectivity, and this is seen as a defect to be remedied. This contrast makes sense when one thinks of quantum mechanics and classical mechanics as competing theories. In the perspective of LCP the appraisal is quite different. The extension of classical concept to quantum experiments brings out the limited applicability of these concepts and of the language in which they function. One cannot simultaneously use complementary concepts in describing a system without generating contradictions. A choice must be made and implemented through the way the experiment is set up and interpreted. The necessity of such a choice brings to the forefront the role of the subject in the functioning of LCP. The alleged subjectivity of quantum mechanics is actually a realization of the nature and limits of classical physics. 
From an internal perspective the objectivity of physics is not problematic. The practice of physics entails acceptance of a large, but no so amorphous, collection of claims as true. Here ‘true’ must be interpreted as really true, or true of reality, not merely accepted as true. This does not presuppose an independent access to objective reality that supplies a basis for appraising the truth of physical claims. It simply presupposes that on such issues physics is the ultimate court of appeals. When the truth of particular claims are doubted or denied the only meaningful recourse is to do better physics, not to abandon physics. It is not possible to doubt the truth of all physical claims and continue to do physics. The claim they are true of the world involves the same circularity that Davidson and Gadamer indicated for ordinary language. The world of physics is the world as give to us through physics.
2.5 An External View of Physics
In addition to using physics to understand reality one can make physis itself an object of critical analysis. This is something done in different ways by sociologists, historians, philosophers, and reflective physicists. Here I will only consider two philosophical approaches and only consider them from a sharply limited perspective. Each supports the conclusion that the type of claims just considered may seem objective when appraised on the basis of uncritical internal standards, but cannot be considered objective in a larger more critical context. We will label these interpretative perspectives The primacy of theories and The deconstruction of physics.
The way LCP has so far been used as a basis for interpretation reflects a purely functional view of mathematical formulations and theories. This is surely inadequate. Mathematical formulas and theories do play a functional role in experimental research, in the dialectical interplay between experimenters, and in much of the work done by theorists. Yet the study of equations in isolation from experimental research has repeatedly led to unanticipated consequences. One can argue that theories encapsulate the greatest advances of physics and should supply the basis for interpretations of physics. Before exploring such a claim we should attempt to situate the type of theories we are talking about. 
We begin with Einstein’s distinction between principle theories, such as thermodynamics and special relativity, which supply constraints that processes must observe; and constructive theories, which attempt to build a picture of complex phenomena out of the materials of a very simple formal scheme. Many theories only have limited scope, e.g., theories of ferromagnetism, superconductivity, Bose-Einstein gas, neutron stars. The theories that provoke the ontological controversies pertinent to the issues treated here are generally constructive theories of broad scope that are not reducible to more basic theories. Contemporary debates about scientific realism are chiefly concerned with the question of whether acceptance of such theories reasonably entails acceptance of the 'theoretical entities’ posited or presupposed by these theories. 
The chief examples of such deep constructive theories in physics are atomism and particle physics. While speculative atomism has a venerable history, atomism did not develop as a science until the twentieth century. Atomism, especially as developed in the Copenhagen tradition, and particle physics, especially since World War II, have been characterized by a close continual interaction between experimenters and theoreticians. Elsewhere (MacKinnon, 1982) I have attempted to trace the role this dialog, and the language in which it was conducted, played in the development of atomic theory and quantum physics. Almost any survey of the development of particle physics emphasizes an even stronger interaction. Any particular theories offered, e.g., of the anomalous Zeeman effect, of the helium atom, of weak or strong interactions, emerge from and are modified through this ongoing dialog. This requires a common language where the basic terms have meanings through their use, rather than through particular theories. This language is LCP with the inclusion of new terms that go beyond classical physics. The issue here is not the classical/quantum divide, but the conditions of the possibility of meaningful dialog.
Theories as developed by physicists reflect temporal slices in this historical process. However, one can prescind from such temporal and dialectical qualifications and make theories as such an object of philosophical analysis. As van Fraassen (1991, p. 1) put it: “Philosophy of science has focused on theories as the main products of science, more or less in the way philosophy of art has focused on works of art, and philosophy of mathematics on arithmetic, analysis, abstract algebra, set theory, and so forth.” This is an appraisal of the role to be accorded theories as such, rather than particular types of theories. The truth of scientific claims is seen as derivative from the truth of theories​[36]​.
I will not attempt an appraisal of such analyses of theories. Instead I will simply sketch a scenario that calls the objectivity of physics into question. It runs as follows. Questions such as the objectivity or realistic significance of theories are best addressed by isolating a theory from the temporal flux of scientific development and making it an object of study in its own right. An adequate analysis generally requires a critical reconstruction of a theory. Functioning theories often involve dirty math, or mathematical formulations justified on physical grounds. Since they are often tailored to fit experimental discoveries, it is often difficult to separate the consequences of the theory from the interpretative presuppositions of the theorists. This is remedied by supplying a rigorous mathematical foundation and explicit rules of inference. 
Different arguments may support the same conclusion that the philosophical consequences of theories are best studied by rational reconstruction of the theories to be interpreted. This, as noted earlier, leaves no role for linguistic analysis or material inferences. There is a renewed reliance on the theoretical/observational distinction. The concession that most observation reports rely on theory-laden terms is minimized by the suggestion that it should be possible in principle to eliminate such theory-laden terms. Theories, so construed, fit into a larger perspective. Physics advances by developing new theories to replace presently accepted theories. Theories rejected as inadequate cannot be considered true. Though the substructures differ markedly, the overall structure is quite similar to scenarios of science advancing by paradigm replacement, the abandonment of degenerating research programs or problem-solving methodologies. In the present case, however, it depends on accepting interpretatively isolated theories as the fundamental units of explanation.
What does this mean for the truth and objectivity of scientific claims such as (8)-(10) (or less simplistic claims with more obviously theory-laden terms)? The thesis of the dispensability in principle of theory laden terms in observation reports would suggest rephrasing them along the lines: “I saw a needle pointing to a figure 2 on a scale and interpreted it as. . .”  This is hardly plausible to anyone familiar with the controversies concerning protocol sentences, an observation language, and similar attempts to develop a radical empiricism. The alternative is to regard the bulk of such claims as theoretical claims, at least in a minimal sense. They may not be deduced from a theory, but their physical significance is theory dependent. As theoretical claims they are all replaceable, at least in principle, when presently accepted theories are replaced by better theories. 
The radical skepticism this seems to entail is a bit like solipsism. Very few really hold such positions. Yet it is not easy to find a fatal flaw in the supporting arguments. I will separate rigorous theory reconstruction from Kuhnian relativism and focus on what I take to be the weak link in the chain of arguments just sketched. This is the claim that a rationally reconstructed theory and a functioning theory are the same theory in different forms​[37]​. This is eminently plausible if one thinks of a theory as a mathematical formulation that is to be accorded a physical interpretation. Why rely on a slipshod foundation when a competent craftsman can build a better one?
What should be recognized as the crucial factor here is that this is a reconstruction. Reconstruction begins with the primacy of pragmatics. A theory is selected as a target for reconstruction because of its established success, or its acceptance by the physics community. The theory chosen is never an empty formalism, but an already interpreted theory. A necessary, but not sufficient condition, for any reconstruction to be considered adequate is that it reproduces the essential features of this interpreted theory. Logically, this requires that there be a prior analysis of the functioning theory and its informal interpretation. 
Here there is an illuminating contrast between axiomatic and semantic reconstructionists. The leading logical positivists recognized the need for an informal analysis of the language of functioning science prior to any analysis by reconstruction. Two outstanding examples of relating informal and formal analyses are Reichenbach's analysis of the qualitative properties of time terms (Reichenbach, 1956, chap. 2) and Carnap's informal analysis of the meaning of  ‘probability’ in both ordinary language (Carnap, 1962, pp. 1-51) and in science (pp. 161-191). The need for such an informal analysis has been explained by Reichenbach's leading student. (See Salmon, 1979, pp. 3-15). 
The key difference between an informal analysis of a functioning theory and a formal analysis of a reconstructed theory is in the semantic component. A functioning constructive theory relies on terms, such as 'mass', 'energy', 'time', 'space', and 'particle', whose meaning are set prior to and independent of the theory using them. These meanings depend on usage, presuppositions, and ultimately on the categorial core of LCP. Reconstructed theories rely on formal semantics and an interpretation of  'true' modeled on Tarski's semantics. On a semantic level, functioning and reconstructed theories are not the same theory. A functioning theory presupposes the basic semantics of the language of physics. This fits it into a larger unit that is loosely organized through functioning presuppositions. It does not at all fit the logical model of a set of sentences closed under implication. An informal analysis of functioning theories stressing the role of the language of physics should precede and ground formal reconstructions of theories. This requirement, unfortunately, is more easily stated than implemented. At the present stage of development this is best done by case studies.
Case studies of low-level theories would be especially helpful theories. There seems to be a general pattern that such theories are introduced as hypothetical explanations of puzzling phenomena on an observational level. Once accepted and entrenched, they effectively become part of the factual background presupposed in the normal working of physics. Such a process was exhibited in the treatment of ferromagnetism, paramagnetism, diamagnetism, fluorescence, phosphorescence, thermionic emission, Cerenkov radiation, semiconductors, superconductors, and many other phenomena. The same pattern is still at a formative stage in accounts of pulsars, quasars, black holes, x-ray bursters, global warming, stellar formation, planetary rings, and many more topics. The discourse of physics, as earlier noted, presupposes the acceptance of a vast, but not so amorphous, collection of truths about the world. The collection grows through the advancement of physics. In place of the theoretical/observational distinction, a strong candidate for the status of the most misleading distinction in current philosophy of science, functioning physics effectively relies on a distinction between established facts and speculation.
This appraisal has a distinct bearing on the issue of Kuhnian relativism​[38]​ Between particular theories and the broad basis of a shared language are units and structures that philosophers and sociologists have analyzed: themes, paradigms, research programs, problem-solving methodologies, self-accrediting communities. These change and the changes affect the interpretation of physics in complex ways. The difficulty comes in labeling such changes ‘conceptual revolutions’ with the implication that today’s truth is tomorrow’s blooper. The basic claims we have been considering are embedded in the language of classical physics. Prior to the emergence of quantum mechanics, which will be treated elsewhere, this has not undergone the sort of conceptual revolution required to support Kuhnian relativism.

3.  Ontological Relativity Reconsidered. 
When we return to the issues mentioned in the introduction they might seem problematic in a new light. The positions initially considered fall into two opposing groups on the interpretation of  'objectivity'.  A shared theme loosely linking deconstruction, the end of philosophy movement, ontological relativity, and the social construction of reality is the interpretation of 'objectivity' in terms of intersubjective agreement. The various realist alternatives share some version of the claim that crucial aspects of knowledge, or of physics, correspond to aspects of reality as it exists independent of our knowledge: truth as correspondence with reality; truth as bivalent, i.e. propositions as objectively true or false even if the status can never be determined; key theoretical terms as really referring. The epistemological considerations presented here place me more or less in the first camp, linking 'objectivity' to intersubjective agreement. It would be more precise to rely on Davidson’s idea of triangulation, or of a developing relation between an individual physicist, the ongoing community of physicists, and the reality they share and shape conceptually. Does this entail ontological relativity, or the deconstruction of physics, or a denial that physics is really making progress towards a more basic and comprehensive understanding of reality?
I don't think so. I believe, in fact, that the advancement of physics constitutes the paradigm case of progress in human knowledge. In terms of knowledge of physical reality the type of objectivity physics achieves is the highest humans can hope for. It is misleading to judge the ultimate claims of physics by an appeal to any higher type of knowledge, whether it be a metaphysical system or intuitions of what physical reality must be objectively. On such issues physics sets the ultimate standards, because there is no higher court of appeal. This statement of opinion is open to objections from various fronts. I will only consider one type of objection, one that is pertinent to the issues treated here. The objection is that the type of physics that can be expressed in LCP ultimately represents a secondary type of knowledge. As such it cannot set the standards for objectivity.
This objection comes from two quite different sources: reasonable anticipations of the future of physics; and the critical analyses of Husserl and Heidegger. My answers to the objections take the form of tentative suggestions, rather than a developed position. They are presented primarily to indicate the type of consequences that follow from taking the language of physics seriously. The first objection is fairly easy to state. The standard model is extremely successful in accommodating all the presently available data on particles and interactions. Yet, fundamental particle physicists share a consensus that this cannot be the ultimate theory. It does not include gravity and has two many parameters that have to be put in by hand, as current jargon has it. The theory that will eventually replace it is not clear. However, the leading efforts involve superstrings in 10-dimentsional space, M-branes, supersymmetry, esoteric particles, and undoubtedly features not yet anticipated. The relation between classical physics and present quantum physics is debatable. In a larger perspective, regardless of what theories prove successful, classical physics will have the status of a phenomenological system. How can a phenomenological system set standards for objectivity?
The term ‘phenomenological’ has an established use in physics that is independent of its use in philosophy. Roughly, an explanation of otherwise puzzling phenomena is considered phenomenological if a more fundamental explanation is possible, at least in principle. Thus: geometric optics relative to electrodynamics; classical electrodynamics relative to quantum electrodynamics; S-matrix theory relative to field theory; the standard model relative to a grand unified theory. This fits the reductionist goals that characterize the main thrust of fundamental physics. This involves an ontological reductionism, explaining molecules as atoms bound together by forces, atoms in terms of particles, and particles in terms of more fundamental ingredients. This ontological reductionism should be distinguished from the problem of realism.
Realism is a many-splendored thing. We will consider the least of its splendors, the use of ‘real’ in ordinary language. A growing child learns the appropriate use of the terms through simple examples. Horses and dogs are real; unicorns, centaurs, and werewolves are not real. Outside of M. I. T., linguistic analysis works from the surface down. Horses are objects, but accepting horses as real does not entail accepting ‘object’ as a fundamental ontological category. It is a categorical presupposition of normal linguistic usage. One need not know, hold, or even recognize ontology to make objective claims in ordinary language. The objectivity of LCP is a systematized extension of ordinary language usage. It need not entail ontological claims over or beyond the normal claims of physics. If someone wishes to construct an ontology and either ordinary language or LCP represents the limits of what can be said coherently, then the categorical presuppositions of the language used may supply a basis for ontological categories. 
No matter how far future physics goes beyond present practice it will still involve people doing experiments, communicating results, and discussing their implications. Bohr’s repeated claim that complementarity will remain a permanent part of physics is routinely misinterpreted as a claim that the orthodox interpretation of quantum mechanics is not open to revision. It should be interpreted as claiming   the indispensability of LCP, a point to be argued elsewhere. This inevitably involves treating as objective claims like “The coefficient of linear expansion of aluminum is 26 x 10-6/°C”. This does not involve a metaphysics of reductionism, or an epistemological analysis of physical knowledge. It is the normal functioning of the language of physics.
The second type of objection will probably seem peripheral to most readers. Husserl and Heidegger criticized physics as relying on a misleading sense of objectivity. Few philosopher of science attach any significance to claims that either Husserl or Heidegger makes about the status of physics. That may be sufficient reason to skip the remainder of this article. I am including this for two reasons. First, their appraisals played a significant role in the death-of-philosophy scenario. Second, and more importantly, I believe that Heidegger had a very good grasp of the underlying issues we have been treating and came up with a rather different appraisal of the objectivity and worth of physics. His position is worth considering. 
The standard 'death of philosophy scenario' does not accord physics any significant role. The reasons for the omission reflect an appraisal of the significance of physics. To bring this out I will revise the familiar scenario to include the role of physics. The traditional scenario is generally presented more like a medical report of a terminal illness than a consideration of philosophical arguments. The underlying issue is not seen as one of appraising philosophical positions, but the more hermeneutic task of trying to understand what type of conditioning would lead people to take such questions seriously. The revisal is presented in the same spirit.
In the rationalist tradition, philosophy was thought of as supplying an ontological foundation for the sciences. In Descartes famous metaphor first philosophy is the root of the tree of knowledge, physics is the trunk, while the other sciences are the branches. In the empiricist tradition, philosophy was not regarded as supplying an ontological foundation. Locke famously pictured himself and as an under laborer, clearing away some of the rubbish blocking the work of such master builders as the incomparable Mr. Newton. Rather than ontological foundations, the empirical tradition was concerned with epistemological foundations, of showing how all knowledge could be reduced to impressions and ideas. Kant changed philosophy from a foundational to a critical enterprise, but retained the traditional emphasis on the individual subject as a knower. In the first Critique he accepted physics and mathematics on the basis of their success, used them as a source to determine norms for a true science and rejected traditional metaphysics for not meeting these norms. A post-Kantian tradition culminating in Hegel considered Absolute Spirit to be something immanent in reality and knowable through reason. The natural sciences played a subordinate role. This idealism began to unravel under the criticism of Soren Kierkegaard, who thought that abstract philosophy could not grasp the reality and sometimes stark irrationality of the concrete individual subject; of Friedreich Nietzsche, who debunked philosophical traditions and examined philosophical classics as examples of rhetoric; and of Karl Marx, who transformed idealism into materialism. This wing culminated in Husserl’s critique of European science as resting on a false notion of objectivity, in Heidegger's insistence that engagement with the world is prior to representation, and in Jacques Derrida's radical reconstruction.
Here the end-of-philosophy movement gives philosophical depth to the evaluation of the social constructionists. Realistic interpretations of fundamental physics are seen as relying on a misleading account of objectivity as a correspondence with naked reality, reality as it exists independent of any description and prior to any theory. If this is rejected, then, with a bow to Kuhn, one has a succession of theories, or paradigms, each with its own ontology. Presently accepted theories will undoubtedly encounter the same fate. Nor does it make sense to speak of a succession of theories as approximating the ultimate goal of an objective account. We do not know what the ultimate theory will be. What physics provides, accordingly, is a succession of pictures of reality, useful for theoretical and technological purposes, but pictures nonetheless. Painting and poetry, literature and religion have different successions of pictures of reality, which are useful for other purposes. None can be accorded a privileged ontological status. The most direct way to relate such appraisal to the problem of objectivity is to consider the Heideggerian arguments that spawned deconstruction. 
Heidegger’s original interest in the role of fundamental categories was manifested in his dissertation on the categories attributed (wrongly, it seems ) to Duns Scotus. He had some training in physics and kept abreast of current developments​[39]​. Yet, when he treats physics in Being and Time, Descartes supplies the focal point. This may seem perverse. Yet, it makes sense in terms of the Heideggerian problematic of raising anew the question of the meaning of being. The ideal of the detached observer contemplating a world of objects received its first clear articulation in Descartes' Meditations and Discourse on Method. "In this way Descartes explicitly switches over from the development of traditional ontology to modern mathematical physics and its transcendental foundations." (Heidegger, 1962, p. 129) This new foundation is being considered as present at hand, something to be contemplated through the eye of the mind. For Heidegger this 'objective' presence at hand is not an experience of naked reality. It is derivative from the primordial experience of beings as ready to hand, a pre-conceptual experience. Descartes set the interpretative perspective for physics and thought of philosophy as doing something similar, but on a more fundamental level. Heidegger extends this appraisal to anyone inspired by a Weltanschauung or a theological attitude. All begin with a comprehensive image of the universe and of man's place in it. The starting point should be Dasein, the concrete embodied existence of an individual anxious about adapting, getting by, achieving authenticity. His tortured terminology: 'ontic' vs. 'ontological ', 'existenziell' vs. 'existential', ready-to-hand' vs. 'present-to-hand' are all intended to break the intellectual stranglehold of the detached observer and his forgetfulness of the being of being.
Heidegger's goal was the utter destruction of traditional metaphysics by exposing its withered roots. Suppose we grant his point. Any metaphysical system constructed from the viewpoint of the detached observer contemplating objective reality is fundamentally flawed. Yet, classical physics was constructed in just this perspective. The bearing this criticism has on the appraisal of physics depends on how one relates physics to philosophy. Heidegger indirectly treated this in his appraisal of Kant. Heidegger used Kant's efforts to examine whether a critical appraisal of the ground and status of the concept 'object' allowed the possibility of a type of knowledge of reality different from and more basic than physics. The two differed in basic attitudes. Kant embraced physics and attempted to give it a more secure critically justifiable foundation. Heidegger regarded physics as embodying a derivative and even degenerate type of knowledge and sought something better. As Macomber (1967, pp.201-202) noted in his critical study: 
All of the characteristics which Heidegger attributes to science--impersonality, flattening, self-coordinating teamwork, and the vanishing source of meaning--we have already encountered in one form or another in our discussion of decadence. There can be little doubt that Heidegger regarded science primarily--almost exclusively--as an expression of decadence.
I will simply indicate the changing status of the concept 'object'. Kant taught that we think objects by imposing on the given of sensual perception forms of sensibility, the schematism of the imagination, the categories of understanding, and the transcendental unity of apperception. The result is ontic knowledge, in Heideggerian terms. Here 'ontic' should be roughly equated with the customary use of 'descriptive metaphysics' or  'ontology' (as opposed to speculative metaphysics), i. e. a making explicit of the type of objects countenanced by the conceptual system or theory we bring to experience. Heidegger sought to get beneath this subject-object level. Our primordial experience of reality is not through a categorization of objects of experience, but through our sheer bodily presence, our being there. The analytic of Dasein, accordingly, supplies the only transit from ontic to ontological knowledge. 
Heidegger's sporadic attempts to develop proper ontological knowledge is not our immediate concern. I will comment on only one aspect of the differences between the bases of ontic and ontological knowledge. In Heidegger's view, the possibility of the latter requires a primordial regression to the ground of the essential unity of ontological knowledge (Heidegger, 1968, p. 93). Hence, Heidegger's repeated strivings to get beneath the conceptual, or what can be expressed, to the pre-conceptual: the intuition that precedes knowledge as representation; the poet's insight grounding his novel use of language; the pre-Socratic intuition of a wholeness that preceded the divisive articulation of Plato and Aristotle; and, unfortunately, the belonging to a Folk that precedes citizenship in a constitutional state. Such efforts did not lead to evaluations of physics as such, but to criticisms of the dehumanizing effects of technological societies.
We have been focusing on the expression of knowledge through language and especially with the presuppositional role of the core concepts of ordinary language. The overwhelming temptation, nurtured by our historical traditions, is to presuppose that the concept of spatio-temporal objects is foundational because spatio-temporal objects are the primary existents. This foundational concept, Husserl and Heidegger insist, is rooted in our linguistic practice of articulating reality through the imposition of objectifying concepts. This practice presupposes a way of being in the world, or the noetic-noematic experiences in which objects are constituted as correlates of consciousness. It follows that any attempt to understand human beings simply as objects of scientific investigations involves a radical inconsistency. Heidegger extends this to the contention that attempts to understand the being of beings must differ radically from any science of beings. He also realized that the language of physics is dehumanizing on a categorical level. The method of physics is impersonal, flattening, self-coordinating teamwork. Physics embodies knowledge based on impersonal acultural representations of reality. LCP represents the limits of what can be consistently said through the one systematic extension of an ordinary language basis that led to modern science. It does not supply any basis for understanding distinctively human characteristics. It would not be improved by any attempt to put it on a more personal or cultural basis. 
This existential psychology and fundamental ontology are not our concern. An appreciation of the analysis supporting it, however, can have a liberating influence on the questions we have been considering. LCP is grounded in the core concepts of ordinary language. These, in turn, are grounded in our way of being in the world. The basic categories of LCP are rooted in the macroscopic objects of ordinary experience. Our concept ‘object’ is intrinsically correlated with such macroscopic objects as primary exemplars. An unrestricted extension of this categorical system to quantum experiments led to contradictions. Bohr devised a way of avoiding contradictions by restricting the use of concepts. Heidegger realized that quantum mechanics manifested the basic limitation of the concept ‘object’. His paper, “What is a thing?” was stimulated by hearing Heisenberg lecture on the new quantum theory​[40]​ Quantum physics, especially in the measurement interpretation, has a symbiotic relation to classical physics. A new fundamental theory with its own proper foundation need not, and probably could not, be grounded in this categorical system. It would be further removed from the basic human condition of being in the world. It could take events as basic, presuppose a 10-dimensional space-time, have supersymmetry as an organizing principle, or some foundation not yet anticipated. On such issues the traditional realism/anti-realism debates are irrelevant. These new theories cannot be ruled out on the grounds that spatio-temporal objects are the primary existents. It is more productive to focus on the role and limitations of a categorical system rooted in our way of being in the world.
Against this background the problem of ontological relativity admits of an easier resolution. Theories (or paradigms or whatever) do propose new entities (phlogiston, caloric atoms, neutrinos, quarks) and new properties (ethereal rigidity, magnetic susceptibility, displacement, spin, strangeness). As hypothetical aspects of a new theory these are tentative, subject to critical evaluation, acceptance or rejection. Those that become so accepted that they supply factual presuppositions for further investigations are embedded in the normal functioning of LCP. LCP is the repository, not the originator, of ontological commitments. Speculative ontological claims are exciting, thought-provoking, controversy-generating. Ontological claims that have become embedded as functional presuppositions of LCP are like dead metaphors, no longer exciting, thought-provoking, or for the most part, even explicitly noted. They emerge from forgetfulness only through crises that provoke foundational analyses, or through philosophical simulacra of such crises. Yet, these embedded presuppositions have evolved to meet the dual constraints of empirical adequacy and conceptual consistency.
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^1	  The distinction is from Pickering, 1995, chap. 6. The 'science wars' have produced notoriously inflated claims by both social constructionists and their critics. For balanced presentation of both positions see Barnes et al (1996) and Hacking (1999). Pera, 1994, aptly illustrates the switch from methodology to rhetoric as a constitutive feature of scientific discourse.
^2	 
^3	  I am also relying on Sellars'  privately circulated monograph,  "Aristotle's Metaphysics: An Interpretation", and, with considerable reservations, on Anscombe  (1961), chap. 1
^4	  St. Thomas Aquinas, Summa Theologiae, 1, q. 42, a. 1, ad 1. The relation of such quantitative reasoning to the foundations of Aristotelian science are treated in his In Librum Boethii de Trinitate.
^5	  Such questions continued to be discussed well into the scientific revolution. See Solère (2001)
^6	  This brief summary is based on two articles, Chevelley (1993) and Frye (1980)
^7	  This early atomism is treated in Dijksterhuis, pp. 386-491; van Melsen, pp. 81-128; and Kargon.
^8	  The role of Newton's atomism is treated in A. R. Hall and M. B. Hall, 1970;  McGuire, 1970; McMullin, 1978;  and Westfall, 1971, and  1980.
^9	  Euler, series III, vol. 2. The basic properties of matter are explained on pages 149-152, while the rejection of atomism is on pages 297-301. These two volumes of popular science were reprinted in twelve French, ten English, six German, four Russian, two Dutch, two Swedish, one Italian, one Danish, and one Spanish edition. This and the French Encyclopédie communicated to the reading public of the Enlightenment era the significance of the new science.
^10	  A general survey of eighteenth physical experiments is given in Hall, (1954), chap. 12. Kuhn (1977, pp. 31-65) brings out the characteristics of and transition from Baconian science. The emphasis on new instruments and quantitative precision is developed in Feldman, (1985). Rueger (1997) illustrates the striking differences between the goals of Baconian and more quantitative experiments.
^11	  Thus in Laplace, 1825, vol. 5, pp. 113-132 he treated small spheres with forces proportional to    r-2-. The value  = 0 fit gravitation, while  = -3 supplied a model for molecules in static equilibrium. A further assumption concerning short range intermolecular repulsive forces allowed the deduction of  Mariottes's (or Boyle's) law, Gay-Lussac's law, and Dalton's law of partial pressures. Further assumptions about the heat of particles allowed him to deduce the correct result for the speed of sound in air. (Ibid.,  pp. 133-145).
^12	  This is based chiefly on Truesdell, 1980. For the Baconian phase see McKie and Heathcote.
^13	  For a general survey see Brush, 1976.
^14	  The term 'theory' refers to the limited theoretical assumption that variations in the electromagnetic field are causally responsible for the transmission of light and heat. It does not present a theory of what either light or electricity is. 
^15	  Maxwell repeatedly insisted that the concept of energy must be interpreted literally and that mechanical energy be treated as basic.
^16	  These tests are analyzed in Everitt, 1975 and in Buchwald, 1985.
^17	  The papers by Landau and Peierls and the two papers by Bohr and Rosenfeld are translated in Wheeler, 1983, Sect. IV. An analysis of the Bohr-Rosenfeld argument is given in Darrigol, 1991.
^18	  This was introduced in Aharonov, 1959. Belot, 1998, interprets its general significance in a contemporary context.
^19	  Alternatively, it is possible to assume massless spin one particles, apply the principle of  local gauge invariance and deduce the form of the matter field.  See Weinberg, 1995, pp. 339-343.
^20	  The vortex model could not explain mass or handle dissipation. After Kelvin accepted electrons (which he called electrions) as atomic constituents he devised new atomic models. See Larmor, Kelvin, Papers, Vol. 6, pp. 204-243. 
^21	  Klein, 1972, summarizes the difficulties turn of the century physicists encountered in attempts to make mechanics foundational.
^22	  For discussions of Bohr's early work that stress is concern with conceptual problems and the interaction between experiment and theory see Hendry (1984), chaps 3-5; Röseberg (1984), chap. 3; Folse (1985), chaps. 2-3; MacKinnon, (1982, chap. 5), (1985) and (1994); Chevalley (1991), Introduction; Faye (1991); Darrigol (1992), Part B; and Petruccioli (1993).
^23	  A general survey of the theory and practice of diffraction gratings may be found in Stroke (1967) or in Hecht and Zajac (1974), chap 10.
^24	  See Robotti for changes in the interpretation of spectral lines and Bohr (Collected Works, II, p. 410) for his reinterpretation of the Franck-Hertz experiment.
^25	  Bohr used the (forward) correspondence principle as a tool for guessing quantum formulas on the basis of classical formulas. Since the 1930's the term has come to refer to the (backwards) correspondence principle that quantum mechanics should merge with classical mechanics in the limits where   0, or n  .
^26	  A more detailed account of these developments may be found in MacKinnon, 1982, chapt. 5.
^27	  Gadamer is included for two reasons. First, as Davidson admits, he and Gadamer share similar view  on the problem of interpretation (Davidson, 19??, Pap, ref. 2041). Second, and more importantly, standard analytic philosophy does not provide an adequate basis for treating problems of conceptual change and conceptual revolutions. The hermeneutic wing of the phenomenology movement does. It also offers a developed perspective on the problem of objectivity. 
^28	  In addition to the philosophers cited an independent doevelopment of the conceptual core of ordinary language may be found in Jackendoff, 1983.
^29	  See Sellars (1963), Essays 1, 8 and 11 and (1974), Essays 5, 9, 14, and 17.
^30	  Latour and Woolgar (1986) brought the sociological aspects of discovery to the forefront. Canava (2001) shows how four key nineteenth century electromagnetic discoveries were subject to reinterpretation. The sociological process of reifying discoveries is analyzed in Barnes et al. (1996), chap. 4, and in Pickering.
^31	  A translation of the original text is in Boorse and Motz (1966), pp. 766-788).
^32	  See Cartwright, 1983, pp. 172-174. For an illustration of the role inferences based on trajectories plays in particle detectors, see Roe, 1996, pp. 44-54
^33	 This is adapted from material in Bochner (1988), and Kline (1972)
^34	  In contemporary terms, C (M), the set of smooth, real-valued functions on a manifold, M, having infinitely many continuous derivatives is a commutative algebra over the real numbers on which one may define a vector field. See Baez and Munian, chap. 3.
^35	  Thus Crane (1972, p. 6) summarized the then standard sociological assumptions concerning scientific activity: "(1)  the scientist is expected to evaluate new knowledge critically and objectively; (2) he is expected to use his findings in a disinterested fashion; (3)scientific merit should be evaluated independently from the personal or social qualities of the individual scientist; (4) the scientist does not own his findings; secrecy is forbidden;  (5) he is expected to maintain an attitude of emotional neutrality towards his work." This summary of the ideals inculcated by normal training was written before James Watson shocked people by revealing that creative scientists can diverge widely from such ideals.
^36	  For a different appraisal de-emphasizing the role of fundamental theories as grounds of truth claims see Cartwright (1983)
^37	  I owe the explicit form of this claim to a debate with R. I. G. Hughes.
^38	  The term is somewhat misleading. In his final address to the Philosophy of Science Association Kuhn indicated that on the issue fo radical relativism he had more in common with his enemies than his friends. The term, nevertheless, has become established.
^39	  See Kockelmans (1985),  Compton (1988) and Chevalley (1990) for Heidegger’s involvement in physics.
^40	 See especially Chevalley (1990). My presentation of this final section was stimulated by my correspondence with her.
