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Introduction
La the´orie mole´culaire du de´faut quantique prend son origine dans la de´couverte en
1885 par Balmer1 de la loi donnant les niveaux d’e´nergies de l’atome d’Hydroge`ne :
n = − 1
2n2
S’inspirant de la loi de Balmer, Schro¨dinger2–5 e´labora l’e´quation qui porte son nom don-
nant l’e´volution temporelle d’un e´tat quantique |Ψ〉. En recherchant les solutions parti-
culie`res |Ψ0〉 qui sont stationnaires, il devint possible de calculer analytiquement les niveaux
d’e´nergies de l’atome d’Hydroge`ne
H|Ψ〉 = ı~ ∂
∂t
|Ψ〉
H|Ψ0〉 = E|Ψ0〉
ou` H est l’ope´rateur de Hamilton inspire´ de la me´canique classique et E l’e´nergie de l’e´tat
|Ψ0〉.
Le terme de´faut quantique apparaˆıt peut-eˆtre pour la premie`re fois en 1890 quand
Rydberg6 essaie de ge´ne´raliser la formule de Balmer pour d’autres syste`mes atomiques
donnant lieu a` la ce´le`bre formule portant son nom
n = − 1
2(n− ν)2
ou` ν est le de´faut quantique. Edle´n7, par exemple, montra que la fonction ν(n) peut
eˆtre tre`s bien approxime´e par une loi line´aire et qu’une approximation parfois grossie`re
donnerait un de´faut quantique constant dans toute la se´rie de Rydberg. La seule diffe´rence
entre l’atome d’Hydroge`ne et d’autres syste`mes atomiques est que, meˆme si l’e´lectron de
Rydberg reste le plus souvent loin du cœur atomique, il peut bien suˆr entrer dans ce cœur
et ainsi interagit avec les autres e´lectrons formant le cœur. La loi de Rydberg nous dit que
toutes ces interactions peuvent eˆtre re´sume´es dans un seul parame`tre : le de´faut quantique
ν.
Ce re´sultat, non trivial, est peut-eˆtre a` l’origine de l’ide´e majeure de la the´orie du de´faut
quantique.
Lorsque Wigner8,9 e´tudia les phe´nome`nes de re´sonances en physique atomique, il se´para
l’espace des configurations de la particule incidente en une re´gion pre`s des autres parti-
cules et une re´gion loin des autres particules. Disons que la se´paration entre ces deux zones
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est de´crite par une sphe`re de rayon r0. Il de´couvrit que la seule connaissance de la fonc-
tion d’onde et de sa de´rive´e sur la surface r = r0 suffisait a` reproduire les structures de
re´sonances observe´es. Wigner rassembla les valeurs de la fonction d’onde et de sa de´rive´e
dans une matrice qu’il appela matrice R.
La the´orie du de´faut quantique s’inspira largement du re´sultat de Wigner pour se´parer
l’espace des configurations de la fonction d’onde de l’e´lectron de Rydberg par rapport a` la
distance de celui-ci et du cœur atomique. Cette se´paration rend le pas vers les syste`mes
mole´culaires facile a` franchir.
Un des premiers travaux sur les se´ries de Rydberg dans les mole´cules est sans doute
duˆ a` Miescher10 concernant ses e´tudes de la mole´cule NO. Les quelques soixante-dix ans
se´parant les re´sultats de Miescher et la formule de Balmer sont peut-eˆtre dus au fait que
pour une mole´cule, la progression suivant la loi de Rydberg est fre´quemment “noye´e”
dans la structure rovibrationnelle du cœur mole´culaire et donc beaucoup plus difficile a`
identifier expe´rimentalement. L’application a` des syste`mes mole´culaires rend ne´cessaire le
de´veloppement d’une the´orie du de´faut quantique pour des potentiels arbitraires et non
seulement pour le potentiel Coulombien −1
r
interagissant avec l’e´lectron loin du cœur.
Greene, Fano, Strinati et Rau11,12 de´veloppe`rent la the´orie du de´faut quantique pour de
tels potentiels. Les premie`res applications de la the´orie du de´faut quantique a` des mole´cules
sont, par exemple, du fait de Fano13,14.
A partir de la`, diffe´rentes me´thodes pour obtenir la fonction d’onde de l’e´lectron en
zone interne furent de´veloppe´es dont la plus connue et la plus populaire est sans doute la
me´thode R-matrice variationnelle aux voies propres (“variational eigenchannel R-matrix
method”). Cette me´thode re´soud l’e´quation de Schro¨dinger multi-e´lectronique uniquement
dans la re´gion finie de´finissant la zone interne puisque la the´orie du de´faut quantique n’a
besoin de la valeur de la fonction d’onde que sur la surface R-matrice, ces solutions e´tant
connecte´es sur cette surface avec des solutions valables loin du cœur, la` ou` l’e´quation de
Schro¨dinger est soluble analytiquement (Voir par exemple les travaux de Raseev et. al. 15 et
de Greene16 sur cette me´thode). Du fait de l’inte´gration sur un volume fini, cette me´thode
(si elle est utilise´e en combinaison avec le de´veloppement sur des fonctions de base) requiert
des programmes spe´ciaux pour e´valuer les e´le´ments de matrice des ope´rateurs ne´cessaires.
Dans cette the`se, je pre´sente une me´thode base´e sur le formalisme ab initio pour ob-
tenir la fonction d’onde de l’e´lectron de Rydberg en zone interne. Cette fonction d’onde
pourra eˆtre ensuite utilise´e dans un formalisme de de´faut quantique mole´culaire. Cette
me´thode re´soud l’e´quation de Schro¨dinger dans tout l’espace et peut donc tirer profit des
programmes de chimie quantique pour l’e´valuation des e´lements de matrice des ope´rateurs
intervenant dans l’e´quation de Schro¨dinger.
Tout d’abord, je trace les grandes lignes de la the´orie mole´culaire du de´faut quan-
tique puis je montre comment utiliser les proce´dures de calculs ab initio pour obtenir des
fonctions d’onde servant de point de de´part a` un calcul de de´fauts quantiques.
Puis je pre´sente quelques re´sultats obtenus et je termine par une partie plus technique
pre´sentant les programmes FORTRAN de´veloppe´s et utilise´s.
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Notations
1. Les vecteurs seront note´s en gras : v. Un vecteur v est de´fini comme e´tant un vecteur
ligne.
2. Les matrices seront note´es en gras souligne´ : M . Les dimensions d’une matrice M
seront explicitement donne´es si elles ne sont pas triviales.
3. L’e´le´ment (i, j) d’une matrice M correspond a` la ıie`me ligne et la ie`me colonne. Cet
e´le´ment sera note´
(
M
)
ij
4. Pour 3 matrices quelconques A B et C, l’e´quation matricielle
A = BC
a sont equivalent en e´quation indicielle(
A
)
ij
=
∑
k
(
B
)
ik
(
C
)
kj
Ces 2 notations sont strictement e´quivalentes.
5. la notation z∗ de´signe le conjugue´ du nombre complexe z a` l’exception de la notation
n∗ introduit dans la section 1.1 qui de´signe le nombre quantique effectif
6. Suivant les notations de Dirac utilise´es en me´canique quantique, pour 2 fonctions f1
et f2, on a
〈f1|f2〉 =
∫
τ
f ∗1 f2 dτ
ou` l’inte´gration sur τ s’e´tend sur toutes les coordonne´es de f1 et f2
7. Les unite´s atomiques sont utilise´es. Avec ces unite´s, les e´nergies de l’atome d’Hy-
droge`ne sont
n = − 1
2n2
et l’Hamiltonien est
H = −1
2
∆ + V
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Les e´nergies sont mesure´es en Hartree (Eh) et les longueur en Bohr (a0).
1 a0 = 5.29177 10
−11 m
1Eh = 4.35975 10
−18 J
≈ 219475 cm−1 ≈ 27.2113 eV
8. Contrairement a` plusieurs publications ou` le nombre quantique effectif est de´signe´
par ν et le de´faut quantique par µ, j’utiliserai ici les notations suivantes :
n∗ pour le nombre quantique effectif
ν pour le de´faut quantique
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Chapitre 1
Introduction a` la MQDT
1.1 La MQDT en formalisme sphe´rique
Le terme MQDT est un acronyme qui signifie “Multichannel Quantum Defect Theory”.
Cette the´orie introduit le concept de voie : La MQDT s’attache surtout a` calculer des e´tats
de Rydberg ou du continu ; une voie est de´finie par les nombres quantiques de´finissant l’e´tat
de l’e´lectron et du cœur. Une voie traite d’une manie`re globale les e´tats de Rydberg lie´s et
les e´tats du continu. Elle fournit donc a` la fois des de´fauts quantiques et des de´phasages.
Par la suite, j’appellerai de´faut quantique le nombre ν de´fini par :
n = − Z
2
2(n− ν)2 pour k
2 =
2
Z2 ≤ 0 (1.1)
ou` n est l’e´nergie d’un e´tat de Rydberg (Le nombre quantique effectif de cet e´tat est
n∗ = n− ν) ; et le de´phasage δ est une ge´ne´ralisation du concept de de´faut quantique dans
le continu :
δ = piν pour k2 =
2
Z2 > 0 (1.2)
1.1.1 The´orie a` une voie
L’espace dans lequel peut se de´placer un e´lectron est divise´ en diffe´rentes zones :
1. Une zone interne r ≤ r0 ou` l’e´lectron est soumis a` un potentiel comprenant l’inter-
action Coulombienne de cet e´lectron avec tous les autres e´lectrons du cœur, avec les
noyaux et les interactions a` deux e´lectrons. Dans cette re´gion, l’e´quation de Schro¨din-
ger n’est pas soluble analytiquement.
La fonction d’onde de l’e´lectron dans cette re´gion est note´e ΨI(r, θ, φ)
2. Une zone externe r > r0 ou` l’e´lectron ne ressent plus l’influence que du potentiel
Coulombien −Z
r
cre´e´ par la charge nette Z du cœur. Dans cette re´gion, la fonction
d’onde de l’e´lectron est note´e ΨII(r, θ, φ) et l’e´quation de Schro¨dinger est :(
∆ + 2
(
+
Z
r
))
ΨII(r, θ, φ) = 0 (1.3)
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L’e´quation (1.3) est se´parable en une e´quation radiale ne de´pendant que de r et une
e´quation angulaire17. En e´crivant
ΨII(r, θ, φ) = r−1Rnl(r)Ylm(θ, φ) ; r > r0 (1.4)
on obtient l’e´quation radiale(
d2
d r2
+ 2(− V )
)
Rnl(r) = 0 ou` V = −Z
r
+
l(l + 1)
2r2
(1.5)
La solution de l’e´quation (1.5) est une combinaison line´aire des fonctions re´gulie`res et
irre´gulie`res de Coulomb
Rnl(r) = a fl(r) + b gl(r) (1.6)
Les effets de la zone interne sur la fonction d’onde sont pris en compte en e´crivant
ΨI(r0, θ, φ) = Ψ
II(r0, θ, φ) (1.7a)
∂ΨI(r, θ, φ)
∂r
∣∣∣∣
r=r0
=
∂ΨII(r, θ, φ)
∂r
∣∣∣∣
r=r0
(1.7b)
Pour l’atome d’Hydroge`ne, le de´faut quantique ν est nul et on a une fonction d’onde
qui est seulement re´gulie`re
ΨI(r, θ, φ) = ΨII(r, θ, φ) ∝ r−1fl(r)Ylm(θ, φ) ∀ r (1.8)
Pour les autres syste`mes, les interactions en zone interne font que a` la distance r0, la
fonction d’onde est maintenant de´phase´e par rapport a` l’onde purement re´gulie`re fl(r). Il
est donc naturel de poser
Rnl(r) = cos(δ) fl(r)− sin(δ) gl(r)
= cos(piν) fl(r)− sin(piν) gl(r) r > r0
(1.9)
L’e´quation (1.7a) devient
ΨI(r0, θ, φ) = r
−1[cos(piν) fl(r0)− sin(piν) gl(r0)]Ylm(θ, φ) (1.10)
En utilisant un de´veloppement analogue a` (1.4) pour ΨI(r, θ, φ), on obtient
RInl(r0) = cos(piν) fl(r0)− sin(piν) gl(r0)
= Afl(r0)−B gl(r0)
(1.11)
En combinant les e´quations (1.7a) et (1.7b) avec l’e´quation (1.11), on obtient
A =
W (RInl(r), gl(r))
W (fl(r), gl(r))
∣∣∣∣
r=r0
(1.12a)
B =
W (RInl(r), fl(r))
W (fl(r), gl(r))
∣∣∣∣
r=r0
(1.12b)
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0 5 10 15 20
-0.2
-0.1
0
0.1
0.2
autres atomes ou molecules : cos(piν) f
εl(r)-sin(piν) gεl(r)
atome H : f
εl(l)
coeur
δ=piν
Fig. 1.1 – De´phasages des fonctions d’ondes
Ge´ne´ralement, les fonctions fl(r) et gl(r) sont normalise´es tel que le WronskienW (fl(r), gl(r))
soit
W (fl(r), gl(r)) = fl(r)
d gl(r)
d r
− d fl(r)
d r
gl(r) =
1
pi
(1.13)
En utilisant l’e´quation (1.11), le de´faut quantique ou le de´phasage est alors
tan(δ) = tan(piν) =
B
A
(1.14)
1.1.2 Ge´ne´ralisation a` plusieurs voies
La MQDT permet de traiter les diffe´rents couplages qu’il peut y avoir entre plusieurs
voies comme le me´lange des l dans les se´ries de Rydberg (provenant de la syme´trie non-
sphe´rique du cœur mole´culaire) ou les interactions entre diffe´rents e´tats de cœurs. Dans le
cas de deux se´ries de Rydberg convergeant vers deux e´tats de l’ion diffe´rents, on peut avoir
des interactions entre une se´rie de Rydberg et un continuum pouvant donner naissance a`
des re´sonances d’auto-ionisation.
Me´lange des l
Pour une mole´cule line´aire, on de´signe une se´rie de Rydberg par les trois nombres
quantiques nlλ ou` n est le nombre quantique principal de la se´rie, l est le moment angulaire
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de l’e´lectron dans l’approximation de l’atome uni et λ est la projection du moment angulaire
sur l’axe inter-nucle´aire. Du fait de la perte de la syme´trie sphe´rique entre l’atome uni et
la mole´cule line´aire, les se´ries de Rydberg ne sont pas des se´ries purement s, p, etc. . . (le
nombre quantique l n’est pas un bon nombre quantique pour une mole´cule line´aire).
Pour e´tudier ce me´lange, on se construit dans la zone interne r ≤ r0 un ensemble de
N orbitales pour l’e´lectron de Rydberg de´ge´ne´re´es a` une e´nergie  ayant des moments
angulaires diffe´rents. On peut regrouper ces solutions dans un vecteur ligne de dimension
N note´ ΨI . L’e´quation (1.4) donnant la de´composition en ondes partielles dans la zone
externe devient alors une e´quation matricielle et les fonctions d’ondes en zone interne sont
elles aussi de´veloppe´es en ondes partielles
ΨI = r−1YR ; r ≤ r0 (1.15a)
ΨII = r−1Y R ; r > r0 (1.15b)
ou` l’on a
ΨII =
(
ΨII1 Ψ
II
2 . . . Ψ
II
N
)
(1.16a)
Y =
(
Yl1λ1 Yl2λ2 . . . YlNλN
)
(1.16b)
R =

R1nl1 R
2
nl1
. . . RNnl1
R1nl2 R
2
nl2
. . . . . .
...
...
. . . . . .
R1nlN
...
... RNnlN
 (1.16c)
et une e´quation e´quivalente pour la matrice R. L’e´le´ment (R)
ij
contient l’onde partielle
avec l = li de la 
ie`me solution. Les ondes partielles radiales R en zone externe sont des
combinaisons line´aires de fonctions de Coulomb
R = F A−GB ; r > r0 (1.17)
ou` les matrices F et G sont des matrices diagonales contenant les fonctions re´gulie`res
et irre´gulie`res de Coulomb pour les diffe´rents li i.e.
(
F
)
ij
= fli(r)δij. On regroupe les
e´quations (1.15) et (1.17) pour obtenir l’e´quation (sous forme indicielle)
ΨIIi = r
−1∑
li
Yliλi
[(
F
)
lili
(
A
)
lii
− (G)
lili
(
B
)
lii
]
; r > r0 (1.18)
L’e´quation (1.18) est l’e´quation principale de la MQDT : une fois que les matrices A et B
ont e´te´ de´termine´es, de nombreuses quantite´s physiques peuvent eˆtre de´duites. On connecte
12
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maintenant les ondes partielles radiales en zone interne R a` celles en zone externe R a`
r = r0 pour de´terminer les matrices A et B, d’ou` l’e´quation (1.12a) devient
(
A
)
ij
=
W (Rjnli(r), gli(r))
W (fli(r), gli(r))
∣∣∣∣∣
r=r0
(1.19)
ainsi que l’analogue pour la matriceB (e´quation (1.12b)). On obtient les de´fauts quantiques
en calculant la matrice de re´action K
K = BA−1 = tan(piν) (1.20)
La matrice de re´action K est une matrice re´elle syme´trique. Dans la pratique, il n’y a
aucune proprie´te´ particulie`re pour les matrices A et B ; le fait que la matrice K soit
syme´trique donne une indication sur la qualite´ des calculs effectue´s. Afin d’obtenir les
de´fauts quantiques tenant compte du me´lange des l, on diagonalise K pour obtenir les
de´fauts quantiques propres ν˜
tan(piν˜) = E−1KE (1.21)
La matrice tan(piν˜) est une matrice diagonale contenant les de´fauts quantiques propres
tan(piν˜). La matrice E des vecteurs propres donne les coefficients de me´lange dans les
diffe´rentes voies : la iie`me colonne de E donne les coefficients de me´lange dans la iie`me voie.
A noter que la matrice E est orthogonale car K est re´elle syme´trique : E−1 = Et. Il
est facile de voir qu’on peut rencontrer des proble`mes nume´riques dans le calcul de K si(
ν
)
ij
≈ 0.5. On peut contourner ce proble`me de 2 manie`res :
• A la place de l’ensemble des fonctions de Coulomb {fl(r), gl(r)}, on peut utiliser un
ensemble {fl(r), gl(r)} de´fini comme e´tant de´phase´ de γ par rapport a` {fl(r), gl(r)}
fl(r) = cos(piγ)fl(r)− sin(piγ)gl(r)
gl(r) = sin(piγ)fl(r) + cos(piγ)gl(r)
(1.22)
On calcule une matrice de re´action K˜ avec {fl(r), gl(r)} que l’on diagonalise pour obtenir
la matrice κ˜. Les de´fauts quantiques propres seront(
ν˜
)
ii
=
(
κ˜
)
ii
+ γ (1.23)
• Inspire´e de la the´orie des collisions, on peut de´finir la matrice de diffusion S
S = (A+ ıB)(A− ıB)−1 = (1 + ıK)(1 − ıK)−1 = E e2ıpiν˜E−1 (1.24)
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La matrice S est complexe syme´trique et satisfait la relation S−1 = S∗ = S†. L’analogue
de l’e´quation (1.20) donnant la matrice de de´fauts quantiques ν est ici
ı(S − 1)(S + 1)−1 = tan(piν) (1.25)
mais la matrice S n’a plus de singularite´s pour
(
ν
)
ij
≈ 0.5.
Me´lange de diffe´rents cœurs
Nous allons nous inte´resser dans ce paragraphe au me´lange qu’il peut y avoir entre
diffe´rents e´tats du cœur. Par souci de simplicite´ de notations, je prendrai un exemple
de deux cœurs C1 et C2 contenant chacun deux se´ries de Rydberg i.e. quatre voies. On
conside`re donc un syste`me a` N e´lectrons comprenant deux se´ries de Rydberg de´finies par
les nombres quantiques nl1λ1 et nl2λ2 convergeant vers la limite d’ionisation E1 de C1 et
deux se´ries de Rydberg de´finies par nl3λ3 et nl4λ4 convergeant vers la limite d’ionisation
E2 de C2. Les quatre voies de cet exemple sont
voie 1 : C1 nl1λ1 (1.26a)
voie 2 : C1 nl2λ2 (1.26b)
voie 3 : C2 nl3λ3 (1.26c)
voie 4 : C2 nl4λ4 (1.26d)
A noter que ces quatre voies ne peuvent interagir que si elles ont la meˆme syme´trie globale.
Comme nous l’avons vu dans le paragraphe pre´ce´dent, il peut y avoir me´lange de l entre les
voies 1 et 2 et entre les voies 3 et 4. De plus, il peut y avoir une interaction (Coulombienne ou
e´change) entre toutes ces voies. On rappelle les expressions des ope´rateurs a` deux e´lectrons
de Coulomb J et d’e´change K pour un ensemble d’orbitales {χ}
J = ( ij | kl ) =
∫∫
χi(1)χk(2)
1
r12
χj(1)χl(2) dr1dr2 (1.27a)
K = ( ik | jl ) =
∫∫
χi(1)χj(2)
1
r12
χk(1)χl(2) dr1dr2 (1.27b)
Si l’on effectue le calcul pour une e´nergie totale E, on doit obtenir ici quatre fonctions
d’onde Φ de´ge´ne´re´es a` E ; ces fonctions d’onde Φi sont des fonctions a` 3N coordonne´es
spatiales qui peuvent contenir un de´terminant de Slater ou une somme sur diffe´rents
de´terminants. Dans les paragraphes pre´ce´dents, on utilisait les fonctions d’ondes Ψ de
l’e´lectron de Rydberg car on projetait implicitement les Φi sur les N − 1 orbitales formant
l’unique cœur. La projection en ondes partielles (1.15) devient ici
Φ = r−1ΘR ; r > r0 (1.28)
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Les fonctions Θi sont des fonctions a` 3N−1 coordonne´es spatiales comprenant les 3(N−1)
coordonne´es des N − 1 orbitales de cœur ainsi que les deux coordonne´es angulaires de
l’e´lectron de Rydberg
Θ =
(
C1Yl1λ1 C1Yl2λ2 C2Yl3λ3 C2Yl4λ4
)
Dans cet exemple, la matrice R est
R = r

〈Φ1|C1Yl1λ1〉 〈Φ2|C1Yl1λ1〉 〈Φ3|C1Yl1λ1〉 〈Φ4|C1Yl1λ1〉
〈Φ1|C1Yl2λ2〉 〈Φ2|C1Yl2λ2〉 〈Φ3|C1Yl2λ2〉 〈Φ4|C1Yl2λ2〉
〈Φ1|C2Yl3λ3〉 〈Φ2|C2Yl3λ3〉 〈Φ3|C2Yl3λ3〉 〈Φ4|C2Yl3λ3〉
〈Φ1|C2Yl4λ4〉 〈Φ2|C2Yl4λ4〉 〈Φ3|C2Yl4λ4〉 〈Φ4|C2Yl4λ4〉
 (1.30)
Pour chaque voie, on de´finit les quantite´s i comme : i = E−Ei. Une voie est dite ouverte
si i ≥ 0 et ferme´e si i < 0. L’e´quation (1.17) est ensuite utilise´e avec
R = F A−GB ; r > r0 (1.31)
F =

f1l1(r) 0 0 0
0 f1l2(r) 0 0
0 0 f2l3 0
0 0 0 f2l4
 (1.32)
et l’analogue pour G. Les matrices K et S de re´action et diffusion peuvent ensuite eˆtre
construites de la meˆme manie`re que dans le cas d’un unique cœur. Si le syste`me est initia-
lement dans l’e´tat {C1 r−1Rnl1Yl1λ1}, apre`s la collision ou une excitation par un photon, le
syste`me a les probabilite´s suivantes pour les e´tats finaux accessibles
{C1 r−1Rnl1Yl1λ1}
((
S
)
11
)2
−−−−−−→ {C1 r−1Rnl1Yl1λ1}
{C1 r−1Rnl1Yl1λ1}
((
S
)
12
)2
−−−−−−→ {C1 r−1Rnl2Yl2λ2}
 par me´lange des l
{C1 r−1Rnl1Yl1λ1}
((
S
)
13
)2
−−−−−−→ {C2 r−1Rnl3Yl3λ3}
{C1 r−1Rnl1Yl1λ1}
((
S
)
14
)2
−−−−−−→ {C2 r−1Rnl4Yl4λ4}
 par
1
r12
et me´lange des l
En effet, l’e´le´ment
(
S
)
ij
au carre´ de la matrice de diffusion S donne la probabilite´ de
passer de la voie i a` la voie j.
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1.1.3 Re´sonances d’auto-ionisation
Un inte´reˆt de l’e´tude des interactions entre diffe´rents e´tats de cœur est sans doute
l’e´tude des re´sonances d’auto-ionisation apparaissant quand un continuum interagit avec
une se´rie de Rydberg i.e. une voie ferme´e avec une voie ouverte. On conside`re donc un
syste`me avec I voies dont Io voies ouvertes et Ic voies ferme´es. On a d’apre`s (1.17)
R = F A−GB ; r > r0
et on se rappelle de la de´finition de la matrice de re´action K = BA−1. On de´finit un
ensemble de fonctions radiales RK telles que
RK = RA−1 = F −GK ; r > r0 (1.34)
Ces solutions ne sont pas physiques dans le sens ou` elles se de´veloppent sur les fonctions
fl(r) et gl(r) a` e´nergie ne´gative pour les voies ferme´es et donc sont en ge´ne´ral exponentiel-
lement croissantes quand r →∞. On divise ces solutions radiales RK ainsi que la matrice
K suivant la nature des voies
RK =
R
K
oo
R
K
oc
R
K
co
R
K
cc
 (1.35a)
K =
Koo Koc
K
co
K
cc
 (1.35b)
R
K
oo
est une matrice (Io × Io), RKoc une matrice (Io × Ic), R
K
co
une matrice (Ic × Io) et RKcc
une matrice (Ic × Ic) et de meˆme pour les sous-matrices de K. On de´finit une matrice de
coefficients L de dimension (I × Io)
L =
Loo
L
co
 (1.36)
On de´finit un ensemble de solutions radiales physiques R par
R = RK L =
Roo
R
co
 (1.37)
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Ces solutions satisfont les conditions physiques suivantes
R
oo
−−−→
r→∞
F
o
−G
o
K (1.38a)
R
co
−−−→
r→∞
0 (1.38b)
La matrice K sera appele´e matrice de re´action physique et ou` l’on a applique´ la meˆme
partition pour les matrices F et G
F =
F o 0
0 F
c
 (1.39a)
G =
Go 0
0 G
c
 (1.39b)
En combinant (1.37),(1.35a) et (1.36), on a
R =
R
K
oo
L
oo
+R
K
oc
L
co
R
K
co
L
oo
+R
K
cc
L
co
 (1.40)
L’e´quation (1.34) devient
RK = F −GK =⇒

R
K
oo
= F
o
−G
o
K
oo
R
K
oc
= −G
o
K
oc
R
K
co
= −G
c
K
co
R
K
cc
= F
c
−G
c
K
cc
(1.41)
L’e´quation (1.40) devient
R =
F oLoo −Go
(
K
oo
L
oo
+K
oc
L
co
)
F
c
L
co
−G
c
(
K
cc
L
co
+K
co
L
oo
)
 (1.42)
L’e´quation (1.38a) est ve´rifie´ si L
oo
= 1 et K = K
oo
+K
oc
L
co
. Pour satisfaire l’e´quation
(1.38b), on doit annuler la partie exponentiellement croissante dans les fonctions fl(r) et
17
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gl(r). Le comportement asymptotique de fl(r) et gl(r) pour les e´nergies ne´gatives est
18
fl(r) −−−→
r→∞
sin(pin∗) e(r/n
∗) (1.43a)
gl(r) −−−→
r→∞
− cos(pin∗) e(r/n∗) (1.43b)
On porte ces expressions dans R
co
de l’e´quation (1.42) pour e´crire
R
co
−−−→
r→∞
0 ≡ sin(pin∗)L
co
+ cos(pin∗)
(
K
cc
L
co
+K
co
)
(1.44)
On re´soud cette e´quation pour L
co
et l’on obtient l’expression pour K
L
co
= −
(
tan(pin∗) +K
cc
)−1
K
co
(1.45)
K = K
oo
−K
oc
(
K
cc
+ tan(pin∗)
)−1
K
co
(1.46)
La matrice de re´action physique K est de dimension (Io × Io) et donne les de´phasages a`
l’infini des voies ouvertes en tenant compte du fait que les voies ferme´es sont borne´es.
On de´finit les fonctions ϕ± comme
ϕ± = −gl(r)± ıfl(r) (1.47)
On de´finit les fonctions radiales RS(+) et RS(−) (resp. conditions aux limites des “ondes
sortantes” et “ondes entrantes”) comme
RS(+) = R
(
A+ ıB
)−1
=
1
2ı
(
ϕ+ −ϕ− S†
)
; r > r0 (1.48a)
RS(−) = R
(
A− ıB
)−1
= − 1
2ı
(
ϕ− −ϕ+ S
)
; r > r0 (1.48b)
On re´pe`te la meˆme proce´dure faite avec RK pour obtenir l’expression de la matrice de
diffusion physique S
S = S
oo
− S
oc
(
S
cc
− e−2ıpin∗
)−1
S
co
(1.49)
On diagonalise ensuite K (ou S) pour obtenir les de´phasages propres dans les voies ou-
vertes. La matrice K contient un terme K
oo
ne concernant que les voies ouvertes ainsi
qu’un terme qui re´sonne quand det
(
K
cc
+ tan(pin∗)
)
= 0 i.e. a` chaque fois que l’e´nergie
passe par un e´tat lie´ des voies ferme´es. A noter que le couplage entre les voies ferme´es et
18
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les voies ouvertes est contenu dans le terme K
oc
= K
t
co
et que si ce terme est nul, il n’y
a pas de re´sonances. La largeur de la re´sonance est lie´e a` la valeur de ce couplage : si le
couplage est faible, on a une largeur faible.
A noter que les expressions pour K et S ne sont valables que si le potentiel dans la
zone externe est a` syme´trie sphe´rique V = −Z
r
. Une expression plus ge´ne´rale est
K = K
oo
−K
oc
(
K
cc
+ tan(β())
)−1
K
co
(1.50)
ou` β() est la phase accumule´e qui sera de´fini ci-apre`s. Pour le cas d’un potentiel purement
Coulombien −Z
r
, la phase accumule´e est β() = pi (n∗ − l). Le formalisme WKB nous donne
une formule analytique pour la phase accumule´e19. On de´finit le vecteur d’onde local corrige´
de Langer
κ(r) =
(
2−
(
l + 1
2
)2
r2
+
2
r
)1/2
(1.51)
et l’on a
β() =
pi
2
+
∫ b
a
κ(r) dr (1.52)
ou` a et b sont les deux ze´ros de la fonction κ(r)
1.1.4 Les fonctions fl(r) et gl(r)
Dans ce chapitre, nous allons nous inte´resser plus en de´tails aux fonctions de Coulomb
fl(r) et gl(r). Ces fonctions sont deux solutions inde´pendantes de l’e´quation diffe´rentielle(
d2
d r2
+ 2(− V )
)
R(r) = 0 ou` V = −Z
r
+
l(l + 1)
2r2
(1.53)
La solution ge´ne´rale R(r) est donc une combinaison line´aire de fl(r) et gl(r). Le compor-
tement asymptotique de fl(r) et gl(r) est
18,20
fl(r) −−−→
r→∞
N sin(ζ)
gl(r) −−−→
r→∞
−N cos(ζ)
 pour  ≥ 0 (1.54a)
fl(r) −−−→
r→∞
a sin(pin∗) e(r/n
∗) − b cos(pin∗) e(−r/n∗)
gl(r) −−−→
r→∞
−a cos(pin∗) e(r/n∗) − b sin(pin∗) e(−r/n∗)
 pour  < 0 (1.54b)
ou` l’on a
ζ = kr − lpi
2
+
Z
k
ln(2kr) + arg Γ
(
l + 1− ıZ
k
)
(1.55a)
a ∝ [Γ(n∗ − l)]1/2 (1.55b)
b ∝ [Γ(n∗ − l)]−1/2 (1.55c)
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(A noter que le couple {fl(r), gl(r)} correspond a` {sl(r),−cl(r)} de la re´fe´rence18). Pour
 ≥ 0, fl(r) et gl(r) sont deux fonctions oscillantes et gl(r) est de´phase´e de pi2 par rapport
a` fl(r). La constante N dans les e´quations (1.54a) est lie´e a` la normalisation a` l’e´nergie
des fonctions fl(r) et gl(r) : N est choisie telle que l’on ait18∫ ∞
0
fl(r)f′l(r)dr =
∫ ∞
0
gl(r)g′l(r)dr = δ(− ′) (1.56)
ou` δ(− ′) est la fonction de Dirac. On obtient N =
√
2
pik
ou` k est de´fini dans (1.1)
En combinant l’e´quation (1.54b) pour fl(r) et (1.55b), on voit que fl(r) −−−→
r→∞
0 si et
seulement si le coefficient de e(r/n
∗) s’annule i.e. si sin(pin∗)Γ(n∗ − l) = 0. Cette condition
est satisfaite si n∗ = n ou` n ≥ (l+ 1). On retrouve ici la condition d’existence d’un e´tat lie´
pour un atome hydroge´nique.
1.1.5 Approche phase-amplitude de Milne
On reprend l’e´quation (1.53) et l’on pose ω2 = 2(− V )(
d2
dr2
+ ω2
)
R(r) = 0 (1.57)
On cherche les solutions fl(r) et gl(r) sous la forme
fl(r) =
√
1
pi
α(r) sin(φ(r)) (1.58a)
gl(r) = −
√
1
pi
α(r) cos(φ(r)) (1.58b)
α(r) est une fonction d’amplitude et φ(r) est une fonction de phase. En MQDT, on a
l’habitude d’utiliser des couples {fl(r), gl(r)} tel que leur Wronskien soit e´gal a` 1/pi i.e.
W (fl(r), gl(r)) = fl(r)
dgl(r)
dr
− dfl(r)
dr
gl(r) =
1
pi
(1.59)
En utilisant (1.59) et les formes (1.58a) et (1.58b), on obtient
dφ(r)
dr
=
1
α2(r)
(1.60)
On re´e´crit d
2fl(r)
dr2
en utilisant (1.60)
d2fl(r)
dr2
=
√
1
pi
(
d2α(r)
dr2
− 1
α3(r)
)
sin(φ(r)) (1.61)
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Fig. 1.2 – Exemples de fonctions fl(r) et gl(r) : fl(r) pour l = 0 (a), gl(r) pour l = 0
(b), fl(r) pour l = 1 (c), gl(r) pour l = 1 (d). (—) :  = −0.05 a.u., (- - -) :  = 0 a.u.,
(· · · ) :  = 0.05 a.u.
On porte cette expression (1.61) dans l’e´quation de Schro¨dinger d
2fl(r)
dr2
+ω2fl(r) = 0 pour
obtenir les deux e´quations de Milne21
d2α(r)
dr2
+ ω2α(r) =
1
α3(r)
(1.62a)
φ(r) =
∫ r
0
dt
α2(t)
(1.62b)
21
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On de´finit la phase accumule´e β() comme
β() = lim
r→∞
φ(r) =
∫ ∞
0
dt
α2(t)
(1.63)
Pour un potentiel purement Coulombien, on a β() = pi(n∗−l) mais pour un potentiel quel-
conque, on doit utiliser l’approche phase-amplitude de Milne pour obtenir nume´riquement
la fonction β().
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1.2 La MQDT en formalisme elliptique
Quand on e´tudie une mole´cule line´aire diatomique par exemple, il semble plus logique
d’utiliser un syste`me de coordonne´es a` deux centres pour conserver au maximum la syme´trie
du syste`me. On peut aussi utiliser un tel syste`me de coordonne´es pour simuler le moment
dipolaire d’un cœur mole´culaire.
1.2.1 Le syste`me de coordonne´es elliptiques
Le syste`me de coordonne´es elliptiques (ou “prolate spheroidal coordinates” en anglais)
est de´fini par
ξ =
rA + rB
R
(1 ≤ ξ ≤ ∞) (1.64a)
η =
rA − rB
R
(−1 ≤ η ≤ +1) (1.64b)
φ = arctg
(y
x
)
(0 ≤ φ ≤ 2pi) (1.64c)
ou` R est la distance entre les deux centres A et B place´s sur l’axe z respectivement a`
z = −R/2 et z = R/2. L’angle φ est le meˆme que celui des coordonne´es sphe´riques. Les
relations entre les coordonne´es elliptiques et carte´siennes sont
x =
R
2
√
(ξ2 − 1) (1− η2) cos(φ) (1.65a)
y =
R
2
√
(ξ2 − 1) (1− η2) sin(φ) (1.65b)
z =
R
2
ξη (1.65c)
Les surfaces a` ξ constant sont des ellipso¨ıdes de re´volution de foyers A et B. Les surfaces
a` η constant sont des hyperboles de re´volution de foyers A et B.
1.2.2 Les fonctions f˜l˜λ(ξ) et g˜l˜λ(ξ)
Ce sont les analogues en coordonne´es elliptiques des fonctions fl(r) et gl(r). On
conside`re donc un syste`me compose´ des charges ZA place´e en A et ZB place´e en B.
L’e´quation de Schro¨dinger a` re´soudre est
(∆ + 2 (− V )) Ψ = 0 ou` V = −ZA
rA
− ZB
rB
(1.66)
Le Laplacien en coordonne´es elliptiques est22
∆ =
4
R2(ξ2 − η2)
[
∂
∂ξ
(ξ2 − 1) ∂
∂ξ
+
1
ξ2 − 1
∂2
∂φ2
+
∂
∂η
(1− η2) ∂
∂η
+
1
1− η2
∂2
∂φ2
]
(1.67)
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x
y
z
rA
rB
R
φ
Fig. 1.3 – Le syste`me de coordonne´es elliptiques
Le potentiel V est
V = −ZA
rA
− ZB
rB
= − 2
R(ξ2 − η2) [(ZA + ZB) ξ − (ZA −ZB) η] (1.68)
On prend Ψ sous la forme
Ψ =
1√
ξ2 − 1 X˜(ξ)Y˜ (η, φ) (1.69)
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et l’on obtient22{
∂2
∂ξ2
− 1
ξ2 − 1
[
λ2 − 1
ξ2 − 1 − (ZA + ZB)Rξ − A() +
R2ξ2
2

]}
X˜(ξ) = 0 (1.70a)
{
∂2
∂η2
− 1
1− η2
[
λ2 − 1
1− η2 + (ZA −ZB)Rη + A() +
R2η2
2

]}√
1− η2 Y˜ (η, φ) (1.70b)
A() est la constante de se´paration et λ est la valeur propre de la partie en φ qui est la
meˆme qu’en coordonne´es sphe´riques (Y˜ (η, φ) contient un facteur eıλφ).
L’e´quation (1.70b) est re´solue pour obtenir la valeur propre A(). Cette valeur propre
est ensuite utilise´e pour re´soudre l’e´quation (1.70a). La solution ge´ne´rale de l’e´quation
(1.70a) est une combinaison line´aire des fonctions de Coulomb elliptiques i.e.
X˜(ξ) = a f˜l˜λ(ξ) + b g˜l˜λ(ξ) (1.71)
et les fonctions Y˜ (η, φ) jouent le meˆme roˆle que les harmoniques sphe´riques. On de´finit un
moment angulaire orbital ge´ne´ralise´ l˜ comme l˜ = kη + λ ou` kη est le nombre de nœuds des
fonctions de l’e´quation (1.70b). A noter que ces fonctions angulaires Y˜ (η, φ) de´pendent de
l’e´nergie  contrairement aux harmoniques sphe´riques et ne forment un ensemble orthonor-
mal qu’a` la meˆme e´nergie 
〈Y˜ 
l˜1λ1
(η, φ)|Y˜ 
l˜2λ2
(η, φ)〉 = δl˜1 l˜2δλ1λ2
〈Y˜ 
l˜1λ1
(η, φ)|Y˜ ′
l˜2λ2
(η, φ)〉 6= δl˜1 l˜2δλ1λ2
(1.72)
1.2.3 La MQDT
Les formules e´crites dans la section 1.1 restent valable si l’on remplace les fonctions de
base {fl(r), gl(r)} par les fonctions {f˜l˜λ(ξ), g˜l˜λ(ξ)}. La surface se´parant les zones interne
et externe est maintenant une surface de´finie par ξ = ξ0. L’e´quation majeure de la MQDT
en coordonne´es sphe´riques (1.18) est maintenant
ΨII =
1√
ξ2 − 1 Y˜
(
F˜ A− G˜B
)
; ξ > ξ0 (1.73)
A noter que le facteur 1√
ξ2−1
joue le meˆme roˆle que le facteur r−1 dans la de´rivation de
l’e´quation diffe´rentielle (1.70a) (supprimer la de´rive´e premie`re ∂
∂ξ
). Le vecteur Y˜ collecte
maintenant les fonctions Y˜l˜λ(η, φ) de´finies dans l’e´quation (1.70b) pour les diffe´rents l˜. F˜
et G˜ sont des matrices diagonales collectant les fonctions de Coulomb elliptiques f˜l˜λ(ξ) et
g˜l˜λ(ξ).
25
Chapitre 2
Application de la MQDT aux calculs
ab-initio
2.1 Me´thodes de calculs ab-initio
La premie`re e´tape consiste en un calcul SCF (“Self Consistent Field”) afin d’obtenir
une fonction d’onde sous la forme d’un de´terminant de Slater pour le cœur ionique. Graˆce
a` ce de´terminant, un ope´rateur Fock effectif est construit qui de´crit le mouvement d’un
e´lectron de Rydberg additionnel dans le champ cre´e´ par le cœur ionique. Cette me´thode est
appele´e approximation cœur gele´ (“Frozen Core Approximation” ou “Static Exchange Ap-
proximation”) car les orbitales du cœur ne sont pas modifie´es par la pre´sence de l’e´lectron
additionnel. On obtient des solutions a` e´nergies ne´gatives qui sont des e´tats de Rydberg
de la mole´cule et des solutions a` e´nergies positives qui peuvent eˆtre associe´es a` des e´tats
du continuum.
2.1.1 La proce´dure et les bases utilise´es
On travaille ici avec des bases forme´es de fonctions Gaussiennes carte´siennes {χi} prises
sous la forme
χi(x, y, z) = Ni(x− x0)i (y − y0)j (z − z0)k e−α(r−r0)2 (2.1)
Cette fonction est centre´e en r0 =
(
x0 y0 z0
)
et les exposants {i, j, k} ve´rifient l =
i + j + k ou` l est le moment orbital. La constante Ni assure que 〈χi(r)|χi(r)〉 = 1. Pour
une repre´sentation approprie´e des orbitales de cœur, les exposants α sont choisis parmi des
bases “standards” dues a` Huzinaga ou Dunning par exemple23–27. Pour le calculs d’e´tats de
Rydberg ou du continuum, cette base est ensuite augmente´e de fonctions plus diffuses28,29.
Ces fonctions ne forment pas un ensemble orthonormal, on doit donc travailler avec une
matrice de recouvrement S = 〈χi(r)|χj(r)〉
Un calcul SCF est ensuite fait pour obtenir une fonction d’onde du cœur. Pour une
mole´cule a` 2N + 1 e´lectrons, si le cœur ionique est a` couches ferme´es (avec N orbitales
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doublement occupe´es), on obtient un de´terminant Φion de la forme
Φion =
∣∣ϕ1 ϕ1 ϕ2 ϕ2 . . . ϕN ϕN ∣∣ (2.2)
ou` la notation ϕi repre´sente un e´lectron dans l’orbitale ϕi avec un spin α et ϕi repre´sente
un e´lectron dans l’orbitale ϕi avec un spin β. Chacune des orbitales ϕi se de´veloppe sur les
fonctions de base
ϕi =
n∑
j=1
cij χj (2.3)
ou` n est le nombre de fonctions de base. On se sert du de´terminant obtenu avec le calcul
SCF pour former un ope´rateur Fock effectif de´crivant le mouvement d’un e´lectron addi-
tionnel dans le champ du cœur ionique. Pour le de´terminant Φion de l’e´quation (2.2) on a
simplement
F = h +
N∑
i=1
2J i −Ki (2.4a)
(
F
)
rs
=
(
h
)
rs
+
N∑
i=1
2J irs −Kirs (2.4b)
Pour un cas plus ge´ne´ral, on peut e´crire
F = h +
∑
i
aiJ
i + biK
i (2.5)
ou` la somme sur i est sur les orbitales occupe´es du cœur et ou` les coefficients ai et bi
sont relatifs aux nombres d’occupation et a` la de´ge´ne´rescence des orbitales (a` de´terminer
en utilisant les re`gles de Slater-Condon). L’ope´rateur a` un e´lectron h contient l’e´nergie
cine´tique et la re´pulsion des noyaux. Les ope´rateurs a` deux e´lectrons J et K de Coulomb
et d’e´change respectivement sont de´finis par
J irs = ( ii | rs ) =
∫∫
ϕi(1)ϕr(2)
1
r12
ϕi(1)ϕs(2) dr1dr2 (2.6a)
Kirs = ( ir | is ) =
∫∫
ϕi(1)ϕi(2)
1
r12
ϕr(1)ϕs(2) dr1dr2 (2.6b)
ou` r12 = |r1 − r2|. r1 et r2 sont les vecteurs position des deux e´lectrons. ϕi(1) repre´sente
l’e´lectron no 1 dans l’orbitale ϕi et l’analogue pour l’e´lectron n
o 2. On fait ensuite un calcul
cœur gele´ qui re´soud l’e´quation de Schro¨dinger d’un e´lectron dans le potentiel cre´e´ par
F . On obtient ainsi n orbitales ϕFRC correspondantes a` des e´tats de Rydberg ( < 0) ou
des e´tats du continuum ( ≥ 0). En ce qui concerne les e´tats du continuum, il n’est bien
suˆr pas possible d’obtenir l’infinite´ d’e´tats existants : on obtient donc un spectre discret
d’e´tats du continu. De plus, ces e´tats se de´veloppent sur les fonctions de bases {χi} et donc
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sont de carre´ inte´grables : on obtient donc des fonctions oscillantes qui s’annulent quand
les fonctions de bases s’annulent.
Le spectre d’e´nergie sur lequel on obtient des e´tats du continu est de´pendant de la base
mais le formalisme de la MQDT requiert a` priori d’obtenir des solutions a` des e´nergies
arbitraires meˆme a` des e´nergies ne´gatives ne correspondant pas a` des e´tats lie´s. C’est
ce proble`me majeur qui rend difficile l’utilisation commune des calculs ab-initio et de la
MQDT.
2.1.2 Potentiels additionnels
Pour re´soudre ce proble`me, on ajoute a` l’ope´rateur F un ope´rateur additionnel qui va
nous permettre d’obtenir des solutions cœur gele´ a` une e´nergie arbitraire.
Potentiel additionnel en coordonne´es carte´siennes
On conside`re donc un potentiel V Cadd(x, y, z) de la forme
V Cadd(x, y, z) = X
C
add(x) + Y
C
add(y) + Z
C
add(z) (2.7a)
XCadd(x) =

(x− x0)γ pour x ≥ x0
(x+ x0)
γ pour x ≤ −x0
0 pour |x| < x0
(2.7b)
Y Cadd(y) =

(y − y0)γ pour y ≥ y0
(y + y0)
γ pour y ≤ −y0
0 pour |y| < y0
(2.7c)
ZCadd(z) =

(z − z0)γ pour z ≥ z0
(z + z0)
γ pour z ≤ −z0
0 pour |z| < z0
(2.7d)
A noter que pour ce potentiel, on doit avoir γ pair pour avoir un potentiel re´pulsif. On
doit maintenant calculer l’ope´rateur V
C
add
= 〈χi|V Cadd|χj〉 i.e.
I = 〈χi|V Cadd|χj〉 =
∫∫∫ ∞
−∞
χi(x, y, z)V
C
add(x, y, z)χj(x, y, z) dx dy dz (2.8)
χi(x, y, z) = (x− xi)nxi (y − yi)nyi (z − zi)nzi e−αi(r−ri)2
χj(x, y, z) = (x− xj)nxj (y − yj)nyj (z − zj)nzj e−αj(r−rj)2
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Fig. 2.1 – La fonction XCadd(x) pour x0 = 2 et γ = 8
On utilise ensuite le fait que le produit de deux Gaussiennes est encore une Gaussienne
e−αi(r−ri)
2
e−αj(r−rj)
2
= e
− αiαj
αi+αj
(ri−rj)2
e−(αi+αj)(r−rp)
2
= Eij e
−(αi+αj)(r−rp)2 (2.9a)
rp =
αiri + αjrj
αi + αj
=
(
xp yp zp
)
(2.9b)
On de´finit les deux inte´grales
Iγ(q) =
∫ ∞
−∞
(q − qi)nqi (q − qj)nqj QCadd(q) e−(αi+αj)(q−qp)
2
dq (2.10a)
I0(q) =
∫ ∞
−∞
(q − qi)nqi (q − qj)nqj e−(αi+αj)(q−qp)2 dq (2.10b)
ou` q peut prendre la valeur x, y ou z. L’inte´grale I est comple`tement factorisable en
inte´grales a` une dimension. Avec les notations introduites ci-dessus et en se rappelant de
l’e´quation (2.7a), on obtient
I = 〈χi|V Cadd|χj〉 = Eij [Iγ(x) I0(y) I0(z) + I0(x) Iγ(y) I0(z) + I0(x) I0(y) Iγ(z)] (2.11)
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On de´finit les inte´grales de Gauss In,αGauss(q) et les inte´grales I˜
n,α,q0
Gauss(q) qui sont proportion-
nelles a` la fonction Gamma incomple`te γ(a, x)
In,αGauss(q) =
∫ ∞
0
qn e−αq
2
dq =
1
2 (
√
α)
n+1 Γ
(
n+ 1
2
)
(2.12a)
I˜n,α,q0Gauss(q) =
∫ ∞
q0
qn e−αq
2
dq =
1
2 (
√
α)
n+1
[
Γ
(
n+ 1
2
)
− γ
(
n+ 1
2
, αq20
)]
(2.12b)
γ(a, x) =
∫ x
0
e−t ta−1 dt (2.12c)
On de´finit la quantite´ Cn1,n2,n3q1,q2,q3 (l) comme
(q − q1)n1(q − q2)n2(q − q3)n3 =
n1+n2+n3∑
l=0
Cn1,n2,n3q1,q2,q3 (l) q
l (2.13)
Avec toutes ces notations, on a
Iγ(q) =
nqi+nqj+γ∑
l=0
C
nqi ,nqj ,γ
qi−qp,qj−qp,q0−qp I˜
l,αi+αj ,q0−qp
Gauss (q)
+ (−1)nqi+nqj
nqi+nqj+γ∑
l=0
C
nqi ,nqj ,γ
qp−qi,qp−qj ,q0+qp I˜
l,αi+αj ,q0+qp
Gauss (q)
(2.14a)
I0(q) =
nqi+nqj∑
l=0
C
0,nqi ,nqj
0,qi−qp,qj−qp I
l,αi+αj
Gauss (q) (2.14b)
ce qui de´termine l’inte´grale I recherche´e.
Potentiel additionnel en coordonne´es sphe´riques
On peut aussi conside´rer un potentiel V Sadd(r) de la forme
V Sadd(r) =
{
(r − r0)γ pour r ≥ r0
0 pour r < r0
(2.15)
On s’inte´resse tout d’abord a` l’inte´grale I0 de´finie par
I0 =〈χ0i |V Sadd(r)|χ0j〉 =
γ∑
p=0
(
γ
γ − p
)
(−r0)γ−p Ip0 (2.16a)
χ0i (r) =e
−αi(r−ri)2 (2.16b)
χ0j(r) =e
−αj(r−rj)2 (2.16c)
Ip0 =
∫∫∫
e−αi(r−ri)
2
rp e−αj(r−rj)
2
r2 sin(θ) dr dθ dφ (2.16d)
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Fig. 2.2 – Fonction V Sadd(r) pour r0 = 2 et γ = 8
i.e. un e´le´ment du potentiel V Sadd(r) entre deux fonctions de base avec l = 0. En utilisant
(2.9a) et en de´finissant s = αi + αj, (2.16d) devient
Ip0 = Eij
∫∫∫
r2+p e−s(r−rp)
2
sin(θ) dr dθ dφ (2.17)
On choisit maintenant le syste`me de coordonne´es tel que le vecteur rp soit sur l’axe z. Avec
cette condition on a
e−s(r−rp)
2
= e−sr
2
e−sr
2
p e2sr.rp = e−sr
2
e−sr
2
p e2srrp cos(θ) (2.18)
On porte cette expression dans (2.17). L’inte´gration sur φ donne un facteur 2pi. On obtient
apre`s le changement de variable u = cos(θ)
Ip0 = 2piEij e
−sr2p
∫ ∞
r=r0
∫ 1
u=−1
r2+p e−sr
2
e2srrpu dr du
= 2piEij e
−sr2p
∫ ∞
r=r0
r2+p e−sr
2
[∫ 1
u=−1
e2srrpu du
]
dr
=
piEij
srp
e−sr
2
p
∫ ∞
r=r0
r1+p e−sr
2 (
e2srrp − e−2srrp) dr
=
piEij
srp
[∫ ∞
r=r0
r1+p e−s(r−rp)
2
dr −
∫ ∞
r=r0
r1+p e−s(r+rp)
2
dr
]
(2.19)
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On fait le changement de variable w = r − rp dans la 1ie`re inte´grale et le changement
w = r + rp dans la 2
nde pour obtenir
Ip0 =
piEij
srp
[∫ ∞
w=r0−rp
(w + rp)
1+p e−sw
2
dw −
∫ ∞
w=r0+rp
(w − rp)1+p e−sw2 dw
]
(2.20)
On applique ensuite la re`gle du binoˆme de Newton pour finalement obtenir
Ip0 =
piEij
srp
[
1+p∑
k=0
(
1 + p
1 + p− k
)
r1+p−kp
∫ ∞
w=r0−rp
wk e−sw
2
dw
−
1+p∑
k=0
(
1 + p
1 + p− k
)
(−rp)1+p−k
∫ ∞
w=r0+rp
wk e−sw
2
dw
]
=
piEij
s
1+p∑
k=0
(
1 + p
1 + p− k
)
rp−kp
[∫ ∞
w=r0−rp
wk e−sw
2
dw + (−1)p−k
∫ ∞
w=r0+rp
wk e−sw
2
dw
]
=
piEij
s
1+p∑
k=0
(
1 + p
1 + p− k
)
rp−kp
[
I1 + (−1)p−kI2
]
(2.21)
et chacune des inte´grales I1 et I2 peut eˆtre exprime´es graˆce a` la fonction Gamma incomple`te
(e´quation (2.12c)) ce qui de´termine finalement Ip0 et donc I0 par l’e´quation (2.16a).
L’ide´e maintenant est de dire que l’e´le´ment I = 〈χi|V Sadd(r)|χj〉 qui nous inte´resse entre
deux fonctions de base avec l quelconque, est proportionnel aux de´rive´es successives de I0
par rapport aux coordonne´es des centres des deux fonctions de base
χi(x, y, z) = (x− xi)nxi (y − yi)nyi (z − zi)nzi e−αi(r−ri)2
χj(x, y, z) = (x− xj)nxj (y − yj)nyj (z − zj)nzj e−αj(r−rj)2
I = 〈χi|V Sadd(r)|χj〉 ∝
∂nxi
∂x
nxi
i
∂nyi
∂y
nyi
i
∂nzi
∂z
nzi
i
∂nxj
∂x
nxj
j
∂nyj
∂y
nyj
j
∂nzj
∂z
nzj
j
[I0] (2.22)
Par exemple, on a
∂
∂xi
[
e−αi(r−ri)
2
]
= 2αi(x− xi) e−αi(r−ri)2 (2.23a)
∂2
∂x2i
[
e−αi(r−ri)
2
]
= 2αi
(
2αi(x− xi)2 − 1
)
e−αi(r−ri)
2
(2.23b)
...
On voit que la de´rive´e nie`me de χ0(r) par rapport a` xi fait apparaˆıtre un terme (x − xi)n
de meˆme pour toutes les autres coordonne´es. Dans la pratique, on utilise l’e´quation (2.9b)
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et on fait la transformation
∂nxi
∂x
nxi
i
∂nyi
∂y
nyi
i
∂nzi
∂z
nzi
i
∂nxj
∂x
nxj
j
∂nyj
∂y
nyj
j
∂nzj
∂z
nzj
j
[I0] ∝
sn∑
i=0
∂i
∂rip
[I0] (2.24)
sn = nxi + nyi + nzi + nxj + nyj + nzj
car la de´rivation par rapport a` rp est directement applicable a` I0.
Une fois ces potentiels additionnels calcule´s, on effectue un calcul cœur gele´ avec le
potentiel O = F +A V
add
ou` F est le potentiel Fock de l’e´quation (2.4a) en faisant varier
la constante A jusqu’a` obtenir une orbitale ϕFRC a` l’e´nergie souhaite´e.
0 10 20 30 40 50
-0.2
-0.1
0
0.1
0.2
Fig. 2.3 – Application d’un potentiel additionnel sur une solution cœur gele´. (—) : une
solution a`  = 0.07645a.u. (- - -) : la meˆme solution modifie´e par un potentiel additionnel
maintenant a`  = 0.1171a.u. ( ) : le potentiel additionnel A V
C
add
avec A = 5.10−9,
r0 = 10 et γ = 6
Chacun des deux potentiels additionnels V Cadd et V
S
add pre´sentent une re´gion de l’espace
ou` ce potentiel est nul
V Cadd(x, y, z) = 0 si r ∈ paralle´le´pipe`de P de cote´s (2x0 × 2y0 × 2z0) (2.25a)
V Sadd(x, y, z) = 0 si r ∈ sphe`re S de rayon r0 (2.25b)
On peut donc dire que a` l’inte´rieur de P ou S , l’orbitale modifie´e par le potentiel addi-
tionnel est localement correcte.
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2.1.3 De´composition en ondes partielles
Comme on peut le voir dans les e´quations (1.4) ou (1.15), on a maintenant besoin de faire
la de´composition en ondes partielles de l’orbitale ϕFRC obtenue. L’utilisation de fonctions
de base Gaussiennes carte´siennes rend cette de´composition particulie`rement simple pour
le cas du formalisme sphe´rique.
Ondes partielles sphe´riques
On a donc la de´composition en ondes partielles suivante
ϕFRC(x, y, z) = r
−1
∞∑
l=0
+l∑
m=−l
Rlm(r)Ylm(θ, φ) (2.26)
Pour les harmoniques sphe´riques Ylm(θ, φ), on utilise la convention de phase suivante
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Yl−l(θ, φ) =
1
2ll!
√
(2l + 1)!
4pi
sinl(θ) e−ılφ (2.27a)
Yl−m(θ, φ) = (−1)mY ∗lm(θ, φ) (2.27b)
Ces harmoniques sphe´riques forment un ensemble orthogonal∫ pi
θ=0
∫ 2pi
φ=0
Ylm(θ, φ)Y
∗
l′m′(θ, φ) sin(θ) dθ dφ = δll′δmm′ (2.28)
Habituellement, cette de´composition est faite en prenant le centre de charge de la mole´cule
comme origine du syste`me de coordonne´es car on peut raisonnablement penser qu’un e´tat
de Rydberg ou du continu ressent l’influence de la charge nette de la mole´cule. On se
souvient que l’orbitale ϕFRC(x, y, z) se de´veloppe sur les fonctions de bases (eq. (2.3))
et on utilise la proce´dure de´crite dans la re´fe´rence31. On peut brie`vement re´sumer cette
proce´dure par l’e´quation suivante
e−αi(r−ri)
2
= 4pie−αi(r
2+r2i )
∞∑
l=0
+l∑
m=−l
il(2αirri)Ylm(Ωr)Y
∗
lm(Ωri) (2.29)
il(2αirri) est une fonction de Bessel sphe´rique modifie´e, Ωr contient les angles polaires du
vecteur r et Ωri les angles polaires du vecteur ri (voir la section 4.3 pour plus de de´tails).
A noter que dans la pratique, la fonction ϕFRC(x, y, z) est une fonction re´elle ; on la
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de´veloppe donc plutoˆt sur des harmoniques sphe´riques re´elles Ylm(θ, φ) de´finies par
Ylm(θ, φ) = Ylm(θ, φ) m = 0 (2.30a)
Ylm(θ, φ) =
1√
2
(Ylm(θ, φ) + Yl−m(θ, φ)) m > 0 pair (2.30b)
Ylm(θ, φ) =
−1√
2
(Ylm(θ, φ)− Yl−m(θ, φ)) m > 0 impair (2.30c)
Ylm(θ, φ) =
−ı√
2
(Yl−m(θ, φ)− Ylm(θ, φ)) m < 0 pair (2.30d)
Ylm(θ, φ) =
ı√
2
(Yl−m(θ, φ) + Ylm(θ, φ)) m < 0 impair (2.30e)
Les Ylm(θ, φ) sont proportionnelles a` cos(φ) pour m > 0 et a` sin(φ) pour m < 0.
Ondes partielles elliptiques
On veut la de´composition suivante
ϕFRC(x, y, z) =
1√
ξ2 − 1
∞∑
l˜=0
+l˜∑
λ=−l˜
X˜l˜λ(ξ) Y˜l˜λ(η, φ) (2.31)
ou` les harmoniques elliptiques Y˜l˜λ(η, φ) sont definies par (1.70b). En formalisme elliptique,
on ne peut pas utiliser une proce´dure directe similaire a` l’e´quation (2.29). On doit utiliser
la relation de projection explicite
X˜l˜λ(ξ) =
∫ +1
η=−1
∫ 2pi
φ=0
ϕFRC(x, y, z) Y˜l˜λ(η, φ) dη dφ (2.32)
Chaque harmonique elliptique est se´parable en une fonction de η et une fonction de φ,
cette dernie`re e´tant la meˆme qu’en coordonne´es sphe´riques
Y˜l˜λ(η, φ) = ζl˜(η)
eıλφ√
2pi
(2.33)
de sorte que l’integrale sur φ de l’e´quation (2.32) se re´duit a` δλλ′ si λ
′ est la projection sur
l’axe inter-nucle´aire du moment angulaire l˜′ associe´ a` ϕFRC(x, y, z). On obtient
X˜l˜λ(ξ) = δλλ′
∫ +1
η=−1
ϕFRC(x, y, z) ζ˜l˜(η) dη (2.34)
Comme pour le cas sphe´rique, on doit en fait travailler avec des harmoniques elliptiques
re´elles Y˜l˜λ(η, φ) qui sont de´finies par les relations analogues aux e´quations (2.30). On a
Y˜l˜λ(η, φ) ∝ cos(φ) λ > 0 (2.35a)
Y˜l˜λ(η, φ) ∝ sin(φ) λ < 0 (2.35b)
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On de´finit φ0 tel que la partie en φ des Y˜l˜λ(η, φ) soit 1. On a donc φ0 = 0 si λ > 0 et
φ0 = pi/2 si λ < 0. En utilisant les relations (1.65) donnant la correspondance entre les
coordonne´es carte´siennes et elliptiques, on calcule les valeurs de ϕFRC(x, y, z) et ζ˜l˜(η) sur
une courbe de´finie par {ξ = ξ0, η = −1→ +1, φ = φ0}, ξ0 e´tant choisi arbitrairement. On
effectue l’inte´grale (2.34) nume´riquement pour obtenir la valeur de X˜l˜λ(ξ) a` ξ = ξ0. On
re´ite`re cette proce´dure pour diffe´rentes valeurs de ξ0 pour finalement obtenir la fonction
X˜l˜λ(ξ) recherche´e.
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Chapitre 3
Re´sultats
On pre´sente ici quelques re´sultats obtenus. On s’inte´ressera en particulier au cas simple
de l’atome de Sodium dont l’ion est a` couches ferme´es et pour lequel on introduit en de´tail
les re´sultats ab initio (caracte´risation des fonctions de bases, niveaux d’e´nergie au niveau
cœur gele´, etc . . .).
On pre´sente ensuite le me´lange des l bien connu dans les se´ries de Rydberg de la
mole´cule NO. Puis, on introduit le me´lange de configurations applique´ a` la mole´cule N2.
Finalement, on introduit le concept de changement de repre´sentation (“Frame Trans-
formation”) applique´ a` la re´solution de la structure vibrationnelle pour le cas de la collision
d’un e´lectron sur une mole´cule N2.
3.1 L’atome de Sodium Na
La configuration e´lectronique de l’e´tat fondamental de Na est 1s2 2s2 2p6 3s 2S1/2. L’ion
Na+ est donc a` couches ferme´es et sa configuration e´lectronique est 1s2 2s2 2p6 1S0. Comme
il a e´te´ de´crit dans le paragraphe 2.1, on fait un calcul SCF pour obtenir les 5 orbitales
occupe´es de Na+ ; on utilise pour ce faire une base due a` Huzinaga26,27 consistant de 11
fonctions s et de 8 fonctions p. Les exposants des fonctions s vont de 4069.8921 a` 0.02145236
et les exposants des fonctions p vont de 74.423548 a` 0.014.
On s’inte´ressera ici aux se´ries de Rydberg ns, np et nd. Pour ce faire, cette base pour
Na+ est comple´te´e par des fonctions s, p et d plus diffuses pour obtenir des e´tats de Rydberg
et du continu ayant les syme´tries de´sire´es.
Le calcul SCF pour Na+ nous donne le de´terminant
ΦNa+ =
∣∣ 1s 1s 2s 2s 2px 2px 2py 2py 2pz 2pz ∣∣
a` une e´nergie ENa+ = −161.6218453099 a.u.
Les re´sultats cœur gele´ pour les e´tats de Rydberg et du continu sont donne´s ci-apre`s.
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Base Rydberg Base Continu
types exposants types exposants
s 0.0111 p 0.000253
s 0.00580 p 0.000200
s 0.00332 p 0.000161
s 0.00203 p 0.000130
s 0.00132 p 0.000107
s 0.000888 d 1.62
s 0.000622 d 0.540
s 0.000448 d 0.180
s 0.000331 d 0.0600
s 0.000250 d 0.0438
s 0.000192 d 0.0276
s 0.000150 d 0.0143
s 0.000119 d 0.00811
s 0.0000954 d 0.00494
s 0.0000775 d 0.00318
s 0.0000636 d 0.00214
p 0.00997 d 0.00149
p 0.00568 d 0.00107
p 0.00347 d 0.000791
p 0.00224 d 0.000596
p 0.00151 d 0.000458
p 0.00105 d 0.000357
p 0.000758 d 0.000283
p 0.000559 d 0.000227
p 0.000422 d 0.000184
p 0.000324 d 0.000151
types exposants types exposants
s 0.0161 p 0.00439
s 0.0122 p 0.00390
s 0.00960 d 1.62
s 0.00773 d 0.540
s 0.00636 d 0.180
s 0.00532 d 0.0600
s 0.00452 d 0.0494
s 0.00389 d 0.0387
s 0.00338 d 0.0292
s 0.00296 d 0.0228
s 0.00262 d 0.0184
p 0.0123 d 0.0151
p 0.0107 d 0.0126
p 0.00894 d 0.0107
p 0.00759 d 0.00917
p 0.00652 d 0.00796
p 0.00566 d 0.00698
p 0.00496 d 0.00616
Tab. 3.1 – Fonctions de base diffuses additionnelles pour le calcul des e´tats de Rydberg et
du continu de Na
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Etat  = E − ENa+ n∗ Etat  = E − ENa+ n∗ Etat  = E − ENa+ n∗
3s −0.1818459 1.658 3p −0.1094186 2.138 3d −0.0556660 2.997
4s −0.0701222 2.670 4p −0.0503116 3.152 4d −0.0313148 3.996
5s −0.0370426 3.674 5p −0.0289267 4.158 5d −0.0200376 4.995
6s −0.0228726 4.675 6p −0.0187798 5.160 6d −0.0139121 5.995
7s −0.0155183 5.676 7p −0.0131718 6.161 7d −0.0102192 6.995
8s −0.0112161 6.677 8p −0.0097477 7.162 8d −0.0078229 7.995
9s −0.0084837 7.677 9p −0.0075041 8.163 9d −0.0061803 8.995
10s −0.0066406 8.677 10p −0.0059546 9.163 10d −0.0050053 9.995
11s −0.0053390 9.677 : : : : : :
12s −0.0043856 10.677
13s −0.0036666 11.678
... : :
Tab. 3.2 – s, p et d se´ries de Rydberg pour l’atome Na au niveau cœur gele´
Etat  = E − ENa+ n∗ Etat  = E − ENa+ n∗ Etat  = E − ENa+ n∗
3s −0.1888582 1.627 3p −0.1115611 2.117 3d −0.0559369 2.989
4s −0.0715789 2.643 4p −0.0509395 3.133 4d −0.0314427 3.987
5s −0.0375849 3.647 5p −0.0291975 4.138 5d −0.0201064 4.986
6s −0.0231325 4.649 6p −0.0189202 5.140 6d −0.0139531 5.986
7s −0.0156627 5.650 7p −0.0132538 6.142 7d −0.0102457 6.985
8s −0.0113056 6.650 8p −0.0098001 7.142 8d −0.0078398 7.986
9s −0.0085437 7.650 9p −0.0075402 8.143 9d −0.0061924 8.985
10s −0.0066825 8.650 10p −0.0059798 9.144 10d −0.0050141 9.986
11s −0.0053589 9.659 : : : : : :
12s −0.0044048 10.654
13s −0.0036680 11.675
... : :
Tab. 3.3 – s, p et d se´ries de Rydberg pour l’atome Na d’apre`s la re´fe´rence32
Comme il a e´te´ mentionne´ dans le paragraphe 2.1.1, on voit dans le tableau 3.4 que l’on
obtient un spectre discret d’e´tats du continu. La MQDT requie`re d’avoir un ensemble de 3
orbitales {s, p, d} de´ge´ne´re´es. Pour ce faire, on utilise le potentiel additionnel V Cadd(x, y, z)
de´finit en (2.7) avec les parame`tres x0 = y0 = z0 = 20 Bohr et γ = 8. En se rappelant les
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Etat  = E − ENa+ k =
√
2 Etat  = E − ENa+ k Etat  = E − ENa+ k
s 0.0131772 0.162 p 0.0219095 0.209 d 0.0054517 0.104
s 0.0348551 0.264 p 0.0588988 0.343 d 0.0363026 0.269
s 0.0644770 0.359 p 0.1169991 0.484 d 0.0789839 0.397
s 0.1060514 0.461 p 0.2878762 0.759 d 0.1375186 0.524
s 0.1671404 0.578 p 0.7162549 1.197 d 0.2177276 0.660
s 0.2789494 0.747 : : : d 0.3296062 0.812
: : : d 0.4839730 0.984
d 0.6992836 1.183
Tab. 3.4 – Quelques e´tats du continu de Na
Etat  avec A = 0.195622253417969 10−11
s 0.0216603
s 0.0499990
s 0.0830453
s 0.1196481
s 0.1722036
s 0.2760085
: :
Etat  avec A = 0.774340820312500 10−11
p 0.0152402
p 0.0500007
p 0.0947183
p 0.1375413
p 0.3016117
p 0.9613898
: :
Etat  avec A = 0.143600273132324 10−9
d 0.0151939
d 0.0499998
d 0.0940687
d 0.1516460
d 0.2304842
d 0.3424131
: :
Tab. 3.5 – Une proce´dure ite´rative est applique´e pour obtenir la valeur de A telle que l’on
ait une orbitale a`  = 0.05 a.u.
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e´quations (2.4) et (2.6), on effectue un calcul cœur gele´ avec le potentiel O
O = F +A V Cadd(x, y, z) (3.2a)(
F
)
rs
=
(
h
)
rs
+ 2( 1s 1s |ϕr ϕs ) + 2( 2s 2s |ϕr ϕs ) + 2( 2px 2px |ϕr ϕs )
+ 2( 2py 2py |ϕr ϕs ) + 2( 2pz 2pz |ϕr ϕs )− ( 1s ϕr | 1s ϕs )
− ( 2s ϕr | 2s ϕs )− ( 2px ϕr | 2px ϕs )− ( 2py ϕr | 2py ϕs )
− ( 2pz ϕr | 2pz ϕs )
(3.2b)
Si l’on veut, par exemple, un ensemble d’orbitales de´ge´ne´re´es a`  = 0.05 a.u., on effectue
une proce´dure ite´rative pour obtenir la constante A ade´quate.
Par la suite, on utilisera les trois orbitales souligne´es du tableau 3.5 dans la proce´dure
MQDT. On de´finit 0 = 0.05 a.u. et on appelle ces orbitales {0s, 0p, 0d}.
Pour le cas d’un atome, il n’y a aucun me´lange de l i.e. toutes les ondes partielles
sont des ondes pures. De plus, les 2l + 1 composantes pour un moment angulaire l et
correspondant a` m = −l,−l + 1, · · · , l − 1, l sont de´ge´ne´re´es. Pour e´viter tout couplage
intempestif entre fonctions de base ayant des l diffe´rents, on choisit des fonctions de base
ayant |m| = l et on les appelle s, px, dxy : en effet, si l’on choisit comme e´le´ments de syme´trie
les re´flections par les trois plans (xy), (xz) et (yz), on ne peut pas distinguer les fonctions
avec l = 0,m = 0 et l = 2,m = 0. En particulier, les fonctions px ont m = 1 et les fonctions
dxy ont m = −2.
Pour conserver la syme´trie de l’atome, on utilise ici une de´composition en ondes par-
tielles en formalisme sphe´rique. En se rappelant des e´quations (2.30), l’e´quation (2.26)
devient ici
ϕs(x, y, z) = r
−1Rs(r)Y00(θ, φ) (3.3a)
ϕpx(x, y, z) = r
−1Rpx(r)Y11(θ, φ) (3.3b)
ϕdxy(x, y, z) = r
−1Rdxy(r)Y2−2(θ, φ) (3.3c)
On choisit une valeur r0 de r de´finissant la sphe`re a` l’interieur de laquelle le potentiel
ressenti par l’e´lectron de Rydberg est tre`s diffe´rent de −1
r
. Il semble raisonnable de prendre
par exemple r0 ≈ 10 Bohr. On doit maintenant de´terminer les matrices A etB de´finies par
les e´quations (1.12) et (1.19). Ces deux matrices sont de dimension (3 × 3) et diagonales
(pas de me´lange de l). On a(
A
)
11
=
W (Rs(r), g00(r))
W (f00(r), g00(r))
∣∣∣∣
r=r0
(
B
)
11
=
W (Rs(r), f00(r))
W (f00(r), g00(r))
∣∣∣∣
r=r0
(3.4a)
(
A
)
22
=
W (Rpx(r), g01(r))
W (f01(r), g01(r))
∣∣∣∣
r=r0
(
B
)
22
=
W (Rpx(r), f01(r))
W (f01(r), g01(r))
∣∣∣∣
r=r0
(3.4b)
(
A
)
33
=
W (Rdxy(r), g02(r))
W (f02(r), g02(r))
∣∣∣∣
r=r0
(
B
)
33
=
W (Rdxy(r), f02(r))
W (f02(r), g02(r))
∣∣∣∣
r=r0
(3.4c)
41
Re´sultats 3.1 L’atome de Sodium Na
0
x
0y
0z
Partie angulaire des fonctions de base s
–0.2
0
0.2
x
0y
0z
0
x
0y
0z
Partie angulaire des fonctions de base px Partie angulaire des fonctions de base dxy
Tab. 3.6 – Parties angulaires des fonctions de base s, px et dxy
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La matrice de re´action K est ici simplement
K = BA−1 =

(B)
11
(A)
11
0 0
0
(B)
22
(A)
22
0
0 0
(B)
33
(A)
33

=
tan(piνs) 0 00 tan(piνp) 0
0 0 tan(piνd)
 (3.5)
Autre me´thode de raccordement
La me´thode de raccordement de´crite par les e´quations (3.4) entre les fonctions d’ondes
en zone interne et leur comportement asymptotique en terme de fonctions de Coulomb en
zone externe est la me´thode usuelle utilise´e en MQDT. Si les fonctions de Coulomb sont
correctement calcule´es et normalise´es, on a
W (fl(r), gl(r)) =
1
pi
∀ r (3.6)
De plus, on suppose que pour r > r0, le potentiel ressenti par l’e´lectron de Rydberg est
exactement −Z
r
de fac¸on a` ce que la fonction radiale de l’e´lectron soit une combinaison
line´aire de fl(r) et gl(r). Si c’est la cas, on a
W (R(r), fl(r))
W (R(r), gl(r))
}
sont constants et 6= 0 ∀ r > r0 (3.7)
Dans la pratique, il peut se passer que les deux wronskiens de l’e´quation (3.7) pre´sentent
un comportement plus ou moins oscillatoire autour d’une valeur constante. Plutoˆt que de
raccorder les fonctions exactement a` r = r0, on pre´fe`re alors utiliser une proce´dure inte´grale
brie`vement de´crite dans la re´fe´rence33 qui s’e´tend sur un intervalle rmin < r < rmax. rmin
est choisi hors du cœur ionique et rmax est choisi telle que le potentiel additionnel doit eˆtre
nul en rmax i.e. rmax = min(x0, y0, z0) pour V
C
add(x, y, z) de´fini en (2.7) et rmax = r0 pour
V Sadd(r) de´fini en (2.15) (ne pas confondre le parame`tre r0 de l’e´quation (2.15) avec celui
des e´quations (3.4)).
Cette proce´dure est de´crite par∫ rmax
rmin
(
R(r)− (Afl(r)−B gl(r))
)2
dr = min (3.8)
i.e. on cherche A et B qui minimisent l’inte´grale de (3.8). Pour alle´ger les notations, on
pose pour deux fonctions h1 et h2 de r, I(h1, h2) =
∫ rmax
rmin
h1(r)h2(r) dr. On obtient
A =
I(R, fl)I(gl, gl)− I(R, gl)I(fl, gl)
I(fl, fl)I(gl, gl)− I(fl, gl)I(fl, gl) (3.9a)
B =
I(R, fl)I(fl, gl)− I(R, gl)I(fl, fl)
I(fl, fl)I(gl, gl)− I(fl, gl)I(fl, gl) (3.9b)
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On obtient les de´phasages propres suivants.
Energie  (a.u.) νs νp νd
0.00 1.319589 −0.16243 0.005334
0.01 1.321636 −0.1646 0.004611
0.02 1.31997 −0.162049 0.006589
0.03 1.318351 −0.16927 0.009218
0.05 1.315659 −0.181935 0.009771
0.10 1.31404 −0.184934 0.010883
Tab. 3.7 – De´fauts quantiques pour l’atome Na dans le continu
On pre´sente ces re´sultats sous forme d’Edle´n plot7 qui de´crivent le de´faut quantique
ν en fonction de l’e´nergie  de l’e´lectron excite´. Le cœur Na+ contient des orbitales de
syme´tries s et p et l’orbitale de l’e´lectron de Rydberg additionnel doit eˆtre orthogonale
aux orbitales du cœur. On appelle donc les se´ries de Rydberg s et p, des se´ries pe´ne´trantes
et la se´rie d est une se´rie non pe´ne´trante. Le caracte`re pe´ne´trant ou non pe´ne´trant d’une
se´rie de Rydberg se manifeste par des pentes diffe´rentes dans l’Edle´n plot. On a ici
dν()
d
< 0 pour les se´ries pe´ne´trantes s et p
dν()
d
> 0 pour la se´rie non pe´ne´trante d
On voit sur l’Edle´n plot que la notion de de´phasage δ = piν dans le continu est bien la
continuation analytique du de´faut quantique pour les e´tats lie´s.
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-0.15 -0.1 -0.05 0 0.05 0.1
ε (a.u.)
-0.2
-0.1
0
0.1
0.2
0.3
ν
3s 4s
3d 4d
3p 4p
Fig. 3.1 – Edle´n plot pour l’atome Na. (+) : se´rie s (modulo 1). (×) : se´rie p. (S) : se´rie d.
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3.2 La mole´cule NO
L’e´tat fondamental de NO est un e´tat 2Π de configuration
NO X 2Π : 1σ2 2σ2 3σ2 4σ2 1pi4 5σ2 2pi (3.10)
L’e´tat fondamental de l’ion NO+ est donc un syste`me a` couches ferme´es de syme´trie 1Σ+.
On ne conside`re ici que l’e´tat fondamental de NO+. Les calculs sont effectue´s a` la distance
d’e´quilibre inter-nucle´aire de NO+ Re(NO
+) = 2.009 a.u. Au niveau SCF, les e´nergies to-
tales pour l’e´tat fondamental de NO et NO+ obtenue avec une base standard aug-cc-pVQZ
sont
EXNO = −129.2938319 a.u. (3.11a)
EXNO+ = −128.9755427 a.u. (3.11b)
On s’inte´resse ici aux e´tats de Rydberg de syme´trie 2Σ+, 2Π, 2∆ et 2Φ ayant un moment
angulaire l˜ ≤ 3. La base aug-cc-pVQZ est additionne´e de fonctions plus diffuses pour
de´crire des e´tats de Rydberg ou du continu28,29. On de´signe par ’l’ une voie non pure dont
le moment angulaire est principalement l dans la de´composition en ondes partielles.
3.2.1 La syme´trie σ
La figure 3.2 montre les de´fauts quantiques et les de´phasages des se´ries de Rydberg
n’l’σ de NO. Pour les e´nergies  ne´gatives, les de´fauts quantiques ν sont de´finis comme
ν = n− (−2)−1/2 = n− n∗ (3.12)
Pour les e´nergies  positives, les de´phasages δ = piν sont de´finis tels que chaque onde
partielle Rnl(r) est de´finie comme e´tant
Rnl(r) = cos(δ)fl(r)− sin(δ)gl(r) (3.13a)
Rnl(r) −−−→
r→∞
sin(kr − lpi
2
+
1
k
ln(2kr) + δl + piν) (3.13b)
ou` δl est le de´phasage duˆ au potentiel Coulombien et k =
√
2 (l’e´quation (3.13a) reste
valable pour  < 0).
Pour les e´nergies ne´gatives, les abscisses des points repre´sentent la position des e´tats
lie´s donne´e par le calcul cœur gele´. On rappelle la condition d’existence des e´tats lie´s du
formalisme MQDT (Section 1.1.3)
det
[
K + tan(pin∗)
]
≡ det
[
S − e2ıpin∗
]
= 0 (3.14)
ou` K et S sont respectivement les matrices de re´action et de diffusion. La position des
e´tats lie´s obtenue en utilisant l’e´quation (3.14) est en accord avec les calculs cœur gele´ a`
quelques nombres d’onde pre`s et n’est pas donne´e sur la figure 3.2.
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Le me´lange bien connu des e´tats n’s’σ et (n-1)’d’σ 34 est donne´ par la matrice E des
vecteurs propres de K ou S. Pour  = 0.0142 a.u., on a
E =

0.7439 −0.0481 −0.6661 −0.0243
0.0999 0.9941 0.0395 0.0117
0.6607 −0.0961 0.7444 0.0117
0.0092 −0.0117 −0.0254 0.9996
 (3.15)
ou` la 1ie`re colonne de E donne la de´composition de n’s’σ sur {sσ, pσ, dσ, fσ}.
-0.1 -0.05 0 0.05 0.1
ε(a.u.)
0
0.5
1
ν
’s’σ
’p’σ
’d’σ
’f’σ
3’s’σ
3’p’σ
4’f’σ
3’d’σ
Fig. 3.2 – De´fauts quantiques et de´phasages des se´ries n’l’σ de NO
On voit dans l’e´quation (3.15) que l’on a
|n’s’σ〉 ≈ C1|nsσ〉+ C2|(n− 1)dσ〉 = cos θ|nsσ〉+ sin θ|(n− 1)dσ〉 (3.16a)
|(n− 1)’d’σ〉 ≈ −C2|nsσ〉+ C1|(n− 1)dσ〉 = − sin θ|nsσ〉+ cos θ|(n− 1)dσ〉 (3.16b)
ou` θ est appele´ angle de me´lange. On voit sur la figure 3.2 que l’e´tat 3’s’σ est en dehors
du comportement line´aire des autres e´tats n’s’σ avec n> 3 car il devrait eˆtre couple´ avec
l’e´tat 2’d’σ qui n’existe pas. Ce me´lange des e´tats ’s’σ avec ’d’σ est aussi responsable des
intensite´s relatives pour les transitions X NO←n’s’σ et X NO←n’d’σ.
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3.2.2 La syme´trie pi
La figure 3.3 montre les de´fauts quantiques et les de´phasages des se´ries n’l’pi. Comme
pour les se´ries pre´ce´dentes de syme´trie 2Σ+, les positions des e´tats lie´s pour  < 0 sont le
re´sultat du calcul cœur gele´. Sur la figure est aussi indique´e la position de l’orbitale 2’p’pi
qui est en fait la dernie`re orbitale de l’e´tat fondamental de NO. Sur la figure, le de´faut
quantique associe´ a` cette orbitale est en dehors de la droite de´crite par les autres membres
de la se´rie n’p’pi car cette orbitale ne correspond pas a` un e´tat de Rydberg.
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0.6
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’p’σ
’d’pi
’f’pi
3’p’pi
2’p’pi : X NO 
4’f’pi
3’d’pi
Fig. 3.3 – De´fauts quantiques et de´phasages des se´ries n’l’pi de NO
Cette orbitale correspond a` la combinaison line´aire anti-liante des deux orbitales ato-
miques 2p de N et O :
2’p’pi ≈ C1 2p(N)− C2 2p(O) (3.17)
avec C1 et C2 positifs. La figure 3.4 montre les contours de cette orbitale dans le plan
(xz) avec l’atome d’oxyge`ne a` z = −1.1876 a0 et l’atome d’azote a` z = 0.8214 a0. Avec ces
coordonne´es pour les deux atomes, la surface nodale perpendiculaire a` l’axe inter-nucle´aire
coupe ce dernier a` environ −0.239 a0. On voit que cette orbitale est presque gerade car
l’he´te´roge´ne´ite´ de la mole´cule est relativement faible. D’ailleurs, la de´composition en ondes
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partielles de cette orbitale relative au centre de coordonne´es est
2’p’pi ≈

81.6 % onde d
8.7 % onde p
9.7 % onde l > 2
(3.18)
ou` les ondes partielles ayant l > 2 servent a` repre´senter la pointe de l’orbitale sur les
noyaux.
–4
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0
2
4
x
–4 –2 0 2 4
z
Fig. 3.4 – Contours de l’orbitale 2’p’pi de NO dans le plan (xz). L’atome d’oxyge`ne O est
a` z = −1.1876 a0 et l’atome d’azote N est a` z = 0.8214 a0.
Le fait que l’he´te´roge´ne´ite´ de la mole´cule soit relativement faible pourra qualitativement
expliquer les relatives intensite´s pour les transitions X NO←n’l’λ.
3.2.3 Les syme´tries δ et φ
La figure 3.5 montre les de´fauts quantiques et les de´phasages pour les se´ries de rydberg
de syme´trie 2∆ et 2Φ. Pour ces se´ries, les de´fauts quantiques sont faibles et contrairement
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aux figures pre´ce´dentes, une re´gression line´aire a e´te´ applique´e pour les de´phasages des
se´ries n’f ’δ et n’f ’φ : les de´fauts quantiques de ces se´ries sont . 0.004 en valeurs absolues.
L’impre´cision des calculs ne repre´sentait pas un comportement lisse pour ces se´ries.
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Fig. 3.5 – De´fauts quantiques et de´phasages des se´ries n’l’δ et n’l’φ de NO
3.2.4 Difficulte´s de calculs
La figure 3.6 montre les premiers e´tats appartenant a` la se´rie de Rydberg n’l’σ. On
doit se souvenir que l’application des potentiels additionnels ne permet que d’augmenter
l’e´nergie des orbitales. Si un calcul est effectue´ a` (3’p’σ), on ne pourra prendre en compte
dans le calcul MQDT que les voies {’s’σ, ’p’σ} car il n’y a pas d’e´tats n’d’σ ou n’f ’σ ayant
une e´nergie infe´rieure a` (3’p’σ).
Dans la pratique, on peut effectuer des calculs MQDT a` partir de (4’p’σ). Un calcul
a` (3’d’σ) par exemple ne´cessiterait que le potentiel additionnel modifie l’orbitale 3’p’σ
jusqu’a` l’amener a` (3’d’σ) mais l’orbitale 3’p’σ a une extension spatiale trop petite et
n’est pratiquement pas modifie´e par le potentiel additionnel.
Les parame`tres typiques des potentiels additionnels utilise´s ici sont x0 = y0 = z0 ≈ 7 a0
pour le potentiel carte´sien, r0 ≈ 7 a0 pour le potentiel sphe´rique avec un exposant γ = 8.
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Si l’on veut re´duire les dimensions de la zone ou` les potentiels additionnels sont nuls ou
augmenter l’exposant γ de fac¸on a` agir sur des orbitales ayant une extension spatiale tre`s
petite, on rencontre des proble`mes nume´riques dans le calcul des e´le´ments de matrice de
ces potentiels.
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n’s’σ n’p’σ n’d’σ n’f’σ
Fig. 3.6 – De´but de la se´rie de Rydberg n’l’σ de NO. Les e´nergies  sont relatives au niveau
fondamental de NO+.
3.2.5 Moments de transition dipolaire
Les figures du tableau 3.8 montrent les moments de transition dipolaire pour la photo-
excitation et la photo-ionisation de l’e´tat fondamental de NO. Les transitions vers les
voies de syme´trie 2Φ sont nulles dans l’approximation dipolaire (|∆λ| = 2). Les quantite´s
montre´es ici sont les moments de transition d’orbitales a` orbitales i.e. d = 〈2’p’pi|r|n’l’λ〉.
Pour obtenir le correcte comportement a` travers le seuil d’ionisation, on utilise des
moments de transition normalise´s a` l’e´nergie i.e.
d˜ =
(n
∗)3/2 d pour photo-excitation
d
(
A+ ıB
)−1
pour photo-ionisation
(3.19)
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ou` n∗ est le nombre quantique effectif de l’e´tat de Rydberg final (voir la discussion amenant
a` l’e´quation (3.36) dans le paragraphe suivant pour la signification de l’e´quation relative a`
la photo-ionisation).
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Transitions X NO←n’l’σ. ◦ : n’s’σ.
 : n’p’σ. ♦ : n’d’σ. 4 : n’f ’σ.
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Transitions X NO←n’l’pi. Transitions X NO←n’l’δ.
◦ : n’p’pi.  : n’d’pi. ♦ : n’f ’pi. ◦ : n’d’δ.  : n’f ’δ.
Tab. 3.8 – Moments de transition pour la photo-excitation et la photo-ionisation de l’e´tat
fondamental de NO vers les voies ’l’λ permises dans l’approximation dipolaire.
X NO← ’l’σ
Si l’on suppose que l’he´te´roge´ne´ite´ de NO est plutoˆt faible, les transitions X NO← ’p’σ
et X NO← ’f ’σ correspondent approximativement a` des transitions g ← u, en comparaison
avec les transitions X NO← ’s’σ et X NO← ’d’σ qui seraient des transitions g ← g, et qui
seraient donc interdites dans une mole´cule diatomique homonucle´aire.
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On voit que les deux transitions X NO← ’p’σ et X NO← ’f ’σ restent aux alentours
de 0.5 a.u. et que, alors de la transition X NO← ’s’σ vaut approximativement 0.4 a.u., la
transition X NO← ’d’σ est pratiquement nulle. Ceci est le re´sultat du couplage entre les
se´ries ’s’σ et ’d’σ. En fait, les moments de transition vers les e´tats de´couple´s {sσ, dσ} sont
pratiquement e´gaux et valent environ 0.25 a.u. Du fait du couplage de´crit par les e´quations
(3.16), on assiste a` l’annulation presque comple`te des moments de transition vers la voie
’d’σ alors que les moments de transition vers ’s’σ sont intensifie´s.
X NO← ’l’pi
Cette explication qualitative des intensite´s des moments de transition en utilisant les
re`gles de se´lection d’une mole´cule diatomique homonucle´aire est sans doute encore plus
e´vidente pour les se´ries ’l’pi. On voit que les moments de transition X NO← ’d’pi restent
infe´rieurs a` 0.2 a.u. alors que les transitions X NO← ’p’pi et X NO← ’f ’pi valent approxi-
mativement 0.6 a.u.
X NO← ’l’δ
Malheureusement, cette explication qualitative ne fonctionne plus pour les se´ries ’d’δ
et ’f ’δ. Ici, les moments de transition vers ces deux voies restent dans le meˆme ordre de
grandeur alors qu’ils correspondraient a` une transition g ← g pour X NO← ’d’δ et g ← u
pour X NO← ’f ’δ.
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3.3 La mole´cule N2
La configuration e´lectronique de l’e´tat fondamental de N2 est
N2 X
1Σ+g : 1σ
2
g 1σ
2
u 2σ
2
g 2σ
2
u 1pi
4
u 3σ
2
g (3.20)
L’e´nergie totale de cet e´tat au niveau SCF est EXN2 = −108.9693 a.u. Le niveau fonda-
mental et les deux premiers e´tats excite´s de N+2 sont
N+2 X
2Σ+g : 1σ
2
g 1σ
2
u 2σ
2
g 2σ
2
u 1pi
4
u 3σg (3.21a)
N+2 A
2Πu : 1σ
2
g 1σ
2
u 2σ
2
g 2σ
2
u 1pi
3
u 3σ
2
g (3.21b)
N+2 B
2Σ+u : 1σ
2
g 1σ
2
u 2σ
2
g 2σu 1pi
4
u 3σ
2
g (3.21c)
Les e´nergies totales de ces trois e´tats au niveau CI sont : EXN+2 = −108.6035 a.u.,
EAN+2 = −108.5564 a.u. et EBN+2 = −108.4588 a.u.. Les calculs ab initio sont effectue´s
a` la distance inter-nucle´aire d’e´quilibre du cœur N+2 Re = 2.11 a0. La base est une base
standard aug-cc-pVTZ additionne´e de fonctions plus diffuses.
On s’inte´resse dans un premier temps a` la syme´trie 1Σ+u pour N2. Pour ce faire, on
choisit comme voies de dissociation les cinq voies suivantes (de´finissant les syme´tries des
cœurs N+2 ainsi que celle de l’e´lectron de Rydberg)
voie 1 : X ’p’σu (3.22a)
voie 2 : X ’f ’σu (3.22b)
voie 3 : A dpig (3.22c)
voie 4 : B ’s’σg (3.22d)
voie 5 : B ’d’σg (3.22e)
Pour la voie no 3, on ne prend pas en compte les moments angulaires l > 2. C’est pourquoi
on conside`re cette voie comme pure.
On de´signe par Ψ+X , Ψ
+
A et Ψ
+
B, les trois de´terminants de Slater correspondant aux trois
e´tats de cœur de´finis par les e´quations (3.21). On fait un calcul a` l’e´nergie totale E. On
veut un ensemble de fonctions d’onde Φi solution a` E tenant compte du fait que les cœurs
sont me´lange´s. Ces fonctions d’onde sont donc une somme sur les diffe´rents e´tats de cœur
Φi = a1i (Ψ
+
X 1i’p’σu) + a2i (Ψ
+
X 2i’f ’σu) + a3i (Ψ
+
A 3idpig)
+ a4i (Ψ
+
B 4i’s’σg) + a5i (Ψ
+
B 5i’d’σg)
=
5∑
j=1
ajiΩj(ji)
(3.23)
Pour obtenir la fonction d’onde Φi, on calcule tout d’abord un ensemble de cinq orbitales
cœur gele´ correspondant aux de´terminants Ωj en utilisant un potentiel additionnel de
fac¸on a` avoir le de´terminant Ωi(ii) solution a` E i.e. si Ωi contient Ψ
+
X , on doit avoir
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ii = E − EXN+2 et de meˆme pour les autres e´tats de cœur. En utilisant les re`gles de
Slater-Condon, on construit le matrice C de´finie comme(C)
rs
= 〈Ωr|H|Ωs〉 (3.24)
ou` H est l’hamiltonien du syste`me. Le ıie`me vecteur propre de C donne les coefficients aji.
Le de´terminant Ωi e´tant solution a` E, Φi n’est ge´ne´ralement plus solution a` E du fait de
la diagonalisation de C : On fait alors une proce´dure ite´rative en modifiant le´ge`rement le
potentiel additionnel et donc l’ensemble des {ji} jusqu’a` obtenir Φi solution a` E.
Une fois l’ensemble des {Φ} obtenu, l’e´quation de se´paration en ondes partielles (1.73)
devient
Φi(E, ω, ξ, η, φ) =
∑
υ
Θυ(Eυ, ω, η, φ)
1√
ξ2 − 1
[
Aυif˜υ(ξ)−Bυig˜υ(ξ)
]
=
∑
υ
Θυ(Eυ, ω, η, φ)
1√
ξ2 − 1X˜υi(ξ) ξ > ξ0
(3.25)
{ξ, η, φ} sont les coordonne´es de l’e´lectron excite´, ω rassemble les coordonne´es des e´lectrons
des diffe´rents cœurs. Eυ represente l’e´nergie des cœurs i.e. Eυ = {EXN+2 , EAN+2 , EBN+2 } et
les fonctions de Coulomb elliptiques {f˜υ(ξ), g˜υ(ξ)} sont calcule´es a` υ = E − Eυ.
Les fonctions Θυ(Eυ, ω, η, φ) contiennent les orbitales des cœurs ainsi que la partie
angulaire de l’e´lectron excite´. L’indice υ court sur les diffe´rentes voies de dissociation
de´finies par les e´quations (3.22). Par exemple, pour υ correspondant a` la voie 1 X ’p’σu,
Θ1(EXN+2 , ω, η, φ) = Ψ
+
X(EXN+2 , ω)Y˜10(η, φ) ou` Y˜10(η, φ) est l’harmonique elliptique de´finie
par (1.70b) avec l˜ = 1 (’p’) et λ = 0 (σu) pour cette voie.
Moments de transition dipolaire
Graˆce a` l’ensemble des {Φ}, on peut calculer les moments de transition dipolaire entre
un e´tat initial Φ0 de N2 vers chaque composante Φi
di = 〈Φ0|r|Φi〉 (3.26)
On s’inte´resse a` des phe´nome`nes de photo-ionisation ou photo-excitation : les voies Φi
peuvent eˆtre ouvertes ou ferme´es mais on choisit Φ0 comme e´tant un e´tat lie´. On distingue
trois cas
1. Toutes les voies Φi sont ferme´es : On cherche les e´tats lie´s Φ
c
i en ve´rifiant la relation
(Section 1.1.3)
det
[
K + tan(β(E))
]
≡ det
[
S − e−2ıβ(E)
]
= 0 (3.27)
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Chacun de ces e´tats lie´s doit eˆtre normalise´
〈Φci |Φci〉 =
∑
υ
Iυ = 1 (3.28a)
Iυ =
∫∫∫
τ
(
X˜cυi(ξ)
)2
ξ2 − 1 Y˜
2
υi(η, φ)
R3
8
(ξ2 − η2)dξ dη dφ (3.28b)
dx dy dz =
R3
8
(ξ2 − η2)dξ dη dφ (3.28c)
2. Toutes les voies Φi sont ouvertes. Chacune des fonctions radiales partielles X˜
υ
υi (ξ)
entrant dans la de´composition en ondes partielles de chaque Φi doit eˆtre normalise´es
par unite´ d’e´nergie i.e.
〈X˜υi(υ, ξ)|X˜υi(′υ, ξ)〉 =
∫ ∞
ξ=1
X˜υi(υ, ξ)X˜υi(
′
υ, ξ) dξ = δ(υ − ′υ) (3.29)
On se rappelle que la forme asymptotique de X˜υi(υ, ξ) est (Equation (3.25))
X˜υi(υ, ξ) ∼ Aυif˜υ(υ, ξ)−Bυig˜υ(υ, ξ) ξ →∞ (3.30)
Les fonctions de Coulomb elliptiques sont elles meˆmes normalise´es a` l’e´nergie i.e.∫ ∞
ξ=1
f˜υ(υ, ξ)f˜υ(
′
υ, ξ) dξ =
∫ ∞
ξ=1
g˜υ(υ, ξ)g˜υ(
′
υ, ξ) dξ = δ(υ − ′υ) (3.31)
En utilisant l’e´quation pre´ce´dente ainsi que la relation (donne´e ici sans de´monstration)∫ ∞
ξ=1
f˜υ(υ, ξ)g˜υ(
′
υ, ξ) dξ = −
∫ ∞
ξ=1
g˜υ(υ, ξ)f˜υ(
′
υ, ξ) dξ (3.32)
on obtient
〈X˜υi(υ, ξ)|X˜υi(′υ, ξ)〉 =
(
A2υi +B
2
υi
)
δ(υ − ′υ)
− (AυiBυi −BυiAυi)
∫ ∞
ξ=1
f˜υ(υ, ξ)g˜υ(
′
υ, ξ) dξ
6= δ(υ − ′υ)
(3.33)
On se rappelle de la transformation de´finie par les e´quations (1.48)
X˜
S(+)
= X˜
(
A+ ıB
)−1
(3.34)
Sous cette forme, on a
X˜
S(+)
υi (υ, ξ) ∼
1
2ı
(
ϕ˜+υiδυi − ϕ˜−υiS†υi
)
ξ →∞ (3.35a)
ϕ˜±υi = −g˜υ(υ, ξ)± ıf˜υ(υ, ξ) (3.35b)
〈X˜S(+)υi (υ, ξ)|X˜S(+)υi (′υ, ξ)〉 = δ(υ − ′υ) (3.35c)
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Les moments de transitions sont alors
dS(+) = 〈Φ0|r|ΦS(+)〉 = 〈Φ0|r|Φ〉
(
A+ ıB
)−1
= d
(
A+ ıB
)−1
(3.36)
3. Certaines des voies sont ouvertes, d’autres ferme´es. On doit appliquer les conditions
limites ade´quates dans les voies ferme´es et donc appliquer une proce´dure similaire a`
celle de´crite dans le section 1.1.3 sur les re´sonances d’auto-ionisation. On se souvient
de la partition de la matrice de diffusion suivant la nature des voies (similaire a`
l’e´quation (1.35b)) et on fait de meˆme avec dS(+)
dS(+) =
(
dS(+)o d
S(+)
c
)
(3.37)
On obtient les moments de transition vers les voies ouvertes19
d+ = dS(+)o − dS(+)c
(
S
cc
− e−2ıpiβ
)−1
S
co
(3.38)
C’est graˆce a` cette expression que l’on obtient les profils de Beutler-Fano dans les
sections efficaces en pre´sence de re´sonances d’auto-ionisation.
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Fig. 3.7 – Les diffe´rentes voies de dissociation prises en compte dans le calcul pour la
syme´trie 1Σu et
1Πu de N2
3.3.1 La syme´trie 1Σu de N2
Comme indique´ sur le diagramme 3.7 et par les e´quations (3.22), on prend en compte
les cinq voies {X ’p’σu, X ’f ’σu, A dpig, B ’s’σg, B ’d’σg}.
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Fig. 3.8 – Fonctions de de´fauts quantiques pour la syme´trie 1Σu de N2
Le formalisme elliptique a e´te´ utilise´. Des re´sultats en formalisme sphe´rique sont pre´sente´s
dans la re´fe´rence35.
La figure 3.8 montre les de´fauts quantique obtenus.
Les barres verticales montrent les limites d’ionisation correspondantes a` l’e´tat X de N+2
en noir, a` l’e´tat A de N+2 en rouge et a` l’e´tat B de N
+
2 en vert.
Pour chaque voie, une re´gression line´aire est pre´sente´e. Les de´fauts quantiques cor-
respondent a` l’application des conditions limites dans les voies ferme´es de´crites dans la
section 1.1.3 sur les re´sonances d’auto-ionisation i.e. les de´fauts quantiques pour les voies
ouvertes correspondent aux valeurs propres de la matrice de diffusion physique S de´finie
par l’e´quation (1.49).
Les de´fauts quantiques dans les voies ferme´es correspondent a` la partie re´elle des de´fauts
quantiques propres provenant de la diagonalisation de la sous matrice S
cc
: Seaton18 a
montre´ que la diagonalisation de S
cc
donnait des de´fauts quantiques propres complexes
ν˜ = α+ ıβ et que la partie complexe β e´tait relie´e a` la largeur γ de la re´sonance par
γ = 4β (n−α)−3 (3.39)
ou` n est le nombre quantique principal de l’e´tat lie´ responsable de la re´sonance. L’e´chelle
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en e´nergie de la figure 3.8 ne permet pas de voir ces re´sonances d’auto-ionisation.
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Fig. 3.9 – Re´sonances d’auto-ionisation de la voie X ’f ’σu dues aux e´tats lie´s A ndpig
Les figures 3.9 et 3.10 montrent les re´sonances d’auto-ionisation apparaissant dans les
de´fauts quantiques propres de la voie X ’f ’σu sur une grille d’e´nergie beaucoup plus fine
pre`s des seuils d’ionisation correspondant aux e´tats A et B de N+2 .
Sur la figure 3.9, l’e´nergie AN+2 correspond a` l’e´nergie mesure´e par rapport au seuil
d’ionisation de l’e´tat A de N+2 et l’on a utilise´ la meˆme convention pour la figure 3.10
AN+2 = E − EAN+2 (3.40a)
BN+2 = E − EBN+2 (3.40b)
Sur la figure 3.9, les nombres quantiques principaux n des e´tats lie´s A ndpig responsables
de la re´sonance sont indique´s.
Pour la figure 3.10, on note que les re´sonances apparaˆıssent par paires. En effet, comme
on peut le deviner sur le diagramme 3.7, ce sont les e´tats B (n+1)’s’σg et B n’d’σg qui sont
relativement proches en e´nergie. Quand on parcourt l’e´nergie vers le seuil d’ionisation, les
de´fauts quantiques propres de X ’f ’σu re´sonnent d’abord sur un e´tat B n’d’σg, puis sur un
e´tat B (n+1)’s’σg. Pour fixer les ide´es, le niveau d’e´nergie n = 10 de l’atome d’Hydroge`ne
est a`  = −0.005 a.u. Sur la figure 3.10, le niveau lie´ ayant une e´nergie le´ge`rement infe´rieure
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a` −0.005 a.u. est l’e´tat 10’d’σg et le niveau lie´ ayant une e´nergie le´ge`rement supe´rieure a`
−0.005 a.u. est l’e´tat 11’s’σg et ainsi de suite.
Si le niveau lie´ 10’d’σg a une e´nergie le´ge`rement infe´rieure a` −0.005 cela signifie que
son de´faut quantique ν entrant dans la formule de Rydberg
10’d’σg = −
1
2(10− ν)2 (3.41)
doit eˆtre positif. Or, on voit sur la figure 3.8 que le de´faut quantique pour la voie B ’d’σg
est ne´gatif. Les de´fauts quantiques propres de la figure 3.8 sont calcule´s en formalisme
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Fig. 3.10 – Re´sonances d’auto-ionisation de la voie X ’f ’σu dues aux e´tats lie´s B n’s’σg
et B n’d’σg
elliptique et ne peuvent pas eˆtre utilise´s pour calculer des niveaux d’e´nergies lie´s graˆce
a` la formule de Rydberg. Les de´fauts quantiques entrant dans la formule de Rydberg
sont les de´fauts quantiques calcule´s en formalisme sphe´rique. De ce point de vue, on peut
conside´rer que les de´fauts quantiques propres calcule´s en formalisme ellitique sont “non
physiques” mais il peuvent tout de meˆme eˆtre utilise´s pour obtenir des quantite´s physiques
(comple`tement inde´pendantes du formalisme utilise´) comme la position des e´tats lie´s : pour
cela on doit tenir compte du fait que la relation β() donnant la phase accumule´e en fonction
de l’e´nergie n’est plus une relation analytique (β() = pi
[
(−2)−1/2 − l] en formalisme
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sphe´rique) mais une relation nume´rique obtenue graˆce aux fonctions de Coulomb elliptiques
{f˜l˜λ(ξ), g˜l˜λ(ξ)}.
En effet, inspire´e de la me´thode phase-amplitude de Milne en formalisme sphe´rique, les
fonctions de Coulomb elliptiques sont recherche´es sous la forme
f˜l˜λ(ξ) =
√
1
pi
α(ξ) sin(φ(ξ)) (3.42a)
g˜l˜λ(ξ) = −
√
1
pi
α(ξ) cos(φ(ξ)) (3.42b)
φ(ξ) =
∫ ξ
t=1
dt
α2(t)
(3.42c)
et la phase accumule´e β() est de´finie comme e´tant
β() = φ(∞) =
∫ ∞
ξ=1
dξ
α2(ξ)
(3.43)
A noter que les re´sonances d’auto-ionisation pre´sente´es ici sont des re´sonances pure-
ment e´lectroniques. C’est pourquoi elles apparaissent tre`s fines. En fait, ces re´sonances sont
e´largies par la structure rovibrationnelle du cœur. En MQDT, l’inclusion de cette structure
rovibrationnelle se fait graˆce a` la the´orie des changements de repe`re (“Frame Transforma-
tion”) : une fois obtenus les de´fauts quantiques en fonction de la distance inter-nucle´aire
ν(R), on effectue la transformation correspondant au passage entre les cas de Hund (a) et
(e).36,37
3.3.2 La syme´trie 1Πu de N2
Comme indique´ sur le diagramme 3.7, on s’inte´resse maintenant a` la syme´trie totale
1Πu de N2. Pour ce faire, on prend en compte dans les calculs les six voies suivantes
voie 1 : X ’p’piu (3.44a)
voie 2 : X ’f ’piu (3.44b)
voie 3 : A ’s’σg (3.44c)
voie 4 : A ’d’σg (3.44d)
voie 5 : A dδg (3.44e)
voie 6 : B dpig (3.44f)
La figure 3.11 montre les re´sultats obtenus. La` encore, les de´fauts quantiques pre´sente´s
correspondent aux valeurs propres de la matrice de diffusion physique pour les voies ou-
vertes et de la sous matrice S
cc
ne concernant que les voies ferme´es.
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Fig. 3.11 – Fonctions de de´fauts quantiques pour la syme´trie 1Πu de N2
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Un exemple typique et longuement e´tudie´ concernant les re´sonances de forme est sans
doute la re´sonance 2Πg de N
−
2 . Dans une expe´rience de collision d’un e´lectron sur une
mole´cule de diazote N2, l’e´lectron reste un temps pie´ge´ par la barrie`re centrifuge due au
moment angulaire de l’e´lectron. Dans cet exemple, la re´sonance est due a` l’onde partielle
d de l’e´lectron.
On effectue un calcul SCF pour l’e´tat fondamental 1Σ+g de N2 avec une base standard
aug-cc-pVTZ+ (avec des fonctions diffuses pour l’e´lectron collisionnel). Le calcul est ef-
fectue´ a` la distance inter-nucle´aire d’e´quilibre Re = 2.0693 a0. On prend en compte dans le
calcul la seule voie consistant d’un e´lectron dpig entrant en collision avec N2.
Finalement, pour cet exemple, on introduit le changement de repre´sentation vibra-
tionnelle (“vibrational frame transformation”) pour prendre en compte la structure vibra-
tionnelle de N2. Si l’on ne prend en conside´ration que l’e´tat fondamental de la cible N2,
l’approximation Born-Oppenheimer ne de´crit que les processus collisionnels e´lastiques
 dpig +X N2 → N−2 →  dpig +X N2 (3.45)
L’inclusion du changement de repre´sentation vibrationnelle permet d’e´tudier les collisions
ine´lastiques
 dpig +X N2(v)→ N−2 → ′ dpig +X N2(v′) (3.46)
ayant v ≤ v′ (les collisions supere´lastiques ayant v > v′ ne sont pas traite´es ici).
Dans l’approximation Born-Oppenheimer, on calcule la fonction δ() donnant le de´phasage
δ = piν en fonction de l’e´nergie collisionnelle. On montre qu’en premie`re approximation, la
connaissance de la fonction δ(, R), ou` R est la distance inter-nucle´aire, suffit a` reproduire
les structures interfe´rentielles dans les sections efficaces observe´es expe´rimentalement.
3.4.1 Approximation cœur gele´
On effectue un calcul cœur gele´ pour un e´lectron additionnel dans le champ cre´e´ par
le cœur N2. La fonction d’onde de l’e´lectron collisionnel est connecte´e a` une combinaison
line´aire de fonctions de Coulomb pour r > 15 a0. Le potentiel ressentit par l’e´lectron dans
la zone externe (r > 15 a0) est
V =
l(l + 1)
2r2
pour r > 15 a0 (3.47)
car la charge nette Z de N2 est nulle. La figure 3.12 montre la fonction δ(E) donnant le
de´phasage de la fonction d’onde de l’e´lectron collisionnel en fonction de son e´nergie. En
approximant la fonction δ(E) a` un profil de Breit-Wigner, on peut de´terminer l’e´nergie
Eres de la re´sonance ainsi que sa largeur Γ. On trouve ici Eres = 3.899 eV et Γ = 1.17 eV.
Les travaux de Sommerfeld et. al. 38 pre´disent la position de la re´sonance et de sa largeur
dans l’approximation cœur gele´ a` Eres = 3.8 eV et Γ = 1.1 eV. On a donc un bon accord
avec les pre´ce´dentes e´tudes.
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Fig. 3.12 – De´phasage d’un e´lectron dpig entrant en collision avec N2 dans l’approximation
cœur gele´.
3.4.2 Potentiel de polarisation
Les parame`tres the´oriques de cette re´sonance de forme sont donne´s par exemple par les
travaux de Schulz39 et Dube´ et. al. 40 et sont Eres = 2.35 eV, Γ = 0.41 eV. L’approximation
cœur gele´ surestime donc a` la fois la position de la re´sonance mais aussi sa largeur.
Pour de´crire la corre´lation entre l’e´lectron collisionnel et le cœur N2, on prend en compte
de manie`re empirique le potentiel de polarisation de N2. En premie`re approximation, ce
potentiel VCP (r) est
VCP (r) = − α
2r4
hc(r) (3.48)
ou` α est la polarisabilite´ du cœur N2 et hc(r) est une fonction de coupure prise sous la
forme
hc(r) =
[
1− e−( rrc )
2]4
(3.49)
ou` rc est le rayon de coupure, un parame`tre empirique. On choisit ici rc = 1.85 a0 et la
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polarisabilite´ de N2 est
41
αxx = αyy = 10.32 a
3
0 (3.50a)
αzz = 15.02 a
3
0 (3.50b)
Ce potentiel de polarisation VCP (r) est ajoute´ a` l’ope´rateur Fock effectif du calcul cœur
gele´. Les fonctions de Coulomb en zone externe {fEl(r), gEl(r)} sont maintenant solutions
du potentiel
V =
l(l + 1)
2r2
+ VCP (r) pour r > 15 a0 (3.51)
Il est a` noter que j’utilise le terme fonctions de Coulomb pour {fEl(r), gEl(r)} ce qui n’est
peut-eˆtre pas totalement correct : du fait de la charge nette Z nulle, ces fonctions se
re´duisent a` longues distances a` des fonctions de Bessel sphe´riques {rjl(kr), rnl(kr)}. A
courtes distances, ces fonctions diffe`rent des fonctions de Bessel a` cause de la pre´sence du
potentiel de polarisation VCP (r).
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Fig. 3.13 – De´phasage d’un e´lectron dpig entrant en collision avec N2 en prenant en compte
la polarisabilite´ du cœur. La courbe en pointille´ montre l’approximation cœur gele´.
La figure 3.13 montre la courbe δ(E) obtenue ainsi que la comparaison avec l’approximation
cœur gele´. On trouve ici Eres = 2.37 eV et Γ = 0.48 eV. Ces re´sultats sont en accord avec
ceux de Berman et. al. 42 par exemple.
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La figure 3.14 montre les fonctions d’onde de l’e´lectron dpig pour diffe´rentes e´nergies
collisionnelles. Les courbes repre´sentent les fonctions d’onde cœur gele´ (incluant la pola-
risabilite´) pour r ≤ 15 a0 et leurs continuations en terme de fonctions de Coulomb pour
r > 15 a0. Les courbes noire et verte repre´sentent les fonctions d’onde a` des e´nergies respec-
tivement infe´rieure et supe´rieure a` l’e´nergie de la re´sonance. On voit sur la courbe rouge,
qui est proche de l’e´nergie de la re´sonance, que la fonction d’onde de l’e´lectron a un “pic”
de probabilite´ de pre´sence pre`s du cœur pour cette e´nergie.
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Fig. 3.14 – Fonctions d’onde radiales de l’e´lectron collisionnel pour diffe´rentes e´nergies. La
courbe noire correspond a` E = 1.22 eV, la courbe rouge a` E = 2.36 eV et la courbe verte
a` E = 4 eV.
3.4.3 Structure vibrationnelle
La premie`re e´tape pour effectuer le changement de repre´sentation vibrationnelle (VFT)
consiste a` calculer la fonction δ(E,R) donnant le de´phasage de l’e´lectron dpig en fonction
de l’e´nergie collisionnelle E et de la distance inter-nucle´aire R de la cible N2.
On effectue donc une se´rie de calcul cœur gele´ a` diffe´rentes distances inter-nucle´aire R.
La figure 3.15 montre les re´sultas obtenus : on voit que pour des valeurs de R > Re =
2.0693 a0, l’e´nergie de la re´sonance diminue et celle-ci devient plus aigu¨e. Au contraire, pour
R < Re, l’e´nergie de la re´sonance Eres ainsi que sa largeur Γ augmentent. A chaque distance
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inter-nucle´aire R, la fonction δ(E,R) peut eˆtre approxime´e par un profil de Breit-Wigner
tan(δ(E,R)) = − Γ(R)
2 (E − Eres(R)) (3.52)
les fonctions Eres(R) et Γ(R) donnant respectivement l’e´nergie et la largeur de la re´sonance
pour la distance inter-nucle´aire R conside´re´e. Avec cette approximation, la fonction δ(E,R)
est comple`tement de´finie par les fonctions Eres(R) et Γ(R).
Fig. 3.15 – De´phasage δ d’un e´lectron dpig entrant en collision avec N2 en fonction de
l’e´nergie collisionnelle E et de la distance inter-nucle´aire R de la cible N2.
La VFT requiert en principe que la fonction δ(E,R) ne soit pas une fonction trop
de´pendante de l’e´nergie E. Ce n’est manifestement pas le cas ici ou` l’on a
∂δ(E,R)
∂E
devient tre`s grand pour E ≈ Eres (3.53)
pour certaine valeur de R. Pour circonvenir a` cette difficulte´, on utilise des fonctions de
Coulomb {f 0El(r), g0El(r)} diffe´rentes des fonctions habituellement utilise´es.43
67
Re´sultats 3.4 La re´sonance de forme 2Πg de N
−
2
Les fonctions de Coulomb {fEl(r), gEl(r)} utilise´es jusqu’ici sont des fonctions norma-
lise´es a` l’e´nergie. Pour ce cas particulier ou` la charge nette Z de N2 est nulle, le compor-
tement asymptotique de ces fonctions est
fEl(r)→
√
2
pik
sin
(
kr − lpi
2
)
(3.54a)
gEl(r)→ −
√
2
pik
cos
(
kr − lpi
2
)
(3.54b)
ou` k =
√
2E. Les fonctions {f 0El(r), g0El(r)} sont de´finies comme
f 0El(r) = k
−l−1/2fEl(r) (3.55a)
g0El(r) = k
l+1/2gEl(r) (3.55b)
de sorte que le Wronskien est conserve´ : W (fEl(r), gEl(r)) = W (f
0
El(r), g
0
El(r)). La fonction
δ0(E,R) obtenue en utilisant {f 0El(r), g0El(r)} peut encore eˆtre approxime´e par un profil de
Breit-Wigner ayant une largeur diffe´rente
tan(δ0(E,R)) = − Γ
0(R)
2 (E − Eres(R)) (3.56a)
Γ0(R) = k−2l−1Γ(R) (3.56b)
La fonction δ0(E,R) est beaucoup moins de´pendante de l’e´nergie E.
On se restreint ici aux seize premiers niveaux vibrationnels de N2 i.e. de v = 0 a` v = 15.
La figure 3.16 montre la courbe de potentiel de l’e´tat fondamental de N2 ainsi que la
position des seize premiers niveaux vibrationnels. Les quantite´s v sont de´finies comme
v = E−Ev ou` Ev sont les niveaux d’e´nergies vibrationnels associe´s aux fonctions d’ondes
vibrationnelles χv(R). Ces fonctions sont solutions de l’e´quation diffe´rentielle(
d2
dR2
+ V (R)
)
χv(R) = Ev χv(R) (3.57)
Les e´nergies Ev et les fonctions d’onde χv(R) ont e´te´ de´termine´es graˆce au programme
nume´rique de Sidky (voir l’article de Sidky et. al. 44). La courbe V (R) de la figure 3.16
est prise de l’article de Gdanitz45. Dans le cas ou` la fonction δ0(E,R) est approxime´e pour
chaque R par un profil de Breit-Wigner comme l’indiquent les e´quations (3.56), la matrice
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Fig. 3.16 – Energie et niveaux vibrationnels de l’e´tat fondamental de N2. La courbe V (R)
repre´sente l’e´nergie totale de l’e´tat fondamental de N2 en fonction de la distance inter-
nucle´aire. Les 16 premiers niveaux vibrationnels sont pre´sente´s. (a) : e´nergie collisionnelle
dans l’approximation Born-Oppenheimer relative au minimum de V (R). (b) : dans le cadre
de la VFT, l’e´nergie collisionnelle est relative a` Ev=0.
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de re´action
(
K
)
vv′ est simplement
46
(
A
)
vv′ = v′
〈
χv(R)
∣∣∣∣∣
(
2pi
Γ0(R)
)1/2∣∣∣∣∣χv′(R)
〉
−
〈
χv(R)
∣∣∣∣∣
(
2pi
Γ0(R)
)1/2
Eres(R)
∣∣∣∣∣χv′(R)
〉 (3.58a)
(
B
)
vv′ = −
〈
χv(R)
∣∣∣∣∣
(
piΓ0(R)
2
)1/2∣∣∣∣∣χv′(R)
〉
(3.58b)
K = BA−1 (3.58c)
Il est a` noter que la matrice de re´actionK ainsi obtenue contient a` la fois des voies ouvertes
v > 0 et des voies ferme´es v < 0. Pour extraire les quantite´s collisionnelles pouvant eˆtre
compare´es a` l’expe´rience, les conditions limites dans les voies ferme´es doivent eˆtre impose´es
i.e. il faut annuler la partie exponentiellement croissante des fonctions {f 0vl(r), g0vl(r)}.
Pour ce faire, on suit la proce´dure de´crite dans Gao et. al. 47 pour obtenir la matrice
de diffusion physique S de dimension (No ×No) ou` No est le nombre de voie ouvertes.
Respectant les notations de Gao et. al. , on de´finit les nombres kv =
√
2v pour les
voies ouvertes et κv =
√−2v pour les voies ferme´es. L’espace de configurations Q (resp.
P ) repre´sente les voies ferme´es (resp. ouvertes). On de´finit ensuite les matrices
(
Γ
)
vα
et(
Λ
)
vα
comme (a` ne pas confondre avec Γ repre´sentant la largeur de la re´sonance)
(
Γ
)
vα
=

(
U
)
vα
(
κ−l−1v cos(piτα) + κ
l
v sin(piτα)
)
(v ∈ Q)(
U
)
vα
k
l+1/2
v sin(piτα) (v ∈ P )
(3.59a)
(
Λ
)
vα
=
{
0 (v ∈ Q)(
U
)
vα
k
−l−1/2
v cos(piτα) (v ∈ P ) (3.59b)
ou` U et tan(piτ ) sont les vecteurs propres et les valeurs propres de la matrice K de´finie
par l’e´quation (3.58c).
L’application des conditions limites est effectue´e en re´solvant le proble`me aux valeurs
propres ge´ne´ralise´
ΓA = tan(δ) ΛA (3.60)
i.e. trouver les vecteurs propres A et les valeurs propres tan(δ). Le syste`me de´fini par
l’e´quation (3.60) posse`de No solutions non triviales tan(δ). Ces solutions correspondent
aux valeurs propres e2ıδ de la matrice S recherche´e. Les vecteurs propres E de S sont
donne´s par (
E
)
vρ
=
∑
α
(
A
)
αρ
((
Λ
)
vα
cos(δρ) +
(
Γ
)
vα
sin(δρ)
)
(3.61)
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et est une matrice de dimension (No×No). Il est a` noter que les vecteurs propres A doivent
eˆtre renormalise´s tel que les vecteurs propres E de S soient orthogonaux : E−1 = Et. La
matrice de diffusion physique S est alors
S = E e
2ıδ
E−1 (3.62)
La matrice e
2ıδ
e´tant la matrice diagonale collectant les valeurs propres e2ıδ. L’e´le´ment∣∣∣(S)
vv′
∣∣∣2 est lie´ a` la probabilite´ du processus
 dpig +X N2(v)→ N−2 → ′ dpig +X N2(v′) (3.63)
On de´finit la matrice de transition T et la section efficace d’excitation vibrationnelle σv→v′
par
T = E
(
e
2ıδ − 1
2ı
)
E−1 (3.64a)
σv→v′ = g
4pi
k2v
∣∣∣(T )
vv′
∣∣∣2 (3.64b)
ou` g = 2 est le facteur de de´ge´ne´rescence de l’e´tat 2Πg. Les sections efficaces d’excitation
vibrationnelles σ0→v sont pre´sente´es sur la figure 3.17 pour les collisions ine´lastiques v 6= 0
ainsi que la collision e´lastique v = 0. Ces sections efficaces sont en accord qualitatif avec
les re´sultats expe´rimentaux de Allan48, le tableau 3.9 pre´sentant cette comparaison plus
en de´tails.
Pour chaque section efficace σ0→v, on observe une structure interfe´rentielle. Herzen-
berg49 a donne´ une explication qualitative de ce phe´nome`ne. On s’inte´resse donc au
phe´nome`ne suivant
 dpig +X N2(v)→ N−2 → ′ dpig +X N2(v′) (3.65)
Dans le cas de N2, la dure´e de vie Γ de la re´sonance de N
−
2 est de l’ordre de la fre´quence
vibrationnelle ω− de cet anion i.e. Γ ≈ ~ω−. Ce cas connu sous le nom d’effet boomerang est
le cas interme´diaire entre la limite de complexe mole´culaire (“compound molecule limit”)
ou` Γ  ~ω− et la limite d’impulsion (“impulse limit”) ayant Γ  ~ω−. Cela signifie que
pendant la dure´e de vie de la re´sonance, les noyaux n’ont le temps que de faire quelques
vibrations.
Pour le phe´nome`ne de´crit par l’e´quation (3.65), a` partir du moment ou` l’anion est cre´e´,
les noyaux commencent a` vibrer dans une pseudo courbe de potentiel de N−2 entre les deux
point tournants R−t et R
+
t (R
−
t < R
+
t ). Un autre point important est que la fonction Γ(R)
augmente quand R diminue. Il re´sulte que le paquet d’ondes se de´plac¸ant dans la courbe
de potentiel de N−2 est re´fle´chi en R
+
t en ne subissant pratiquement aucune auto-ionisation
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Fig. 3.17 – Sections efficaces d’excitation vibrationnelle pour les collisions ine´lastiques
0→ v. La collision e´lastique 0→ 0 est aussi pre´sente´e. Chaque courbe est e´chelonne´e telle
que l’intensite´ maximale soit la meˆme pour toutes les courbes (voir Tableau 3.9 pour les
intensite´s relatives).
alors que de retour en R−t apre`s cette premie`re re´flexion, le paquet d’ondes subit une forte
auto-ionisation.
Une onde stationnaire F (R, ) est ainsi cre´e´e re´sultant de la superposition des paquets
d’ondes sortants et re´fle´chis. La probabilite´ de la transition de´crite par l’e´quation (3.65)
est proportionnelle au facteur de Franck-Condon
σv→v′ ∝
∣∣∣∣∫ χv′(R)F (R, )dR∣∣∣∣2 (3.66)
Quand l’e´nergie  augmente, les nœuds de l’onde stationnaire F (R, ) se de´placent lente-
ment vers les distances inter-nucle´aires plus grandes re´sultant en des oscillations dans le
facteur de Franck-Condon de l’e´quation (3.66).
La forme particulie`re du premier pic pour les sections efficaces σ0→v ayant v > 1 note´e
par Allan est ici reproduite qualitativement.
Pour des raisons de clarte´, chaque courbe de la figure 3.17 est e´chelonne´e telle que
l’intensite´ maximale soit la meˆme pour toutes les courbes. Les intensite´s relatives ainsi que
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la position des maxima sont pre´sente´s dans le tableau 3.9 et compare´s avec les re´sultats
obtenus par Allan48.
Transition Energie(eV) Intensite´ relative Energie(eV)(a) Intensite´ relative(a)
0→ 1 1.94 1 1.95 1
0→ 2 2.04 0.56 2.00 0.66
0→ 3 2.16 0.43 2.15 0.55
0→ 4 2.29 0.23 2.22 0.37
0→ 5 2.41 0.14 2.39 0.23
0→ 6 2.60 6.8(-2) 2.48 0.13
0→ 7 2.70 2.7(-2) 2.64 6.8(-2)
0→ 8 2.88 1.1(-2) 2.82 2.8(-2)
0→ 9 3.08 3.9(-3) 2.95 1.1(-2)
0→ 10 3.29 1.2(-3) 3.09 3.9(-3)
0→ 11 3.48 3.4(-4) 3.30 1.1(-3)
0→ 12 3.67 8.1(-5) 3.87 2.5(-4)
0→ 13 3.86 2.3(-5) 4.02 8.0(-5)
0→ 14 4.03 4.0(-6) 4.16 2.2(-5)
0→ 15 4.38 4.2(-7) 4.32 6.5(-6)
Tab. 3.9 – Sections efficaces d’excitation vibrationnelle a` leurs maxima pour les collisions
ine´lastiques. Les intensite´s relatives sont aussi pre´sente´es. Les sections efficaces sont com-
pare´es aux re´sultats expe´rimentaux de Allan48 porte´s dans les colonnes marque´es par (a).
Les puissances de 10 sont indique´es entre parenthe`ses.
La position des maxima est reproduite a` environ 70 meV jusqu’a` σ0→5. Au-dela`, les
re´sultats sont moins bons mais restent correctes qualitativement. La troncation de la base
des fonctions d’ondes vibrationnelles a` v = 15 rend la comparaison presque impossible
pour les sections efficaces σ0→v ayant v & 9. L’accord avec les re´sultats de Allan n’est pas
tre`s bon concernant les intensite´s relatives. Bien que les valeurs de Allan soient a` ±20%,
les re´sultats obtenus ici sont hors de cette barre d’erreur pour certaines transitions.
La figure 3.18 montre la section efficace totale σtot de´finie comme
σtot =
∑
v
σ0→v (3.67)
La comparaison avec les re´sultats expe´rimentaux de Kennerly50 est pre´sente´e. Les re´sultats
obtenus ici ont e´te´ e´chelonne´s pour permettre la comparaison. Il est a` rappeler que l’on
ne conside`re ici que la syme´trie Πg car c’est la syme´trie responsable de la re´sonance. Les
re´sultats the´oriques ne reproduisent pas les re´sultats de Kennerly en dehors de la re´sonance
i.e. pour E . 1.8 eV et E & 3 eV. Cela vient probablement du fait que les contributions a`
la section efficace totale σtot des autres syme´tries (notamment la syme´trie Σg) a e´te´ ne´glige´e
(Voir l’article de Saha dans le livre de Burke et. al. 51).
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Fig. 3.18 – Section efficace totale σtot =
∑
v σ0→v en fonction de l’e´nergie incidente de
l’e´lectron. La courbe ( ) montre les re´sultats obtenus et la courbe (−•−) sont les re´sultats
de Kennerly50.
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Chapitre 4
Programmes FORTRAN
On pre´sente dans ce chapitre quelques de´tails techniques concernant le calcul des
e´le´ments de matrice des potentiels additionnels, la de´composition en ondes partielles et
le formalisme MQDT. Les mots note´s en caracte`res d’imprimerie font re´fe´rence a` des
termes utilise´s en FORTRAN.
4.1 Ele´ments de matrice des potentiels additionnels
L’utilisation des potentiels additionnels se fait en utilisant des matrices calcule´es en
real*8. Si la base contient des fonctions tre`s diffuses (comme par exemple, la base utilise´e
pour le calcul des e´tats de Rydberg), les e´le´ments de matrices peuvent devenir rapidement
tre`s grands : l’e´le´ment ∫ ∞
x0
e−2αx
2
(x− x0)γ dx (4.1)
pour α ≈ 6 10−5, x0 = 7 et γ = 8 vaut environ 2 1016. Pour cette raison, avant d’eˆtre
stocke´ dans une matrice real*8, les e´le´ments de matrice sont calcule´s en real*16 pour
conserver le plus possible de chiffres significatifs.
Pour le potentiel additionnel carte´sien, la formule (2.11) est programme´e directement
dans le programme box2.f qui utilise les fonctions suivantes
ggaussint(n,s) =
∫ ∞
−∞
qne−sq
2
dq (4.2a)
alpham(l,q1,q2,q3,n1,n2,n3) = C
n1,n2,n3
q1,q2,q3
(l) (4.2b)
xigauss(n,s,q0) =
∫ ∞
q0
qne−sq
2
dq (4.2c)
ou` les coefficients Cn1,n2,n3q1,q2,q3 (l) sont de´finis par l’e´quation (2.13).
Le calcul des e´le´ments de matrice du potentiel additionnel sphe´rique est effectue´ par le
programme bull2.f. Ce programme utilise la loi de Leibniz sur la de´rivation d’un produit
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de fonctions que l’on rappelle ici
(f(x) g(x))(n) =
n∑
k=0
(
n
n− k
)
f(x)(n−k) g(x)(k) (4.3)
Trois cas sont a` distinguer suivant les valeurs des centres des deux Gaussiennes ri et rj
ainsi que du vecteur rp de´fini par l’e´quation (2.9b).
– rp = 0 : on obtient une expression analytique pour l’e´le´ment de matrice en utilisant
les fonctions suivantes
xigauss(n,s,q0) (4.4a)
theta(i1,i2) =
∫ pi
0
sin(x) sini1(x) cosi2(x)dx (4.4b)
fi(i1,i2) =
∫ 2pi
0
sini1(x) cosi2(x)dx (4.4c)
– rp 6= 0 et ri = rj : l’e´le´ment de matrice I0 entre deux fonctions de base ayant un
moment angulaire nul est e´crit sous la forme (e´quations (2.16a) et (2.21))
I0 =〈χ0i |V Sadd(r)|χ0j〉 =
γ∑
p=0
(
γ
γ − p
)
(−r0)γ−p Ip0 (4.5a)
Ip0 =
piEij
s
1+p∑
k=0
(
1 + p
1 + p− k
)
rp−kp
[
I1 + (−1)p−kI2
]
(4.5b)
ou` I1 et I2 sont de´finies dans l’e´quation (2.21). On rappelle l’expression de Eij et l’on
pose
Eij = e
αiαj
αi+αj
(ri−rj)2
(4.6a)
f(rp) = r
p−k
p (4.6b)
g(rp) =
[
I1 + (−1)p−kI2
]
(4.6c)
Pour ce cas rp 6= 0 et ri = rj, on a Eij = 1. L’e´le´ment de matrice entre deux
fonctions de base quelconques ne´cessite les de´rive´es successives par rapport a` rp de
(f(rp) g(rp)) obtenu en utilisant la loi de Leibniz et la fonction sdni0(i,p)
sdni0(i,p) =
∂i
∂rip
[f(rp) g(rp)] (4.7)
– rp 6= 0 et ri 6= rj : par l’interme´diaire de ri et rj, on doit maintenant e´crire
Eij = Eij(rp). On doit tenir compte des de´rive´es successives de Eij par rapport
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a` rp. L’e´le´ment de matrice souhaite´ utilise les fonctions
sdnfg(i,p) =
∂i
∂rip
[f(rp) g(rp)] (4.8a)
∂n1
∂xn1i
∂n2
∂xn2j
∂n3
∂yn3i
∂n4
∂yn4j
∂n5
∂zn5i
∂n6
∂zn6j
[Eij(rp)] = sdneab(n1,n2,n3,n4,n5,n6)Eij(rp)
(4.8b)
Les autres quantite´s clefs utiles au programme bull2.f sont donne´es par les tableaux
dxpdypdzp(i,j,k,l)
∂i
∂xip
∂j
∂yjp
∂k
∂zkp
=
i+j+k∑
l=0
dxpdypdzp(i,j,k,l)
∂l
∂rlp
(4.9)
et qa(i,j)
(x− xi)n e−αi(x−xi)2 =
n∑
j=0
qa(n,j)
∂j
∂xji
[
e−αi(x−xi)
2
]
(4.10)
Le tableau qa(n,j) ainsi de´fini est
qa(n,j) =
1 ∂
∂xi
∂2
∂x2i
∂3
∂x3i
∂4
∂x4i
1
(x− xi)
(x− xi)2
(x− xi)3
(x− xi)4

1 . . . . . . . . .
0 1
2αi
. . . . . . .
1
2αi
0 1
4α2i
. . . .
0 3
4α2i
0 1
8α3i
. .
3
4α2i
0 3
4α3i
0 1
16α4i

(4.11)
La subroutine box2.f
subroutine box2
c
c elements de matrice pour une boite de dimension x0,y0,z0
c potentiel : V(x,y,z) = V(x) + V(y) + V(z) avec
c V(x) = (x-x0)^n pour x>x0
c = (x+x0)^n pour x<-x0
c = 0 pour |x|<x0
c element de matrice ecrit dans aiv
c
implicit real*16(a-h,o-z)
c
COMMON /BBOX/ expi,expj,xi,yi,zi,xj,yj,zj,
+ x0,y0,z0,aiv,nxi,nyi,nzi,nxj,nyj,nzj,n
common /BS16/ s16
c
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pi=acos(-1.q0)
s=expi+expj
xc=(expi*xi+expj*xj)/(s)
yc=(expi*yi+expj*yj)/(s)
zc=(expi*zi+expj*zj)/(s)
xnorm=(pi)**(-3.q0/2.q0)
rij=qsqrt((xi-xj)**2+(yi-yj)**2+(zi-zj)**2)
expm=(expi*expj)/(expi+expj)
eab=qexp(-expm*(rij)**2)
c
ai0x=0.q0
do 1 l=0,nxi+nxj
1 ai0x=ai0x+alpham(l,0.q0,xi-xc,xj-xc,0,nxi,nxj)*ggaussint(l,s)
ai0y=0.q0
do 2 l=0,nyi+nyj
2 ai0y=ai0y+alpham(l,0.q0,yi-yc,yj-yc,0,nyi,nyj)*ggaussint(l,s)
ai0z=0.q0
do 3 l=0,nzi+nzj
3 ai0z=ai0z+alpham(l,0.q0,zi-zc,zj-zc,0,nzi,nzj)*ggaussint(l,s)
c
c Ici : eab*xnorm*(ai0x*ai0y*ai0z) est la matrice de recouvrement S
c
s16=eab*xnorm*(ai0x*ai0y*ai0z)
c
ainx1=0.q0
do 4 l=0,nxi+nxj+n
4 ainx1=ainx1+alpham(l,xc-xi,xc-xj,xc+x0,nxi,nxj,n)*
+ xigauss(l,s,x0+xc)
ainx2=0.q0
do 5 l=0,nxi+nxj+n
5 ainx2=ainx2+alpham(l,xi-xc,xj-xc,x0-xc,nxi,nxj,n)*
+ xigauss(l,s,x0-xc)
ainx=ainx2+(-1.q0)**(nxi+nxj)*ainx1
ainy1=0.q0
do 6 l=0,nyi+nyj+n
6 ainy1=ainy1+alpham(l,yc-yi,yc-yj,yc+y0,nyi,nyj,n)*
+ xigauss(l,s,y0+yc)
ainy2=0.q0
do 7 l=0,nyi+nyj+n
7 ainy2=ainy2+alpham(l,yi-yc,yj-yc,y0-yc,nyi,nyj,n)*
+ xigauss(l,s,y0-yc)
ainy=ainy2+(-1.q0)**(nyi+nyj)*ainy1
ainz1=0.q0
do 8 l=0,nzi+nzj+n
8 ainz1=ainz1+alpham(l,zc-zi,zc-zj,zc+z0,nzi,nzj,n)*
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+ xigauss(l,s,z0+zc)
ainz2=0.q0
do 9 l=0,nzi+nzj+n
9 ainz2=ainz2+alpham(l,zi-zc,zj-zc,z0-zc,nzi,nzj,n)*
+ xigauss(l,s,z0-zc)
ainz=ainz2+(-1.q0)**(nzi+nzj)*ainz1
aiv=eab*(ainx*ai0y*ai0z)
+ +eab*(ai0x*ainy*ai0z)
+ +eab*(ai0x*ai0y*ainz)
aiv=aiv*xnorm
if(n.eq.0) aiv=aiv/3.q0
return
end
La subroutine bull2.f
subroutine bull2(nnexp)
c
c elements de matrice pour une sphere de rayon r0
c i.e. potentiel nul pour r<r0 et potentiel r^nnexp pour r>r0
c element de matrice ecrit dans aiv
c
implicit real*16(a-h,o-z)
integer p
c
COMMON /BBULL/ r0,aiv
COMMON /BBOX/ expi,expj,xi,yi,zi,xj,yj,zj,
+ x0,y0,z0,aivbo,nxi,nyi,nzi,nxj,nyj,nzj
common /bulldat/ qa(0:8,0:8,0:1),qb(0:8,0:8,0:1),
+ dxpdypdzp(0:8,0:8,0:8,0:8),
+ dneabx(0:4,0:4),dneaby(0:4,0:4),
+ dneabz(0:4,0:4)
c
pi=acos(-1.q0)
xnorm=(pi)**(-3.q0/2.q0)
s=expi+expj
rij=qsqrt((xi-xj)**2+(yi-yj)**2+(zi-zj)**2)
xp=(expi*xi+expj*xj)/(s)
yp=(expi*yi+expj*yj)/(s)
zp=(expi*zi+expj*zj)/(s)
rp=qsqrt(xp**2+yp**2+zp**2)
expm=(expi*expj)/(expi+expj)
eab=qexp(-expm*(rij)**2)
aiv=0.q0
c
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c Le premier cas : rp = 0
c
if(qabs(rp).lt.1.q-20) then
if(xi.eq.0.q0) then
ienxi=0
else
ienxi=nxi
endif
if(yi.eq.0.q0) then
ienyi=0
else
ienyi=nyi
endif
if(zi.eq.0.q0) then
ienzi=0
else
ienzi=nzi
endif
if(xj.eq.0.q0) then
ienxj=0
else
ienxj=nxj
endif
if(yj.eq.0.q0) then
ienyj=0
else
ienyj=nyj
endif
if(zj.eq.0.q0) then
ienzj=0
else
ienzj=nzj
endif
do 5 i=0,ienxi
do 5 j=0,ienyi
do 5 k=0,ienzi
do 5 l=0,ienxj
do 5 m=0,ienyj
do 5 n=0,ienzj
if(xi.eq.0.q0) then
a1=1.q0
ii=nxi
b1=1.q0
else
ii=i
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a1=(-xi)**(nxi-ii)
b1=qbinom(nxi,nxi-ii)
endif
if(yi.eq.0.q0) then
a2=1.q0
jj=nyi
b2=1.q0
else
jj=j
a2=(-yi)**(nyi-jj)
b2=qbinom(nyi,nyi-jj)
endif
if(zi.eq.0.q0) then
a3=1.q0
kk=nzi
b3=1.q0
else
kk=k
a3=(-zi)**(nzi-kk)
b3=qbinom(nzi,nzi-kk)
endif
if(xj.eq.0.q0) then
a4=1.q0
ll=nxj
b4=1.q0
else
ll=l
a4=(-xj)**(nxj-ll)
b4=qbinom(nxj,nxj-ll)
endif
if(yj.eq.0.q0) then
a5=1.q0
mm=nyj
b5=1.q0
else
mm=m
a5=(-yj)**(nyj-mm)
b5=qbinom(nyj,nyj-mm)
endif
if(zj.eq.0.q0) then
a6=1.q0
nn=nzj
b6=1.q0
else
nn=n
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a6=(-zj)**(nzj-nn)
b6=qbinom(nzj,nzj-nn)
endif
coeff=a1*a2*a3*a4*a5*a6*b1*b2*b3*b4*b5*b6
i1=2+nnexp+ii+jj+kk+ll+mm+nn
i2=ii+jj+ll+mm
i3=kk+nn
i4=jj+mm
i5=ii+ll
aiv=aiv+coeff*xigauss(i1,s,r0)*theta(i2,i3)*fi(i4,i5)
5 continue
aiv=aiv*eab
goto 41
else
c
c Le deuxieme cas : rp =/ 0 , memes centres
c
if(xi.eq.xj.and.yi.eq.yj.and.zi.eq.zj) then
do 10 i=0,8
if(qa(nxi+nxj,i,1)==0.q0) goto 10
do 11 j=0,8
if(qa(nyi+nyj,j,1)==0.q0) goto 11
do 1 k=0,8
coeff1=qa(nxi+nxj,i,1)*qa(nyi+nyj,j,1)*qa(nzi+nzj,k,1)
if(coeff1.eq.0.q0) goto 1
do 2 ii=0,8
coeff2=dxpdypdzp(i,j,k,ii)
if(coeff2.eq.0.q0) goto 2
aiv=aiv+coeff1*coeff2*sdni0(ii,nnexp)
2 continue
1 continue
11 continue
10 continue
goto 41
else
c
c Finalement, le dernier cas : rp =/ 0 , centres differents
c
do 30 i=0,4
if(qa(nxi,i,0)==0.q0) goto 30
do 31 j=0,4
if(qb(nxj,j,0)==0.q0) goto 31
do 32 k=0,4
if(qa(nyi,k,0)==0.q0) goto 32
do 33 l=0,4
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if(qb(nyj,l,0)==0.q0) goto 33
do 34 m=0,4
if(qa(nzi,m,0)==0.q0) goto 34
do 3 n=0,4
coeff1=qa(nxi,i,0)*qb(nxj,j,0)*qa(nyi,k,0)
+ *qb(nyj,l,0)*qa(nzi,m,0)*qb(nzj,n,0)
if(coeff1.eq.0.q0) goto 3
do 4 ii=0,i
do 4 jj=0,j
do 4 kk=0,k
do 4 ll=0,l
do 4 mm=0,m
do 4 nn=0,n
coeff2=expi**(ii+kk+mm)*expj**(jj+ll+nn)
+ /s**(ii+jj+kk+ll+mm+nn)
do 6 iii=0,8
coeff3=dxpdypdzp(ii+jj,kk+ll,mm+nn,iii)
if(coeff3.eq.0.q0) goto 6
coeff4=qbinom(i,i-ii)*qbinom(j,j-jj)*qbinom(k,k-kk)
+ *qbinom(l,l-ll)*qbinom(m,m-mm)*qbinom(n,n-nn)
aiv=aiv+coeff1*coeff2*coeff3*coeff4*sdnfg(iii,nnexp)
+ *sdneab(i-ii,j-jj,k-kk,l-ll,m-mm,n-nn)
6 continue
4 continue
3 continue
34 continue
33 continue
32 continue
31 continue
30 continue
goto 41
endif
endif
c
41 aiv=aiv*xnorm
return
end
4.2 Les fonctions de Coulomb sphe´riques {fl(r), gl(r)}
La partie radiale de la fonction d’onde d’un e´lectron d’e´nergie  et de moment angulaire
l soumis au potentiel cre´e´ par une charge positive Z est la fonction re´gulie`re de Coulomb
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fl(r). Cette fonction obe´it a` l’e´quation diffe´rentielle suivante
d2fl(r)
dr2
+ ω2(r)fl(r) = 0 (4.12a)
2
(
−
(
−Z
r
+
l(l + 1)
2r2
))
= ω2(r) (4.12b)
Cette e´quation diffe´rentielle du deuxie`me ordre, homoge`ne, posse`de une deuxie`me solution,
line´airement inde´pendante a` fl(r) et note´e gl(r).
fl(r) est re´gulie`re a` r = 0 et se comporte comme r
l+1. gl(r) est irre´gulie`re a` r = 0 et
se comporte comme r−l.
En MQDT, les fonctions de Coulomb sont exprime´es graˆce a` une fonction d’amplitude
α˜(r) et une fonction de phase φ(r)
fl(r) =
1√
pi
α˜(r) sin(φ(r)) (4.13a)
gl(r) = − 1√
pi
α˜(r) cos(φ(r)) (4.13b)
ou` la constante pi−1/2 fixe le Wronskien W (fl(r), gl(r)) = pi−1. Sous cette forme, dans la
re´gion classiquement interdite i.e. ou` ω2(r) < 0, l’amplitude α˜(r) diverge. Pour e´viter tout
proble`me nume´rique, les fonctions de Coulomb sont plutoˆt de´finies comme
fl(r) =
1√
piα(r)
sin(φ(r)) (4.14a)
gl(r) = − 1√
piα(r)
cos(φ(r)) (4.14b)
En portant ces expressions dans l’e´quation (4.12a), on obtient les e´quations diffe´rentielles
suivantes pour les fonctions de phase et d’amplitude21
d2α(r)
dr2
= 2(ω2(r)α(r)− α3(r)) + 3
2α(r)
(
dα(r)
dr
)2
(4.15a)
dφ(r)
dr
= α(r) (4.15b)
Pour repre´senter au mieux la re´gion r ≈ 0, on effectue le changement de variable suivant
ρ = a r + b ln(r) (4.16)
ou` a et b sont deux constantes. Les deux e´quations diffe´rentielles (4.15) deviennent, dans
la nouvelle variable ρ
d2α(ρ)
dρ2
=
b
(ar + b)2
dα(ρ)
dρ
+
2r2
(ar + b)2
(ω2(r)α(ρ)− α3(ρ)) + 3
2α(ρ)
(
dα(ρ)
dρ
)2
(4.17a)
dφ(ρ)
dρ
=
(
r
ar + b
)
α(ρ) (4.17b)
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ou` r = r(ρ). La grille de points en ρ est une grille a` pas constant h i.e. ρi = ρ1 + (i− 1)h
alors que la grille en r a un pas non constant avec une grande densite´ de point pre`s de
r ≈ 0. L’e´quation (4.17a) est re´solue en utilisant une me´thode propagatrice (Runge-Kutta)
et la fonction de phase φ est obtenue par simple inte´gration de la fonction d’amplitude
(e´quation (4.17b)).
Les conditions initiales pour la phase α(r) sont donne´es par l’approximation WKB au
3ie`me ordre52
α(r) = ω
(
1 +
3
8
ω′2
ω4
− 1
4
ω′′
ω3
)
(4.18a)
α′(r) = ω′
(
1 +
3
8
ω′2
ω4
− 1
4
ω′′
ω3
)
+ ω
(
3
2
ω′ω′′
ω4
− 3
2
ω′3
ω5
− 1
4
ω′′′
ω3
) (4.18b)
ou` les deux quantite´s ci-dessus sont a` e´valuer a` r = rc correspondant au minimum de la
fonction |Q(r)| de´finie par
Q(r) =
3
8
ω′2
ω4
− 1
4
ω′′
ω3
(4.19)
Ici, les constantes a et b du changement de grille de l’e´quation (4.16) sont a = 1
5
et
b = l+ 1 ou` l est le moment angulaire de fl(r). Pour  < 0, les points tournants ri sont les
points pour lesquels on a ω2(ri) = 0. Pour l = 0, on a un point tournant r1 et pour l 6= 0, on
a deux points tournants {r1, r2}. L’inte´gration est effectue´e jusqu’a` rmax = 3 max(r1, r2).
Pour  > 0, on doit inte´grer jusqu’a` atteindre la zone asymptotique. On de´finit la
pre´cision asymptotique ι comme53
ι =
√[(Z
k
)2
+ l(l + 1)
]2
+
(Z
k
)2
r2 ω2(r)
(4.20)
ou` kZ = √2 et on inte`gre jusqu’a` ce que ι soit suffisamment petit. Ici, on inte`gre jusqu’a`
ce que ι = 5 10−4.
La figure 4.1 montre les re´sultats pour l’e´tat 4p i.e. l = 1 et  = −1/32 a.u. La figure
4.1(a) montre l’enveloppe des fonctions de Coulomb forme´e par les fonctions ±pi−1/2α˜(r). A
chaque ze´ro de fl(r) correspond approximativement un extremum de gl(r) et inversement.
La figure 4.1(b) montre la fonction de phase φ(r). Pour cet exemple, la phase accumule´e
est β = φ(∞) = pi(n∗ − l) = 3pi. A chaque ze´ro de fl(r), la phase augmente de pi et a`
chaque extremum de fl(r), elle augmente de pi/2.
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0 20 40 60 80 100
-2
-1
0
1
2
α(r)~
0 20 40 60 80 100
r (a.u.)
0
3.1416
6.2832
9.4248
φ(r)
(a)
(b)
Fig. 4.1 – Fonctions de Coulomb pour l’e´tat 4p. (a) : fonction d’amplitude ±pi−1/2α˜(r) et
les fonctions de Coulomb fl(r) et gl(r) correspondantes. (b) : fonction de phase φ(r). Les
symboles + indiquent les points tournants.
4.3 La de´composition en ondes partielles sphe´riques
On veut de´velopper une orbitale cœur gele´ ϕ(x, y, z) en ondes partielles
ϕ(x, y, z) = r−1
∞∑
l=0
+l∑
m=−l
Rlm(r)Ylm(θ, φ) (4.21)
i.e. obtenir les fonctions Rlm(r). Cette orbitale ϕ(x, y, z) se de´veloppe sur les fonctions de
base χA(x, y, z)
χA(x, y, z) = NA (x− xA)i (y − yA)j (z − zA)k e−α(r−rA)2 (4.22)
On utilise la proce´dure de´crite dans la re´fe´rence31 pour de´velopper chaque fonction de
base χA(x, y, z) en ondes partielles. Tout d’abord, les fonctions Gaussiennes carte´siennes
χA(x, y, z) sont de´veloppe´es en terme de fonctions Gaussiennes sphe´riques de´finies par
κA(r) = ˜NA |r − rA|2N+L YLM(Ωr−rA) e−α(r−rA)
2
(4.23)
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La notation Ωr−rA de´signe les angles polaires du vecteur r − rA. Pour le cas particulier
rA = 0, on a
κA(r) = ˜NA r2N+L e−αr
2
YLM(θ, φ)
= r−1RNLM(r)YLM(θ, φ)
(4.24)
Pour le cas plus ge´ne´ral rA 6= 0, on programme directement la formule explicite donnant
la de´composition de ces fonctions Gaussiennes sphe´riques en ondes partielles31
κA(r) =4pi ˜NA r2NA e−α(r
2+r2A)
L∑
l1,l2=0
∞∑
l=0
∑
l′,l′′
∑
m′,m′′
× C(l1, l2, l, l′,m′, l′′,m′′, L,M)rl1rl2Aζ(2N)l (α, r, rA)Yl′′m′′(ΩrA)Yl′m′(θ, φ)
(4.25)
ou` la somme sur l′ va de |l − l1| a` l + l1, l′′ va de |l − l2| a` l + l2 et m′ (resp. m′′) va de
[−l′ . . .+ l′] (resp. [−l′′ . . .+ l′′]).
La de´composition en the´orie infinie (
∑∞
l=0) n’est e´videmment pas possible : ici, on se
restreint a` l ≤ 7. Les fonctions de base Gaussiennes carte´siennes utilise´es ont un moment
angulaire L ≤ 4 (fonctions g). La somme sur l′ de l’e´quation (4.25) doit donc aller jusqu’a`
l′ = 11.
Les ondes partielles souhaite´es sont e´value´es sur une grille de points en r et stocke´es dans
le tableau basrad_fkt(i,0:11,-11:11,k) de type complex*16 (du fait de la pre´sence de
Yl′′m′′(ΩrA) qui est complexe).
basrad_fkt(i,l,m,k) contient la valeur de l’onde partielle pour Ylm(θ, φ), pour la
fonction de base no i au point r = rk. Le cas particulier rA = 0 est effectue´e par le
programme rmat.f90 qui utilise les fonctions zamena(rho,a,b) qui effectue le changement
de grille de´fini par l’e´quation (4.16) et la fonction nalphanl(alpha,n,l) qui calcule la
constante de normalisation des fonctions κA(r).
nalphanl(alpha,n,l) = ˜NA
=
(
2
(2α)2N+L+3/2
Γ(2N + L+ 3/2)
)1/2 (4.26)
A noter que dans les programmes ci-apre`s, pour toutes les quantite´s rl, on doit faire un
test si r = 0 et l = 0 pour e´viter le cas 00 et que la constante zco contient le facteur de
normalisation des Gaussiennes carte´siennes NA.
Le programme rmat.f90
subroutine rmat(basrad_fkt,nozeros)
complex*16,external :: sgf
real*8,external :: nalphanl
real*8 :: pi
complex*16,dimension(nozeros,0:11,-11:11,100) :: basrad_fkt
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common /part/ alpha,ra,thetaa,fia,theta,fi,zco,co,ibas,n,l,m,ll
common /grille/ rhomin,rhomax,pas,nbrpoint
common /points/ i
pi=dacos(-1.d0)
rho=rhomin
do i=1,nbrpoint
r=zamena(rho,1.d0,1.d0)
if(dabs(ra)<1.d-10) then
if(r==0.d0.and.n==0.and.l==0) then
c3=1.d0
else
c3=r**(2*n+l)
endif
c2=nalphanl(alpha,n,l)*c3*dexp(-alpha*(r**2))
z1=dcmplx(c2*r,0.d0)*zco
basrad_fkt(ibas,ll,m,i)=basrad_fkt(ibas,ll,m,i)+z1
else
c1=dreal(sgf(alpha,n,l,m,r,theta,fi,ra,thetaa,fia,basrad_fkt,nozeros))
endif
rho=rho+pas
end do
return
end subroutine rmat
Le cas plus ge´ne´ral de l’e´quation (4.25) est effectue´ par la fonction sgf(). Cette fonction
utilise les fonctions ylm(l,m,theta,fi)= Ylm(θ, φ) et les fonctions c() et dzeta() qui
calculent les quantite´s correspondantes de l’e´quation (4.25).
c(l1,l2,l,lp,mp,ls,ms,ll,m) = C(l1, l2, l, l
′,m′, l′′,m′′, L,M) (4.27)
dzeta(l,2*n,alpha,r,ra) = ζ
(2N)
l (α, r, rA) (4.28)
avec31
C(l1, l2, l, l
′,m′,l′′,m′′, L,M)
= (−1)L+l+Mδl1+l2,LG(l1, l2, L)H(l1, l, l′)H(l2, l, l′′)
×
√
(2L+ 1)(2l′ + 1)(2l′′ + 1)
{
l′ l′′ L
l2 l1 l
}(
l′ l′′ L
m′ m′′ −M
) (4.29)
G(l1, l2, L) = (−1)l2
(
4pi(2L+ 1)!
(2l1 + 1)!(2l2 + 1)!
)1/2
(4.30)
H(l1, l, l
′) =
(
(2l1 + 1)(2l + 1)
4pi(2l′ + 1)
)1/2
〈l1 l 0 0|l′ 0〉 (4.31)
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ou` 〈l1 l2 m1 m2|LM〉 est un coefficient de Clebsch-Gordan.
ζ
(2N)
l (α, r, rA) = 4pi
N∑
l′′=0
l+l′′∑
l′=|l−l′′|
H2(l′, l′′, l)R(2N)l′′ (r, rA) il′(2αrrA) (4.32)
R
(2N)
l′′ (r, rA) =
2N−l′′∑′
i=l′′
T
(2N)
l′′,i
(
r
rA
)i
(4.33)
T
(2N)
l′′,i =
j′∑′
j=l′′
(−1)l′′ j!(2N)!!
l!(j − l′′)!!(j + l′′ + 1)!!(i− l′′)!!(2N − l′′ − i)!! (4.34)
Dans l’e´quation (4.34), la limite supe´rieure de la somme j′ vaut N si l′′ est pair et N − 1 si
l′′ est impair. Dans les e´quations (4.33) et (4.34), le signe prime sur les sommes indique que
celles-ci se font par pas de 2. Dans l’e´quation (4.32), les il(r) sont les fonctions de Bessel
sphe´riques modifie´es
il(r) =
√
pi
2r
Il+ 1
2
(r) (4.35)
Dans la fonction sgf.f90 apparaˆıt, dans le calcul de c5, le coefficient e−α(r−rA)
2
alors
que l’on a dans l’e´quation (4.25) un coefficient e−α(r
2+r2A). On a
e−α(r−rA)
2
= e−α(r
2+r2A) e2αrrA (4.36)
et pour e´viter tout proble`me de divergence des fonctions de Bessel, le programme
besselI(n,r) calcule en fait
besselI(n,r) = e−r In(r) (4.37)
de sorte qu’un facteur e−2αrrA apparaˆıt dans le calcul de il′(2αrrA) de l’e´quation (4.32).
La fonction sgf.f90
complex*16 function sgf(alpha,n,ll,m,r,theta,fi,ra,thetaa,fia,basrad_fkt,nozeros)
!!$ spherical gaussian function centre en {ra,thetaa,fia}
real*8,intent(in) :: alpha,r,theta,fi,ra,thetaa,fia
integer*4,intent(in) :: n,ll,m
real*8 :: pi
real*8,external :: c,dzeta,nalphanl
common /part/ r1(6),zco,co,ibas,i1(3)
common /points/ i
complex*16,external :: ylm
complex*16,dimension(nozeros,0:11,-11:11,100) :: basrad_fkt
pi=dacos(-1.d0)
sgf=(0.d0,0.d0)
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!
c5=4.d0*pi*nalphanl(alpha,n,ll)*ra**(2*n)*dexp(-alpha*(r-ra)**2)
z6=dcmplx(c5*r,0.d0)
!
do l1=0,ll
do l2=0,ll
do l=0,7 ! Ici, la somme infinie est tronquee
do lp=jiabs(l-l1),l+l1
do ls=jiabs(l-l2),l+l2
do mp=-lp,lp
do ms=-ls,ls
if(mp+ms/=m) cycle
if(mod(l1+l+lp,2)/=0.or.mod(l2+l+ls,2)/=0) cycle
c1=c(l1,l2,l,lp,mp,ls,ms,ll,m)
if(r==0.d0.and.l1==0) then
c2=ra**l2
else
c2=r**l1*ra**l2
endif
c3=dzeta(l,2*n,alpha,r,ra)
z4=ylm(ls,ms,thetaa,fia)
z1=dcmplx(c1,0.d0)
z2=dcmplx(c2,0.d0)
z3=dcmplx(c3,0.d0)
z5=z1*z2*z3*z4
c4=dreal(z5)
if(c4/=0.d0) basrad_fkt(ibas,lp,mp,i)=&
basrad_fkt(ibas,lp,mp,i)+z5*z6*zco
sgf=sgf+z1*z2*z3*z4*ylm(lp,mp,theta,fi)
end do
end do
end do
end do
end do
end do
end do
sgf=sgf*4.d0*pi*nalphanl(alpha,n,ll)*ra**(2*n)
sgf=sgf*dexp(-alpha*(r-ra)**2)
return
end function sgf
Finalement, on applique les transformations de´finies par les e´quations (2.30) pour ob-
tenir la de´composition suivante utilisant des harmoniques sphe´riques re´elles
ϕ(x, y, z) = r−1
∞∑
l=0
+l∑
m=−l
Rlm(r)Ylm(θ, φ) (4.38)
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4.4 Les moments de transition dipolaire
Etant donne´ deux orbitales de´veloppe´es en ondes partielles
ϕ(i)(x, y, z) = r−1
∞∑
l1=0
+l1∑
m1=−l1
R
(i)
l1m1
(r)Y
(i)
l1m1
(θ, φ) (4.39a)
ϕ(f)(x, y, z) = r−1
∞∑
l2=0
+l2∑
m2=−l2
R
(f)
l2m2
(r)Y
(f)
l2m2
(θ, φ) (4.39b)
on veut calculer le moment de transition dipolaire entre ces deux orbitales
d = 〈ϕ(i)|r|ϕ(f)〉
=
∑
l1,l2,m1,m2
∫∫∫
R
(i)
l1m1
(r)Y
(i)
l1m1
(θ, φ) rR
(f)
l2m2
(r)Y
(f)
l2m2
(θ, φ) sin θ dr dθ dφ
=
∑
l1,l2,m1,m2
〈l1m1|r|l2m2〉
(4.40)
Du fait du facteur r−1 dans les e´quations (4.39), l’e´le´ment diffe´rentiel est dτ = sin θ dr dθ dφ
et non dτ = r2 sin θ dr dθ dφ. On rappelle les expressions des trois harmoniques sphe´riques
re´elles ayant l = 1  Y11(θ, φ)Y1−1(θ, φ)
Y10(θ, φ)
 = √ 3
4pi
sin θ cosφsin θ sinφ
cos θ
 (4.41)
d’ou`
r =
xy
z
 = r√4pi
3
 Y11(θ, φ)Y1−1(θ, φ)
Y10(θ, φ)
 = r√4pi
3
Y1m(θ, φ) (4.42)
On peut re´e´crire le moment de transition dipolaire partiel 〈l1m1|r|l2m2〉 comme
〈l1m1|r|l2m2〉 =√
4pi
3
∫
R
(i)
l1m1
(r) rR
(f)
l2m2
(r)dr
∫∫
Y
(i)
l1m1
(θ, φ)Y1m(θ, φ)Y
(f)
l2m2
(θ, φ)dΩ
(4.43)
Pour un ensemble de trois harmoniques sphe´riques complexes, on a∫∫
Yl1m1(θ, φ)Yl2m2(θ, φ)Yl3m3(θ, φ)dΩ =√
(2l1 + 1)(2l2 + 1)(2l3 + 1)
4pi
(
l1 l2 l3
0 0 0
)(
l1 l2 l3
m1 m2 m3
) (4.44)
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d’ou` en utilisant la relation
l> = max(l1, l2) (4.45a)
(−1)l>
√
l> =
√
(2l1 + 1)(2l2 + 1)
(
l1 1 l2
0 0 0
)
(4.45b)
on a
〈l1m1|r|l2m2〉 = (−1)l>
√
l>
(
l1 1 l2
m1 m m2
)′ ∫
R
(i)
l1m1
(r) rR
(f)
l2m2
(r)dr (4.46)
ou` le prime sur le symbole 3j indique qu’il faut utiliser l’e´quation (4.44) ainsi que les
e´quations (2.30) de transformation entre harmoniques sphe´riques re´elles et complexes. Le
symbole 3j de l’e´quation (4.46) est en fait une combinaison line´aire des diffe´rents 3j ayant
les valeurs {+m1,−m1,+m,−m,+m2,−m2}(
l1 1 l2
m1 m m2
)′
∝
∑( l1 1 l2
±m1 ±m ±m2
)
(4.47)
Les quantite´s clefs a` calculer sont donc (dans les jauges de longueur et de vitesse)54
d(r) =
∫ ∞
0
R
(i)
l1m1
(r) rR
(f)
l2m2
(r)dr (4.48a)
d(∇) =
∫ ∞
0
R
(i)
l1m1
(r)
(
d
dr
± l1 + l2 + 1
2r
)
R
(f)
l2m2
(r)dr (4.48b)
Dans l’e´quation (4.48b), le signe ± correspond a` l2 = l1 ± 1. En appliquant le changement
de grille de l’e´quation (4.16), ces e´quations deviennent54
d(r) =
∫ ∞
−∞
r3
(ar + b)2
R
(i)
l1m1
(ρ)R
(f)
l2m2
(ρ)dρ (4.49a)
d(∇) =
∫ ∞
0
r2 R
(i)
l1m1
(ρ)
ar + b
(
d
dρ
± l>
ar + b
− b/2
(ar + b)2
)
R
(f)
l2m2
(ρ)dρ (4.49b)
Le calcul des quantite´s de´finies ci-dessus est effectue´ par le programme mael1.f.
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4.5 Calculs typiques
La figure 4.2 montre le de´roulement d’un calcul typique dans le cas ou` il n’y a qu’un
seul e´tat de cœur.
HONDO //

V addC (x, y, z), V
add
S (r)

SCF //
a






b

	
t
m
k
m
t
	
{ϕi}
~~(
X˜
)
ij
, {f˜l˜λ(ξ), g˜l˜λ(ξ)}
""
EPWAoo PWA //

(
R
)
ij

MQDT

// {fl(r), gl(r)}
A,B,K,S

ν, ν˜,E,d
Fig. 4.2 – calcul pour un e´tat de cœur
1. HONDO =⇒ katrin.f : Calcul des e´le´ments de matrices des diffe´rents ope´rateurs
dans la base des fonctions Gaussiennes carte´siennes {χr}. En particulier, calcul des
e´le´ments de matrices des potentiels additionnels {V addC (x, y, z), V addS (r)}. Le pro-
gramme HONDO calcule les e´le´ments de matrices du recouvrement S, de l’Ha-
miltonien monoe´lectronique h, de l’ope´rateur d’e´nergie cine´tique T ainsi que des
ope´rateurs {x, y, z , x2, y2, z2, xy, xz, yz, r4, r6, r8}.
aformalisme sphe´rique
bformalisme elliptique
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2. SCF =⇒ lukas.f : “Self Consistent Field”. Calcul SCF pour l’e´tat de cœur puis
calcul cœur gele´ pour l’e´lectron excite´. Avec l’aide des potentiels additionnels, on
obtient un ensemble {ϕi} d’orbitales cœur gele´ de´ge´ne´re´es a` l’e´nergie requise.
A ce stade, les orbitales ϕi sont sous la forme d’un tableau c donnant les coefficients
de de´composition des orbitales sur les fonctions de base
ϕi =
∑
r
cirχr (4.50)
3. – PWA =⇒ part_wave.f90 : “Partial Wave Analysis”. Pour le formalisme sphe´rique,
chacune des orbitales cœur gele´ ϕi est de´veloppe´e en ondes partielles
ϕi = r
−1 ∑
j=(l,m)
Rij(r)Yj(θ, φ) (4.51)
On obtient ainsi la matrice R de´finie par l’e´quation (1.16c)
– EPWA =⇒ elliptical_pwa.f90 : “Elliptical Partial Wave Analysis”. La proce´dure
analogue pour le formalisme elliptique donnant la matrice des fonctions radiales
X˜ de´finies comme (voir section 2.1.3)
ϕi = (ξ
2 − 1)−1/2
∑
j=(l˜,λ)
X˜ij(ξ)Y˜j(η, φ) (4.52)
Lors de cette phase, les fonctions de Coulomb elliptiques {f˜l˜λ(ξ), g˜l˜λ(ξ)} sont
calcule´es en meˆme temps que les harmoniques elliptiques Y˜ (η, φ).
A ce stade, les fonctions radiales {R, X˜} ainsi que les fonctions de Coulomb ellip-
tiques sont sous la forme de tableaux de valeurs sur une grille de points radiale en r
ou en ξ.
4. MQDT =⇒ mqdt.f90 : “Multichannel Quantum Defect Theory”. Pour le formalisme
sphe´rique, ce programme calcule tout d’abord les fonctions de Coulomb sphe´riques
{fl(r), gl(r)} en utilisant la proce´dure de´crite dans la section 4.2. Graˆce aux en-
sembles de fonctions de Coulomb sphe´riques ou elliptiques, on forme les matrices
diagonales {F ,G} ou {F˜ , G˜}. On calcule ensuite les matrices A et B telles que
R = F A−GB a` r = r0 (4.53a)
X˜ = F˜ A− G˜B a` ξ = ξ0 (4.53b)
ou` {r0, ξ0} de´finissent la surface sur laquelle on connecte les fonctions radiales avec
une combinaison line´aire de fonctions de Coulomb. Cette connexion se fait en ve´rifiant
les conditions de continuite´ de la fonction radiale et de sa de´rive´e. A noter que les
matrices A et B calcule´es en formalisme sphe´rique et elliptique sont diffe´rentes.
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On calcule ensuite les matrices de re´action et de diffusion {K,S}
K = BA−1 (4.54a)
S = (A+ ıB)(A− ıB)−1 (4.54b)
(4.54c)
La matrice des de´fauts quantiques ν est (e´quations (1.20))
ν = (pi)−1arctg(K) (4.55)
La matrice K ou S est ensuite diagonalise´e pour obtenir les de´fauts quantiques
propres ν˜ et les vecteurs propres E
tan(piν˜) = E−1KE (4.56a)
e
2ıpiν˜
= E−1SE (4.56b)
ν˜ = E−1ν E (4.56c)
Finalement, si besoin est, les moments de transition dipolaire d sont calcule´s suivant
la proce´dure de´crite dans la section 4.4. Les e´tats finaux correspondent aux orbitales
ϕi et l’e´tat initial, provenant d’un calcul SCF, est developpe´ en ondes partielles de
la meˆme manie`re que les orbitales ϕi.
Pour l’inte´gration nume´rique des quantite´s de´finies par les e´quations (4.48), les fonc-
tions radiales utilise´es contiennent les fonctions radiales ab initio pour r < r0 et la
combinaison line´aire des fonctions de Coulomb pour r > r0.
Calcul pour plusieurs e´tats de cœur
S’il y a plusieurs e´tats de cœur, la partie SCF est remplace´e par le diagramme de la
figure 4.3 (Voir section 3.3). Un calcul SCF est effectue´ pour obtenir un ensemble {ϕi}
d’orbitales cœur gele´. Graˆce a` cet ensemble, on forme les diffe´rents de´terminants de Slater
Ωi = |Ci ϕi| (4.57)
ou` les Ci repre´sentent les configurations des diffe´rents cœurs. Graˆce a` ces de´terminants, on
construit la matrice C comme e´tant(C)
ij
= 〈Ωi|H|Ωj〉 (4.58)
ou` H est l’Hamiltonien multie´lectronique du syste`me puis cette matrice C est diagonalise´e
pour finalement obtenir l’ensemble des fonctions {Φi}. Toute cette proce´dure est ite´re´e
en modifiant les orbitales cœur gele´ {ϕi} jusqu’a` obtenir un ensemble de fonctions {Φi}
de´ge´ne´re´es a` l’e´nergie souhaite´e.
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Fig. 4.3 – Calcul pour plusieurs e´tats de cœur
Une fois ces fonctions {Φi} obtenues, on exe´cute les parties {PWA, EPWA} et MQDT
comme dans le cas d’un seul e´tat de cœur. Les energies i entrant dans le calcul des fonctions
de Coulomb sont maintenant fonctions de l’e´tat de cœur conside´re´.
i = E − Ei (4.59)
ou` Ei est l’e´nergie du cœur Ci et E est l’e´nergie totale a` laquelle le calcul est effectue´.
C’est pourquoi, dans ce cas, suivant la valeur de E et des Ei, on peut avoir certaines voies
ouvertes et d’autre ferme´es i.e. certains des i positifs et d’autres ne´gatifs.
Le programme CI (“Configuration Interaction”) est utilise´ pour construire la matrice
C (meˆme si ce n’est pas la` sa fonction premie`re). L’ite´ration sur la partie {SCF+C} est
effectue´e par le programme iteration.f90.
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La the´orie mole´culaire du de´faut quantique a` plusieurs voies (MQDT) s’inte´resse aux
proprie´te´s d’e´tats atomiques ou mole´culaires contenant un e´lectron en dehors d’un cœur,
typiquement des e´tats de Rydberg excite´s ou du continuum. Combine´e au calcul de mo-
ments de transition, des spectres e´lectroniques peuvent ainsi eˆtre calcule´s. De plus, la
the´orie des changements de repre´sentation permet d’inclure dans le traitement les effets
des structures vibrationnelles et rotationnelles du cœur sur l’e´lectron menant au calcul de
spectres rovibrationnels.
Traditionnellement, la MQDT utilise des parame`tres ajustables et des proce´dures d’in-
terpolation pour adapter la the´orie au syste`me physique a` e´tudier.
Dans cette the`se, les me´thodes de chimie quantique ont e´te´ utilise´es afin d’obtenir a`
la fois la fonction d’onde du cœur, de´terminant les proprie´te´s physiques du syste`me, ainsi
que la fonction d’onde de l’e´lectron excite´.
L’utilisation des calculs de chimie quantique fait apparaˆıtre deux proble`mes majeurs
quant a` la combinaison de ces derniers avec la MQDT :
– La chimie quantique de´veloppe ses fonctions d’onde sur des bases L2 forme´es de fonc-
tions Gaussiennes carte´siennes. Il est donc impossible d’obtenir ainsi des fonctions de
diffusion comportant une infinite´ de nœuds radiaux. L’utilisation de ces fonctions de
base limite e´galement l’obtention de fonctions d’onde de´crivant des e´tats de Rydberg
excite´s : typiquement, l’utilisation de fonctions de base tre`s diffuses permet de de´crire
des e´tats de Rydberg ayant un nombre quantique principal n ≈ 12.
– Pour l’application de la MQDT, on a besoin de fonctions d’onde de´ge´ne´re´es a` une
certaine e´nergie mais ayant diffe´rentes valeurs du moment angulaire l. Il est impos-
sible d’obtenir cette situation avec la chimie quantique traditionnelle pour des e´tats
lie´s, et tre`s difficile dans le spectre continu de l’Hamiltonien.
Ces deux difficulte´s peuvent eˆtre simultane´ment contourne´es si le syste`me e´tudie´ est place´
dans une “boˆıte” de potentiel artificielle.
Nous avons utilise´ ici des potentiels, de formes carte´siennes et sphe´riques, qui sont nuls
dans une zone interne et re´pulsifs en dehors de cette zone. Ainsi, pour la zone interne, on
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travaille avec l’Hamiltonien correct ; les fonctions d’onde obtenues s’annulent a` une certaine
distance sous l’action du potentiel re´pulsif et ne forment ainsi qu’un nombre fini de nœuds.
Finalement, en faisant varier la force du potentiel re´pulsif dans la zone externe, on peut
modifier l’e´nergie des solutions et se construire un ensemble de fonctions de´ge´ne´re´es.
Cette me´thode a e´te´ applique´e a` trois syste`mes diffe´rents :
– Les e´tats de Rydberg et du continu de la mole´cule NO. Ce syste`me est constitue´
d’un cœur NO+ de syme´trie X 1Σ+ et d’un e´lectron exte´rieur. La MQDT permet de
traiter le me´lange de fonctions pures en moment angulaire l. En effet, pour des e´tats
de Rydberg ou du continu de NO, le nombre quantique orbital l n’est plus un bon
nombre quantique du fait de la perte de la syme´trie sphe´rique dans le cœur NO+.
Ainsi, une orbitale note´e ’s’σ par exemple, est en fait une combinaison line´aire de
fonctions pures en moment angulaire sσ, pσ, dσ, fσ . . . .
– Les e´tats de Rydberg et du continu de la mole´cule N2. Ici, les interactions entre
voies menant a` diffe´rentes limites d’ionisation (diffe´rents e´tats de N+2 ) ont e´te´ in-
cluses. Les trois premiers e´tats de l’ion respectivement de syme´tries X 2Σ+g , A
2Πu
et B 2Σ+u ont e´te´ pris en compte. La syme´trie de l’e´tat fondamental de N2 e´tant
X 1Σ+g , les syme´tries des voies utilise´es dans le formalisme de MQDT sont telles que
la syme´trie totale de la mole´cule est 1Σ+u et
1Πu qui sont les deux syme´tries accessibles
par transition dipolaire, la mole´cule N2 e´tant initialement dans son e´tat fondamental.
– La re´sonance de forme de N−2 . La MQDT posse`de de nombreuses similitudes avec
la the´orie quantique des collisions. Si l’on s’inte´resse aux e´tats du continuum des
deux applications pre´ce´dentes, leurs caracte´ristiques peuvent eˆtre de´crites comme une
demi-collision e´lectron-ion. Pour cet exemple, la MQDT a e´te´ ge´ne´ralise´e pour traiter
les collisions e´lectron-mole´cule neutre. Pour cette re´sonance de forme, la the´orie des
changements de repre´sentation a e´te´ introduite.
Notre formalisme nous permet la construction de fonctions d’onde ab initio, puis de mo-
ments de transition ; donc la pre´diction de spectres Rydberg et de probabilite´s d’ionisation
devient possible. Dans le cas de N−2 , nous obtenons le spectre e´lectronique-vibrationnel de
la re´sonance.
Notre formalisme utilise la me´thode dite du cœur gele´ (ou “Static Exchange Approxi-
mation”). Dans cette approximation, une fois qu’une fonction d’onde de´crivant le cœur
mole´culaire a e´te´ calcule´e, on assume que la pre´sence de l’e´lectron additionnel ne modifie
pas cette fonction d’onde : la fonction d’onde du cœur reste “gele´e”. La corre´lation entre les
e´lectrons formant le cœur et l’e´lectron excite´ est donc ne´glige´e dans cette approximation.
Pour le cas de la re´sonance de forme de N−2 , cette corre´lation a e´te´ prise en compte de
manie`re empirique en utilisant la polarisabilite´ expe´rimentale α du cœur N2 dans un po-
tentiel de polarisation VCP (r) = − α2r4 .
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Pour tenir compte de cette corre´lation d’une manie`re plus syste´matique, la prochaine
e´tape pour ame´liorer cette the´orie serait d’utiliser, par exemple, des fonctions d’onde de
type CI (“Configuration Interaction”) pour de´crire les e´lectrons de Rydberg ou du continu :
ces fonctions d’onde sont une combinaison line´aire de plusieurs de´terminants de Slater
(par opposition a` l’unique configuration e´lectronique utilise´ jusqu’ici) faisant intervenir les
multiples (simple, double, etc. . . ) excitations e´lectroniques par rapport a` un ou plusieurs
de´terminants de re´fe´rence.
Une e´bauche de cette ame´lioration a e´te´ utilise´e pour traiter les se´ries de Rydberg de N2
en tenant compte des interactions entre diffe´rents e´tats du cœur N+2 . Pour cette application,
la fonction d’onde de´crivant l’e´lectron excite´ se de´compose sur les de´terminants de Slater
de´crivant les e´tats X, A et B de N+2 . On peut conside´rer cette fonction d’onde comme
une fonction CI faisant intervenir les excitations e´lectroniques de degre´ 1 de plusieurs
de´terminants de re´fe´rence.
Il serait notamment inte´ressant d’utiliser cette me´thode dans l’e´tude des se´ries de Ryd-
berg de NO ou` les effets dus a` la corre´lation sont connus pour eˆtre particulie`rement impor-
tants : a` ce jour, les re´sultats ab initio reproduisant au mieux les re´sultats expe´rimentaux
sont du fait de Kaufmann55 ayant incorpore´ la corre´lation dans ses calculs en utilisant le
formalisme CEPA56–58 (“Coupled Electron Pair Approximation”). Cette me´thode traite
explicitement les excitations a` deux e´lectrons (et optionnellement les excitations a` un
e´lectron) et estime la contribution a` l’e´nergie des excitations a` plus de deux e´lectrons.
L’utilisaton des codes de chimie quantique rend cette me´thode applicable a` des mole´cules
plus complexes que les mole´cules diatomiques pre´sente´es ici.
Dans le futur, il serait inte´ressant d’appliquer cette me´thode a` une mole´cule non line´aire
pour introduire le de´veloppement en ondes partielles le plus ge´ne´ral possible : en effet,
dans le cas particulier d’une mole´cule line´aire, la double somme
∑∞
l=0
∑+l
m=−l est en fait
remplace´e par une simple somme sur l puisque la projection du moment angulaire m est
conserve´e entre la fonction d’onde ab initio et les harmoniques sphe´riques entrant dans
sa de´composition en ondes partielles. La structure meˆme du programme FORTRAN effec-
tuant cette de´composition rend cette ge´ne´ralisation particulie`rement simple a` imple´menter.
Finalement, l’utilisation de la MQDT en formalisme elliptique devrait eˆtre ge´ne´ralise´ :
en effet, l’utilisation du formalisme elliptique permet l’inclusion des effets dus aux mo-
ments multipolaires (dipolaire et quadrupolaire) du cœur. Ces effets sont connus pour eˆtre
importants dans le cas des se´ries de Rydberg de la mole´cule NO par exemple.
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Option : Relativite´ Restreinte
• 1991-1994 Baccalaure´at Se´rie Scientifique
Langues
•Anglais : lu, parle´, e´crit (The`se soutenue en anglais)
•Allemand : lu, parle´
•Espagnol : Niveau Baccalaure´at
Logiciels
•Bonnes connaissances des syste`mes UNIX/LINUX
•FORTRAN 77/90/95 •Maple
•LATEX •Notions de C/C++ et de Perl
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