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Abstract
We consider the n-dimensional ternary Hamming space, Tn = {0; 1; 2}n, and say that a subset
L ⊆ Tn of three points form a line if they have exactly n− 1 components in common. A subset
of Tn is called closed if, whenever it contains two points of a line, it contains also the third one.
Finally, a generator is a subset, whose closure, the smallest closed set containing it, is Tn. In this
paper, we investigate several combinatorial properties of closed sets and generators, including
the size of generators, and the complexity of generation. The present study was motivated by
the problem of storing e8ciently origin–destination matrices in transportation systems. ? 2001
Elsevier Science B.V. All rights reserved.
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1. Introduction
A standard way of storing vectors in a Euclidean space is by choosing a basis and
storing the (nonzero) coordinates of the vectors in this representation. If one has a very
large number of vectors to store, and those vectors have many linear dependencies
between themselves, e.g. they belong to a lattice, many of the coordinates of these
vectors may become zero, hence allowing for some reduction in the required storage
space. The exact storage saving, of course, will depend on the basis chosen, and one
might consider the problem of >nding the basis which yields the most zero coordinates
for the given set of vectors. Since these vectors typically represent data, accessed later,
a related important issue is the cost of recomputing these vectors, or in a simpler
formulation, the maximum number of non zeros in the chosen representation of any
given vector.
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In this paper we shall consider these problems in a special case, with some restriction
on the eligible bases, inspired by a practical application. In transportation modeling,
origin–destination (O=D) matrices are frequently used to represent travel demand. The
region at hand is subdivided into a >xed number of elementary zones which are at the
same time origins and destinations of possible trips. The surveyed data are stored in
an O=D matrix whose generic cell (i; j) contains the number of trips observed from
zone i to zone j, in the given time interval (day, month, week, etc.) The observed O=D
matrix is used in order to estimate the global trip distribution. Often, it is interesting
and useful to classify data according to some speci>c characteristic, e.g., the reason
of the trip, the mode of transport, the hour, the age of those who move, their sex
and activity. In this paper we will consider only dichotomous characteristics, such as
systematic=nonsystematic shifts, public=private mode of transport, rush=nonrush hour,
age under=over 65, male=female, employee=professional. Although this simple case is
already interesting in itself, the same problem could be analyzed in the more general
case of nondichotomous attributes.
On the basis of a selected set of attributes, each O=D matrix can be labeled by
the vector of the attribute values for that matrix. For example, consider all the at-
tributes listed before; then one such matrix can be characterized by the following vec-
tor: M1 = (systematic, private, rush hour, under 65, female, employee). Sometimes, it is
useful to deal with matrices which are obtained by summing up other two. For exam-
ple, consider matrix M1 and another matrix M2 de>ned as follows: M2 = (systematic,
private, rush hour, under 65, male, employee). The sum of M1 and M2 gives the matrix
M∗=(systematic, private, rush hour, under 65, total, employee), where the value of
the >fth attribute (“total”) is simply referring to the fact that in M∗ male and female
travelers are not distinguished.
Obviously, if M∗ and M1 are available, then M2 could be obtained by a subtraction.
Note that sum and subtraction is meaningful only between matrices the attribute vectors
of which diHer by just one element. Moreover, it is also meaningful to combine matrices
whose labels contain one or more attributes equal to “total”, provided that they diHer
exactly by one attribute. Therefore, the generic element of the vector representing a
speci>c O=D matrix refers to one attribute and it may be equal either to one of the
two possible dichotomous values of the attribute, or to the corresponding total.
If n is the number of attributes, then there are 3n diHerent O=D matrices which
can be built from the same data, when they are classi>ed according to all possible
combinations of the attributes. Moreover, a vector of attribute values can be replaced
by a ternary n-vector whose components are 0, 1, or 2, where 0 and 1 refer to the
dichotomous values of an attribute, while 2 means their sum (“total”). The set of all
possible n-vectors of this kind describes a set Tn of size 3n.
More generally, one can think of problems where every point x∈Tn represents a
(large) data set (e.g. a large matrix Ax), and the data sets corresponding to points
which diHer by just one component are related in the sense that the knowledge of any
two of those sets is always enough to derive the third one (e.g. Ax+Ay =Az, and thus
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Ax =Az − Ay, etc.). In such a situation it is important to know which collections of
data sets are enough to be stored in order to be able to reconstruct all of them.
Let us remark that, in principle, one could choose to store some linear combinations
of the matrices Ax; x∈Tn. However, practical reasons and the desire of using only
simple additions and subtractions when recomputing implies that (some of) the original
matrices have to be stored.
Therefore, in this paper we study the particular subsets which are able to generate
all the other points of Tn, and we call such subsets generators.
A preliminary version of the present paper appeared in [1] and [2].
2. Denitions and main results
Let us consider ternary Hamming spaces Tn, where T= {0; 1; 2}, and n is a positive
integer. The elements of Tn are called points, and will be represented as n-vectors of
the form x=(x1; : : : ; xn), where xi ∈T for i=1; : : : ; n.
Let [n] = {1; 2; : : : ; n}. For k ∈{0} ∪ [n] let us call a subspace of dimension k, or
in short a k-subspace the set of all the points of Tn which have the same coordinates
in some n − k components. Subspaces of dimension n − 1 are called hyperplanes,
subspaces of dimension 1 are called lines, while the 0-subspaces are the points of Tn.
Here, every line contains exactly 3 points. Let us denote the set of lines by L.
For vectors x; y∈Tn let us de>ne their Hamming distance
dH(x; y)= |{i|xi =yi}| (2.1)
as the number of coordinates in which x and y diHer. For a subset S ⊆ Tn and a point
x∈Tn let
dH(x; S)=min
y∈S
dH(x; y):
Finally, for a subset S ⊆ Tn let us introduce the notation DH(S)=maxx∈Tn dH(x; S).
Clearly, two points are on a line if and only if their Hamming distance is 1. Let
us de>ne a composition operation ⊗ for such collinear points x; y∈L= {x; y; z} by
associating the third point of the line containing them, i.e.
x ⊗ y= z: (2.2)
Given a subset S ⊆ Tn, its emission is de>ned as the set of points
@S = {z|z= x ⊗ y for some x; y∈ S}; (2.3)
which can be generated from S by one composition. Let us call a set S ⊆ Tn closed
if @S ⊆ S, and let us call it open, if its complement is closed, i.e. if S ∩ @(Tn \ S)= ∅.
Let S(0) = S, and let us de>ne recursively
S(k) = S(k−1) ∪ @S(k−1) for k¿ 1: (2.4)
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Fig. 1. The Boolean generator B2, another generator set G, and an open set U in the two-dimensional
Hamming space T2.
Since Tn is >nite, for every subset S ⊆ Tn there exists a smallest integer k such that
S(k
′) = S(k) for all k ′¿ k. Let us call the set S(k) for this k the closure of S and denote
it by S∗. It is easy to see that the mapping S → S∗ is indeed a closure operation, i.e.
S ⊆ S∗; S ⊆ T implies S∗ ⊆ T ∗, and S∗∗= S∗ for all subsets S; T ⊆ Tn.
Let us call a subset G ⊆ Tn a generating set, or in short a generator if G∗=Tn.
Our >rst result gives a sharp lower bound on the size of a generator.
Theorem 2.1. For every generating set G ⊆ Tn we have |G|¿ 2n.
Let Bn be the set of all points in Tn whose components are all 0 or 1. Fig. 1 shows
the set B2. Since Bn is the most “natural” choice for a basis, we shall call Bn as the
trivial basis.
Proposition 2.2. The set Bn is a generator in Tn.
Proof. For every point x∈Tn let us denote by 2(x) the number of coordinates of x
that are equal to 2. Then, Bn=B
(0)
n = {x∈Tn|2(x)6 0}, and an easy induction on k
shows that B(k)n = {x∈Tn|2(x)6 k}. Hence, B(n)n =Tn.
Since |Bn|=2n, Proposition 2.2 implies that the lower bound given by Theorem 2.1
is sharp.
Let us consider next the problem of recomputing the data sets using a generator,
assuming a parallel or distributed computing environment. For a subset S ⊆ Tn and a
point x∈Tn, let the depth of x (with respect to the set S) be de>ned as
(x; S)=


0 if x∈ S;
k if x∈ S(k) \ S(k−1); k¿ 1;
+∞ if x ∈ S∗:
(2.5)
If G is a generator, then (x; G) is a lower bound on the computing time one needs
to derive x from G, even if the number of processors used in parallel is unlimited
(assuming that each derivation step takes a unit of time). Let us de>ne next
(S)=max
x∈Tn
(x; S); (2.6)
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Fig. 2. A generator G in T3 for which (G)= 8. The numbers at the vertices x∈T3 indicate the (x; G)
values.
representing a worst-case complexity for the set S, and let us call it the depth of the
set S. Let us note that (S)¡+∞ exactly when S is a generating set.
Our next result gives a sharp lower bound on the depth of a generator.
Theorem 2.3. For every minimal generator G of Tn we have (G)¿ n.
Proposition 2.4. For the (trivial) generator set Bn we have (Bn)= n.
Proof. Follows readily from the proof of Proposition 2.2.
Let us remark that (G) can be substantially larger than n for some generators G,
even if all points of Tn are only at Hamming distance 1 from G, see e.g. the example
in Fig. 2.
Let us also consider the computational complexity of deriving unstored points in a
series computing environment. To recompute the data represented by a point x∈Tn,
one clearly needs to access all elements (and perform compositions with those) of a
subset F ⊆ G the closure of which contains x.
Let us denote by (x; G) the minimum size of a subset F ⊆ G for which x∈F∗.
Clearly, one needs to perform at least (x; G) − 1 compositions to recompute x from
G. Let us call the quantity (x; G) the load of x with respect to the generator G. Let
us de>ne further the load of a generator by
(G)=max
x∈Tn
(x; G) (2.7)
and let
(n)= min
G ⊆ Tn
generator
(G): (2.8)
A more precise measure for the total computing cost of generating x∈Tn from a given
generator G could be the total number of composition operations, called the charge of
x with respect to G, and denoted by (x; G). Analogously to the above, let us de>ne
then the charge of a generator G as
(G)=max
x∈Tn
(x; G) (2.7a)
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Fig. 3. A generator G in T3 for which (G)= 3 and (G)= 4. The numbers at the vertices x∈T3 indicate
the (x; G) values.
and let
(n)= min
G ⊆ Tn
generator
(G): (2.8a)
Clearly, one has
(x; G)6 (x; G) + 1 and hence (G)6(G) + 1: (2.9)
We remark >rst that the (trivial) generator Bn has a high load.
Proposition 2.5. We have (Bn) + 1=(Bn)= 2n.
Proof. Let v=(2; 2; : : : ; 2)∈Tn, and let us observe that v ∈ (Bn \ {x})∗ for all x∈Bn,
implying (v;Bn)= 2n. Then, an easy construction and (2.9) together imply (v;Bn)=
2n − 1.
The next theorem shows that all minimal generators, and in particular, all minimum
size generators must have a reasonably high load, though these bounds are substantially
smaller than 2n.
Theorem 2.6. For every minimal generator G of Tn one has
(G)¿ ( 43 )
n: (2.10)
The next example in Fig. 3 shows that there are generators which have the same
size, the same depth as Bn, but which have a substantially smaller load.
Let us add that the charge (x; G) can be (much) larger than (x; G)−1. For instance,
one of the points in T3 needs 9 compositions to be computed from the generator given
in Fig. 2.
As we can see from the next result, the example of Fig. 3 can be generalized, and
one can construct generators of Tn for which the total number of composition opera-
tions is always much smaller than 2n. Our last theorem shows that the trivial generator
is by far not the best possible. One can construct generators which have the same size,
depth but much smaller charge and load than Bn.
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Theorem 2.7. There exists a generator Gn ⊆ Tn for which |Gn|=2n; (Gn)= n and
(Gn)6 87 (1:53)
n for all n¿ 4. This implies; in particular that
(n)− 16 (n)6 87 (1:53)n for n¿ 4: (2.11)
One can also see that (1)= 2, (2)= 3, and (3)= 4.
A less restricted version of our problem, in which arbitrary linear combinations of
the matrices Ax, x∈Tn can be chosen as basic elements (and not only those of Tn),
was proposed by Szegedy [5]. For this, somewhat simpler problem he showed that all
minimal bases have exactly 2n elements, and that (2.10) holds true for all such bases.
3. Closed, open and even sets
Several properties of nonempty open and closed subsets of Tn are essential in our
proofs, and thus we shall analyze in this section the structure of such subsets.
Let us note >rst that by the de>nitions, and by the fact that |L|=3 for all lines
L∈Tn, it follows that
Proposition 3.1. A subset S ⊆ Tn is closed (open) if and only if |S∩L| =2 (|S∩L| =1)
for all lines L∈L.
Proposition 3.2. Let G be a generator and U be a nonempty open set of Tn. Then
G ∩ U = ∅.
Proof. Let C =Tn \U . By de>nition, C is a closed set, i.e. C∗=C. If G ⊆ C, then
Tn=G∗ ⊆ C∗=C, contradicting the assumption that U is nonempty.
For a point x=(x1; : : : ; xn)∈Tn let us denote by Li(x) the line through x in the
direction i, i.e. Li(x)= {(x1; : : : ; xi−1; #; xi+1; : : : ; xn)|#∈T}.
Theorem 3.3. If U ⊆ Tn is a nonempty open set; then |U |¿ 2n.
Proof. Let us construct an assignment u : 2[n] → U in the following way. Let us choose
a point u(∅)∈U arbitrarily, and then repeat the following steps as long as there are
unassigned subsets of [n]:
Let S be a minimal unassigned subset, and let i∈ S be the largest index in S.
Since S is minimal, the set S \ {i} is already assigned; let x= u(S \ {i}), and let
us consider the line Li(x) through it. By Proposition 3.1 |Li(x)∩U | =1, and hence
there exists another point y = x, y∈Li(x) ∩ U . Let us then set u(S)=y.
Clearly, the above procedure stops after 2n steps, and assigns a point of U to every
subset of [n]. Let us observe next that if x= u(S), then xi = u(∅)i for every index i ∈ S,
while xi = u(∅)i for indices i∈ S. Thus, if A =B are two diHerent subsets, say i∈A \B,
then the vectors u(A) and u(B) diHer in their ith coordinate. This proves that the above
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assignment assigns diHerent points to diHerent subsets, and hence |U |¿ |{u(S)|S ⊆
[n]}|=2n.
Theorem 3.4. If U ⊆ Tn is a nonempty open set; then it contains a generator of
size 2n.
Proof. Let us construct an assignment u : 2[n] → U as in the proof of Theorem 3.3,
and set G= {u(S)|S ⊆ [n]}. We claim that G is a generator.
Let us prove this claim by induction on n. Clearly, if n=1, then G contains 2 points
of the line T1, and thus it is indeed a generator. Let us hence assume that the claim
is veri>ed for all n′¡n, and let us consider the hyperplane H = {x|xn= u(∅)n}. We
have |H ∩ G|=2n−1, since H contains all the points u(S) for which n ∈ S. Since H
is a ternary space of dimension n − 1, H ∩ U is an open set of this subspace, thus
it follows by our inductive hypothesis that G ∩ H generates H , i.e. (G ∩ H)∗=H .
Then the points on the lines Ln(u(S)) for S  n are also generated, since u(S) and
H ∩ Ln(u(S)) are two diHerent points, already generated by G on this line. Finally,
these lines intersect both of the parallel hyperplanes to H in subsets, isomorphic to
G ∩H . Hence, these subsets will generate all points of the corresponding hyperplanes,
respectively, just like the set G ∩ H generated H .
Corollary 3.5. If U and U ′ are two nonempty open sets; then U ∩ U ′ = ∅.
Proof. According to Theorem 3.4, there exists a generating set G ⊆ U , and thus,
according to Proposition 3.2, this generating set must intersect U ′. Hence we have
U ∩ U ′ ⊇ G ∩ U ′ = ∅.
For a subset S ⊆ Tn, and for an element x∈ S of this subset let us de>ne
U (x; S)=Tn \ (S \ {x})∗
consisting of the set of points which cannot be generated from S without x. Let us note
that by the de>nition, U (x; G) is a nonempty open set for every minimal generator G
and point x∈G.
Let us call a subset E ⊆ Tn an even set, if |L∩ E| is even (i.e. = 0 or 2) for every
line L of Tn. Clearly, even sets are open, but the converse is not true as the example
in Fig. 4 shows.
Proposition 3.6. Even subsets are minimal open sets.
Proof. Let E be a nonempty even subset, and let us assume indirectly that U ⊂ E is
a nonempty open proper subset of it. We claim >rst that in this case E \U is also a
nonempty open subset. For this, let L∈L be a line for which L ∩ (E \U ) = ∅. If this
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Fig. 4. An example for a closed set S∗ in T4 (generated by the set S) the complement U =T4 \ S∗ of
which is a noneven, minimal open set. In fact, U contains several lines in full, one of those is indicated by
the black squares on the picture.
intersection were a singleton, then |U ∩ L|=1 would be implied by the fact that E is
even, and thus U could not be an open set. Hence both U and E \U are nonempty
open sets, contradicting Corollary 3.5.
Most of our results and conjectures could be shown quite simply, if the reverse to
the above proposition were true. Unfortunately, such a reverse statement is not true, as
the example in Fig. 4 shows, where the set U is in fact minimal, and does not contain
(and itself is not) an even set.
Let us denote by S  P=(S \P) ∪ (P \ S) the symmetric diHerence of the sets S
and P, and let us note that  is an associative and commutative operation.
Proposition 3.7. The symmetric di?erence of even sets is even again.
Proof. Let E and E′ be even sets. For every line L∈L we have L∩ (E E′)= (L∩
E) (L ∩ E′). Since on the right-hand side of this equation both sets are even, the
left-hand side has an even cardinality, too.
Proposition 3.8. For the Boolean generator Bn and for any g∈Bn the set U (g;Bn)
is even.
Proof. It is easy to see that for g=(g1; g2; : : : ; gn)∈Bn we have U (g;Bn)= {x|xi ∈{gi; 2}
for i=1; : : : ; n}, and for such sets (which are in fact isomorphic to Bn) the state-
ment is straightforward to verify.
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4. A combinatorial lemma
As we shall see, Theorem 2.1 can be shown in several diHerent ways. The next
combinatorial lemma provides the basis for a short, purely combinatorial proof of it.
Lemma 4.1. Let Hi; i=1; : : : ; m be subsets of a @nite set X; such that
(i∈I Hi) = ∅ (4.12)
holds for all nonempty subsets I ⊆ [m] of the indices. Then;∣∣∣∣∣
⋃
i∈I
Hi
∣∣∣∣∣¿ |I | for all I ⊆ [m]: (4.13)
Proof. Let us prove (4.13) by induction on the size of I . Clearly, for |I |=0 the in-
equality (4.13) holds true. Let us assume now that it holds for all k ′¡k, and let us con-
sider a subset I of size |I |= k. By our induction hypothesis, |⋃i∈I Hi|¿ |⋃i∈I ′ Hi|¿
k − 1 for all I ′ ⊆ I , |I ′|= k − 1. Thus, ⋃i∈I Hi = {x1; x2; : : : ; xl} for some l¿ k − 1.
Let us associate binary vectors /i, i=1; : : : ; k − 1 with the >rst k − 1 points of this
union by de>ning
/ij =
{
1 if xi ∈Hj; j∈ I;
0 otherwise:
Let us consider these vectors as elements of GF(2)k , the vector space of dimension k
over the >nite >eld with {0; 1} as elements and mod 2 arithmetic. Let W ⊆ GF(2)k de-
note the subspace spanned by the vectors /1; : : : ; /k−1. Then we must have dimW 6 k−
1, since k− 1 vectors cannot span a subspace of higher dimension. Thus, dimW⊥¿ 0
is implied for the orthogonal subspace W⊥ by the equality dimW + dimW⊥= k.
Hence, there exists a nonzero binary vector /∈W⊥ for which the scalar products
〈/; /i〉=∑kj=1 /j/ij ≡ 0 (mod 2) vanish for all i=1; : : : ; k−1. In other words, the num-
ber of indices j for which /j =1 and xi ∈Hj is even for every i=1; : : : ; k − 1. Hence,
by denoting J = {j|/j =1}, we get that the subfamily {Hj|j∈ J} involves an even
number of those sets which contain xi, for every i=1; : : : ; k − 1, and thus
(j∈J Hj) ∩ {x1; : : : ; xk−1}= ∅:
Since j∈J Hj = ∅ by (4.12), it follows that {x1; : : : ; xk−1} =
⋃
i∈I Hi, hence proving
(4.13).
First proof of Theorem 2.1. Let G be an arbitrary generator, and let us consider the
Boolean generator Bn. We shall show that |G \Bn|¿ |Bn \G|.
Let us de>ne a bipartite graph, the vertices of which are the sets V1 =G \Bn and
V2 =Bn \G, and let us connect a vertex x∈V1 to a vertex y∈V2 if and only if
x∈U (y;Bn). Our claim, i.e. |V1|¿ |V2|, will follow by Hall’s theorem (see [4]).
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For this end, it is enough to show that for any subset A ⊆ V2 the set of neighbors
of A (in V1) is at least as large as A, i.e. that∣∣∣∣∣V1 ∩
(⋃
a∈A
U (a;Bn)
)∣∣∣∣∣¿ |A|: (4.14)
Let us note >rst that for any nonempty subset A ⊆ Bn, the set D(A)=a∈A U (a;Bn) is
a nonempty even set. It is nonempty, since D(A)∩Bn=A, and it is even by Proposition
3.7. Proposition 3.2 thus implies that G ∩ D(A) = ∅. Hence, the conditions of Lemma
4.1 are ful>lled by the sets Ha=V1 ∩ U (a;Bn) for a∈V2, implying inequality (4.14)
for all nonempty A ⊆ V2.
Let us remark that although Theorem 2.1 can be shown in several diHerent ways,
none of these proofs are strong enough to prove what we believe the truth is:
Conjecture 4.2. Every minimal generator of Tn is of size 2n.
Using Theorem 2.1 and the following result, we shall be able to prove Theorem 2.6.
For a generator G and point y∈Tn let us de>ne
4(y)= {x∈G|y∈U (x; G)}
and let us call the elements of this set the G-signature of y∈Tn.
Proposition 4.3. If G is a generator of Tn; F ⊆ G and y∈F∗; then 4(y) ⊆ F .
Proof. Assume that there exists a point z ∈ 4(y) ⊆ G for which z ∈ F . Then, by the
de>nition of 4(y) we have y∈U (z; G), i.e. y ∈ (G \ {z})∗ ⊇ F∗ by the de>nition of
U (z; G). Since this contradicts our assumption that y∈F∗, the above point z cannot
exist, and thus 4(y) ⊆ F follows.
Proof of Theorem 2.6. Given a minimal generator G in Tn, let us consider the family
of nonempty open sets of the form U (x; G), for x∈G. By Theorem 3.3 we have
|U (x; G)|¿ 2n, and by Theorem 2.1 we have |G|¿ 2n, hence∑
x∈G |U (x; G)|
|Tn| ¿ (
4
3 )
n
follows, implying the existence of a point y∈Tn belonging to at least ( 43 )n of these
open sets, i.e. for which
|4(y)|¿ ( 43 )n:
Thus, (y;G)¿ ( 43 )
n follows by Proposition 4.3, proving hence the theorem.
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5. Generation and Hamming distance
In this section we show some helpful statements about the relations of depth, load,
charge of a generator G, and the Hamming distance of points from G.
For any pair of points x; y∈Tn, let
B[x; y] = {z ∈Tn|zj ∈{xj; yj} for all j=1; : : : ; n}: (5.15)
Furthermore, for every x∈Tn and every 06 k6 n let us de>ne
W (x; k)= {y∈Tn|dH(x; y)¿ k}: (5.16)
Finally, let us recall that Li(x)= {(x1; : : : ; xi−1; #; xi+1; : : : ; xn)|#=0; 1; 2} denotes the
line of direction i through the point x.
Proposition 5.1. For x∈Tn and z ∈W (x; n) the set B[x; z] is an even set.
Proof. In fact, B[x; z] is isomorphic to Bn. To see this let us observe that z ∈W (x; n)
implies that xi = zi for all i∈ [n]. Thus, for an arbitrary y∈B[x; z], and for every index
i∈ [n] the points (y1; : : : ; yi−1; xi; yi+1; : : : ; yn) and (y1; : : : ; yi−1; zi; yi+1; : : : ; yn) are
diHerent and constitute exactly the elements of the intersection B[x; z] ∩ Li(y).
Proposition 5.2. Given x; y∈Tn; there are exactly 2n−dH(x;y) points z ∈W (x; n) for
which y∈B[x; z].
Proof. Clearly, the only points z ∈W (x; n) for which y∈B[x; z] are those for which
zj = xj if xj =yj and zj =yj if xj =yj.
Proposition 5.3. For every S ⊆ Tn and x∈ S∗ one must have∑
y∈S
2−dH(x;y)¿ 1: (5.17)
Proof. Let us assume indirectly that∑
y∈S
2−dH(x;y)¡ 1
holds for some S ⊆ Tn and some x∈ S∗. According to Proposition 5.2 there are
exactly 2n−dH(x;y) points z ∈W (x; n) for which y∈B[x; z], hence the number of points
of z ∈W (x; n) with S ∩ B[x; z] = ∅ is no more than ∑y∈S 2n−dH(x;y), which is strictly
less than 2n by our indirect assumption. Hence, there exists a point z ∈W (x; n) for
which S ∩ B[x; z] = ∅. Since B[x; z] is an open set by Proposition 5.1, this would then
imply B[x; z] ∩ S∗= ∅, contradicting the fact that x∈B[x; z] ∩ S∗.
Proposition 5.4. Let S ⊆ Tn and let x∈ S∗. Then
|S|¿ 2dH(x;S): (5.18)
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Proof. We have
|S|2n−dH(x;S)¿
∑
y∈S
2n−dH(x;y)¿ 2n;
where the >rst inequality follows by dH(x; S)6dH(x; y) for all y∈ S, and the second
inequality is a consequence of Proposition 5.3.
Theorem 5.5. For every generator G and point x we have
(x; G)¿ 2dH(x;G): (5.19)
Proof. Let us consider an arbitrary subset F ⊆ G for which x∈F∗. Then by Propo-
sition 5.4 we have |F |¿ 2dH(x;F). Since dH(x; F)¿dH(x; G) for every subset F ⊆ G,
and since (x; G)=minF⊆G;F∗x |F |, the claim follows immediately.
Proposition 5.6. If S is a subset of Tn and x∈ S; then (y; S)¿dH(x; y) for every
point y∈U (x; S).
Let us remark that the same inequality may not hold for points y ∈ U (x; S).
Proof. Let us notice that for y ∈ S∗ (y; S)=+∞, hence the statement holds trivially.
Let us assume therefore that (y; S)= k ¡ +∞, i.e. that y∈ S(k) \ S(k−1), and let us
introduce the notation yk =y. Let us also notice that S ⊃ (S \ {x})∗ may be assumed,
since (y; ∗) is monotonic in its second argument, i.e. (y; S)¿ (y; S ′) whenever
S ⊆ S ′.
Hence y=yk ∈U (x; S)∩(S(k)\S(k−1)). By de>nition, there are points a; b∈ S(k−1) for
which yk = a⊗ b. At least one of these points, say a, must not belong to S(k−2), since
otherwise (y; S)¡k would follow. Let us denote yk−1 = a, and let us observe that
yk−1 ∈U (x; S)∩ (S(k−1)\S(k−2)) must hold, as long as k ¿ 2, since S∗\U (x; S)= (S \
{x})∗ by de>nition, and we assumed S(0) = S ⊃ (S \{x})∗.
Let us now apply the same argument recursively to yk−1, yielding yk−2 ∈U (x; S)∩
S(k−2) \S(k−3), and then to yk−2 yielding yk−3 ∈U (x; S) ∩ S(k−3) \S(k−4), etc. Clearly,
y0 = x, since U (x; S) ∩ S(0) = {x}, and by the de>nition of the composition, we also
have that dH(yj; yj+1)= 1. Thus we get
(y; S)= k =
k−1∑
j=0
dH(yj; yj+1)¿dH(y0; yk)=dH(x; y);
hence completing the proof of the proposition.
Proposition 5.7. For every x∈Tn and every 06 k6 n the set W (x; k); as de@ned in
(5:16); is an open set.
Proof. It is easy to verify that mina∈L dH(x; a) is attained exactly once on every line
L and for every point x. Thus, if dH(x; y)¿ k for a point y∈L for a line L∈L, then
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Fig. 5. A generator G ⊆ T3 with a signature 4, where the sets 4(x) are indicated at the vertices. For b∈G
the sets E4(b) and U (b; G) are indicated on the picture.
there must be at least one other point z ∈L; z =y for which dH(x; z)¿dH(x; y)¿ k.
Hence the statement follows by Proposition 3.1.
We are now ready to prove Theorem 2.3.
Proof of Theorem 2.3. Let us assume that there exists a minimal generator G ⊆ Tn for
which (G)¡n. According to Proposition 5.6, the de>nition of (G), and our assump-
tion, dH(x; g)6 (x; G)6(G)¡n hold for arbitrary points g∈G and x∈U (g; G).
Thus, the sets U (g; G) and W (x; n) are nonempty disjoint open sets (by Proposition
5.7), contradicting Proposition 3:5. This contradiction proves (G)¿ n.
6. Even sets and signature assignments
In this section we shall further investigate the structure and properties of even sets.
Let us observe that if G is the Boolean generator Bn, and we assign a set 4(x) to
every point x∈Tn by de>ning 4(x)= {g∈G|x∈U (g; G)}, then this mapping satis>es
the following properties:
(i) For every g∈G, we have 4(g)= {g}.
(ii) For every line L= {x; y; z}∈L, we have 4(x) 4(y)= 4(z).
It is easy to verify that property (i) follows for every minimal generator, while (ii) is
true for the Boolean generator, because the sets U (g;Bn) are even.
Let us call, in general, a mapping 4 : Tn → 2G a signature of the generator G if it
satis>es both conditions (i) and (ii).
Given a generator G and a signature assignment 4 : Tn → 2G of it, let us de>ne
E4(g)= {x∈Tn|g∈ 4(x)} for every g∈G (see Fig. 5).
Proposition 6.1. Let us assume that G is a generator and 4 is a signature of it. Then
the sets E4(g) are even and E4(g) ⊆ U (g; G) for all g∈G.
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Proof. Let g∈G, L= {x; y; z}∈L, and let us assume that x∈E4(g). This means that
g∈ 4(x) by the de>nition of the set E4(g), and hence by property (ii) it follows that
g∈ 4(y)  4(z). Thus, exactly one of the points y or z belongs to E4(g), implying
|L ∩ E4(g)|=2. Since this holds for an arbitrary line intersecting E4(g), this set is
indeed even.
Property (i) implies that G∩E4(g)= {g}, and thus the set G\{g} is a subset of the
complement Tn \E4(g), which is a closed set, and hence (G \{g})∗ ∩ E4(g)= ∅, i.e.
U (g; G) ⊇ E4(g).
Proposition 6.2. If a generator has a signature; then it is a minimal generator.
Proof. Let us assume that the generator G has a signature 4, and that (G\{g})∗=Tn
holds for some g∈G. Then, property (i) and Proposition 6.1 imply that g∈E4(g) ⊆
U (g; G)=Tn \ (G \{g})∗= ∅, a contradiction, proving the claim.
As we observed at the beginning of this section, the Boolean generator has a signa-
ture, and we believe that in fact every minimal generator does have one.
Conjecture 6.3. Every minimal generator has a signature.
Proposition 6.4. Every minimal generator has at most one signature.
Proof. Let us assume that both 4 and 4′ are signatures of a minimal generator G. Let
us then de>ne 4′′(x)= 4(x) 4′(x) for every x∈Tn, and let D= {x|4′′(x) = ∅}.
Then, we have 4′′(g)= ∅ for all g∈G, since both 4 and 4′ satisfy condition (i),
and thus the set D is disjoint from G. Furthermore, 4′′ also satis>es property (ii), and
thus the set D is open. Thus, D= ∅ follows by Proposition 3.2 and hence 4= 4′.
Let us observe next that, although we have de>ned the signature for generator sets,
non-generators may also have a signature mapping.
Proposition 6.5. Let us assume that the set G has a signature; i.e. there exists a map-
ping 4 : Tn → 2G satisfying conditions (i) and (ii). Let g∈G; and g′ ∈E4(g); g′ = g.
Then the set G′=(G \{g}) ∪ {g′} does also have a signature.
Proof. Let us de>ne a mapping 4′ by
4′(x)=
{
4(x) if x ∈ E4(g);
4(x) (4(g′) ∪ {g′}) if x∈E4(g):
Let us show >rst that 4′(x) ⊆ G′ for every x∈Tn. By the de>nition of 4′ it is clear
that 4′(x) ⊆ G ∪ {g′}, thus it is enough to show that g ∈ 4′(x) for all x∈Tn. For
x ∈ E4(g) it is obvious, and for x∈E4(g) it follows from the fact that g belongs to
both 4(x) and (4(g′) ∪ {g′}).
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Let us verify next that 4′ satis>es condition (i). For x∈G \ {g} we have 4′(x)=
4(x)= {x}, since 4 is a signature, and for x= g′ we have 4′(g′)= 4(g′)  (4(g′) ∪
{g′})= {g′}.
Finally, let us prove that 4′ satis>es property (ii). Let us consider a line L= {x; y; z}
∈L. If L∩E4(g)= ∅, then 4′(a)= 4(a) for all a∈L. If L intersects E4(g), then since
the latter set is even by Proposition 6.1, this intersection contains two points, say,
{x; y}=L∩E4(g). In this case we have 4′(x)= 4(x) (4(g′)∪ {g′}), 4′(y)= 4(y)
(4(g′) ∪ {g′}), and 4′(z)= 4(z). In both cases, property (ii) for 4′ follows straight
from the fact that 4 is a signature.
Proposition 6.6. Every generator G of Tn has a subset G′ ⊆ G of size 2n; which has
a signature.
Proof. Let us consider all the subsets of size 2n that have a signature. This is a
nonempty family, since it includes the Boolean generator. Let us then choose a set G′
from this family, for which |G′ \G| is minimal. We claim that in fact G′ ⊆ G.
To this end, let us assume indirectly that there is an element a∈G′ \G. Let us
denote by 4′ the signature of G′. The set E4′(a) is an even set by Proposition 6.1, and
hence it intersects G by Proposition 3.2. Let b∈G ∩ E4′(a). Proposition 6.5 then can
be applied, and we obtain that the set G′′=(G′ \{a}) ∪ {b} is again a subset of size
2n having a signature. For this set we have |G \G′′|¡ |G \G′|, since we substituted
b∈G for the element a ∈ G, a contradiction to the selection of G′. This contradiction
proves that G′ ⊆ G.
Second proof of Theorem 2.1. Immediate consequence of Proposition 6.6.
Proposition 6.7. Conjectures 4:2 and 6:3 are equivalent.
Proof. Conjecture 4.2 ⇒ Conjecture 6.3: Let G be a minimal generator. Then by
Proposition 6.6 it has a subset G′ ⊆ G of size 2n, which has a signature. Conjecture
4.2 implies that |G|=2n, and hence G=G′ and thus G has a signature.
Conjecture 6.3 ⇒ Conjecture 4.2: Let G be a minimal generator and let 4 be its
signature, which exists by Conjecture 6.3. Let us then repeat the >rst proof for Theorem
2.1, but interchanging the roles of G and Bn, and using the even sets E4(g) for g∈G
instead of U (g;Bn) for g∈Bn. We shall obtain |G\Bn|6 |Bn\G|, which thus implies
|G|= |Bn|=2n.
7. Generators with small charge
In this section we shall construct generators with a relatively small charge, while
keeping their size and depth at the optimal level.
The >rst examples for such generators are presented in Fig. 6, where G3 = {a; b; c; d;
e; f; g; h} is a three-dimensional example, while the part G2 = {a; b; c; d} on the >rst
plane of this picture shows a two-dimensional example.
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Fig. 6. A generator G3 in T3 for which DH(G3) = 2, (G3) = 3, and (G3) = 3. The numbers at the vertices
indicate the (x; G) values.
Let us consider >rst a sequence of integers a(n), n=0; : : : de>ned by a(i)= i for
06 i6 3 and
a(n)=max{2 + a(n− 2) + 2a(n− 3); 3 + 2a(n− 3) + 2a(n− 4)} (7.20)
for n¿ 4.
The next table shows the values of the >rst few elements of this sequence.
n 0 1 2 3 4 5 6 7 · · ·
a(n) 0 1 2 3 6 9 14 23 · · ·
Let us remark that
2a(n− 1)¿ a(n)− 1 (7.21)
holds for all n¿ 0.
We shall construct generators Gn ⊆ Tn of size 2n the charge of which is bounded
from above by a(n). More precisely, we shall show by a recursive construction that
there exist generators Gn ⊆ Tn of size 2n satisfying the following conditions for all
n¿ 1:
(A) (x; Gn)6 a(n) for points x∈Tn with xn=2;
(B) (x; Gn)6 a(n− 1) for points x=(x1; : : : ; xn)∈Tn with xn =2, n¿ 2.
It is easy to see that, G1 = {(0); (1)}, as well as G2 = {(0; 0); (1; 0); (1; 1), (2; 1)} and
G3 = {(0; 0; 0), (1; 0; 0), (1; 1; 0), (2; 1; 0), (1; 1; 1), (2; 1; 1), (0; 2; 1), (2; 2; 1)} shown in
Fig. 7 satisfy the above conditions.
Let us now represent Tn=Tn−3 × T3 for n¿ 4, and let us de>ne Gn by placing
permuted copies of Gn−3 in the (n− 3)-subspaces corresponding to the points of G3 ⊂
T3. More precisely, let us denote by Gn−3; # the isomorphic copy of Gn−3 obtained by
cyclically shifting the last coordinate values by #, i.e.
Gn−3; #= {(y1; : : : ; yn−4; yn−3 + #mod 3)|(y1; : : : ; yn−3)∈Gn−3}:
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Fig. 7. A generator G3 in T3.
With this notation let us then de>ne Gn as
Gn= {(y1; : : : ; yn−3; z1; z2; z3)|(y1; : : : ; yn−3)∈Gn−3; z1 and (z1; z2; z3)∈G3}:
Let us now show >rst that Gn is indeed a generator of Tn, of size 2n. Since we con-
structed Gn by taking |G3| copies of Gn−3, we get |Gn|= |G3||Gn−3|=232n−3 = 2n.
Let us observe also that the points in the (n − 3)-subspaces corresponding to the el-
ements of G3 are generated by the isomorphic copies of Gn−3 selected within those
subspaces. Since all points of T3 can be generated from G3, all points of the corre-
sponding (n − 3)-subspaces can also be generated from the corresponding points of
those (n− 3)-subspaces which correspond to G3. Hence, Gn is indeed a generating set.
To show that Gn satis>es properties (A) and (B) we need to analyze how the
composition works in these constructions.
Let us consider >rst the points of the (n − 3)-subspaces corresponding to points
(z1; z2; z3)∈T3 with z3 = 2. For the points of the form (y; z1; z2; z3)∈Tn, where y∈Tn−3,
and (z1; z2; z3)∈{(2; 1; 2); (1; 1; 2)}, e.g. for (y; 2; 1; 2)∈Tn we have
(y; 2; 1; 2)= (y; 2; 1; 0)⊗ (y; 2; 1; 1);
thus we can write
((y; 2; 1; 2); Gn)6 1 + ((y; 2; 1; 0); Gn) + ((y; 2; 1; 1); Gn)
6 1 + (y; Gn−3;2) + (y; Gn−3;2)
6 1 + 2a(n− 3)
6 a(n):
Here the >rst inequality follows from the de>nition of the charge, the second inequality
follows by the fact that the points on the right hand side in the >rst row can all be gen-
erated, according to our construction of Gn, within the corresponding (n−3)-subspaces
by the permuted copies of Gn−3. The third inequality is implied by property (A) of
Gn−3, and the last inequality follows from the de>nition of a(n).
Analogous arguments can be repeated for all other points of the form (y; z1; z2; z3)∈Tn
with z3 = 2. For example, when (z1; z2; z3)= (0; 0; 2) we have
(y; 0; 0; 2)= (y; 0; 0; 0)⊗ ((y; 0; 2; 1)⊗ ((y; 1; 1; 1)⊗ (y; 2; 1; 1))):
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Thus, we can write
((y; 0; 0; 2); Gn)6 3 + ((y; 0; 0; 0); Gn) + ((y; 0; 2; 1); Gn)
+ ((y; 1; 1; 1); Gn) + ((y; 2; 1; 1); Gn)
6 3 + (y; Gn−3;0) + (y; Gn−3;0)
+ (y; Gn−3;1) + (y; Gn−3;2)
6 3 + 2a(n− 3) + 2a(n− 4)
6 a(n):
Here the third inequality follows by property (B) of Gn−3.
Exactly the same estimate works for points (y; z1; z2; z3) with (z1; z2; z3)∈ {(1; 0; 2),
(2; 0; 2), (0; 2; 2), (1; 2; 2), (2; 2; 2)}. For the points (y; z1; z2; z3)∈Tn with (z1; z2; z3)=
(0; 1; 2) we can write
((y; 0; 1; 2); Gn)6 3 + ((y; 1; 1; 1); Gn) + ((y; 2; 1; 1); Gn)
+ ((y; 1; 1; 0); Gn) + ((y; 2; 1; 0); Gn)
6 3 + (y; Gn−3;1) + (y; Gn−3;2)
+ (y; Gn−3;1) + (y; Gn−3;2)
6 3 + 2a(n− 3) + 2a(n− 4)
6 a(n):
The above show that property (A) holds for Gn. To verify property (B), we shall
consider the points (z1; z2; z3)∈T3 with z3 =2.
For the points (y; z1; z2; z3)∈Tn for which (z1; z2; z3)∈{(2; 0; 0); (0; 1; 0); (1; 2; 0);
(2; 0; 1); (0; 1; 1); (1; 2; 1)} we get a similar chain of inequalities, e.g. for (y; 2; 0; 0)
we have
(y; 2; 0; 0)= (y; 0; 0; 0)⊗ (y; 1; 0; 0)
and hence we can write
((y; 2; 0; 0); Gn)6 1 + ((y; 0; 0; 0); Gn) + ((y; 1; 0; 0); Gn)
6 1 + (y; Gn−3;0) + (y; Gn−3;1)
6 1 + a(n− 3) + a(n− 4)
6 a(n− 1):
Finally, for the points (y; z1; z2; z3)∈Tn with (z1; z2; z3)∈{(0; 2; 0); (2; 2; 0); (0; 0; 1);
(1; 0; 1)}, e.g. for (y; 0; 2; 0) we have
(y; 0; 2; 0)= (y; 0; 0; 0)⊗ ((y; 1; 1; 0)⊗ (y; 2; 1; 0))
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and hence we can write
((y; 0; 2; 0); Gn)6 2 + ((y; 0; 0; 0); Gn) + ((y; 1; 1; 0); Gn) + ((y; 2; 1; 0); Gn)
6 2 + (y; Gn−3;0) + (y; Gn−3;1) + (y; Gn−3;2)
6 2 + a(n− 3) + 2a(n− 4)
6 a(n− 1):
Proof of Theorem 2.7. A well established result of the theory of linear diHerence equa-
tions [4] implies that, in view of (7.20), there exists an #¿ 0 such that
1 + a(n)6C#n
for some constant C. Then from the two recursive inequalities (7.20) we obtain
2 + #6 #3
and
2 + 2#6 #4:
Here #¿ 1:53 is a solution to both of the above inequalities, and thus we obtain
a(n)6 87 (1:53)
n
for n¿ 4.
To see that (Gn)6 n, we have to observe that, by the construction of Gn, the
hyperplanes H with xn =2 are such that H =(H ∩ G)∗, and thus one more step is
enough to generate any point in Tn, implying the claim by induction.
8. Switching and alike
Let G be a generator and L= {x; y; z} be a line in Tn. If G ∩ L= {x; y}, then
obviously, the set G′=(G \ {x}) ∪ {z} is a generator again. Let us call the operation
by which we obtained G′ from G a switch of the elements x and z of the line L.
Clearly, a switch operation is reversible, hence we can call two generators G and G′
switch equivalent, and denote it by G ≡ G′ if there is a sequence of switch operation
which transforms G to G′.
Clearly, ≡ is an equivalence relation over the set of generators, and we believe that
Conjecture 8.1. Any two minimal generators of Tn are switch equivalent.
This conjecture would readily imply Conjecture 4.2.
Let us observe next that if (G ∩ L)  x for a line L= {x; y; z} and y∈ (G \{x})∗,
then again the set G′=(G\{x})∪{z} is a generator. Let us call such a transformation
a shift of element x along the line L. Shift operations are also reversible, and hence
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Fig. 8. G ⊂ T3 → G ⊂ T2. An example for a generating set G ⊂ T3 and a line L= {c; u; v} in T2 for
which the element c∈G ∩ L can be shifted to v, but cannot be switched to any other point.
we can de>ne two generators G and G′ shift equivalent if G′ can be obtained by a
series of shifts from G, and let us denote this relation by G ≈ G′. Shift equivalence is
again an equivalence relation over the set of generators, and it is also clear that every
switch is a shift, too, but not vice versa, see e.g. Fig. 8.
Let us observe that although the shift operation c → v in this example is not a
switch, we can obtain it by a series of switches, namely, switch >rst a to u, then
switch c to v and >nally switch u back to a. We believe that in fact this always can
be done, i.e.
Conjecture 8.2. Every shift can be realized by a series of switches; i.e. the relations
≡ and ≈ are the same.
Notice that Conjecture 8.2 implies the following
Conjecture 8.3. Two minimal generators of Tn are shift-equivalent i? they are switch
equivalent.
Let G be a generator, g∈G and g′ ∈ G. If the set G′=(G \ {g}) ∪ {g′} is a
generator again, then let us say that it was obtained by the exchange of elements g
and g′. Clearly, switches and shifts are special type of exchange operations.
Since the exchange operation is also reversible, we can say that generators G and
G′ are exchange-equivalent, or in notation G ∼ G′, if G′ can be obtained from G by
a series of exchange operations.
Conjecture 8.4. If two minimal generators G and G′ are exchange-equivalent; then
the relations ≡; ≈ and ∼ are identical; i.e. either of G or G′ can be obtained from
the other by a sequence of switches.
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