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RESUMO
Um dos maiores desafios na a´rea da Educac¸a˜o a` Distaˆncia e´ fornecer soluc¸o˜es tecnolo´gicas que
atendam aos estudantes de forma diferenciada. Os Ambientes Virtuais de Aprendizagem, embora
auxiliem os professores e estudantes na realizac¸a˜o dos cursos, na˜o consideram as diferenc¸as
individuais de cada discente. Pesquisas apontam que considerar as diferenc¸as dos estudantes, por
interme´dio dos Estilos de Aprendizagem, impacta positivamente no rendimento dos alunos ao
longo do curso. Diante desse cena´rio, a identificac¸a˜o automa´tica de Estilos de Aprendizagem
dos estudantes nos Sistemas de Gesta˜o de Aprendizagem e´ um importante to´pico nas pesquisas
da a´rea de Tecnologia aplicada a` Educac¸a˜o. O presente trabalho apresenta uma abordagem para
identificac¸a˜o automa´tica dos Estilos de Aprendizagem dos estudantes em Sistemas de Gesta˜o de
Aprendizagem. A abordagem proposta utiliza Modelos Ocultos de Markov para modelar os Esti-
los de Aprendizagem, o Algoritmo de Viterbi para inferi-los, e uma abordagem de Aprendizagem
por Reforc¸o para correc¸a˜o da detecc¸a˜o automa´tica dos Estilos de Aprendizagem. Os resultados
apontam uma taxa me´dia de 91% de infereˆncias corretas, demonstrando ser uma abordagem
eficaz e promissora para a utilizac¸a˜o em Sistemas de Gesta˜o de Aprendizagem.
Palavras-chave: Estilos de Aprendizagem. Modelos Ocultos de Markov. Aprendizagem por
Reforc¸o. Sistemas de Gesta˜o de Aprendizagem.

ABSTRACT
One of the greatest challenges in the area of Distance Education is to provide technological solu-
tions that meet students in a differentiated way. Virtual Learning Environments, while assisting
teachers and students in the completion of courses, do not consider the individual differences of
each student. Researches point out that considering student differences, through the Learning
Styles, positively impacts students’ performance throughout the course. Given this scenario, the
automatic identification of students’ Learning Styles in the Learning Management Systems is
an important topic in the field of Technology applied to Education. The present work presents
an approach for the automatic identification of the Learning Styles of students in Learning
Management Systems. The proposed approach uses Hidden Markov Models to model Learning
Styles, the Viterbi Algorithm for inferring them, and a Reinforcement Learning approach for
correcting the automatic detection of Learning Styles. The results indicate an average rate of
91% of correct inferences, proving to be an effective and promising approach to use in Learning
Management Systems.
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1 INTRODUC¸A˜O
A Educac¸a˜o a` Distaˆncia (EaD) tem crescido mundialmente nos u´ltimos anos. No
Brasil, a realidade na˜o e´ diferente, visto que a EaD e´ incentivada pela Lei de Diretrizes e Bases
da Educac¸a˜o (BRASIL, 1996). Segundo dados do Instituto Nacional de Estudos e Pesquisas Edu-
cacionais Anı´sio Teixeira (INEP), o nu´mero de cursos de graduac¸a˜o a` distaˆncia no Brasil cresceu
571%, entre 2003 e 2006. Entre 2011 e 2014, esse nu´mero cresceu 213% (BITTENCOURT;
MERCADO, 2014).
Com o advento da Internet, diversas ferramentas para uso coletivo surgiram. Na a´rea
da educac¸a˜o, os Sistemas de Gesta˜o de Aprendizagem (Learning Management Systems - LMS)
vieram revolucionar a Educac¸a˜o a Distaˆncia, disponibilizando diversos recursos que da˜o suporte
ao processo de ensino-aprendizagem, auxiliando no seu planejamento, implantac¸a˜o e avaliac¸a˜o.
Os sistemas de gesta˜o de aprendizagem fornecem grande apoio aos professores,
auxiliando-os na autoria e realizac¸a˜o de cursos online (DORC¸A, 2012). Mas esses sistemas
na˜o consideram as diferenc¸as individuais dos estudantes, fornecendo um suporte limitado aos
usua´rios (GRAF; IVES et al., 2010), pois o mesmo conteu´do e estrate´gia pedago´gica sa˜o
utilizados para todos os discentes.
No Anua´rio Brasileiro de Educac¸a˜o Aberta e a Distaˆncia (2006, 2007), sa˜o apresenta-
dos indicadores que contribuem para a evasa˜o ou insatisfac¸a˜o dos alunos dos cursos EaD, onde se
destacam: o material dida´tico na˜o foi agrada´vel; curso/materiais dida´ticos eram difı´ceis; escassez
de materiais dida´ticos; auseˆncia de interac¸a˜o com outros alunos. Sendo assim, os materiais
dida´ticos dos cursos EaD sa˜o, de certa forma, um dos fatores que contribuem para a evasa˜o e
insatisfac¸a˜o nessa modalidade de ensino.
Conforme Bostro¨m (2011), uma maneira de melhorar o desempenho do estudante e´
melhorando o ensino. Assim, se o sistema da´ suporte para uma maior qualidade de ensino, bons
resultados sa˜o alcanc¸ados. Todos no´s temos prefereˆncias de aprendizagem que nos permitem
aprender de forma mais eficaz (GILBERT; HAN, 1999).
Bandura, Azzi e Polydoro (2009) afirmam que todo indivı´duo possui padro˜es pessoais
que sa˜o utilizados para realizar qualquer atividade a ele apresentada. Assim, a aprendizagem e´
abordada de acordo com um padra˜o pessoal desenvolvido pelo pro´prio indivı´duo, fruto de suas
interac¸o˜es e experieˆncias. Sendo assim, existem diferenc¸as na forma de cada pessoa aprender
e compreendeˆ-las pode ser o primeiro passo que as instituic¸o˜es de ensino devam dar rumo a`
aprendizagem eficaz (SILVA, 2012).
Considerar diferenc¸as em relac¸a˜o aos estilos de aprendizagem, conhecimento pre´vio,
habilidades cognitivas, interesses, motivac¸a˜o, dentre outras (BRUSILOVSKY; MILLA´N, 2007),
tem um efeito importante na melhoria do progresso dos estudantes e nos resultados de aprendiza-
gem (GRAF; IVES et al., 2010). Diante desse cena´rio, a personalizac¸a˜o torna-se a questa˜o central
para produzir Sistemas de Gesta˜o de Aprendizagem adequados (DEVEDZˇIC´, 2006). Entretanto,
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a maioria dos sistemas de ensino utiliza-se de pa´ginas esta´ticas, o que leva esses ambientes a
na˜o aproveitarem as grandes possibilidades oferecidas por um processamento inteligente, para
selecionar e apresentar os conteu´dos de aprendizagem (OLIVEIRA, 2006).
Dessa forma, um importante problema em pesquisas esta´ relacionado ao desenvolvi-
mento de sistemas que sejam capazes de fornecer adaptatividade, de acordo com as necessidades
e caracterı´sticas individuais de cada usua´rio. A adaptatividade e´ uma caracterı´stica indispensa´vel
nestes sistemas, possibilitando o alcance de um grupo muito mais heterogeˆneo de estudantes
(TSIRIGA; VIRVOU, 2004).
A introduc¸a˜o de adaptatividade nesses sistemas origina os chamados Sistemas Adap-
tativos e Inteligentes para Educac¸a˜o (SAIE), ou Sistemas Educacionais Inteligentes e Adaptativos
baseados na Web (AIWBES - Adaptive and Intelligent Web-based Educational Systems) (BRU-
SILOVSKY, 2001a; BRUSILOVSKY; PEYLO, 2003). Esses sistemas, por meio da junc¸a˜o
dos Sistemas Tutores Inteligentes e dos Sistemas de Hipermı´dia Adaptativa, personalizam a
experieˆncia educacional e, na medida em que se adaptam a`s caracterı´sticas individuais de um
estudante, tornam o processo de aprendizagem mais efetivo (BRUSILOVSKY, 2001a; BRUSI-
LOVSKY; PEYLO, 2003).
Alguns teo´ricos e pesquisadores da educac¸a˜o consideram que os Estilos de Aprendi-
zagem (EAs) compo˜em um fator importante no processo de aprendizagem, e concordam que
incorpora´-los ao processo de ensino tem grande potencial na facilitac¸a˜o da aprendizagem (GRAF;
LIU et al., 2009; DORC¸A, 2012).
Por outro lado, trabalhos recentes tem questionado o uso de EA, pela dificuldade
em detecta´-los (VEENMAN; PRINS; VERHEIJ, 2003; RAWSON; STAHOVICH; MAYER,
2017) e pelo fato de muitos modelos para descric¸a˜o de EAs possuı´rem aspectos determinı´sticos
(KIRSCHNER; MERRIE¨NBOER, 2013; PASHLER et al., 2008). Veremos, no entanto, que
estes aspectos sa˜o considerados no presente trabalho.
Uma das maiores dificuldades na a´rea educacional, relacionada a` adaptac¸a˜o dos
ambientes de aprendizagem, e´ a imprecisa˜o na correta identificac¸a˜o dos EAs do estudante.
As abordagens tradicionais para detecc¸a˜o de estilos de aprendizagem se mostram ineficientes,
pois ale´m da imprecisa˜o, tem-se ainda o grau de incerteza associado a questiona´rios para
auto-avaliac¸a˜o de EA pelo estudante (GRAF; LIN et al., 2007; PRICE, 2004).
Diante dessa dificuldade, as abordagens automa´ticas para modelagem do estudante
surgem como alternativas. As abordagens automa´ticas sa˜o baseadas em algoritmos de apren-
dizado de ma´quina e inteligeˆncia artificial que conseguem detectar o EA. Elas sa˜o livres de
ocorreˆncia de auto concepc¸o˜es imprecisas ou inconsistentes (GRAF; LIU et al., 2009). Ale´m
disso, permitem aos estudantes focarem somente na aprendizagem, sem a necessidade de infor-
mar explicitamente suas prefereˆncias. As abordagens automa´ticas tendem a ser mais precisas e
menos suscetı´veis a erros, ja´ que permitem analisar dados resultantes de um intervalo de tempo,
ao contra´rio de dados colhidos em um momento especı´fico (DORC¸A, 2012).
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1.1 Justificativa
A Educac¸a˜o a` Distaˆncia proporciona cada vez mais a`s pessoas a oportunidade de
realizar seus estudos. Por meio da expansa˜o das redes de acesso a dados, da rede mundial de
computadores e da consequente criac¸a˜o e popularizac¸a˜o do e-learning, o acesso a esse tipo de
educac¸a˜o apresentou um enorme crescimento. Sendo assim, faz-se necessa´rio que o processo
ensino-aprendizagem na EaD seja constantemente estudado, revisado e aperfeic¸oado.
Nesse processo de aperfeic¸oamento e estudo, deve-se considerar que toda a EaD e´
dependente das Tecnologias da Informac¸a˜o e Comunicac¸a˜o e que professor e estudante esta˜o
separados fisicamente. Na˜o existe, por exemplo, um professor que possa buscar melhorar sua
dida´tica e tornar o ensino mais atrativo para determinado estudante. As melhorias devem ser
realizadas nos recursos tecnolo´gicos existentes.
Sendo assim, uma das principais melhorias que vem sendo estudadas na a´rea da
EaD e´ a introduc¸a˜o da adaptatividade nos sistemas de gesta˜o de aprendizagem. A introduc¸a˜o da
adaptatividade, ao considerar os Estilos de Aprendizagem dos estudantes, tem como objetivo
facilitar a aprendizagem e busca adaptar o ensino da instituic¸a˜o educacional ao aluno. No entanto,
para a introduc¸a˜o da adaptatividade nesses sistemas e´ necessa´rio conhecer o perfil dos estudantes,
inclusive seus EAs.
A detecc¸a˜o dos estilos de aprendizagem deve ser dinaˆmica e automa´tica, para evitar
auto-concepc¸o˜es imprecisas (por meio de questiona´rios) e para considerar os aspectos dinaˆmicos
dos Estilos de Aprendizagem. Dessa forma, a presente pesquisa, ao apresentar uma abordagem
para identificac¸a˜o automa´tica de EAs, mostra-se relevante para a a´rea educacional.
1.2 Objetivos
A presente pesquisa tem por objetivo propor e implementar uma abordagem eficiente
para detecc¸a˜o automa´tica e dinaˆmica de EA de estudantes em Sistemas de Gesta˜o de Aprendiza-
gem. A abordagem a ser implementada utilizara´ Modelos Ocultos de Markov para modelagem
dos EAs dos estudantes e um algoritmo de Aprendizagem por Reforc¸o para a correc¸a˜o dos EAs.
O modelo utilizado para descric¸a˜o de EA sera´ o Felder-Silverman Learning Style Model.
Os objetivos especı´ficos sa˜o:
• estudar, compreender e avaliar diferentes abordagens presentes na literatura para modela-
gem de estudante e detecc¸a˜o automa´tica de estilos de aprendizagem;
• propor e implementar uma abordagem para detecc¸a˜o automa´tica de estilos de aprendiza-
gem, utilizando Modelos Ocultos de Markov;
• implementar um mo´dulo que considere o aspecto dinaˆmico dos EAs e que fac¸a eventuais
correc¸o˜es no EA inferido;
24
• validar a abordagem, utilizando uma base de dados real com interac¸o˜es de alunos em um
Sistema de Gesta˜o de Aprendizagem.
1.3 Organizac¸a˜o do Trabalho
O restante deste trabalho esta´ organizado da seguinte forma: no segundo capı´tulo,
sera˜o apresentados os aspectos teo´ricos para contextualizac¸a˜o da proposta: fundamentos do
processo ensino-aprendizagem, algumas teorias da aprendizagem e os principais modelos para
descric¸a˜o de EA presentes na literatura. Sera˜o apresentados ainda alguns conceitos relativos a`
EaD e suas tecnologias, bem como uma revisa˜o sobre os trabalhos relacionados a` detecc¸a˜o de
estilos de aprendizagem.
O terceiro capı´tulo apresenta os conceitos que embasam a abordagem que esta´
sendo desenvolvida, bem como toda sua estrutura e modelagem. O quarto capı´tulo apresenta
os resultados obtidos pela abordagem, bem como a base de dados utilizada para a validac¸a˜o do
modelo proposto. Por fim, no quinto capı´tulo sa˜o apresentadas as considerac¸o˜es finais e algumas
possibilidades de trabalhos futuros.
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2 REFERENCIAL TEO´RICO
Este capı´tulo busca fazer uma breve revisa˜o bibliogra´fica, evidenciando alguns
conceitos sobre os principais temas que servem como base para o bom entendimento do trabalho.
Nesse sentido, no primeiro momento foram abordados os aspectos principais do processo ensino-
aprendizagem, inclusive no que tange a`s teorias da aprendizagem (Behaviorismo e Cognitivismo),
ate´ chegar aos estilos de aprendizagem e seus modelos mais conhecidos.
No segundo momento, foram abordadas questo˜es importantes sobre a EaD e as
tecnologias que permitem que esse tipo de ensino ocorra. Dessa forma, foram abordadas as
questo˜es sobre os Ambientes Virtuais de Aprendizagem e seus problemas, bem como os Sistemas
Hipermı´dia Adaptativa, Sistemas Tutores Inteligentes e os Sistemas Educacionais Inteligentes e
Adaptativos Baseados na Web. Foi realizado um paralelo entre esses sistemas e, na medida do
possı´vel, eles foram diferenciados em termos de arquitetura e objetivos.
No terceiro momento, foram abordados aspectos relacionados a` detecc¸a˜o automa´tica
de estilos de aprendizagem. Ainda, foram apresentados diferentes me´todos existentes na literatura
para a detecc¸a˜o de estilos de aprendizagem.
2.1 O Processo Ensino-Aprendizagem
A educac¸a˜o e´ um processo de desenvolvimento da personalidade do indivı´duo, dentro
de um contexto de relac¸o˜es sociais, que envolve a formac¸a˜o de qualidades morais, intelectuais,
humanas e este´ticas (LIBAˆNEO, 1994). Ela e´ um processo social, onde a sociedade integra novos
membros (SILVA, 2006). O que se entende atualmente como educac¸a˜o e´ uma grande compilac¸a˜o
de pesquisas que incluem diversas a´reas do conhecimento (SILVA, 2006).
A educac¸a˜o ocorre por meio de diversos fatores. Destaca-se como elemento crucial
no aˆmbito educacional o processo ensino-aprendizagem. O ensino e´ a atividade educacional que
permite ao indivı´duo a apropriac¸a˜o de conhecimentos e saberes (SILVA, 2006). Ja´ a aprendizagem
e´ o processo cognitivo onde o indivı´duo adquire conhecimentos e torna-se apto a interagir com
o mundo (SILVA, 2006). Sendo assim, enquanto no ensino as atividades sa˜o centralizadas no
professor e nas suas qualidades e habilidades, na aprendizagem as atividades esta˜o concentradas
no aluno e em suas capacidades, possibilidades e oportunidades (SILVA, 2006).
A aprendizagem e´ um processo que permite ao indivı´duo modificar seu comporta-
mento, sendo que essas modificac¸o˜es na˜o se repetem diante de novas situac¸o˜es (OLIVEIRA;
CHADWICK, 1984). Kolb, Boyatzis e Mainemelis (1984) definem a aprendizagem conforme
uma abordagem experimental, considerando-a como um processo que sofre transformac¸a˜o de
acordo com as experieˆncias vividas, e que resulta em conhecimento.
No aˆmbito da educac¸a˜o, a aprendizagem e´ estruturada por duas etapas distintas
(GRANITO, 2008):
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• Recepc¸a˜o: nessa fase, as informac¸o˜es externas, obtidas pelos o´rga˜os sensoriais, e internas,
obtidas de modo introspectivo, sa˜o selecionadas.
• Processamento da informac¸a˜o: nessa fase, diversos fatores sa˜o considerados, como memorizac¸a˜o,
raciocı´nio, reflexa˜o e ac¸a˜o, introspecc¸a˜o, interac¸a˜o entre indivı´duos.
O aluno e´ parte fundamental do processo de aprendizagem. Ensinar e aprender sa˜o re-
alidades diferentes, e apenas parte do que e´ ensinado ao aluno constitui de fato em aprendizagem
(BORDENAVE; PEREIRA, 2014). Sendo assim, muitos dos problemas enfrentados no processo
ensino-aprendizagem esta˜o relacionados ao pro´prio ensino, na˜o somente a` aprendizagem e aos
alunos (BORDENAVE; PEREIRA, 2014). Por isso torna-se extremamente importante uma
criteriosa ana´lise do processo de ensino, com o objetivo de melhora´-lo e torna´-lo mais eficiente.
O processo de ensino-aprendizagem pode ser explicado segundo algumas abordagens
teo´ricas. Em seu trabalho, Santos (2003) agrupa e sistematiza algumas dessas abordagens que
foram detalhadas por Mizukami (1986), a saber: abordagem tradicional, abordagem compor-
tamentalista, abordagem humanista, abordagem cognitivista e abordagem so´cio-cultural. As
abordagens e seus detalhes podem ser vistos na Figura 1.
Mizukami (1986) alerta que a compreensa˜o do fenoˆmeno educativo so´ acontece
com a reflexa˜o sobre os seus aspectos: e´ um fenoˆmeno humano, histo´rico e multidimensional,
onde esta˜o presentes a dimensa˜o humana, te´cnica, cognitiva, emocional, so´cio-polı´tica e cultural.
Sendo assim, o fenoˆmeno educativo pode ser entendido como um projeto que se encontra
permanentemente em construc¸a˜o e que possui diferentes causas e efeitos, de acordo com a
dimensa˜o focalizada (SANTOS, 2003).
2.2 Teorias de Aprendizagem: Teoria Behaviorista e Cognitivismo
As teorias da aprendizagem sa˜o princı´pios ba´sicos que buscam organizar, interpretar
e fazer previso˜es sobre conhecimentos relacionados a` aprendizagem (MOREIRA, 1999). Mais
do que a utilizac¸a˜o em sala de aula, as teorias da aprendizagem sa˜o a base para construc¸a˜o de
agentes para o ensino baseado no computador (FRAGELLI, 2011). Sendo assim, o estudo das
teorias de aprendizagem sa˜o essenciais quando se pretende construir agentes que atuara˜o no
ensino baseado na web.
Nas subsec¸o˜es seguintes sera˜o abordadas duas teorias, consideradas como extrema-
mente relevantes na literatura: o Behaviorismo e o Cognitivismo.
2.2.1 Behaviorismo
O Behaviorismo busca explicar o comportamento humano e, por isso, ele e´ conhecido
tambe´m como comportamentalismo. As teorias behavioristas estudam o que os indivı´duos fazem
e que pode ser observado (MOREIRA, 1999), buscando uma relac¸a˜o entre os estı´mulos do
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Figura 1 – Abordagens do processo ensino-aprendizagem
Fonte: Santos (2003).
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ambiente e as respostas. O Behaviorismo e´ um termo criado por John Watson, considerado o pai
da teoria.
Watson e seu Behaviorismo cla´ssico foram fortemente influenciados por Ivan Pavlov
e sua teoria do condicionamento cla´ssico (FRAGELLI, 2011). O condicionamento cla´ssico e´
um fenoˆmeno descoberto por Pavlov em seus experimentos com cachorros. Nesse experimento,
Pavlov colocava po´ de carne na boca de um ca˜o com o objetivo de mensurar a salivac¸a˜o do
animal. Apo´s algumas sesso˜es, era detectado que o ca˜o salivava apenas com a presenc¸a do
cientista que conduzia o experimento (FRAGELLI, 2011).
Watson, juntamente com Rayner, foram os condutores do famoso Experimento do
Pequeno Albert. O objetivo do experimento era demonstrar o funcionamento do condicionamento
cla´ssico de Pavlov em seres humanos. O controverso experimento foi realizado no bebeˆ Albert,
de apenas 11 meses. O experimento consistia na apresentac¸a˜o de um rato branco para a crianc¸a
e, simultaneamente, um som alto e amedrontador (FRAGELLI, 2011). Apo´s uma semana dos
experimentos, o bebeˆ se afastava e chorava apenas com a presenc¸a do rato branco (FRAGELLI,
2011). Watson queria reduzir o medo de Albert aos estı´mulos condicionados utilizando o
processo de extinc¸a˜o estudado por Pavlov (WIER, 2005). No entanto, a ma˜e de Albert o retirou
dos experimentos antes de sua conclusa˜o (WIER, 2005).
A continuac¸a˜o do trabalho de Watson se deu com Mary Cover Jones, aluna de
doutorado de Watson (WIER, 2005). O experimento de Jones foi com o pequeno Peter e o
objetivo era eliminar o medo que a crianc¸a tinha de alguns animais. Foi constatado que em
alguns casos, a crianc¸a superava o medo (WIER, 2005).
Outro grande pesquisador do Behaviorismo e´ Skinner, considerado como pai do
Behaviorismo radical (FRAGELLI, 2011). O Behaviorismo radical se pautava pela objetividade
dos fenoˆmenos observa´veis (SILVA, 2012). Nessa abordagem, sa˜o consideradas como varia´veis
de entrada apenas o estı´mulo, um reforc¸o e as contingeˆncias de reforc¸o (FRAGELLI, 2011). De
acordo com Fragelli (2011), o estı´mulo e´ um evento que afeta os sentidos do indivı´duo; o reforc¸o
aumenta a probabilidade de ocorreˆncia de um comportamento que o precedeu; as contingeˆncias
de reforc¸o sa˜o um arranjo de uma situac¸a˜o em que a ocorreˆncia de uma resposta que leve ao
reforc¸o se torne possı´vel.
No aˆmbito educacional, Skinner defende que o papel do professor deve estar ligado
a`s contingeˆncias de reforc¸o, pois assim sera´ possı´vel realizar um planejamento em que o apren-
diz tenha um comportamento deseja´vel com mais probabilidade (FRAGELLI, 2011). Alguns
fenoˆmenos estudados por Skinner podem ser aplicados na a´rea da educac¸a˜o, como e´ o caso da
modelagem e do esmaecimento.
Na modelagem, as respostas intermedia´rias sa˜o reforc¸adas, tornando possı´vel a
criac¸a˜o de um comportamento final (FRAGELLI, 2011). Ja´ no esmaecimento, alguns estı´mulos
iniciais que possuem diferentes valores sa˜o apresentados ao aprendiz. Gradativamente, um deles
e´ esmaecido, de forma a manter apenas o estı´mulo desejado (FRAGELLI, 2011).
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2.2.2 Cognitivismo
Com a dificuldade em se explicar o comportamento humano utilizando apenas
estı´mulos, respostas e reforc¸o, os psico´logos acabaram tendo um desencantamento com o Beha-
viorismo (FRAGELLI, 2011). Isso abriu espac¸o para novas abordagens, como o cognitivismo.
De acordo com Silva (2012), os estudos de alguns neobehavioristas, como Thorndike e Tolman,
acabaram disseminando algumas crı´ticas ao Behaviorismo, contribuindo para o surgimento do
cognitivismo.
Em suas pesquisas, Edward L. Thorndike entendeu que a motivac¸a˜o e´ um fator que
interfere na aprendizagem. Assim, toda ac¸a˜o causa um efeito satisfato´rio ou insatisfato´rio e
aquelas ac¸o˜es que conduzem a` satisfatoriedade tendem a ser repetidas e reforc¸adas, ao contra´rio
daquelas insatisfato´rias (SILVA, 2012). Thorndike definiu tambe´m a ideia de aprendizagem
ideacional, um tipo de aprendizagem que requer ana´lise, abstrac¸a˜o e significac¸a˜o (SILVA, 2012).
Ja´ Edward C. Tolman entende que o reforc¸o na˜o interfere na aprendizagem. Ele
definiu cinco varia´veis intervenientes que determinam o comportamento humano: estı´mulo
ambiental, impulsos fisiolo´gicos, hereditariedade, treinamento pre´vio e idade (SILVA, 2012).
Tolman acreditava que os processos internos do organismo interferiam no comportamento do
indivı´duo e, por isso, ele e´ considerado um dos pioneiros da psicologia cognitiva (SILVA, 2012).
Como abordado, o cognitivismo surgiu como uma resposta ao Behaviorismo. De
acordo com Moreira (1999), o cognitivismo propo˜e estudar processos mentais superiores, como
a compreensa˜o, percepc¸a˜o, atenc¸a˜o, memo´ria, linguagem, tomada de decisa˜o, entre outros
processos intelectuais. Sendo assim, o cognitivismo busca se preocupar com outras varia´veis,
na˜o somente com as associac¸o˜es entre estı´mulos e respostas, caracterı´sticas do Behaviorismo.
Para Fragelli (2011), a cognic¸a˜o busca descrever a aquisic¸a˜o, armazenamento, transformac¸a˜o
e aplicac¸a˜o do conhecimento. Dentre os teo´ricos e pesquisadores da a´rea do cognitivismo,
destacam-se Tolman, Lewi, Hebb, Ausubel e Piaget.
2.2.2.1 Psicologia Cognitiva
A psicologia cognitiva foi influenciada pela criac¸a˜o do computador e pela Teoria da
Informac¸a˜o (SILVA, 2012). Isso porque na psicologia cognitiva, a aprendizagem e´ compreendida
como um processo onde o indivı´duo percebe, seleciona, manipula, significa e armazena as
informac¸o˜es do ambiente (SILVA, 2012). Para Castan˜on (2007), o modelo computacional onde
existe uma entrada, processamento e saı´da pode ser aplicado ao processo de aprendizagem, na
medida em que ocorre a transformac¸a˜o da informac¸a˜o por meio do organismo humano, gerando
uma saı´da/resposta.
Sendo assim, a aprendizagem por processamento da informac¸a˜o e´ caracterizada por
uma entrada, processamento e saı´da. Mayer (1985) definiu um modelo para processamento da
informac¸a˜o humana, que pode ser visualizado na Figura 2.
Mayer (1985) acreditava que os indivı´duos possuem formas distintas de processar a
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Figura 2 – Aprendizagem por processamento da informac¸a˜o
Fonte: Adaptado de Mayer (1985).
informac¸a˜o e que, portanto, existem diferenc¸as na forma de aprender. Essas formas diferentes
que os indivı´duos possuem de aprender sa˜o conhecidas como estilos de aprendizagem.
2.3 Estilos de Aprendizagem
O processo ensino-aprendizagem, da forma como e´ concebido atualmente, e´ um
processo homogeˆneo. Ou seja, em nenhum momento do processo considerada-se que as pessoas
possuem formas diferentes de aprender, que sa˜o moldadas por suas caracterı´sticas psicolo´gicas.
Por se tratar de um processo teoricamente igualita´rio, essa visa˜o homogeˆnea, em um primeiro
momento, pode parecer mais justa (CAVELLUCCI et al., 2003). No entanto, ao realizar a ana´lise
sob a visa˜o dida´tico-pedago´gica, o processo de ensino-aprendizagem de forma homogeˆnea e´
equivocado, visto que a forma de receber e assimilar o conhecimento sa˜o pessoais e individuais
(SENA et al., 2016). As diferentes formas como os indivı´duos aprendem derivam de suas
caracterı´sticas psicolo´gicas, e sa˜o conhecidas como estilos de aprendizagem.
Conhecer os estilos de aprendizagem dos estudantes pode ajudar de muitas ma-
neiras a melhorar o processo ensino-aprendizagem, principalmente nos Ambientes Virtuais
de Aprendizagem (GRAF; LIU et al., 2009). Para Rosa´rio et al. (2006), a diferenc¸a na forma
de aprendizagem dos estudantes e´, muitas vezes, responsa´vel pelas reprovac¸o˜es e evaso˜es nos
cursos.
Existem diversas teorias que buscam explicar o que sa˜o os estilos de aprendizagem,
a maioria delas com definic¸o˜es e conceitos bem distintos (SILVA, 2012). No entanto, todos os
autores dessas teorias concordam que existem diferenc¸as individuais na aprendizagem e que
cada indivı´duo reage de maneira diferente frente a determinado problema (SILVA, 2012).
Os estilos de aprendizagem (EA) sa˜o caracterı´sticas ba´sicas de como se aprende uma
nova informac¸a˜o, e na˜o sa˜o perceptı´veis de forma consciente pelos estudantes (REID, 1998). Os
EAs sa˜o caracterı´sticas cognitivas que servem como um indicador de como o estudante percebe,
interage e responde aos ambientes de aprendizagem (FELDER; BRENT, 2005).
Ao longo do tempo, diversos modelos foram desenvolvidos para a estruturac¸a˜o e
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descric¸a˜o de EA. Os modelos de estilos de aprendizagem servem para categorizar e classificar
as diferentes formas de aprender, receber e processar as informac¸o˜es (ROSA´RIO et al., 2006).
De acordo com Coffield et al. (2004), existem mais de 70 modelos para explicar os estilos de
aprendizagem. Nas subsec¸o˜es seguintes, sera˜o abordados os principais modelos desenvolvidos
para estruturac¸a˜o e descric¸a˜o de EA.
2.3.1 A Teoria da Aprendizagem Experimental de Kolb
Um dos mais influentes modelos para descric¸a˜o de EA foi desenvolvido por David
Kolb. O modelo de Kolb se desenvolve considerando duas atividades de aprendizagem distintas:
percepc¸a˜o (ou apreensa˜o) e processo (ou transformac¸a˜o) (LIMA et al., 2007).
A percepc¸a˜o e´ a interpretac¸a˜o dos estı´mulos recebidos por meio dos dispositivos
sensoriais (KOLB; BOYATZIS; MAINEMELIS, 1984). Embora os dispositivos sensoriais sejam
praticamente ideˆnticos em todos os indivı´duos, a interpretac¸a˜o dos estı´mulos, que ocorre por
meio do ce´rebro, varia de indivı´duo para indivı´duo (LIMA et al., 2007).
Apo´s a percepc¸a˜o da informac¸a˜o, ocorre o processamento dessa informac¸a˜o (KOLB;
BOYATZIS; MAINEMELIS, 1984). O processamento, assim como a percepc¸a˜o, varia de in-
divı´duo para indivı´duo. Enquanto alguns processam melhor a informac¸a˜o por interme´dio de
ac¸o˜es, outros preferem a observac¸a˜o e reflexa˜o (LIMA et al., 2007).
Combinando as diferentes formas de percepc¸a˜o e processamento da informac¸a˜o,
Kolb elaborou o seu modelo, conhecido como Teoria da Aprendizagem Experimental (LIMA
et al., 2007). A Teoria da Aprendizagem Experimental de Kolb, Boyatzis e Mainemelis (1984)
pressupo˜e que a aprendizagem inicia-se com uma Experieˆncia Concreta que utiliza os sentidos
e sentimentos. Essa etapa e´ seguida pela Observac¸a˜o Reflexiva, que utiliza das observac¸o˜es e
reflexo˜es. A terceira etapa do ciclo de aprendizagem e´ a Conceituac¸a˜o Abstrata, que utiliza o
raciocı´nio lo´gico. A u´ltima etapa do ciclo de aprendizagem de Kolb e´ a Experimentac¸a˜o Ativa,
onde a aprendizagem ocorre por meio do paradigma ”aprender fazendo”.
O modelo de Kolb e´ composto ainda por quatro dimenso˜es, que podem ser assim
descritas (COFFIELD et al., 2004):
• Divergente: enfatiza a experieˆncia concreta e a observac¸a˜o reflexiva. Os estudantes com
esse perfil normalmente sa˜o imaginativos e conscientes de significados e valores e veˆem
as situac¸o˜es concretas sob muitas perspectivas. Sa˜o interessados em pessoas.
• Assimilador: baseia-se na conceitualizac¸a˜o abstrata e observac¸a˜o reflexiva. Os estudantes
com esse perfil gostam de induc¸o˜es e criac¸a˜o de modelos teo´ricos, ale´m de serem mais
preocupados com ideias e conceitos abstratos do que com pessoas.
• Convergente: baseia-se principalmente na conceitualizac¸a˜o abstrata e experimentac¸a˜o ativa.
Os estudantes com esse perfil normalmente sa˜o bons na resoluc¸a˜o de problemas, tomada
de deciso˜es e na aplicac¸a˜o pra´tica de ideias. Preferem problemas te´cnicos do que lidar com
problemas interpessoais.
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• Acomodador: enfatiza as experieˆncias concretas e experimentac¸a˜o ativa. Os estudantes
com esse perfil gostam de fazer planos e se envolver em novas experieˆncias, ale´m de serem
bem adapta´veis a mudanc¸as. Ficam a` vontade com as pessoas, mas algumas vezes podem
ser vistos como impacientes.
O ciclo de aprendizagem de Kolb pode ser visto graficamente, conforme Figura 3.
Figura 3 – Ciclo de Aprendizagem de Kolb
Fonte: Adaptado de Coffield et al. (2004).
Para Kolb, Boyatzis e Mainemelis (1984), o aprendizado e´ o processo onde o co-
nhecimento e´ criado por meio da transformac¸a˜o da experieˆncia. Sendo assim, o conhecimento
e´ a combinac¸a˜o da experieˆncia adquirida e da transformac¸a˜o desta (KOLB; BOYATZIS; MAI-
NEMELIS, 1984). A aprendizagem experimental possui, enta˜o, seis caracterı´sticas principais
(COFFIELD et al., 2004):
• A aprendizagem e´ melhor concebida como um processo, na˜o como resultados.
• A aprendizagem e´ um processo contı´nuo, baseado na experieˆncia.
• A aprendizagem requer a resoluc¸a˜o de conflitos entre modos de adaptac¸a˜o opostos. Os
modos de adaptac¸a˜o sa˜o os descritos na figura 3: experieˆncia concreta, observac¸a˜o reflexiva,
conceituac¸a˜o abstrata e experimentac¸a˜o ativa. O aprendizado e´, naturalmente, um processo
carregado de tensa˜o, ja´ que o conhecimento novo e´ construı´do por estudantes que escolhem
o tipo de habilidades que eles precisam. Os conflitos sa˜o resolvidos escolhendo um desses
modos de adaptac¸a˜o.
• A aprendizagem e´ um processo holı´stico de adaptac¸a˜o ao mundo.
• A aprendizagem envolve transac¸o˜es entre a pessoa e o meio ambiente.
• A aprendizagem e´ o processo de criac¸a˜o do conhecimento, que resulta da transac¸a˜o entre
conhecimento social e conhecimento pessoal.
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Kolb elaborou ainda o LSI (Learning Style Inventory), que e´ uma ferramenta para
identificac¸a˜o de estilos de aprendizagem dos indivı´duos. O LSI e´ baseado na teoria de Kolb e ja´
foi revisado diversas vezes, produzindo outras verso˜es. No questiona´rio, o indivı´duo e´ instigado
a responder doze sentenc¸as que descrevem a aprendizagem, sendo que cada uma das sentenc¸as
apresenta quatro alternativas (COFFIELD et al., 2004). Cada uma das alternativas diz respeito a
um estilo de aprendizagem do modelo de Kolb.
O LSI e´ um instrumento amplamente utilizado. Ate´ o ano de 1999, mais de 990
pesquisas utilizaram o questiona´rio como instrumento para levantamento dos EA de estudantes
(KOLB et al., 2001).
2.3.2 Myers-Briggs Type Indicator
De acordo com Coffield et al. (2004), Katherine Cook Briggs e sua filha Isabel
Briggs Myers desenvolveram um questiona´rio psicome´trico com o objetivo de descobrir as
diferentes personalidades, segundo os tipos psicolo´gicos de Carl Jung. Esse questiona´rio ficou
conhecido como Myers-Briggs Type Indicator - Indicador de Tipos de Myers-Briggs (MBTI).
Os tipos psicolo´gicos de Carl Jung apresentam a ideia da existeˆncia de dois lados:
um ligado a` percepc¸a˜o, que utiliza as dimenso˜es Sensac¸a˜o e Intuic¸a˜o; outro ligado ao julgamento
de fatos, que utiliza as dimenso˜es Pensamento e Sentimento (SENA et al., 2016).
O questiona´rio utiliza quatro escalas de personalidade: a primeira relacionada a
Extroversa˜o e Introversa˜o; a segunda a Sensac¸a˜o e Intuic¸a˜o; a terceira relacionada a Pensamento
e Sentimento; e por fim a quarta, relacionada a Julgamento e Percepc¸a˜o (ROSA´RIO et al., 2006).
Cada uma das quatro escalas (ou dimenso˜es) apresenta duas subdimenso˜es, conforme Figura 4.
Figura 4 – As quatro escalas bipolares do MBTI
Fonte: Adaptado de Coffield et al. (2004).
As subdimenso˜es sa˜o assim caracterizadas (SENA et al., 2016):
• Extroversa˜o: o perfil e´ caracterizado pela sociabilidade. O estudante desse perfil se sente
conforta´vel na relac¸a˜o com outras pessoas e em exercer atividades em grupo.
• Introversa˜o: o perfil e´ caracterizado pelo fechamento interno e dificuldade nas relac¸o˜es em
grupo. O estudante desse perfil tem facilidade em atividades que exigem concentrac¸a˜o.
• Sensac¸a˜o: o perfil e´ caracterizado pela personalidade sistema´tica e detalhista. O estudante
desse perfil prefere as rotinas bem definidas.
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• Intuic¸a˜o: o perfil e´ caracterizado pela facilidade com as ideias e desenvolvimento de
infereˆncias com base em conceitos previamente obtidos. O estudante desse perfil na˜o gosta
de rotinas bem definidas.
• Pensamento: o perfil se caracteriza pela racionalidade. O estudante desse perfil pauta suas
deciso˜es sempre pela lo´gica e geralmente sa˜o disciplinados e ansiosos.
• Sentimento: o perfil se caracteriza pela conscieˆncia social. O estudante desse perfil pauta
suas deciso˜es pela subjetividade e em benefı´cio da coletividade.
• Julgamento: o perfil se caracteriza pela disciplina, planejamento das ac¸o˜es e compro-
metimento com os resultados. O estudante desse perfil dificilmente perde tempo com
subjetividades e prefere processos rı´gidos e bem controlados.
• Percepc¸a˜o: o perfil se caracteriza pela flexibilidade e abertura a` mudanc¸as e novas ex-
perieˆncias. O estudante desse perfil tem dificuldade com prazos rı´gidos e se adapta melhor
a` mudanc¸as de planos.
As quatro dimenso˜es, por meio de suas duas subdimenso˜es, sa˜o combinadas produ-
zindo dezesseis diferentes combinac¸o˜es que identificam o EA do estudante.
2.3.3 Modelo de Pask
Em seu trabalho, Pask (1976) argumenta que existem diferenc¸as identifica´veis entre
as estrate´gias dos estudantes. Alguns alunos tendem a adotar uma estrate´gia holı´stica, que
visa construir uma ampla visa˜o da tarefa e a relacionar esta com a vida real e as experieˆncias
pessoais (COFFIELD et al., 2004). Ja´ outros alunos tendem a adotar uma estrate´gia serialista,
onde a compreensa˜o e´ construı´da a partir dos detalhes das atividades, dos fatos e resultados
experimentais (COFFIELD et al., 2004).
De acordo com Pask (1976), existem duas formas de estrate´gias de aprendizagem,
que sa˜o assim caracterizados (COFFIELD et al., 2004):
• Holı´stico: tende a formular hipo´teses mais complexas relacionadas a mais de uma carac-
terı´stica por vez.
• Serialista: procedimento de aprendizagem passo a passo, com hipo´teses simples e relacio-
nadas a uma mesma caracterı´stica.
Dessa forma, os estudantes serialistas tendem a abordar um assunto passo a passo,
indo do conhecido ao desconhecido e utilizando links simples entre os itens do conhecimento
(OTERO et al., 2008). Os estudantes holistas tendem a organizar um esquema geral e depois
explora´-lo com uma maior organizac¸a˜o (OTERO et al., 2008).
Com essa distinc¸a˜o entre holı´sticos e serialistas, Pask identificou algumas ”patolo-
gias”relacionadas a cada uma das caracterı´sticas (COFFIELD et al., 2004). Os holı´sticos, por
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exemplo, costumam procurar por analogias mais ricas e fazem links inapropriados entre ideias,
problema conhecido como ’globetrotting’; ja´ os serialistas costumam ignorar analogias va´lidas,
conhecido como ’improvidence’ (COFFIELD et al., 2004).
A partir de sua teoria e de resultados realizados com ma´quinas de ensino, Pask propoˆs
a sua Teoria da Conversac¸a˜o, que propo˜e uma discussa˜o no processo ensino-aprendizagem
(OTERO et al., 2008). A Teoria da Conversac¸a˜o tem como principal objetivo explicar como
ocorre o processo de aprendizagem nas ma´quinas e nos seres vivos (OTERO et al., 2008).
2.3.4 Modelo de Honey e Mumford
Os estudos de Alan Mumford iniciaram-se no final da de´cada de 1970, quando este
foi encarregado de uma gereˆncia seˆnior na organizac¸a˜o em que trabalhava. Ele convidou o
psico´logo Peter Honey para estudar o aprendizado dos gerentes de organizac¸o˜es (COFFIELD et
al., 2004). Inicialmente eles comec¸aram utilizando o Learning Style Inventory (LSI) de Kolb. No
entanto, o LSI de Kolb na˜o apresentou muita validade ao ser utilizado com gerentes (COFFIELD
et al., 2004). Apo´s alguns anos de pesquisas, eles desenvolveram o Learning Styles Questionnaire
(LSQ).
Enquanto o LSI de Kolb pergunta diretamente ao indivı´duo como eles aprendem, o
questiona´rio de Honey e Mumford busca analisar as tendeˆncias comportamentais gerais daquele
que esta´ sendo arguido (COFFIELD et al., 2004).
Honey e Mumford (1992) definem EA como a descric¸a˜o de atitudes e comporta-
mentos do estudante que estabelecem a sua forma preferida de aprendizagem. Com base nessa
definic¸a˜o e em todos os estudos realizados, foram elencados quatro estilos de aprendizagem para
os indivı´duos: ativo, reflexivo, teo´rico e pragma´tico (HONEY; MUMFORD, 1992). Esses estilos
esta˜o fortemente conectados a` versa˜o revisada do ciclo de aprendizagem de Kolb (COFFIELD et
al., 2004). Os pro´prios autores ja´ explicitaram a relac¸a˜o e a dı´vida que possuem com o LSI e a
teoria de Kolb.
Para Honey e Mumford (1992), em cada estudante e´ possı´vel identificar carac-
terı´sticas de va´rios desses estilos. No entanto, sempre existe um estilo dominante. Cada um dos
quatro estilos definidos por Honey e Mumford possuem suas forc¸as e fraquezas, e os pontos
fortes podem ser importantes em determinada situac¸a˜o, em outras na˜o (COFFIELD et al., 2004).
Os pontos fortes e fracos de cada um dos estilos de aprendizagem do modelo proposto por Honey
e Mumford (1992) podem ser vistos na Tabela 1.
As dimenso˜es do modelo de Honey e Mumford podem ser entendidas como um
ciclo de aprendizagem e, conforme ja´ dito, originam do modelo revisado de Kolb. Sendo assim,
os ativos tem uma predisposic¸a˜o para experieˆncias; os reflexivos para revisar experieˆncias; os
teo´ricos para tirar concluso˜es a partir de experieˆncias; ja´ os pragma´ticos para planejamento dos
pro´ximos passos (COFFIELD et al., 2004). O ciclo de aprendizagem do modelo pode ser visto
graficamente, conforme Figura 5.
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Tabela 1 – Forc¸as e fraquezas de cada estilo de aprendizagem do modelo de Honey e Mumford
Estilo Forc¸as Fraquezas
Ativo Flexı´vel e com mente aberta; pronto
para agir e responder a determinadas
situac¸o˜es; gosta de ser exposto a no-
vas situac¸o˜es; otimista no que diz res-
peito a` mudanc¸as.
Tendeˆncia em tomar uma decisa˜o
o´bvia sem avaliar as possı´veis
consequeˆncias; sofre riscos desne-
cessa´rios com frequeˆncia; tendem a
ser o centro das atenc¸o˜es; realizam
ac¸o˜es sem o devido preparo.
Reflexivo Cuidadoso, meto´dico, pensativo; bon
em ouvir outros indivı´duos e assimi-
lar as informac¸o˜es; raramente toma
concluso˜es precipitadas.
Evita a participac¸a˜o direta; lento para
tomar alguma decisa˜o; por ser cau-
teloso, na˜o corre riscos suficientes;
geralmente na˜o e´ assertivo.
Teo´rico Lo´gico, racional e objetivo; bom em
realizar sondagens por meio de per-
guntas; possui uma abordagem disci-
plinada.
Possui baixa toleraˆncia a incerteza,
desordem e ambiguidade; intolerante
com coisas subjetivas ou intuitivas.
Pragma´tico Ansioso para testar as coisas na
pra´tica; pra´tico e realista; orientado a
te´cnicas.
Tendeˆncia a rejeitar coisas sem
aplicac¸a˜o o´bvia; na˜o e´ interessado em
teorias ou princı´pios ba´sicos; sa˜o im-
pacientes com indeciso˜es; tendem a
utilizar a primeira soluc¸a˜o encontrada
para determinado problema; sa˜o mais
orientados para tarefas do que para
pessoas.
Fonte: Adaptado de Honey e Mumford (2000)
Figura 5 – Dimenso˜es do Modelo de Honey e Mumford
Fonte: Adaptado de Coffield et al. (2004).
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O trabalho de Honey e Mumford e´ importante, tambe´m, por conseguir prover algumas
respostas a questo˜es importantes relacionadas a EA, como (COFFIELD et al., 2004):
• Existem somente quatro estilos de aprendizagem? - Os quatro estilos representam os
esta´gios que as pessoas precisam passar para se tornar estudantes equilibrados e sa˜o
amplamente entendidos, aceitos e usados pelos estudantes (HONEY; MUMFORD, 2000).
• As prefereˆncias de estilos de aprendizagem podem mudar? - Devido a uma mudanc¸a de
circunstaˆncia ou para fortalecer algum estilo subdesenvolvido, as prefereˆncias podem
mudar. Por exemplo, a mudanc¸a de emprego para uma empresa com cultura diferente pode
ocasionar a mudanc¸a de alguma prefereˆncia (HONEY; MUMFORD, 2000).
• Qua˜o precisas sa˜o as auto-percepc¸o˜es? - As auto-percepc¸o˜es podem ser enganosas. Ale´m
disso, as respostas sa˜o fa´ceis de falsificar quando o indivı´duo que esta´ respondendo o
questiona´rio estiver determinado a causar uma impressa˜o enganosa (HONEY; MUMFORD,
2000).
O LSQ, questiona´rio criado por Honey e Mumford, ja´ foi revisado diversas vezes.
A versa˜o atual do LSQ conte´m 80 itens, sendo 20 itens para cada um dos quatro estilos de
aprendizagem do modelo proposto por Honey e Mumford (COFFIELD et al., 2004). O modelo e
o questiona´rio LSQ sa˜o amplamente utilizados no meio empresarial.
2.3.5 Felder Silverman Learning Style Model - FSLSM
De acordo com Felder, Silverman et al. (1988), os EA sa˜o caracterı´sticas e pre-
fereˆncias na forma como as pessoas recebem, organizam e processam as informac¸o˜es. A aprendi-
zagem, segundo Felder, Silverman et al. (1988), depende na˜o somente da capacidade e preparac¸a˜o
do aluno, mas tambe´m da correspondeˆncia entre seu estilo de aprendizagem e o estilo de ensino
do professor.
A partir dessas definic¸o˜es e no desenvolvimento das pesquisas, Felder, Silverman et
al. (1988) criaram o Felder-Silverman Learning Style Model - FSLSM. De acordo com Liu, Graf
et al. (2009), o FSLSM se destaca pelo fato de combinar alguns dos principais modelos para
descric¸a˜o de EA, como Kolb, Boyatzis e Mainemelis (1984), Pask (1976) e Myers, McCaulley e
Most (1985).
Em sua primeira versa˜o, o FSLSM era composto por cinco dimenso˜es de EA. As
dimenso˜es correspondiam a` prefereˆncia do estudante em perceber (sensorial/intuitivo), reter
(visual/auditivo), organizar (indutivo/dedutivo), processar (ativo/reflexivo) e compreender a
informac¸a˜o (sequencial/global) (SILVA, 2012).
O modelo foi revisado e, atualmente, o FSLSM (FELDER; SILVERMAN et al.,
1988) e´ baseado em 4 dimenso˜es: entrada, percepc¸a˜o, processamento e organizac¸a˜o. Cada uma
das dimenso˜es e´ dividida em duas subdimenso˜es, conforme Figura 6.
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Figura 6 – Dimenso˜es do modelo FSLSM
Fonte: Adaptado de Felder, Silverman et al. (1988).
As dimenso˜es e subdimenso˜es se caracterizam da seguinte forma (DORC¸A, 2012;
SILVA, 2012; FELDER; SILVERMAN et al., 1988; FELDER; BRENT, 2005; GRANITO,
2008):
• Entrada: essa dimensa˜o refere-se ao tipo de informac¸a˜o que e´ mais efetivamente percebida.
Aponta quais sensores sa˜o mais utilizados na recepc¸a˜o da informac¸a˜o. Subdivide-se em:
– Visual: a prefereˆncia e´ por figuras, diagramas, gra´ficos, filmes.
– Verbal: a prefereˆncia e´ por explicac¸a˜o escrita ou falada. Apresentam boa memo´ria
auditiva.
• Percepc¸a˜o: essa dimensa˜o refere-se ao tipo de informac¸a˜o que o estudante prefere receber.
Indica como o estudante percebe o ambiente em que esta´ inserido. Subdivide-se em:
– Sensitivo: a prefereˆncia e´ por fatos, datas, dados experimentais, exemplos. Os estu-
dantes desse estilo sa˜o pacientes com os detalhes.
– Intuitivo: a prefereˆncia e´ por teorias, definic¸o˜es, modelos matema´ticos, sı´mbolos e
diagramas. Possuem como ponto forte a abstrac¸a˜o. Sa˜o abertos a inovac¸o˜es e sa˜o
criativos.
• Processamento: essa dimensa˜o refere-se a` prefereˆncia do estudante sobre o processamento
da informac¸a˜o. Subdivide-se em:
– Ativo: a prefereˆncia e´ por experimentac¸a˜o ativa, discusso˜es, trabalho em grupo. Gos-
tam de situac¸o˜es que provocam experimentac¸o˜es e evitam as que exigem passividade
do estudante.
– Reflexivo: a prefereˆncia e´ por trabalho individual, introspecc¸a˜o, reflexa˜o, teoria.
Preferem situac¸o˜es que promovam tempo e espac¸o para abstrac¸a˜o e levantamento de
alternativas e hipo´teses.
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• Organizac¸a˜o: essa dimensa˜o refere-se a` prefereˆncia de progressa˜o do estudante dentro do
curso. Demonstra a forma de organizac¸a˜o do pensamento do estudante utilizada para a
compreensa˜o. Subdivide-se em:
– Sequencial: a prefereˆncia e´ por uma progressa˜o lo´gica e linear no conteu´do. O
estudante que possui esse estilo apresenta pensamento convergente e analı´tico.
– Global: a prefereˆncia e´ por uma visa˜o geral do todo, aprendendo aleatoriamente.
A informac¸a˜o e´ tratada de maneira holı´stica. O estudante que possui esse estilo
apresenta pensamento divergente e sinte´tico.
Os estudantes apresentam tendeˆncias de prefereˆncias em cada uma das quatro di-
menso˜es (FELDER; SPURLIN, 2005). As dimenso˜es definem as formas de receber, processar,
perceber e organizar a informac¸a˜o (DORC¸A, 2012). Uma importante caracterı´stica do FSLSM e´
que suas dimenso˜es na˜o sa˜o esta´ticas, ou seja, um estudante pode tender de um EA para outro,
dentro de uma mesma dimensa˜o.
Com o objetivo de descobrir em quais dimenso˜es o estudante se enquadra dentro
do FSLSM, Soloman e Felder (1991) criaram o ILS (Index of Learning Style). O ILS e´ um
questiona´rio que possui 44 questo˜es, sendo 11 questo˜es para cada uma das quatro dimenso˜es
do FSLSM. Para cada uma das questo˜es existem duas alternativas possı´veis. De acordo com
Silva (2012), a diferenc¸a na pontuac¸a˜o entre os estilos correspondentes a cada uma das quatro
dimenso˜es, indica a prefereˆncia do estudante de forma leve (1 e 3), moderada (5 e 7) e forte (9
e 11). Tomemos como exemplo a dimensa˜o Organizac¸a˜o, que pode ser Sequencial ou Global.
Supondo que um estudante obtenha o resultado sequencial (8) e global (3), a diferenc¸a entre os
estilos e´ 5, o que indica que o estudante possui uma prefereˆncia moderada pelo estilo sequencial
(SILVA, 2012). A Figura 7 mostra a escala de classificac¸a˜o do ILS.
Figura 7 – Escala de Classificac¸a˜o do ILS
Fonte: Adaptado de Silva (2012).
O ILS e´ atualmente disponibilizado gratuitamente para estudantes e professores. O
questiona´rio pode ser acessado pelo enderec¸o: https://www.webtools.ncsu.edu/learningstyles/.
2.3.6 Crı´ticas aos Estilos de Aprendizagem
Embora exista na literatura um rico estudo sobre os EAs e uma variedade de modelos
que buscam descreveˆ-los, algumas pesquisas recentes tem questionado a teoria. Essas pesquisas
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levantam possı´veis falhas na teoria e modelos de EA.
Uma das crı´ticas esta´ relacionada ao aspecto determinı´stico que os EAs supostamente
apresentam. Kirschner e Merrie¨nboer (2013) criticam a concepc¸a˜o de EA como uma caracterı´stica
fixa do indivı´duo, onde o EA e´ esta´tico e na˜o pode variar ao longo do tempo. Crı´tica semelhante
apresenta Pashler et al. (2008), ao constatarem que essa definic¸a˜o de um EA fixo pode levar o
indivı´duo a entender que na˜o consegue aprender de determinadas formas, que na˜o sejam aquelas
de sua prefereˆncia.
Outra crı´tica aos EAs esta´ relacionada a`s suas formas de detecc¸a˜o. Rawson, Stahovich
e Mayer (2017) alega que a identificac¸a˜o de EA por meio de questiona´rios muitas vezes na˜o
condiz com a realidade, visto que existe uma baixa correlac¸a˜o entre as respostas e o que e´, de
fato, verdade. Veenman, Prins e Verheij (2003) criticam o uso de questiona´rios psicome´tricos
para realizar a detecc¸a˜o dos EAs, visto que os estudantes na˜o conseguem definir claramente a
forma que melhor aprendem. Graf, Lin et al. (2007) abordam a imprecisa˜o e grau de incerteza
associados a` este tipo de questiona´rio para auto-avaliac¸a˜o de EA.
Apesar das crı´ticas, pesquisas recentes tem demonstrado que a utilizac¸a˜o de EAs nos
Sistemas de Aprendizagem e´ uma tendeˆncia. Trabalhos como Dorc¸a (2012), Sena et al. (2016),
Rodrigues et al. (2016), Falci et al. (2017), Salazar et al. (2017), Ribeiro et al. (2017) e Silva
et al. (2018) apresentam abordagens para detecc¸a˜o de EAs de forma automa´tica, baseadas em
te´cnicas de Inteligeˆncia Artificial e Aprendizagem de Ma´quina. As abordagens para detecc¸a˜o de
EA de forma automa´tica afastam uma das principais crı´ticas a` teoria, ja´ que dispensam o uso de
questiona´rios para auto-avaliac¸a˜o dos estudantes.
Todos esses trabalhos utilizam ainda o FSLSM como modelo para descric¸a˜o de EA.
O FSLSM e´ um modelo dinaˆmico e probabilı´stico, onde os estudantes possuem tendeˆncias de
prefereˆncias em cada dimensa˜o (DORC¸A, 2012). Sendo assim, o estudante possui uma proba-
bilidade de pertencer a uma determinada dimensa˜o de EA, mas possui tambe´m probabilidades
menores de pertencer a` outros estilos (DORC¸A, 2012). O uso do FSLSM como modelo afasta
enta˜o outra crı´tica a` teoria, de que os EAs sa˜o tratados de forma determinı´stica.
Ressalta-se, ainda, que as crı´ticas aos EAs apresentadas neste trabalho, retiradas de
Kirschner e Merrie¨nboer (2013), Pashler et al. (2008), Rawson, Stahovich e Mayer (2017) e
Veenman, Prins e Verheij (2003), fazem mais sentido quando aplicadas ao ensino presencial, ja´
que no ensino na modalidade EaD existe o uso de ferramentas computacionais, que facilitam a
detecc¸a˜o automa´tica dos EAs e a classificac¸a˜o de acordo com um modelo como o FSLSM.
Por fim, a proposta apresentada neste trabalho utiliza o FSLSM como modelo e
propo˜e uma abordagem automa´tica para detecc¸a˜o de EA. Sendo assim, algumas crı´ticas aos EAs
foram consideradas e contornadas, o que demonstra, mais uma vez, a relevaˆncia cientı´fica da
proposta.
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2.4 Educac¸a˜o a` Distaˆncia e as Tecnologias da Informac¸a˜o e Comunicac¸a˜o
A Educac¸a˜o a` Distaˆncia (EaD) pode ser definida como a “modalidade educacional
na qual a mediac¸a˜o dida´tico-pedago´gica nos processos de ensino-aprendizagem ocorre com a
utilizac¸a˜o de meios e tecnologias de informac¸a˜o e comunicac¸a˜o, com estudantes e professores
desenvolvendo atividades educativas em lugares ou tempos diversos” (BRASIL, 2005).
A EaD e´ um processo educacional onde existe a separac¸a˜o fı´sica entre professor e
aluno, mediado por tecnologias da informac¸a˜o e comunicac¸a˜o (PINHEIRO, 2002). Para Moore
e Kearsley (2011), a EaD possui elementos interativos que englobam os processos de ensino,
aprendizagem, comunicac¸a˜o e controle.
A EaD busca abrir novas oportunidades para a populac¸a˜o em geral, reduzindo as de-
sigualdades sociais e direcionando para os estudantes alguns dos controles que tradicionalmente
pertenciam aos professores (OTERO et al., 2008). Sendo assim, um aspecto importante da EaD
e´ que ela se caracteriza pela autoaprendizagem do aluno. O principal fator que diferencia a EaD
das outras modalidades de educac¸a˜o e´ a atenc¸a˜o centralizada no estudante e na sua autonomia no
processo de aprendizagem (SABA, 2003).
NUNES (1992) destaca as possibilidades do uso da EaD, que incluem:
• Democratizac¸a˜o do saber: a EaD amplia e democratiza o acesso a` educac¸a˜o para a
populac¸a˜o em geral.
• Educac¸a˜o continuada: permite a oferta de cursos livres destinados a` integrac¸a˜o da populac¸a˜o,
visando a formac¸a˜o cidada˜.
• Capacitac¸a˜o profissional e de professores: a EaD e´ uma alternativa via´vel para o desen-
volvimento de programas de capacitac¸a˜o para docentes ou ate´ mesmo o treinamento para
funciona´rios de empresas.
A ideia de ofertar educac¸a˜o para pessoas que na˜o tem condic¸o˜es de frequentar uma
instituic¸a˜o de ensino presencial sempre foi muito discutida. O inı´cio da histo´ria da EaD retoma
ao perı´odo entre as de´cadas de 1830 e 1840, quando surgiram na Europa as primeiras escolas por
correspondeˆncia (ALVES, 2001).
Os registros sobre o surgimento da EaD no Brasil sa˜o incertos e imprecisos. Em
1891, foi registrado na sec¸a˜o de classificados do Jornal do Brasil um anu´ncio oferecendo curso
profissionalizante em datilografia por correspondeˆncia (ALVES, 2001). No entanto, o marco
histo´rico se deu com a implantac¸a˜o das Escolas Internacionais, representando organizac¸o˜es dos
Estados Unidos da Ame´rica, em 1904 (ALVES, 2001).
Va´rias foram as instituic¸o˜es responsa´veis pela difusa˜o da EaD no Brasil. Pode-se
destacar: Ra´dio Sociedade do Rio de Janeiro, em 1923; Instituto Ra´dio Te´cnico Monitor, em
1939; Instituto Universal Brasileiro, em 1941; Igreja Adventista, em 1943; SENAC com o
programa Universidade do Ar, no final da de´cada de 1940; Diocese de Natal, em 1959; Ocidental
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School, em 1962; Instituto Brasileiro de Administrac¸a˜o Municipal, em 1967; Fundac¸a˜o Padre
Landell de Moura, em 1967; entre outras (ALVES, 2001).
A histo´ria da EaD se divide em quatro fases ou gerac¸o˜es (SHERRON; BOETTCHER,
1997):
• 1ª gerac¸a˜o (1850 - 1960): a EaD era praticada quase que unicamente por correspondeˆncia
em papel.
• 2ª gerac¸a˜o (1960 - 1985): a EaD era praticada com interme´dio de va´rias tecnologias, como
TV, fitas de vı´deo, fax e papel.
• 3ª gerac¸a˜o (1985 - 1995): a EaD passa a ser praticada com o auxı´lio de computadores,
correio eletroˆnico, chat, entre outros.
• 4ª gerac¸a˜o (1995 - atualidade): a EaD passa a utilizar a internet de alta velocidade. E´
considerado um marco, ja´ que a utilizac¸a˜o dos recursos tecnolo´gicos permite uma maior
interac¸a˜o entre professores, tutores e estudantes.
Com a criac¸a˜o da World Wide Web por Tim Bernes-Lee na de´cada de 1990, a
internet comec¸ou a se popularizar. A popularizac¸a˜o dessa tecnologia e´ um marco para a EaD, ja´
que a internet facilita o acesso aos cursos. Surge enta˜o o conceito de e-learning, que pode ser
entendido como a utilizac¸a˜o dos computadores e da internet como meio para proporcionar a EaD
(ROSENBERG, 2001).
O e-learning apresenta diversos benefı´cios, tais como: a informac¸a˜o esta´ disponı´vel
em escala global e pode ser atualizada a qualquer momento; a aprendizagem pode acontecer
independente de hora e local; autonomia na aprendizagem; recursos multimı´dia podem facilitar e
motivar mais a aprendizagem; com a utilizac¸a˜o de fo´rum, chats e confereˆncias, a aprendizagem
colaborativa e´ facilitada; avaliac¸o˜es podem ser realizadas de forma autoˆnoma; oferece novas
abordagens para a aprendizagem; e´ um meio de economia para as instituic¸o˜es educacionais
(ANARAKI, 2004; JISC, 2004).
Nesse sentido, para a utilizac¸a˜o da internet como um meio que permite facilitar e
proporcionar a EaD e o e-learning, surgiram os Ambientes Virtuais de Aprendizagem.
2.4.1 Ambiente Virtual de Aprendizagem
Um Ambiente Virtual de Aprendizagem (AVA) e´ o lugar onde ocorrem interac¸o˜es
online entre os estudantes e professores (JISC, 2004). Sa˜o sistemas de ensino-aprendizagem que
proporcionam aos professores e estudantes montar e participar das aulas interagindo entre si,
mesmo com a distaˆncia fı´sica (VAZ; ZANELLA; ANDRADE, 2010).
Os AVAs se caracterizam por integrar func¸o˜es distintas que auxiliam professores,
estudantes e tutores, como as ferramentas de comunicac¸a˜o (chat, e-mail, fo´runs, etc); ferramentas
de avaliac¸a˜o (envio de tarefas, provas, etc); mate´rias para o ensino (slides de apresentac¸a˜o,
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conteu´do multimı´dia, leituras diversas, etc); ferramentas para monitoramento do estudante
(conte´m estatı´sticas e dados diversos do uso do AVA pelo estudante) (OTERO et al., 2008).
O processo educacional nos AVAs deve ser ana´logo a`quele praticado em sala de
aula (AMARAL; BORBA; MALHEIROS, 2007). Sendo assim, os estudantes devem ter as
mesmas oportunidades do ensino presencial, bem como os professores devem ter recursos que se
aproximam da realidade do ensino presencial (SENA et al., 2016). Os AVAs devem, ainda, ser
capazes de propiciar ao estudante uma aprendizagem de forma autoˆnoma, ale´m de estimular a
criatividade, pesquisa e troca de experieˆncias (TAJRA, 2011).
Ao longo dos anos, diversos AVAs contendo diferentes funcionalidades foram de-
senvolvidos pela comunidade, sendo alguns livres, outros pagos. Em seu trabalho, Gabardo,
Quevedo e Ulbricht (2010) fizeram um levantamento das principais plataformas de Ambientes
Virtuais de Aprendizagem existentes. Os autores fizeram um levantamento das oito principais
plataformas que sa˜o as mais citadas e mais utilizadas pelas Instituic¸o˜es de Ensino Superior do
Brasil. As plataformas mais utilizadas sa˜o (GABARDO; QUEVEDO; ULBRICHT, 2010):
• TelEduc: plataforma que pode ser distribuı´da ou modificada nos termos da GNU. Possui
grupos de discussa˜o, correio eletroˆnico, mural, portfo´lio, dia´rio de bordo, bate-papo,
enquetes, fo´rum de discussa˜o. Apresenta alta usabilidade, mas na˜o apresenta acessibilidade
a deficientes auditivos e visuais.
• Edu web/Aulanet: plataforma disponibilizada gratuitamente. Propo˜e atividades colaborati-
vas. Apresenta usabilidade me´dia e na˜o apresenta acessibilidade a deficientes auditivos e
visuais.
• Amadeus: plataforma que pode ser distribuı´da ou modificada nos termos da GNU. Como
princı´pio pedago´gico, e´ orientado por teorias construtivistas ou so´cio-interacionistas do
desenvolvimento humano. Possui fo´rum, wiki, jogos multi-usua´rios (resoluc¸a˜o colaborativa
de problemas), chats, discussa˜o sı´ncrona, micromundos (ambientes sı´ncronos), vı´deos
e recursos da web 2.0. Apresenta usabilidade me´dia e na˜o apresenta acessibilidade a
deficientes auditivos e visuais.
• Eureka: plataforma desenvolvida para a comunidade acadeˆmica da PUC-PR. Propo˜e
atividades colaborativas. Possui correio eletroˆnico, listas de discussa˜o, fo´rum de discussa˜o,
ale´m de oferecer a´udio juntamente com texto. Apresenta usabilidade alta e acessibilidade
parcial para deficientes visuais, embora na˜o apresente acessibilidade a deficientes auditivos.
• e-Proinfo: plataforma disponibilizada para entidades e instituic¸o˜es conveniadas. Como
princı´pio pedago´gico, apresenta uma proposta colaborativa. Possui tira-du´vidas, agenda,
dia´rio, biblioteca, avisos, correio eletroˆnico, chat, fo´rum de discussa˜o, banco de proje-
tos e estatı´sticas de atividades dos alunos. Apresenta usabilidade baixa e na˜o apresenta
acessibilidade a deficientes auditivos e visuais.
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• Moodle: plataforma que pode ser distribuı´da ou modificada nos termos da GNU. Como
princı´pio pedago´gico, apresenta uma proposta colaborativa. Possui fo´rum de discussa˜o,
gesta˜o de conteu´dos, blogs, wikis, vı´deo-confereˆncia, certificados digitais. Apresenta
usabilidade alta e acessibilidade parcial para deficientes visuais.
• WebCT: plataforma proprieta´ria provedor de e-learning para instituic¸o˜es de ensino. Oferece
ferramentas educacionais que auxiliam o aprendizado, a comunicac¸a˜o e a colaborac¸a˜o.
Possui chat, sistema de confereˆncia e correio eletroˆnico. Apresenta usabilidade me´dia e
na˜o apresenta acessibilidade a deficientes auditivos e visuais.
• LearningSpace: plataforma que pode ser distribuı´da ou modificada nos termos da GNU.
Como princı´pio pedago´gico, apresenta uma proposta colaborativa. Possui fo´rum de dis-
cussa˜o, chat, avisos, vı´deos, recursos web 2.0, ale´m de utilizar redes sociais da web como
ferramenta de interac¸a˜o. Apresenta usabilidade alta e menciona estar dentro das diretrizes
de acessibilidade da W3C.
Os AVAs sa˜o a implementac¸a˜o dos sistemas conhecidos na literatura como Sistemas
de Gesta˜o de Aprendizagem (LMS - Learning Management System).
2.4.2 Sistemas Hipermı´dia Adaptativa
Os LMS/AVA sa˜o sistemas especializados com tecnologias para o ensino e aprendi-
zagem baseados na Internet e na Web, que visam fornecer educac¸a˜o e treinamento seguindo o
paradigma da educac¸a˜o a distaˆncia (AVGERIOU et al., 2003).
Apesar dos LMS fornecerem grande apoio aos professores e alunos, esses sistemas
na˜o consideram as diferenc¸as individuais dos estudantes e o mesmo conteu´do e´ apresentado para
todos os usua´rios. Os LMS auxiliam na organizac¸a˜o e controle das atividades programadas em
um curso, mas na˜o auxiliam o professor na preparac¸a˜o ou na escolha do conteu´do mais adequado
a ser apresentado ao aluno (PUGA, 2008). Diante desse cena´rio, a adaptatividade desses sistemas
a diferentes estudantes tem sido frequentemente discutida. Sendo assim, ha´ alguns anos a a´rea
de Hipermı´dia Adaptativa (HA) vem ganhando destaque nas pesquisas da a´rea de computac¸a˜o.
A Hipermı´dia Adaptativa e´ a a´rea que estuda o desenvolvimento de sistemas que
sejam capazes de prover adaptac¸a˜o de conteu´dos e recursos hipermı´dia, sejam estes vindos de
qualquer fonte (internet, banco de dados, servic¸os) e apresentados em diversos formatos (texto,
a´udio, vı´deo) (PALAZZO, 2002).
A adaptac¸a˜o nos sistemas hipermı´dia se propo˜e a resolver quatro problemas princi-
pais (OLIVEIRA; FERNANDES, 2002):
• Quebra de fluxo conceitual: quando a estrutura apresenta muitos links, nem sempre e´
possı´vel garantir que o usua´rio tenha passado por todos os no´s que possuam uma relac¸a˜o
de pre´-requisito com o atual, o que dificulta o entendimento dos conceitos apresentados;
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• Desorientac¸a˜o: em estruturas complexas de links, o usua´rio pode apresentar dificuldade
para saber como chegou a um determinado no´, como voltar ou como chegar onde deseja;
• Quebra de fluxo narrativo: a passagem de um no´ para outro pode na˜o apresentar um fluxo
suave, como esperam os usua´rios;
• Sobrecarga cognitiva: esta´ relacionada a` sobrecarga de informac¸a˜o apresentada ao usua´rio,
seja ela em termos de conteu´dos ou de links.
A ideia central dos Sistemas Hipermı´dia Adaptativos (SHA) e´ fornecer ao usua´rio
um ambiente hipermı´dia preparado dinamicamente e adequado a`s suas necessidades, pre-
fereˆncias e/ou caracterı´sticas individuais. Matos (2013) aborda como principal objetivo dos
SHAs a elaborac¸a˜o de modelos que representem adequadamente e dinamicamente o ambiente,
considerando-se principalmente as caracterı´sticas individuais de cada usua´rio. Para isso, o sis-
tema deve ser concebido a partir de um Modelo de Usua´rio capaz de armazenar as caracterı´sticas
necessa´rias a` formatac¸a˜o do ambiente (PUGA, 2008).
O Modelo de Usua´rio (MU), ou Modelo do Estudante (ME), e´ uma base de dados
destinada a armazenar as caracterı´sticas dos usua´rios que sa˜o utilizadas para que o sistema possa
realizar a adaptac¸a˜o (PUGA, 2008). De acordo com Wu, Houben e Bra (2000), o modelo do
usua´rio e´ o componente do SHA que representa as caracterı´sticas de um determinado usua´rio
que sera˜o constantemente atualizadas.
As possibilidades de adaptac¸a˜o em Hipermı´dia Adaptativa sa˜o denominados Espac¸os
de Adaptac¸a˜o (BRUSILOVSKY, 2001b; BRUSILOVSKY; MILLA´N, 2007) e Koch (2001) os
classifica em treˆs grandes espac¸os:
• Conteu´do Adaptativo, que consiste na adaptac¸a˜o de um no´ acessado por um usua´rio aos
conhecimentos e objetivos definidos em seu Modelo de Usua´rio (PALAZZO, 2002);
• Apresentac¸a˜o Adaptativa, que permite a adequac¸a˜o da configurac¸a˜o e/ou arranjo visual
dos elementos da interface a`s prefereˆncias e/ou necessidades do usua´rio. A Apresentac¸a˜o
Adaptativa esta´ diretamente relacionada ao conteu´do adaptativo e, dessa forma, o layout
adaptativo e´ implementado por meio de te´cnicas de Conteu´do Adaptativo (KOCH, 2001);
• Navegac¸a˜o Adaptativa, que consiste em me´todos que da˜o suporte a` orientac¸a˜o do usua´rio,
gerando visualizac¸o˜es personalizadas e alterando a estrutura ou a apresentac¸a˜o da navegac¸a˜o
(KOCH, 2001).
Koch (2001) diferencia em seu trabalho os conceitos de sistemas adapta´veis e
sistemas adaptativos. Um sistema adapta´vel permite ao usua´rio fazer modificac¸o˜es na sua
estrutura, com o objetivo de customiza´-lo de acordo com suas prefereˆncias (KOCH, 2001). A
modificac¸a˜o do sistema e´ realizada de acordo com o crite´rio do usua´rio.
Ja´ os sistemas adaptativos realizam a adaptac¸a˜o aos usua´rios de forma automa´tica,
monitorando as ac¸o˜es do usua´rio no sistema e armazenando no Modelo do Usua´rio (KOCH,
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2001). O comportamento do usua´rio no sistema e´ capturado de forma dinaˆmica atrave´s da
interac¸a˜o do mesmo com o sistema ou por meio de questiona´rios (KOCH, 2001). Sendo assim, a
modificac¸a˜o do sistema e´ realizada automaticamente, sem a intervenc¸a˜o direta do usua´rio.
2.4.3 Sistemas Tutores Inteligentes
A histo´ria dos Sistemas Tutores Inteligentes (STIs) tem origens na a´rea da Inte-
ligeˆncia Artificial e da Educac¸a˜o, no final da de´cada de 1950. A utilizac¸a˜o do computador como
uma ma´quina que poderia auxiliar no processo de aprendizagem teve seus primeiros esforc¸os
na de´cada de 1960. Inicialmente eles foram pensados como ferramentas que poderiam oferecer
suporte aos professores (VICARI; GIRAFFA, 2003). Nessa e´poca, surgiram os conhecidos
sistemas CAIs (Computer-Aided Instruction - Instruc¸a˜o Assistida por Computador).
Os sistemas CAIs eram sistemas baseados no Behaviorismo e a instruc¸a˜o era re-
alizada pela apresentac¸a˜o linear e gradativa de diversos mo´dulos de aprendizagem (VICARI;
GIRAFFA, 2003). Sendo assim, esses primeiros programas dedicados ao ensino ficaram conhe-
cidos como sistemas lineares, onde o conteu´do era apresentado de forma linear. O aluno seguia
uma sequeˆncia de passos e isso o levaria ao aprendizado do conteu´do. No entanto, em nenhum
momento o raciocı´nio do aluno era estimulado.
Os CAIs foram fortemente influenciados pelas teorias Behavoristas, que se preo-
cupam com o comportamento observa´vel e mensura´vel do indivı´duo (FRAGELLI, 2011). O
Behaviorismo e´ baseado na ideia de determinar a relac¸a˜o entre estı´mulos e respostas (FRAGELLI,
2011). Dessa forma, nos CAIs a aprendizagem era modelada a partir de estı´mulos planejados
previamente (VICARI; GIRAFFA, 2003).
Como os sistemas CAIs na˜o consideravam as diferenc¸as entre os usua´rios e na˜o se
adaptavam aos perfis dos diferentes estudantes, na de´cada de 1980 surgiram os sistemas ICAI
(Intelligent Computer-Aided Instruction - Instruc¸a˜o Assistida por Computador Inteligente). Os
ICAIs utilizam te´cnicas de inteligeˆncia artificial aliadas a` Psicologia Cognitiva para orientar o
processo de ensino-aprendizagem. O termo ICAI historicamente foi utilizado nas pesquisas da
a´rea de softwares educacionais (NWANA, 1990). No entanto, os ICAIs e os Sistemas Tutores
Inteligentes (STIs) sempre foram considerados sinoˆnimos, embora atualmente isso na˜o seja
consenso na a´rea da Inteligeˆncia Artificial/Educac¸a˜o.
Os Sistemas Tutores Inteligentes sa˜o ambientes de aprendizagem assistidos por
computador que sa˜o altamente adapta´veis e interativos (GRAESSER; CONLEY; OLNEY, 2012).
Eles sa˜o modelos que utilizam as cieˆncias da aprendizagem, cieˆncias cognitivas, matema´tica
e inteligeˆncia artificial (GRAESSER; CONLEY; OLNEY, 2012). Os STIs utilizam te´cnicas
de inteligeˆncia artificial com o objetivo de proporcionar um ambiente de aprendizagem que
considere os estilos cognitivos dos alunos (GIRAFFA, 1999). Assim, os STIs devem ser capazes
de fornecer tutores inteligentes que saibam o que ensinar, quem ensinar e como ensinar (NWANA,
1990).
Algumas caracterı´sticas importantes dos STIs sa˜o (LOINAZ, 2001):
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• O conhecimento do domı´nio esta´ restrito e bem articulado;
• Possuem conhecimento do estudante que lhe permite dirigir e adaptar o ensino;
• A sequeˆncia do ensino na˜o esta´ pre´-determinada pelo programador;
• Realizam processos de diagno´stico mais detalhados e adaptados ao estudante;
• A comunicac¸a˜o entre tutor e aluno melhora, existindo a possibilidade do aluno fazer
perguntas ao tutor.
Nwana (1990) define os STIs como a unia˜o de treˆs diferentes disciplinas: Inteligeˆncia
Artificial, Psicologia Cognitiva e Educac¸a˜o. Essa unia˜o resulta no domı´nio dos Sistemas Tutores
Inteligentes, conforme Figura 8.
Figura 8 – Sistemas Tutores Inteligentes - Unia˜o de treˆs diferentes disciplinas
Fonte: Adaptado de Nwana (1990).
Embora os STIs prometam ser eficazes na melhoria da aprendizagem do estudante,
historicamente eles tem se mostrado difı´ceis de construir (MURRAY, 2003). Um dos fatores que
contribui para a dificuldade na construc¸a˜o dos STIs e´ sua arquitetura, que geralmente tende a ser
complexa (WAALKENS; ALEVEN; TAATGEN, 2013).
A arquitetura de um STI tradicional foi proposta na de´cada de 1970 por Carbonell
(1970) e e´ baseada em mo´dulos que se relacionam entre si (NWANA, 1990). A arquitetura e´
composta por quatro modelos (VICARI; GIRAFFA, 2003):
• Modelo do Aluno: e´ o mo´dulo do STI que possui o conhecimento, habilidades cognitivas
e estilos cognitivos do estudante em determinado momento. O modelo do aluno armazena
todo o conhecimento e comportamento do estudante.
• Modelo Pedago´gico: e´ o mo´dulo do STI que conte´m as estrate´gias pedago´gicas, as ta´ticas
de ensino. Representa o conhecimento pedago´gico do sistema. Tambe´m e´ conhecido como
Modelo do Tutor.
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• Modelo do Domı´nio: e´ o mo´dulo do STI responsa´vel por manipular o conhecimento
que sera´ utilizado no processo de ensino, abrangendo o material instrucional, gerac¸a˜o de
exemplos, simulac¸o˜es e diagno´sticos.
• Modelo da Interface: e´ o mo´dulo do STI que corresponde a` interface entre o estudante e o
sistema. O modelo da interface apresenta o material instrucional e monitora o progresso
do aluno no curso.
Sendo assim, os STIs possuem um Modelo do Aluno, que caracteriza e individualiza
o estudante para que este possa obter um ensino especializado, de acordo com suas carac-
terı´sticas e prefereˆncias. As estrate´gias de como ensinar determinado conteu´do esta˜o no Modelo
Pedago´gico (ou Modelo do Tutor) e o conteu´do da mate´ria a ser ensinada esta´ no Modelo do
Domı´nio. Todos esses mo´dulos se intercomunicam e a interface entre o aluno e esses mo´dulos e´
realizada por meio do Modelo da Interface. A arquitetura tradicional de um STI esta´ representada
graficamente na Figura 9.
Figura 9 – Arquitetura Tradicional dos Sistemas Tutores Inteligentes
Fonte: Adaptado de Nwana (1990).
Existem diversas outras variac¸o˜es de arquiteturas de STIs, todas baseadas na arquite-
tura tradicional representada pela figura 9. No entanto, neste trabalho na˜o sera´ realizado nenhuma
revisa˜o ou maior detalhamento das diferentes arquiteturas propostas para STIs, pois entende-se
que este na˜o e´ o objetivo maior da pesquisa. Foi utilizado, para fins do desenvolvimento da
pesquisa, a arquitetura tradicional dos STIs. Mais especificamente, esta pesquisa busca focar na
construc¸a˜o e atualizac¸a˜o automa´tica das caracterı´sticas do aluno, presentes no Modelo do Aluno.
2.4.4 Sistemas Educacionais Inteligentes e Adaptativos Baseados na Web
Existe uma diferenc¸a na concepc¸a˜o e nos objetivos dos STIs e dos SHAs. Enquanto
os STIs sa˜o os sistemas responsa´veis por selecionar o material de acordo com as caracterı´sticas
do estudante, os SHAs trabalham os conceitos relativos a` construc¸a˜o de hiperdocumentos para
apresentac¸a˜o e navegac¸a˜o que se adaptem ao usua´rio (FRAGELLI, 2011).
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Para Brusilovsky e Peylo (2003), os SHAs buscam ser diferentes para os diferentes
alunos, levando em considerac¸a˜o as informac¸o˜es existentes no modelo do usua´rio. Ja´ os STIs
aplicam te´cnicas de Inteligeˆncia Artificial para oferecer um suporte maior e melhor para os
usua´rios dos sistemas educacionais baseados na web (BRUSILOVSKY; PEYLO, 2003).
A criac¸a˜o de um projeto de sistema educacional que inclua os STIs e os SHAs como
sistemas complementares tem sido objeto de pesquisas recentes (FRAGELLI, 2011). A unia˜o
desses dois sistemas resulta nos Sistemas Educacionais Inteligentes e Adaptativos baseados na
Web (AIWBES - Adaptive and Intelligent Web-based Educational Systems).
Os AIWBES possuem um modelo de metas, prefereˆncias e conhecimentos de cada
estudante e e´ capaz de se adaptar a`s necessidades dos alunos de acordo com esse modelo
(BRUSILOVSKY; PEYLO, 2003). Sa˜o capazes tambe´m de incorporar algumas atividades
tradicionalmente executadas por um professor, como o treinamento de estudantes ou diagno´stico
de erros dos alunos (BRUSILOVSKY; PEYLO, 2003). As origens dos AIWBES e suas principais
tecnologias, podem ser visualizadas na Figura 10.
Figura 10 – AIWBES - Origens e Principais Tecnologias
Fonte: Adaptado de Brusilovsky e Peylo (2003).
Brusilovsky e Peylo (2003) chamam a atenc¸a˜o para a importaˆncia e as possibilidades
dos AIWBES como um novo campo da Inteligeˆncia Artificial aplicada a` educac¸a˜o. Apenas o
fato de ser um sistema baseado na web ja´ o deixa mais interessante, devido a sua simplicidade
de acesso para os usua´rios e os pesquisadores.
2.5 Detecc¸a˜o de Estilos de Aprendizagem
Os EAs correspondem a`s prefereˆncias individuais dos estudantes no que diz respeito
a` aprendizagem e considera´-los no processo de ensino-aprendizagem tem papel fundamental
na qualidade e nos resultados obtidos. Portanto, a criac¸a˜o do modelo do estudante com as
caracterı´sticas individuais de cada aluno, a partir da detecc¸a˜o dos EAs, se faz necessa´ria dentro
do contexto dos AIWBES.
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Existem duas maneiras diferentes de realizar a detecc¸a˜o dos EAs (BRUSILOVSKY,
1996):
• Abordagem colaborativa: os estudantes fornecem suas prefereˆncias explicitamente, geral-
mente por meio de questiona´rios;
• Abordagem automa´tica: de acordo com o comportamento e as ac¸o˜es tomadas pelo estu-
dante dentro do sistema, o ambiente consegue detectar e atualizar o estilo de aprendizagem
do estudante automaticamente.
Com o decorrer do tempo, diversas abordagens para detecc¸a˜o e correc¸a˜o de estilos
de aprendizagem foram desenvolvidas. Algumas delas sa˜o abordagens colaborativas que utili-
zam questiona´rios psicome´tricos. Outras, abordagens computacionais que utilizam te´cnicas de
Aprendizado de Ma´quina, Inteligeˆncia Computacional e Inteligeˆncia Artificial para detectar o
EA do estudante automaticamente. Nas pro´ximas subsec¸o˜es, sera´ realizado um levantamento das
principais te´cnicas para detecc¸a˜o dos EAs.
2.5.1 Questiona´rios
Com o objetivo de determinar os estilos de aprendizagem de um estudante, em 1991
Richard Felder e Barbara Soloman criaram um questiona´rio psicome´trico denominado Index
of Learning Style (ILS) (FELDER; BRENT, 2005). O ILS e´ composto por quarenta e quatro
perguntas, sendo onze perguntas para cada uma das quatro dimenso˜es do FSLSM. A partir das
respostas do questiona´rio e´ possı´vel determinar o EA do estudante.
O ILS esta´ disponı´vel gratuitamente para uso dos estudantes ou dos professores
que desejam realizar um levantamento dos EAs de seus alunos (FELDER; BRENT, 2005). O
questiona´rio ja´ foi testado e validado diversas vezes.
No entanto, existem algumas crı´ticas em relac¸a˜o ao uso dessa abordagem colaborativa
para determinac¸a˜o dos estilos de aprendizagem. Graf, Lin et al. (2007) abordam a imprecisa˜o e
o grau de incerteza associados a` questiona´rios psicome´tricos para auto-avaliac¸a˜o de EA. Isso
ocorre por fatores como a dificuldade de auto-concepc¸o˜es pelo estudante (FELDER; SPURLIN,
2005), e tambe´m por exigir tempo e pacieˆncia no preenchimento. Ainda, Dorc¸a (2012) destaca o
fato do modelo na˜o considerar o aspecto dinaˆmico dos EA, sendo que um estudante pode tender
de um estilo para outro ao longo do tempo.
Existem ainda outros questiona´rios que foram propostos para se adequar a outros
modelos de descric¸a˜o de estilos de aprendizagem, como o Kolbs Learning Style Invectory (LSI),
baseado no modelo proposto por (KOLB; BOYATZIS; MAINEMELIS, 1984). Pore´m, esses
questiona´rios apresentam os mesmos problemas do ILS.
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2.5.2 Redes Bayesianas
As Redes Bayesianas sa˜o uma representac¸a˜o compacta e expressiva de relac¸o˜es
incertas entre paraˆmetros de um domı´nio (GARCIA et al., 2007). Sa˜o estruturas capazes de
modelar situac¸o˜es que apresentam algum grau de incerteza e na˜o sa˜o determinı´sticas.
Dessa forma, as Redes Bayesianas se adequam muito bem para a detecc¸a˜o de estilos
de aprendizagem, se considerarmos que esse e´ um problema na˜o determinı´stico e que apresenta
certo grau de incerteza. Com a te´cnica de Redes Bayesianas e´ possı´vel criar uma rede entre
os padro˜es de comportamento do estudante e as dimenso˜es do modelo de EA utilizado (AL-
AZAWEI; BADII, 2014).
Va´rios autores ja´ desenvolveram pesquisas relacionadas a` detecc¸a˜o dos EA utilizando
a abordagem de Redes Bayesianas. Podemos citar os trabalhos de (GARCIA et al., 2005),
(GARCIA et al., 2007), (GARCIA; SCHIAFFINO; AMANDI, 2008), (BOTSIOS; GEORGIOU;
SAFOURIS, 2008) e (Essaid El Bachari; El Adnani, 2011).
O trabalho de Garcia et al. (2007) foi um dos primeiros a relacionar Redes Bayesianas
e o FSLSM. Garcia et al. (2007) utiliza o Teorema de Bayes para inferir as caracterı´sticas do
estudante apo´s observar seu comportamento durante o processo de aprendizagem.
Para avaliar sua abordagem, Garcia et al. (2007) utilizou 27 estudantes de um curso
de Inteligeˆncia Artificial em um Ambiente Virtual de Aprendizagem. Os resultados foram
comparados com resultados obtidos pelo ILS, proposto por Felder. Foi verificado um grande
ı´ndice de acerto entre as probabilidades inferidas pela Rede Bayesiana e o resultado obtido pelo
questiona´rio ILS.
Dessa forma, Garcia et al. (2007) conseguiu comprovar com sua pesquisa a eficieˆncia
e viabilidade do uso de Redes Bayesianas para detecc¸a˜o e correc¸a˜o automa´tica dos estilos de
aprendizagem utilizando o FSLSM em ambientes virtuais de aprendizagem reais.
2.5.3 Redes Neurais Artificiais
As Redes Neurais Artificiais sa˜o modelos computacionais baseados na estrutura
dos neuroˆnios do ce´rebro humano e tem como objetivo reproduzir a maneira como o sistema
nervoso humano trabalha (VILLAVERDE; GODOY; AMANDI, 2006). O principal elemento da
rede e´ o neuroˆnio artificial, que esta´ conectado a outros neuroˆnios, e estes formam uma rede de
neuroˆnios. Por meio desta rede, os sinais sa˜o transmitidos e geram as sinapses, responsa´veis pelo
aprendizado da rede (VILLAVERDE; GODOY; AMANDI, 2006).
Alguns autores ja´ desenvolveram pesquisas relacionadas a` detecc¸a˜o e correc¸a˜o
de estilos de aprendizagem utilizando a abordagem de Redes Neurais Artificiais. Podemos
citar (VILLAVERDE; GODOY; AMANDI, 2006), (CABADA; ESTRADA; GARCIA, 2011),
(MANGHIRMALANI; PANTHAKY; JAIN, 2011) e (LO; CHAN; YEH, 2012).
Lo, Chan e Yeh (2012) propo˜em um sistema de aprendizagem baseado na web que
possui dois mo´dulos: o modelo do estudante e o modelo adaptativo. O modelo do estudante, apo´s
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coletar informac¸o˜es sobre o comportamento do mesmo durante as sesso˜es de aprendizagem, faz
uso de uma rede neural do tipo multicamada feed-forward para classificar o comportamento do
aluno (LO; CHAN; YEH, 2012).
A validac¸a˜o da abordagem foi feita com estudantes reais. Os resultados mostraram
que o treinamento da rede neural foi apropriado e o ambiente conseguiu inferir o estilo cognitivo
do estudante com um alto grau de precisa˜o (LO; CHAN; YEH, 2012). Os autores consideraram,
por fim, que o uso da rede neural multicamada possui potencial para poder ser utilizado em um
ambiente virtual de aprendizagem.
Embora a utilizac¸a˜o de redes neurais para detecc¸a˜o dos estilos de aprendizagem
dos estudantes tenha se mostrado promissora, Al-Azawei e Badii (2014) ressaltam que essa
abordagem deve ser melhor avaliada, pois apresenta um elevado custo computacional e grande
complexidade.
2.5.4 A´rvore de Decisa˜o
De acordo com Russell e Norvig (1995), uma A´rvore de Decisa˜o e´ uma estrutura
computacional utilizada para aprendizado de ma´quina e tomada de decisa˜o. As a´rvores utilizam
uma situac¸a˜o problema (conjunto de atributos) como entrada e geram uma hipo´tese como saı´da
(RUSSELL; NORVIG, 1995). Esse me´todo e´ bastante utilizado por apresentar estrutura simples,
pore´m poderosa.
O problema de detecc¸a˜o e correc¸a˜o automa´tica dos estilos de aprendizagem ja´ foi
modelado por alguns autores utilizando a estrutura de A´rvore de Decisa˜o. Cha et al. (2006)
e O¨zpolat e Akar (2009) sa˜o exemplos de pesquisadores que utilizaram essa abordagem para
identificac¸a˜o dos estilos de aprendizagem.
O¨zpolat e Akar (2009) utilizam uma estrutura de a´rvore combinada com o algoritmo
NBTree e o classificador Binary Relevance para modelar os estilos de aprendizagem, baseados
no FSLSM. Nessa abordagem, o estudante interage com o ambiente virtual de aprendizagem, que
oferece objetos de aprendizagem gene´ricos ao estudante. De acordo com as opc¸o˜es do estudante
pelos objetos, as mesmas sa˜o agrupadas e organizadas na a´rvore de decisa˜o (O¨ZPOLAT; AKAR,
2009).
A partir da gerac¸a˜o da a´rvore, utiliza-se o algoritmo NBTree para inferir o estilo
de aprendizagem do estudante. Assim, os estudantes sa˜o classificados de acordo com seus
interesses e, conforme o resultado da classificac¸a˜o, sa˜o identificados os estilos de aprendizagem
(O¨ZPOLAT; AKAR, 2009).
Ja´ a abordagem proposta por Cha et al. (2006) utiliza A´rvores de Decisa˜o combinadas
com Modelos Ocultos de Markov. Atrave´s da interac¸a˜o do estudante com o ambiente virtual de
ensino, o sistema coleta suas prefereˆncias individuais e as armazena em uma estrutura de A´rvore
de Decisa˜o. A detecc¸a˜o dos estilos de aprendizagem e´ realizada utilizando o Modelo Oculto de




Algoritmos Gene´ticos sa˜o heurı´sticas baseadas na Teoria da Evoluc¸a˜o de Charles
Darwin (YANNIBELLI; GODOY; AMANDI, 2006). Com base nessa te´cnica, uma populac¸a˜o
de soluc¸o˜es candidatas a um problema de otimizac¸a˜o evolui para melhores soluc¸o˜es, atrave´s
dos princı´pios naturais de heranc¸a, mutac¸a˜o, selec¸a˜o natural e recombinac¸a˜o (YANNIBELLI;
GODOY; AMANDI, 2006).
Algumas abordagens para identificac¸a˜o de estilos de aprendizagem utilizando Algo-
ritmos Gene´ticos ja´ foram propostas. Chang et al. (2009) propo˜em um me´todo para classificar e
identificar estilos de aprendizagem de estudantes. O autor utiliza o K-Nearest Neighbor como
classificador, juntamente com um Algoritmo Gene´tico.
Yannibelli, Godoy e Amandi (2006) utiliza um Algoritmo Gene´tico que busca
identificar as ac¸o˜es do aluno ao frequentar uma disciplina. Assim, as ac¸o˜es observadas sa˜o
consideradas como as prefereˆncias do estudante e enta˜o sa˜o mapeadas para o FSLSM. No seu
algoritmo, Yannibelli, Godoy e Amandi (2006) define a populac¸a˜o inicial de cromossomos, de
forma que cada cromossomo representa uma combinac¸a˜o de ac¸o˜es. Cada cromossomo dessa
populac¸a˜o e´ avaliado de acordo com as ac¸o˜es feitas pelo aluno. Uma nova populac¸a˜o e´ obtida por
meio de te´cnicas de selec¸a˜o, crossover e mutac¸a˜o (YANNIBELLI; GODOY; AMANDI, 2006).
Yannibelli, Godoy e Amandi (2006) realizou testes com uma base de dez estudantes
e seu algoritmo mostrou um alto ı´ndice de acerto na infereˆncia dos EAs. A taxa de acerto
na detecc¸a˜o foi de 80% para a dimensa˜o Processamento, 100% para a dimensa˜o Percepc¸a˜o e
100% para a dimensa˜o Organizac¸a˜o. Yannibelli, Godoy e Amandi (2006) na˜o considerou no seu
algoritmo a dimensa˜o Entrada do FSLSM.
2.5.6 Aprendizagem por Reforc¸o e Cadeias de Markov
A Aprendizagem por Reforc¸o e´ uma te´cnica da Inteligeˆncia Artificial que utiliza re-
compensas para que o agente possa aprender (RUSSELL; NORVIG, 1995). Atrave´s da interac¸a˜o
do agente com o ambiente, o mesmo consegue aprender, de acordo com as recompensas que lhe
sa˜o oferecidas.
A Aprendizagem por Reforc¸o e´ geralmente utilizada quando na˜o se consegue obter
exemplos de qual o comportamento correto que o agente deve ter em determinadas situac¸o˜es, ou
quando o agente esta´ em um ambiente desconhecido. Assim, logo apo´s realizar alguma ac¸a˜o, o
agente toma conhecimento do estado alcanc¸ado e consegue obter experieˆncia sobre o ganho de
suas ac¸o˜es em determinado estado (DORC¸A, 2012).
Sendo assim, a Aprendizagem por Reforc¸o e´ um me´todo adequado para ser utilizado
em situac¸o˜es onde na˜o se possui uma base de conhecimento capaz de informar os objetivos e
ac¸o˜es corretas, como e´ o caso da detecc¸a˜o automa´tica e dinaˆmica de estilos de aprendizagem
(DORC¸A, 2012).
Dorc¸a (2012) apresenta uma abordagem que utiliza Aprendizagem por Reforc¸o, onde
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o processo de atualizac¸a˜o do Modelo do Estudante e´ feito a partir do desempenho dos estudantes.
O desempenho do estudante, por sua vez, e´ aferido utilizando-se um Processo Estoca´stico para
Simulac¸a˜o do Desempenho do Estudante - PESDE, metodologia criada pelo autor.
O Modelo do Estudante e´ modelado com uma cadeia de Markov para cada dimensa˜o
do FSLSM, e e´ formado por uma combinac¸a˜o de objetivos de aprendizagem, estilos de apren-
dizagem e nı´vel cognitivo. A abordagem utiliza o algoritmo Q-learning para, de acordo com
o resultado do desempenho do estudante calculado pelo PESDE, realizar a retroalimentac¸a˜o e
atualizac¸a˜o do modelo de estudante, representado pelas cadeias de Markov.
Para realizar os testes e validar sua abordagem, Dorc¸a (2012) utilizou a metodologia
de simulac¸a˜o computacional. Os resultados obtidos foram satisfato´rios, pois foi detectado um
alto grau de coesa˜o entre o modelo do estudante probabilı´stico e o modelo do estudante real,
com um baixo custo computacional.
2.5.7 Minerac¸a˜o de Dados Educacionais
A Minerac¸a˜o de Dados tem como objetivo utilizar te´cnicas para descoberta de conhe-
cimento em bases de dados. Recentemente, muito se tem discutido sobre a Minerac¸a˜o de Dados
Educacionais, que consiste em aplicar me´todos da Minerac¸a˜o de Dados para a descoberta de
conhecimento em bases de dados de ambientes educacionais (BAKER; ISOTANI; CARVALHO,
2011).
Senechal (2013) afirma que essa abordagem utiliza informac¸o˜es da interac¸a˜o do
aluno com o ambiente virtual, armazenadas nos arquivos de logs, para buscar padro˜es e inferir
os estilos de aprendizagem dos estudantes.
De acordo com Baker, Isotani e Carvalho (2011), uma das principais linhas de
pesquisa da Minerac¸a˜o de Dados Educacionais e´ o desenvolvimento de me´todos eficazes para dar
suporte ao aluno que utiliza ambientes virtuais de aprendizagem. Ainda segundo o autor, alguns
Sistemas Tutores Inteligentes na Europa e EUA ja´ utilizam te´cnicas de Minerac¸a˜o de Dados
Educacionais para proporcionar uma aprendizagem mais personalizada e de melhor qualidade.
Existe ainda a possibilidade de utilizar os dados coletados como entrada para outros
algoritmos da Inteligeˆncia Artificial que possam realizar a infereˆncia dos estilos de aprendizagem
(AL-AZAWEI; BADII, 2014). Assim, os dados podem servir de insumo para te´cnicas como as
Redes Bayesianas, Redes Neurais Artificiais, entre outros.
Esse e´ o caso do trabalho de Rajper et al. (2016), que utiliza te´cnicas de minerac¸a˜o de
dados e Redes Bayesianas para inferir os estilos de aprendizagem. A pesquisa foi realizada com
863 estudantes matriculados em cursos de Cieˆncia da Computac¸a˜o. Para validac¸a˜o da pesquisa,
os resultados foram comparados com resultados do questiona´rio KLSI, utilizado para classificar
os estudantes de acordo com o modelo do Kolb’s Learning Style Model. Por fim, o autor avalia
que os resultados obtidos podem melhorar no futuro com o aprimoramento da te´cnica (RAJPER
et al., 2016).
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2.5.8 Ma´quina de Vetores de Suporte
Uma Ma´quina de Vetores de Suporte (Support Vector Machine - SVM) e´ uma te´cnica
da a´rea da Inteligeˆncia Computacional, baseada na Teoria de Aprendizado Estatı´stico (GONG;
WANG, 2011). Uma SVM e´ um classificador bina´rio, pois possui como entrada um conjunto de
dados e infere, para cada entrada, qual das duas classes a entrada faz parte.
Amir et al. (2016) propo˜e uma abordagem para detecc¸a˜o de estilos de aprendizagem
atrave´s do me´todo baseado em literatura e as SVM. Os autores analisaram dados de duzentos
alunos atrave´s dos logs de arquivos de um sistema de gesta˜o de aprendizagem. Utilizaram,
enta˜o, o SVM para inferir os estilos de aprendizagem dos estudantes. Os resultados foram
comparados com resultados obtidos utilizando o classificador Naive Bayes. Os resultados
da SVM se mostraram superiores aos resultados utilizando Naive Bayes, o que comprova a
viabilidade da proposta (AMIR et al., 2016).
2.5.9 Lo´gica Fuzzy
A Lo´gica Fuzzy e´ baseada na teoria dos conjuntos fuzzy e se difere dos sistemas
lo´gicos tradicionais devido a suas caracterı´sticas e detalhes (GOMIDE; GUDWIN; TANSCHEIT,
1995). E´ a lo´gica onde os modelos de raciocı´nio sa˜o aproximados, e na˜o exatos (GOMIDE;
GUDWIN; TANSCHEIT, 1995). Na Lo´gica Fuzzy, o valor verdade de uma proposic¸a˜o pode
ser um subconjunto fuzzy de qualquer conjunto parcialmente ordenado (GOMIDE; GUDWIN;
TANSCHEIT, 1995).
De acordo com Rodrigues et al. (2016), a Lo´gica Fuzzy e´ uma te´cnica que se adequa
bem em situac¸o˜es onde na˜o existe uma definic¸a˜o u´nica de determinadas caracterı´sticas, como e´ o
caso da modelagem de EA.
Rodrigues et al. (2016) propo˜e uma abordagem baseada em Lo´gica Fuzzy para
detecc¸a˜o dos EAs dos estudantes. Nesse modelo, o autor classifica as notas do estudante de
acordo com alguns conjuntos difusos: Muito Ruim, Ruim, Me´dia, Boa e Muito Boa. Cada nota
pertence a um determinado conjunto difuso com um certo grau de pertineˆncia que varia entre 0 e
1 (RODRIGUES et al., 2016).
Sendo assim, o sistema seleciona, por meio de algumas regras de defuzzificac¸a˜o,
uma Combinac¸a˜o de Estilo de Aprendizagem que contenha uma baixa me´dia de notas ruins e alta
me´dia de notas boas(RODRIGUES et al., 2016). Os resultados do algoritmo foram comparados
com resultados obtidos pelo algoritmo descrito por (DORC¸A, 2012). A abordagem proposta se
mostrou superior devido a` sua baixa variabilidade nos resultados e um melhor desempenho do
algoritmo (RODRIGUES et al., 2016).
2.5.10 Modelo Oculto de Markov
Um Modelo Oculto de Markov e´ uma variac¸a˜o das cadeias de Markov, pois ale´m de
apresentar as distribuic¸o˜es de probabilidades comuns a`s cadeias de Markov, ele possui tambe´m
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uma distribuic¸a˜o baseada em observac¸a˜o e comportamento do ambiente em que esta´ inserido
(RABINER, 1989).
Um Modelo Oculto de Markov e´ um processo duplamente estoca´stico, onde um dos
processos estoca´sticos e´ na˜o visı´vel e na˜o observa´vel, e o outro e´ um processo que produz uma
sequeˆncia de observac¸o˜es (RABINER, 1989). Dessa forma, o primeiro processo estoca´stico,
na˜o visı´vel, pode ser observado pelo segundo processo estoca´stico, que produz a sequeˆncia de
observac¸o˜es.
Alguns autores ja´ utilizaram a abordagem de Modelo Oculto de Markov para detectar
os EA de estudantes. Pode-se destacar as propostas de (NGUYEN, 2013) e (SENA et al., 2016).
A abordagem proposta por Nguyen (2013) utiliza um Modelo Oculto de Markov
para cada dimensa˜o do FSLSM. As subdimenso˜es das dimenso˜es formam os estados ocultos
do modelo, enquanto as observac¸o˜es das ac¸o˜es do estudante no sistema compo˜e os estados
observados do modelo.
A infereˆncia dos EA, no caso da modelagem por meio dos Modelos Ocultos de
Markov, esta´ relacionada a resolver o problema de encontrar a melhor sequeˆncia de estados
ocultos que influenciou na gerac¸a˜o dos estados observados do modelo. Ou seja, qual sequeˆncia
de transic¸a˜o de estados e´ mais prova´vel que tenha conduzido a uma sequeˆncia de observac¸o˜es
(NGUYEN, 2013). A melhor soluc¸a˜o para esse problema, conforme Nguyen (2013), e´ utilizar o
Algoritmo de Viterbi.
Sena et al. (2016) implementou a modelagem de EA utilizando os Modelos Ocultos
de Markov e o Algoritmo de Viterbi para inferir os estilos. Os resultados foram satisfato´rios, com




O desenvolvimento da presente pesquisa se deu em treˆs etapas. A primeira etapa
consistiu na realizac¸a˜o de um vasto estudo na literatura para levantamento de diferentes formas
de modelagem do estudante em Sistemas Educacionais Inteligentes e Adaptativos Baseados
na Web. A pesquisa abrangeu, ainda, os diferentes me´todos para detecc¸a˜o automa´tica dos EA
propostos nos diversos trabalhos. Foi feito tambe´m um estudo sobre os conceitos matema´ticos
envolvidos na proposta, principalmente aqueles relacionados ao formalismo do Modelo Oculto
de Markov e ao Algoritmo de Viterbi.
Na segunda parte da pesquisa, foi proposta uma forma de modelagem dos EAs
baseado em Modelos Ocultos de Markov e FSLSM, utilizando o Algoritmo de Viterbi para
inferir os EAs probabilı´sticos. Sendo assim, foi implementada a proposta de Nguyen (2013),
utilizando a linguagem de programac¸a˜o Java.
Na terceira etapa, foi implantado um mo´dulo para correc¸a˜o de estilos de aprendiza-
gem, por meio de uma abordagem por reforc¸o, proposta em Dorc¸a (2012). Dessa forma, sempre
que o estudante apresentar um rendimento inferior a um limite preestabelecido, sera´ aplicado um
reforc¸o no seu modelo de estudante (ou seja, no Modelo Oculto de Markov). Esse reforc¸o sera´
aplicado porque um rendimento baixo pode indicar um problema de aprendizagem, que pode ter
sido ocasionado pela na˜o identificac¸a˜o correta do seu EA.
A validac¸a˜o da proposta foi realizada utilizando-se as interac¸o˜es dos alunos de um
curso com um Sistema de Gesta˜o de Aprendizagem. Para isso, foi utilizada a base de dados do
trabalho de Yannibelli, Godoy e Amandi (2006). Simultaneamente a`s etapas descritas, foram
realizadas as ana´lises dos resultados.
As pro´ximas sec¸o˜es apresentam os conceitos que embasam o que esta´ sendo proposto,
bem como a estrutura da abordagem apresentada.
3.1 Modelos Ocultos de Markov
O formalismo do Modelo Oculto de Markov (Hidden Markov Model - HMM) foi
descrito pela primeira vez no final dos anos 1960, por Baum e Petrie (1966) e Baum, Eagon et al.
(1967). Inicialmente, os modelos eram aplicados para reconhecimento de palavras. Com o tempo,
eles passaram a ser utilizados tambe´m em outras a´reas, como no reconhecimento de voz (LEE
et al., 1990; RABINER; WILPON; SOONG, 1989), detecc¸a˜o de falhas em sistemas dinaˆmicos
(SMYTH, 1994), verificac¸a˜o online de assinatura (YANG; WIDJAJA; PRASAD, 1995), entre
outros.
Um HMM e´ uma variac¸a˜o das cadeias de Markov, pois ale´m de apresentar as
distribuic¸o˜es de probabilidades comuns a`s cadeias de Markov, ele possui tambe´m uma distribuic¸a˜o
baseada em observac¸a˜o e comportamento do ambiente em que esta´ inserido (RABINER, 1989).
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Rabiner (1989) define um HMM como um processo duplamente estoca´stico, onde
um dos processos estoca´sticos e´ na˜o visı´vel e na˜o observa´vel, e o outro e´ um processo que produz
uma sequeˆncia de observac¸o˜es. Dessa forma, o primeiro processo estoca´stico, na˜o visı´vel, pode
ser observado pelo segundo processo estoca´stico, que produz a sequeˆncia de observac¸o˜es.
De forma gene´rica, um HMM pode ser descrito pelo conjunto de paraˆmetros do
modelo λ = (A, B, pi), onde pi representa o vetor de probabilidades inicial da cadeia oculta
de Markov, A representa a matriz de transic¸a˜o entre os estados e B representa a matriz de
probabilidade de emissa˜o de estados observa´veis (SENA et al., 2016).
O HMM apresenta alguns elementos fundamentais (RABINER, 1989):
• N, o conjunto de estados do modelo, representados por S= s1,s2, ...sn em um espac¸o de
tempo t em qt ;
• M, conjunto de estados observa´veis, denotados por V = v1,v2, ...vm;
• Distribuic¸a˜o de probabilidade da transic¸a˜o do estado, A= ai j, sendo ai j =P[qt+1 = S j|qt =
si],1≤ i, j ≤ N;
• Distribuic¸a˜o de probabilidades de estados observa´veis no estado j, B = b j(k), sendo
b j(k) = P[vk em t|qt = S j],1≤ j ≤ N e 1≤ k ≤M;
• Distribuic¸a˜o inicial de probabilidades pi , sendo pii = P[q1 = Si],1≤ i≤ N.
Um exemplo de modelagem utilizando HMM na a´rea educacional esta´ descrito em
Nguyen (2013). O problema esta´ relacionado a determinar o EA do estudante em determinada
dimensa˜o do FSLSM, de acordo com as observac¸o˜es sobre sua interac¸a˜o com o sistema de
aprendizagem. Nessa situac¸a˜o, em relac¸a˜o a` dimensa˜o entrada, os estados ocultos sa˜o os EA
possı´veis: Visual ou Verbal. Os estados observa´veis sa˜o as observac¸o˜es que se pode fazer a partir
da interac¸a˜o do estudante com o sistema: leitura de textos, visualizac¸a˜o de imagens ou vı´deos. O
HMM que representa essa situac¸a˜o pode ser visualizado na Figura 11.
Figura 11 – Modelo Oculto de Markov para a Dimensa˜o Entrada do FSLSM
Fonte: Adaptado de Nguyen (2013).
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As transic¸o˜es entre os estados sa˜o probabilidades, representadas por meio de uma
matriz de transic¸a˜o de estados ocultos (Tabela 2) e uma matriz de emissa˜o de estados observa´veis
(Tabela 3).






Tabela 3 – Matriz de emissa˜o de estados observa´veis - HMM para determinac¸a˜o de EA na
dimensa˜o Entrada
Texto Imagem Vı´deo
Verbal 0,6 0,3 0,1
Visual 0,2 0,4 0,4
Fonte: Pro´prio autor.
Conforme (RABINER, 1989), existem treˆs problemas fundamentais que envolvem a
modelagem por meio de Modelos Ocultos de Markov. O primeiro problema esta´ relacionado ao
ca´lculo eficiente da probabilidade de uma sequeˆncia de estados observa´veis. O segundo problema
e´ encontrar a melhor sequeˆncia de estados ocultos que influenciou na gerac¸a˜o dos estados
observados do modelo. Ja´ o terceiro e u´ltimo problema consiste em definir uma metodologia de
treinamento e aprendizado de ma´quina com objetivo de maximizar o ca´lculo das probabilidades
na sequeˆncia de estados observa´veis (SENA et al., 2016). Abaixo, com mais detalhes, os treˆs
problemas canoˆnicos e os algoritmos propostos para a resoluc¸a˜o sera˜o descritos.
3.1.1 Primeiro Problema - Verossimilhanc¸a
O primeiro problema (conhecido como problema da verossimilhanc¸a) que envolve a
modelagem por meio de Modelos Ocultos de Markov esta´ relacionado ao ca´lculo da probabilidade
de uma sequeˆncia de estados observa´veis. Sendo assim, dado um modelo λ = (A, B, pi) e a
sequeˆncia de estados observa´veis V = (v1,v2, ...,vT ), como calcular a probabilidade de se gerar a
sequeˆncia de observa´veis a partir do modelo (ALAMINO, 2005).
Os me´todos tradicionais para resoluc¸a˜o do problema da verossimilhanc¸a apresentam
um alto custo computacional, ja´ que o nu´mero de multiplicac¸o˜es necessa´rias para o ca´lculo da
soma seria na ordem de (2T −1)nT (ALAMINO, 2005). No entanto, existem dois algoritmos de
complexidade polinomial que foram desenvolvidos para a resoluc¸a˜o deste problema. Sa˜o eles o
Forward Procedure e o Backward Procedure.
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O Forward Procedure e´ um algoritmo recursivo que e´ iniciado com uma varia´vel
forward f1(i) = P(v1...vt ,qt = Si|λ ). O algoritmo e´ executado da seguinte forma (PETRUSHIN,
2000; SENA et al., 2016; ALAMINO, 2005):
• Inicializac¸a˜o: f1(i) = piiei(v1),1≤ i≤ N;
• Recursa˜o: ft+1( j) = e j(vt+1)∑Ni=1 ft(i)ai j,1≤ t ≤ T −1,1≤ j ≤ N;
• Finalizac¸a˜o: P(V |λ ) = ∑Ni=1 ft(i).
O passo 1 necessita de n multiplicac¸o˜es, enquanto a recursa˜o necessita um quantita-
tivo de n(T - 1)(n + 1) multiplicac¸o˜es e a etapa final requer apenas somas (ALAMINO, 2005).
O nu´mero total de multiplicac¸o˜es do Forward Procedure e´, enta˜o, n + n(T - 1)(n + 1), que e´
polinomial na ordem de 2 em n e na ordem de 1 em T (ALAMINO, 2005).
O Backward Procedure e´ um algoritmo recursivo que e´ iniciado com uma varia´vel
backward b1(i) = P(vt+1,vt+2...vT ,qt = Si|λ ). O algoritmo e´ executado da seguinte forma
(PETRUSHIN, 2000; SENA et al., 2016; ALAMINO, 2005):
• Inicializac¸a˜o: bT (i) = 1,1≤ i≤ N;
• Recursa˜o: bt(i) = ∑Ni=1 ai je j(vt+1)bt+1( j),T −1,T −2, ...,1,1≤ i≤ N;
• Finalizac¸a˜o: P(V |λ ) = ∑Ni=1 b1(i)pieiv1.
O passo 2, relacionado a` recursa˜o, necessita de 2n2(T −1) multiplicac¸o˜es, enquanto
o passo 3 necessita de 2n multiplicac¸o˜es (ALAMINO, 2005). O nu´mero total de multiplicac¸o˜es
do Backward Procedure e´ 2n+ 2n2(T − 1) e, assim como o Forward Procedure, apresenta
complexidade polinomial na ordem de 2 em n e na ordem de 1 em T (ALAMINO, 2005).
Tanto o Forward Procedure quanto o Backward Procedure sa˜o algoritmos que podem
ser utilizados para fazer o ca´lculo eficiente de P(V |λ ) e solucionar o primeiro problema canoˆnico
dos HMMs (ALAMINO, 2005).
3.1.2 Segundo Problema
O segundo dos problemas canoˆnicos que envolvem a modelagem por meio de Mode-
los Ocultos de Markov e´ conhecido como o Problema do Reconhecimento e esta´ relacionado a
encontrar a melhor sequeˆncia de estados ocultos que influenciou na gerac¸a˜o dos estados obser-
vados do modelo (ALAMINO, 2005). Ou seja, qual sequeˆncia de transic¸a˜o de estados e´ mais
prova´vel que tenha conduzido a uma sequeˆncia de observac¸o˜es (NGUYEN, 2013).
Para Nguyen (2013), uma estrate´gia de forc¸a bruta nessa situac¸a˜o e´ uma soluc¸a˜o
invia´vel, dado uma grande quantidade de estados. Sendo assim, de acordo com Nguyen (2013), a
melhor soluc¸a˜o a ser utilizada nessa situac¸a˜o e´ o Algoritmo de Viterbi (DUGAD; DESAI, 1996).
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Dessa forma, para a soluc¸a˜o do problema em questa˜o, basta utilizar o algoritmo de
Viterbi para maximizar a distribuic¸a˜o de probabilidades do modelo, uma vez que a operac¸a˜o
vai retornar a sequeˆncia mais prova´vel de estados na˜o observados que influenciam diretamente
na gerac¸a˜o dos estados observados dentro dos paraˆmetros definidos pelo modelo (SENA et al.,
2016).
O algoritmo possui algumas varia´veis de entrada, que basicamente sa˜o as varia´veis
que descrevem o HMM λ = (S,V,A,B,pi) (PETRUSHIN, 2000; SENA et al., 2016; ALAMINO,
2005):
• Conjunto de estados ocultos S = {s1,s2,s3, ...,sn};
• Conjunto de estados observa´veis V = {v1,v2,v3, ...,vn};
• Matriz de probabilidades dos estados ocultos do modelo, A = {ai j}, onde ai j e´ a probabili-
dade de transic¸a˜o entre um estado e outro;
• Matriz de probabilidades dos estados observa´veis do modelo no estado j, B = {b j(k)},
onde b j(k) e´ a probabilidade de emissa˜o de um sı´mbolo em determinado estado;
• Distribuic¸a˜o inicial de probabilidades dos estados ocultos, representada por pi;
Ale´m das varia´veis do HMM, e´ necessa´rio ainda um vetor va, que armazena os
maiores valores de probabilidades no tempo t; e um vetor vx, que armazena a sequeˆncia de
estados com maior probabilidade ao longo da execuc¸a˜o do algoritmo (SENA et al., 2016).
Dadas essas varia´veis como entrada, o Algoritmo de Viterbi e´ executado como mostra
o pseudo-co´digo a seguir (PETRUSHIN, 2000; SENA et al., 2016; ALAMINO, 2005):
Algorithm 1 Algoritmo de Viterbi
1: para i← 1 ate´ N fac¸a
2: vat(i) = (pii)∗ (bi(v1));
3: vx(i) = 0;
4: fim para
5: para j← 2 ate´ N fac¸a
6: para i← 1 ate´ N fac¸a
7: vat( j) = max1≤i≤N(vat−1(i)ai j)∗ (b j(vt));
8: vxt( j) = argmax1≤i≤N(vat−1(i)ai j)∗ (b j(vt));
9: fim para
10: fim para
11: P∗= max1≤i≤NvaT (I);
12: qT∗= argmax1≤i≤NvaT (i);
13: para j← N, N-1,... ate´ 2 fac¸a
14: qT∗= vxt+1(q∗t+1);
15: fim para
16: return Q∗= {q1∗,q2∗,q3∗, ...,qn∗};
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3.1.3 Terceiro Problema
De acordo com Rabiner (1989), o terceiro problema que envolve a modelagem por
meio dos HMMs e´ o mais complexo para ser resolvido. Ele esta´ relacionado a encontrar um
me´todo de ajuste dos paraˆmetros do HMM, de forma a maximizar a probabilidade de uma dada
sequeˆncia de observac¸o˜es (RABINER, 1989). Ainda na˜o foi encontrada uma forma de resolver
esse problema com baixo custo computacional. No entanto, pode-se utilizar procedimentos
iterativos, como o algoritmo de Baum-Welch, onde a probabilidade P(O|λ ) e´ maximizada
localmente (RABINER, 1989).
A ideia do algoritmo de Baum-Welch e´ fazer uma estimativa do nu´mero de transic¸o˜es
do estado i para o j, e as emisso˜es do sı´mbolo k no estado i, tendo como base os paraˆmetros atuais
e a sequeˆncia de observac¸a˜o (PETRUSHIN, 2000). As estimativas sa˜o utilizadas para recalcular
os paraˆmetros do modelo. Esse processo recursivo continua ate´ que o crite´rio de parada tenha
sido atingido (PETRUSHIN, 2000).
O algoritmo utiliza as probabilidades de transic¸a˜o e emissa˜o para aproximac¸a˜o dos
contadores correspondentes. A probabilidade de transic¸a˜o do estado i para o estado j no tempo k
e´ calculada utilizando a fo´rmula 3.1 (PETRUSHIN, 2000; SENA et al., 2016).
E(i, j) = P(qt = i,qt+1 = j|V,λ ) = ft(i)ai je j(vt+1)bt+1( j)P(V |λ ) (3.1)
O algoritmo e´ executado da seguinte forma (PETRUSHIN, 2000; SENA et al., 2016):
• Inicializac¸a˜o: os paraˆmetros do modelo sa˜o escolhidos de forma aleato´ria. Atribui-se
valores a Ai j e Bi(t).







fi(l)ai je j(Ot+1)bi(l)b j(l+1) (3.2)
Bi(t) =
1
P(V |λ ) ∑l|V=t
fi(l)bi(l) (3.3)







, t = 1,M; i, j = 1,N (3.4)
Log do ca´lculo da verossimilhanc¸a.
• Finalizac¸a˜o: quando a diferenc¸a entre dois valores consecutivos da func¸a˜o de verossimilhanc¸a
for inferior a um limite imposto ou quando o nu´mero ma´ximo de iterac¸o˜es for excedido, o
algoritmo deve parar.
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(3.8)
3.2 Aprendizagem por Reforc¸o
Quando pensamos sobre a natureza da aprendizagem, a primeira ideia a ocorrer e´ a
de que aprendemos interagindo com nosso ambiente (SUTTON; BARTO, 1998). Uma crianc¸a,
por exemplo, ao agitar os brac¸os e brincar, esta´ realizando uma conexa˜o sensorial e motora com
o ambiente (SUTTON; BARTO, 1998). O exercı´cio dessa conexa˜o produz va´rias informac¸o˜es
sobre causa e efeito, sobre as consequeˆncias de suas ac¸o˜es e sobre o que fazer para atingir
os objetivos (SUTTON; BARTO, 1998). Dessa forma, a ideia de aprendizagem por meio da
interac¸a˜o com o ambiente esta´ relacionada a diversas teorias da aprendizagem.
A Aprendizagem por Reforc¸o (AR) e´ uma te´cnica de Aprendizado de Ma´quina que
busca aprender como mapear estados e ac¸o˜es de forma a maximizar um sinal de recompensa
(SUTTON; BARTO, 1998). A AR envolve um agente que percebe e atua em um ambiente,
realizando ac¸o˜es que afetam o estado do ambiente (ARMSTRONG et al., 2006). O agente
recebe recompensas como forma de medida de sucesso de suas ac¸o˜es (ARMSTRONG et al.,
2006). Dessa forma, na AR o agente deve aprender qual o melhor comportamento, por meio de
”tentativa e erro”, interagindo com um ambiente dinaˆmico (KAELBLING; LITTMAN; MOORE,
1996).
Ao contra´rio da aprendizagem supervisionada, na AR o agente na˜o tem conhecimento
se uma ac¸a˜o e´ o´tima (ARMSTRONG et al., 2006). Ele deve descobrir quais ac¸o˜es produzem
melhores recompensas experimentando-as (SUTTON; BARTO, 1998). A ac¸a˜o tomada pode
afetar na˜o somente a recompensa imediata, mas tambe´m todas as recompensas subsequentes
(SUTTON; BARTO, 1998).
A AR e´ bastante utilizada quando o agente deve atuar em ambientes desconhecidos,
onde na˜o se tem conhecimento sobre qual o comportamento correto em determinadas situac¸o˜es
(DORC¸A, 2012). Dessa forma, ela se difere da aprendizagem supervisionada por na˜o possuir
uma representac¸a˜o de pares de entrada/saı´da. Ao realizar determinada ac¸a˜o, o agente e´ informado
sobre o estado alcanc¸ado e adquire experieˆncia sobre suas ac¸o˜es (DORC¸A, 2012).
A construc¸a˜o de um agente para atuar na AR envolve a definic¸a˜o das percepc¸o˜es
e ac¸o˜es do agente e o reforc¸o do ambiente. Sendo assim, na˜o e´ preciso definir como o agente
deve agir ou qual objetivo deve alcanc¸ar, ja´ que todo o aprendizado sera´ conduzido de maneira
constante e incremental por interme´dio do reforc¸o (DORC¸A, 2012).
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Isso faz da detecc¸a˜o automa´tica de EA um problema que pode ser modelado utili-
zando a AR. Na modelagem automa´tica e dinaˆmica de EA, na˜o existe uma fonte de conheci-
mento para informar quais os objetivos e ac¸o˜es corretas. Isso ocorre principalmente devido ao
na˜o-determinismo e a` dificuldade em se modelar regras determinı´sticas capazes de inferir EA
(DORC¸A, 2012).
Um exemplo de aplicac¸a˜o da AR para detecc¸a˜o de EA esta´ descrita em Dorc¸a (2012).
Na abordagem proposta pelo autor, o sistema seleciona uma estrate´gia de aprendizagem e avalia
o resultado obtido pelo aluno. Se o resultado na˜o for satisfato´rio, uma abordagem por reforc¸o e´
aplicada de forma a ajustar os paraˆmetros que auxiliam o processo de selec¸a˜o da estrate´gia de
aprendizagem.
A abordagem para AR proposta no trabalho citado e´ baseada no algoritmo Q-learning.
O Q-learning busca definir a melhor ac¸a˜o, de acordo com uma func¸a˜o de utilidade que mapeia
estados e ac¸o˜es a um valor nume´rico (DORC¸A, 2012). No Q-learning, a melhor ac¸a˜o a ser
executada no estado s pode ser obtida pela equac¸a˜o 3.9, onde pi∗ representa a polı´tica o´tima que
maximiza a medida de reforc¸o em longo prazo (IGLESIAS et al., 2009).
pi∗(s) = argmaxaQ∗(s,a) (3.9)
3.3 Trabalhos Utilizados como Base para a Proposta
Existem va´rios trabalhos que buscam solucionar o problema de detecc¸a˜o automa´tica
de EA. Destacamos aqui alguns dos trabalhos que foram a base para a presente proposta:
Nguyen (2013), Sena et al. (2016), Dorc¸a (2012) e Yannibelli, Godoy e Amandi (2006). Todos
eles possuem suas vantagens e desvantagens e, basicamente, buscou-se interligar as principais
vantagens de cada um dos quatro trabalhos para formar a proposta deste trabalho.
Em seu trabalho, Nguyen (2013) propo˜e a utilizac¸a˜o de HMM para a modelagem de
EA, utilizando o Algoritmo de Viterbi para inferir o EA probabilı´stico. Nguyen (2013) utiliza
uma combinac¸a˜o do modelo FSLSM com o modelo de Honey e Mumford para descric¸a˜o e
categorizac¸a˜o dos EAs. O modelo construı´do leva em considerac¸a˜o treˆs dimenso˜es (estados
ocultos): Visual/Verbal, Ativista/Refletor e Teo´rico/Pragma´tico.
O modelo preveˆ ainda algumas observac¸o˜es, que compo˜e a matriz de estados ob-
serva´veis. Na dimensa˜o Visual/Verbal, os estados observa´veis podem ser: texto, figura e vı´deo.
Na dimensa˜o Ativista/Refletor, os estados observa´veis podem ser: teoria, exemplo, exercı´cio,
enigma, objeto de aprendizagem de baixa interac¸a˜o, objeto de aprendizagem de me´dia interac¸a˜o
ou objeto de aprendizagem de alta interac¸a˜o. Na dimensa˜o Teo´rico/Pragma´tico, os estados
observa´veis sa˜o os mesmos da dimensa˜o Ativista/Refletor.
A sequeˆncia de observac¸o˜es se torna o paraˆmetro de entrada para que o Algoritmo
de Viterbi possa inferir o EA probabilı´stico. A abordagem pode ser utilizada tambe´m em outros
modelos de descric¸a˜o de EA, como Kolb, Pask, entre outros. Em seu trabalho, Nguyen (2013)
na˜o apresenta resultados de uma implementac¸a˜o real da sua proposta.
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Ja´ em Sena et al. (2016), foi implementada a abordagem proposta por Nguyen (2013)
para detecc¸a˜o de EA, utilizando HMM e o FSLSM. Em seu trabalho, Sena et al. (2016) utilizou
a linguagem de programac¸a˜o R para implementar a modelagem de EA por meio de HMM e a in-
fereˆncia do EA probabilı´stico por meio do Algoritmo de Viterbi. Foi utilizado somente o FSLSM
como modelo para descric¸a˜o de EA. Foi utilizada a metodologia da simulac¸a˜o computacional,
onde os dados das interac¸o˜es do estudante com um Ambiente Virtual de Aprendizagem foram
gerados aleatoriamente.
Os resultados alcanc¸ados pela abordagem implementada por Sena et al. (2016)
se mostraram promissores. O algoritmo apresentou uma me´dia de acertos para o FSLSM de
85% para a dimensa˜o Entrada, 86% para a dimensa˜o Processamento, 86% para a dimensa˜o
Organizac¸a˜o e 84% para a dimensa˜o Percepc¸a˜o.
Enquanto Nguyen (2013) utiliza uma combinac¸a˜o dos modelos de Honey e Mumford
e o FSLSM para descric¸a˜o de EA, Sena et al. (2016) utiliza apenas o FSLSM como modelo.
Ale´m disso, o trabalho de Nguyen (2013) na˜o apresenta resultados da implementac¸a˜o do seu
algoritmo, diferentemente do proposto em Sena et al. (2016).
Outro importante trabalho e´ apresentado em Yannibelli, Godoy e Amandi (2006),
onde e´ utilizado um Algoritmo Gene´tico que busca identificar as ac¸o˜es do aluno ao frequentar
uma disciplina. Assim, as ac¸o˜es observadas sa˜o consideradas como as prefereˆncias do estudante
e sa˜o mapeadas para o FSLSM. No seu algoritmo, Yannibelli, Godoy e Amandi (2006) define a
populac¸a˜o inicial de cromossomos, de forma que cada cromossomo representa uma combinac¸a˜o
de ac¸o˜es. Cada cromossomo dessa populac¸a˜o e´ avaliado de acordo com as ac¸o˜es feitas pelo
aluno. Uma nova populac¸a˜o e´ obtida por meio de te´cnicas de selec¸a˜o, crossover e mutac¸a˜o
(YANNIBELLI; GODOY; AMANDI, 2006).
Yannibelli, Godoy e Amandi (2006) realizou testes com uma base de dados de
um Ambiente Virtual de Aprendizagem real e seu algoritmo mostrou um alto ı´ndice de acerto
nos estilos de aprendizagem. A taxa de acerto do algoritmo foi de 80% para a dimensa˜o
Processamento, 100% para a dimensa˜o Percepc¸a˜o e 100% para a dimensa˜o Organizac¸a˜o. Em seu
trabalho, Yannibelli, Godoy e Amandi (2006) na˜o considerou a dimensa˜o Entrada do FSLSM,
pois a base de dados utilizada na˜o apresentava interac¸o˜es do estudante com o sistema que
poderiam ser mapeadas para esta dimensa˜o.
Embora o algoritmo proposto por Yannibelli, Godoy e Amandi (2006) apresente
excelentes resultados na detecc¸a˜o de EA, o seu alto tempo de execuc¸a˜o pode ser considerado um
problema. Ale´m disso, a implementac¸a˜o e adaptac¸a˜o do Algoritmo Gene´tico para detecc¸a˜o de
EA na˜o e´ uma tarefa ta˜o simples de ser realizada.
Dorc¸a (2012) apresenta em seu trabalho uma abordagem que utiliza Aprendizagem
por Reforc¸o, onde o processo de atualizac¸a˜o do Modelo do Estudante (ME) e´ feito a partir do
desempenho dos estudantes. O desempenho do estudante, por sua vez, e´ aferido utilizando-se
um Processo Estoca´stico para Simulac¸a˜o do Desempenho do Estudante - PESDE, metodologia
criada pelo autor.
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O ME e´ representado por cadeias de Markov, sendo uma para cada dimensa˜o do
FSLSM. O ME e´ formado por uma combinac¸a˜o de objetivos de aprendizagem, estilos de
aprendizagem e nı´vel cognitivo (DORC¸A, 2012). A abordagem proposta por Dorc¸a (2012) utiliza
um algoritmo de reforc¸o para, de acordo com o resultado do desempenho do estudante calculado
pelo PESDE, realizar a retroalimentac¸a˜o e atualizac¸a˜o do modelo de estudante, representado
pelas cadeias de Markov.
Para realizar os testes e validar sua abordagem, Dorc¸a (2012) utilizou a metodologia
de simulac¸a˜o computacional. Nos resultados obtidos, foi detectado um alto grau de coesa˜o
entre o modelo do estudante probabilı´stico e o modelo do estudante real, com um baixo custo
computacional (DORC¸A, 2012).
As metodologias dos trabalhos apresentados utilizam formas diferentes para classifi-
cac¸a˜o do estudante em determinado EA. Nguyen (2013), Sena et al. (2016) e Yannibelli, Godoy
e Amandi (2006) propo˜e a descoberta do EA por meio de observac¸o˜es das ac¸o˜es do aluno no
sistema. Sendo assim, o algoritmo observa o comportamento do estudante no sistema e infere seu
EA de acordo com essas observac¸o˜es. Ja´ a proposta apresentada por Dorc¸a (2012) utiliza uma
metodologia diferente. Dorc¸a (2012) seleciona uma estrate´gia de aprendizagem, representada na
forma de uma Combinac¸a˜o de Estilos de Aprendizagem (CEA) e, de acordo com o desempenho
do aluno, o modelo do estudante e´ atualizado por meio de uma abordagem por reforc¸o.
A proposta apresentada neste trabalho e´ uma combinac¸a˜o das abordagens apresenta-
das por Sena et al. (2016), Dorc¸a (2012) e Yannibelli, Godoy e Amandi (2006). Buscou-se unir
o que cada uma das treˆs propostas apresenta de melhor e aplicar em uma.
Sendo assim, a base deste trabalho e´ a abordagem proposta por Sena et al. (2016).
Desse trabalho foram utilizados os HMMs para a modelagem do estudante e o Algoritmo de
Viterbi para inferir o EA probabilı´stico do estudante. Entende-se que os HMMs conseguem
definir de forma clara o modelo do estudante, ja´ que eles consideram as interac¸o˜es do estudante
com o sistema de aprendizagem (estados observa´veis). Sa˜o essas interac¸o˜es estudante/sistema
que va˜o possibilitar que o Sistema Tutor Inteligente descubra as caracterı´sticas do estudante.
Foi utilizado o Algoritmo de Viterbi por ser a soluc¸a˜o computacional mais via´vel para descobrir
quais estados ocultos influenciaram na gerac¸a˜o dos observa´veis do HMM (infereˆncia do EA
probabilı´stico).
Do trabalho do Dorc¸a (2012), utilizou-se a abordagem por reforc¸o proposta. A AR e´
importante nesse caso, pois os EA na˜o sa˜o caracterı´sticas esta´ticas, podendo mudar ao longo
do tempo. Ale´m disso, a AR pode corrigir eventuais distorc¸o˜es no modelo do estudante, ao
considerar o desempenho do estudante, aferido pelo PESDE. Dessa forma, a AR pode ser
entendida como um mo´dulo de correc¸a˜o de EA.
Do trabalho da Yannibelli, Godoy e Amandi (2006), foi utilizada a base de dados
apresentada, que conte´m interac¸o˜es reais de estudantes com um Sistema de Gesta˜o de Aprendi-
zagem. Optou-se pela utilizac¸a˜o de uma base real, que conte´m interac¸o˜es reais de estudantes,
por entender que a utilizac¸a˜o de metodologia computacional pode muitas vezes na˜o condizer
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com a realidade.
3.4 Estrutura da Abordagem
Os Sistemas Tutores Inteligentes (STIs) fornecem aos alunos diversos recursos de
aprendizagem, como vı´deos, fo´runs, chat, imagens, entre tantos outros. Esses recursos sa˜o
conhecidos como Objetos de Aprendizagem (OA). Os STIs armazenam as diversas interac¸o˜es do
estudante com os OAs e com o sistema em geral. Dessa forma, essas interac¸o˜es estudante/sistema
podem ser pensadas como observac¸o˜es que o STI faz do estudante.
No FSLSM, cada dimensa˜o possui duas subdimenso˜es. As subdimenso˜es, por sua
vez, esta˜o associadas a determinadas observac¸o˜es ou Objetos de Aprendizagem. Sendo assim,
cada subdimensa˜o de cada dimensa˜o pode ser pensada como um estado que o STI deseja
identificar: um estado oculto.
Os HMMs, como visto anteriormente, sa˜o estruturas capazes de armazenar proba-
bilidades de transic¸o˜es entre estados observa´veis e estados ocultos. Esses estados podem ser
modelados por meio de uma matriz de emissa˜o de estados observa´veis e uma matriz de transic¸a˜o
de estados ocultos.
Podemos enta˜o modelar um HMM para cada dimensa˜o do FSLSM, com os seguintes
elementos: os estados observa´veis do modelo sa˜o representados pelas interac¸o˜es do aluno com o
sistema; os estados ocultos do modelo sa˜o representados pelas subdimenso˜es da dimensa˜o do
FSLSM. Para a modelagem, foi utilizada a base de dados disponı´vel em Yannibelli, Godoy e
Amandi (2006), que apresenta interac¸o˜es reais de estudantes com um sistema de aprendizagem
em oito disciplinas. As interac¸o˜es presentes na base sa˜o:
• Participac¸a˜o em Fo´runs: refere-se a` participac¸a˜o do estudante no fo´rum da disciplina.
O estudante pode na˜o participar do fo´rum, pode apenas ler mensagens, ler e responder
mensagens ou enviar mensagens para iniciar uma discussa˜o.
• Participac¸a˜o em Chats: refere-se a` participac¸a˜o do estudante em chats. O estudante pode
na˜o participar de chats, apenas ler as mensagens, ou enviar mensagens e ler as mensagens
de outros estudantes.
• Leitura de Material: as disciplinas podem apresentar tanto materiais abstratos, como teorias,
quanto materiais concretos, como exemplos e aplicac¸o˜es. O estudante pode: observar
apenas o material abstrato; observar todo o material abstrato e parte do concreto; observar
partes iguais de material abstrato e concreto; observar todo o material concreto e parte do
abstrato; ou observar somente o material concreto.
• Acesso a Exemplos: as disciplinas oferecem uma se´rie de exemplos sobre o conteu´do
abordado. O estudante pode na˜o assistir aos exemplos, assistir todos os exemplos ou
assistir parte deles. Sendo assim, foi considerado que o estudante: pode assistir entre 0 e
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10% dos exemplos; entre 10% e 30%; entre 30% e 50%; entre 50% e 70%; ou mais que
70% dos exemplos.
• Exercı´cios Feitos: as disciplinas oferecem exercı´cios aos estudantes para fixac¸a˜o do
conteu´do. O estudante pode na˜o fazer nenhum exercı´cio, fazer todos os exercı´cios ou
nenhum deles. Sendo assim, foi considerado que o estudante pode: fazer entre 0% e 10%
dos exercı´cios; entre 10% e 30%; entre 30% e 50%; entre 50% e 70%; ou mais que 70%
dos exercı´cios.
• Tempo de Entrega do Exame: as disciplinas ofertam exames, sendo que os estudantes con-
somem determinado tempo para realizar a entrega da avaliac¸a˜o. Sendo assim, o estudante
pode: gastar menos que 40% do tempo determinado para o exame; entre 40% e 50% do
tempo; entre 50% e 60% do tempo; entre 60% e 70% do tempo; ou mais que 70% do
tempo do exame.
• Revisa˜o do Exame: o exame pode ser revisado pelo aluno, como parte do tempo dado para
realizar a avaliac¸a˜o. Sendo assim, o estudante pode: usar menos que 5% do tempo dado
para revisa˜o; usar entre 5% e 10% do tempo; usar entre 10% e 15% do tempo; usar entre
15% e 20% do tempo; ou usar mais que 20% do tempo dado.
• Mudanc¸a nas Respostas: os estudantes podem alterar alguma resposta antes da entrega
da avaliac¸a˜o. Sendo assim, os estudantes podem: alterar menos que 10% das respostas;
alterar entre 10% e 30% das respostas; alterar entre 30% e 50% das respostas; alterar entre
50% e 70% das respostas; ou alterar mais que 70% das respostas.
• Acesso a` Informac¸a˜o: o acesso aos itens de determinada disciplina podem ser realizados
de forma totalmente sequencial (da forma como foram propostos); de forma randoˆmica,
fora da ordem em que foram propostos; ou o estudante pode utilizar de uma combinac¸a˜o
das duas formas.
Cada uma dessas informac¸o˜es obtidas da base de dados do sistema pode ser cate-
gorizada em uma dimensa˜o do FSLSM. Elas ira˜o compor os estados observa´veis do modelo,
sendo que cada modelo ira´ representar uma dimensa˜o do FSLSM. Sendo assim, cada dimensa˜o
do FSLSM sera´ representada por estados ocultos (subdimenso˜es da dimensa˜o do FSLSM) e por
estados observa´veis (observac¸o˜es da interac¸a˜o entre o aluno e o sistema).
A dimensa˜o Processamento possui as subdimenso˜es ativo e reflexivo, que na mode-
lagem aqui proposta va˜o compor os estados ocultos do HMM. Ja´ para os estados observa´veis,
foram utilizadas duas informac¸o˜es: participac¸a˜o em fo´rum e participac¸a˜o em chat. Estudantes
reflexivos tendem a na˜o participar de chats e fo´runs, enquanto os estudantes ativos tendem a
participar dos dois (YANNIBELLI; GODOY; AMANDI, 2006).
A dimensa˜o Percepc¸a˜o possui as subdimenso˜es sensitivo e intuitivo, que compo˜e os
estados ocultos do HMM. Como estados observa´veis, foram utilizadas as seguintes informac¸o˜es:
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leitura de material, acesso a exemplos, exercı´cios feitos, tempo de entrega do exame, revisa˜o do
exame e mudanc¸a nas respostas. Os estudantes sensitivos preferem material concreto, tendem a
acessar mais exemplos, fazem todos os exercı´cios e revisam cuidadosamente as avaliac¸o˜es. Os
estudantes intuitivos preferem abstrac¸o˜es, tendem a na˜o acessar muitos exemplos das disciplinas,
na˜o fazem todos os exercı´cios propostos e na˜o realizam uma revisa˜o cuidadosa das avaliac¸o˜es
(YANNIBELLI; GODOY; AMANDI, 2006).
A dimensa˜o Organizac¸a˜o possui as subdimenso˜es sequencial e global, que compo˜e os
estados ocultos do HMM. Como estados observa´veis, foi utilizada a informac¸a˜o referente a` forma
de acesso a` informac¸a˜o. O estudante sequencial prefere acessar os itens de determinada disciplina
de forma sequencial (como foram propostos), enquanto o estudante global prefere acessar o
conteu´do de forma randoˆmica e na˜o seguir uma organizac¸a˜o linear do conteu´do (YANNIBELLI;
GODOY; AMANDI, 2006).
A dimensa˜o Entrada do FSLSM na˜o sera´ modelada nessa abordagem, pois a base de
dados utilizada na˜o possui informac¸o˜es sobre observac¸o˜es relativas a` esta dimensa˜o. No entanto,
a modelagem da dimensa˜o Entrada pode ser facilmente incorporada a` esta abordagem, seguindo
a mesma linha das outras dimenso˜es.
Feitas as devidas observac¸o˜es, foram produzidos 3 HMMs, sendo um para a dimensa˜o
Processamento, outro para Percepc¸a˜o e outro para Organizac¸a˜o. A Figura 12 representa o HMM
para a dimensa˜o processamento do FSLSM. As outras dimenso˜es seguem o mesmo padra˜o.
Figura 12 – Modelo Oculto de Markov para a Dimensa˜o Processamento
Fonte: Pro´prio Autor.
Na Figura 12, os estados “Ativo” e “Reflexivo” compo˜e os estados ocultos do
modelo. Os estados “Na˜o participa de fo´rum”, “Somente leˆ mensagens fo´rum”, “Leˆ e responde
as mensagens do fo´rum”, “Envia mensagens no fo´rum para iniciar discusso˜es”, “Na˜o participa
de chat”, “Somente leˆ mensagens chat”, “Envia e leˆ as mensagens do chat” compo˜e os estados
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observa´veis do modelo.
A transic¸a˜o entre os estados e´ representada por meio de probabilidades. Dessa forma,
as probabilidades P1, P2, P3 e P4 representam a matriz de transic¸a˜o de estados ocultos do
modelo. Ja´ as probabilidades O1, O2, O3, O4, O5, O6, O7, O8, O9, O10, O11, O12, O13 e O14
representam a matriz de emissa˜o dos estados observa´veis do modelo.
Para cada uma das observac¸o˜es, foi associado um nu´mero inteiro para ser identificado
pelo algoritmo, conforme as Tabelas 4, 5 e 6, adaptadas de Yannibelli, Godoy e Amandi (2006).
Tabela 4 – Observac¸o˜es relativas a` dimensa˜o Percepc¸a˜o e seus respectivos valores
Observac¸a˜o Valor Descric¸a˜o
Leitura de Material 0 Leˆ somente materiais abstratos
Leitura de Material 1 Leˆ todo o material abstrato e parte do concreto
Leitura de Material 2 Leˆ todo o material concreto e abstrato
Leitura de Material 3 Leˆ todo o material concreto e parte do abstrato
Leitura de Material 4 Leˆ somente materiais concretos
Acesso a Exemplos 0 Observa menos que 10% dos exemplos
Acesso a Exemplos 1 Observa entre 10% e 30% dos exemplos
Acesso a Exemplos 2 Observa entre 30% e 50% dos exemplos
Acesso a Exemplos 3 Observa entre 50% e 70% dos exemplos
Acesso a Exemplos 4 Observa mais que 70% dos exemplos
Exercı´cios feitos 0 Faz menos que 10% dos exercı´cios propostos
Exercı´cios feitos 1 Faz entre 10% e 30% dos exercı´cios propostos
Exercı´cios feitos 2 Faz entre 30% e 50% dos exercı´cios propostos
Exercı´cios feitos 3 Faz entre 50% e 70% dos exercı´cios propostos
Exercı´cios feitos 4 Faz mais que 70% dos exercı´cios propostos
Tempo de entrega de avaliac¸o˜es 0 Utiliza menos que 40% do tempo de avaliac¸a˜o
Tempo de entrega de avaliac¸o˜es 1 Utiliza entre 40% e 50% do tempo de avaliac¸a˜o
Tempo de entrega de avaliac¸o˜es 2 Utiliza entre 50% e 60% do tempo de avaliac¸a˜o
Tempo de entrega de avaliac¸o˜es 3 Utiliza entre 60% e 70% do tempo de avaliac¸a˜o
Tempo de entrega de avaliac¸o˜es 4 Utiliza mais que 70% do tempo de avaliac¸a˜o
Revisa˜o de Exame 0 Utiliza menos que 5% do tempo de avaliac¸a˜o
Revisa˜o de Exame 1 Utiliza entre 5% e 10% do tempo de avaliac¸a˜o
Revisa˜o de Exame 2 Utiliza entre 10% e 15% do tempo de avaliac¸a˜o
Revisa˜o de Exame 3 Utiliza entre 15% e 20% do tempo de avaliac¸a˜o
Revisa˜o de Exame 4 Utiliza mais que 20% do tempo de avaliac¸a˜o
Respostas Alteradas 0 Modifica menos que 10% das respostas
Respostas Alteradas 1 Modifica entre 10% e 30% das respostas
Respostas Alteradas 2 Modifica entre 30% e 50% das respostas
Respostas Alteradas 3 Modifica entre 50% e 70% das respostas
Respostas Alteradas 4 Modifica mais que 70% das respostas
Fonte: Adaptado de Yannibelli, Godoy e Amandi (2006)
O Algoritmo de Viterbi e´ utilizado nos HMMs para solucionar o Problema do
Reconhecimento, que esta´ relacionado a descobrir qual a melhor sequeˆncia de estados ocultos
que influenciou na gerac¸a˜o dos estados observa´veis (ALAMINO, 2005). Ele e´ a soluc¸a˜o mais
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Tabela 5 – Observac¸o˜es relativas a` dimensa˜o Processamento e seus respectivos valores
Observac¸a˜o Valor Descric¸a˜o
Participac¸a˜o em Fo´rum 0 Na˜o participa de fo´rum
Participac¸a˜o em Fo´rum 1 Somente leˆ as mensagens
Participac¸a˜o em Fo´rum 2 Leˆ e responde as mensagens
Participac¸a˜o em Fo´rum 3 Envia mensagens para iniciar discusso˜es
Participac¸a˜o em Chats 0 Na˜o participa de chats
Participac¸a˜o em Chats 1 Somente leˆ as mensagens
Participac¸a˜o em Chats 2 Leˆ e responde as mensagens
Fonte: Adaptado de Yannibelli, Godoy e Amandi (2006)
Tabela 6 – Observac¸o˜es relativas a` dimensa˜o Organizac¸a˜o e seus respectivos valores
Observac¸a˜o Valor Descric¸a˜o
Acesso a` Informac¸a˜o 0 Acessa o material de forma totalmente se-
quencial
Acesso a` Informac¸a˜o 1 Acessa a maior parte do material de forma
sequencial e parte de forma global
Acesso a` Informac¸a˜o 2 Acessa o material de forma sequencial e
global, igualmente
Acesso a` Informac¸a˜o 3 Acessa a maior parte do material de forma
global e parte de forma sequencial
Acesso a` Informac¸a˜o 4 Acessa o material de forma totalmente glo-
bal
Fonte: Adaptado de Yannibelli, Godoy e Amandi (2006)
via´vel computacionalmente para se resolver esse problema, dado uma grande quantidade de
estados (NGUYEN, 2013). Na modelagem de EA por meio de HMM, o Algoritmo de Viterbi
possui um papel fundamental, ja´ que ele ira´ realizar a infereˆncia do EA probabilı´stico do modelo.
O algoritmo proposto foi estruturado para funcionar por meio de disciplinas e alunos.
Sendo assim, para cada aluno, em cada disciplina, o HMM e´ atualizado com as novas observac¸o˜es
(atualiza-se a matriz de emissa˜o de observa´veis) e o Algoritmo de Viterbi e´ executado novamente
para inferir o EA probabilı´stico. Caso a performance do aluno seja inferior a 60, o modelo
recebe um reforc¸o na matriz de transic¸a˜o de estados ocultos. Nas subsec¸o˜es seguintes sera˜o
abordados alguns aspectos importantes da abordagem: ca´lculo do EA Real, ca´lculo do reforc¸o e
o pseudo-co´digo do algoritmo proposto.
3.4.1 Ca´lculo do EA Real
A infereˆncia do EA Real do estudante e´ identificada de acordo com as ac¸o˜es que este
realiza no sistema, conforme abordagem proposta por Yannibelli, Godoy e Amandi (2006). As
observac¸o˜es (interac¸o˜es do estudante com o sistema) possuem pesos, conforme pode ser visto
nas Tabelas 4, 6 e 5. Sendo assim, o EA real do estudante e´ definido por um somato´rio desses
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pesos. Dependendo do valor obtido pelo somato´rio, o estudante e´ classificado com um estilo de
aprendizagem correspondente a`quela dimensa˜o.
Para a infereˆncia do EA da dimensa˜o Processamento, sa˜o consideradas as observac¸o˜es
e valores de pesos presentes na Tabela 5. Sendo assim, se a soma dos valores observados for igual
a zero, significa que o estudante na˜o participa nem do fo´rum nem do chat e pode ser considerado
reflexivo. De forma ana´loga, se a soma dos valores observados for igual a 5, significa que o
estudante participa tanto do fo´rum quanto do chat e pode ser considerado ativo (YANNIBELLI;
GODOY; AMANDI, 2006). A Tabela 7 mostra os valores de EA para a dimensa˜o Processamento.
Tabela 7 – Infereˆncia do EA Real para dimensa˜o Processamento
Soma dos pesos (S) EA Correspondente
0≤ S≤ 2 Reflexivo
3≤ S≤ 5 Ativo
Fonte: Adaptado de Yannibelli, Godoy e Amandi (2006)
Para a infereˆncia da dimensa˜o Percepc¸a˜o, sa˜o consideradas as observac¸o˜es e valores
presentes na Tabela 4. Sendo assim, se a soma dos valores observados for igual a zero, significa
que o estudante leˆ somente material abstrato, veˆ menos que 10% dos exemplos, faz menos que
10% dos exercı´cios propostos, utiliza menos que 40% do tempo para fazer as avaliac¸o˜es, usa
menos que 5% do tempo para revisar a avaliac¸a˜o e modifica menos que 10% das suas respostas.
Ou seja, esse estudante pode ser considerado intuitivo. De forma ana´loga, se a soma dos valores
observados for igual a 24, significa que o estudante leˆ somente material concreto, veˆ mais que
70% dos exemplos, faz mais que 70% dos exercı´cios propostos, utiliza mais que 70% do tempo
para fazer as avaliac¸o˜es, usa mais que 20% do tempo para revisar a avaliac¸a˜o e modifica mais
que 70% das suas respostas (YANNIBELLI; GODOY; AMANDI, 2006). Assim, esse estudante
pode ser considerado sensitivo. Se a soma dos valores observados for um valor intermedia´rio,
considera-se o EA como neutro. A Tabela 8 mostra os valores de EA para a dimensa˜o Percepc¸a˜o.
Tabela 8 – Infereˆncia do EA Real para dimensa˜o Percepc¸a˜o
Soma dos pesos (S) EA Correspondente
0≤ S≤ 8 Intuitivo
8≤ S≤ 16 Neutro
16≤ S≤ 24 Sensitivo
Fonte: Adaptado de Yannibelli, Godoy e Amandi (2006)
Ja´ para a dimensa˜o Organizac¸a˜o, sa˜o consideradas as observac¸o˜es da Tabela 6.
Sendo assim, se a soma dos valores observados e´ igual a zero, significa que o estudante acessa
a informac¸a˜o de forma totalmente sequencial e pode ser considerado como sequencial. De
forma ana´loga, se a soma dos valores observados e´ igual a 4, significa que o estudante acessa a
informac¸a˜o de forma totalmente global e pode ser considerado como global (YANNIBELLI; GO-
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DOY; AMANDI, 2006). Se a soma dos valores observados for um valor intermedia´rio, considera-
se o EA como neutro. A Tabela 9 mostra os valores de EA para a dimensa˜o Organizac¸a˜o.
Tabela 9 – Infereˆncia do EA Real para dimensa˜o Organizac¸a˜o
Soma dos pesos (S) EA Correspondente
0≤ S< 2 Sequencial
S= 2 Neutro
2 < S≤ 4 Global
Fonte: Adaptado de Yannibelli, Godoy e Amandi (2006)
3.4.2 Criac¸a˜o das Matrizes de Estados Observa´veis
Cada um dos HMMs propostos (Processamento, Percepc¸a˜o e Organizac¸a˜o) apresenta
uma matriz de estados observa´veis. As matrizes de estados observa´veis dos HMMs sa˜o estruturas
que armazenam as probabilidades de emissa˜o dos estados observa´veis do modelo. Sendo assim,
para a construc¸a˜o dessas matrizes, foi levado em conta as variac¸o˜es de escala dentro de uma
observac¸a˜o, conforme as Tabelas 4, 5 e 6.
A variac¸a˜o foi construı´da por meio de uma regra de treˆs simples. Tomemos como
exemplo a dimensa˜o Processamento e a observac¸a˜o relacionada a` participac¸a˜o em fo´rum. Os
valores que essa observac¸a˜o podem assumir sa˜o: 0 (na˜o participa do fo´rum); 1 (somente leˆ as
mensagens do fo´rum); 2 (leˆ e responde as mensagens no fo´rum); 3 (envia mensagem para iniciar
discussa˜o no fo´rum). Esses sa˜o os valores disponı´veis na Tabela 5.
Assume-se que um estudante que na˜o participa do fo´rum (0) e´ 100% do perfil
Reflexivo e 0% Ativo, enquanto um estudante que envia mensagens para iniciar discussa˜o no
fo´rum (3) e´ 100% Ativo e 0% Reflexivo. Sendo assim, a observac¸a˜o ”somente leˆ as mensagens no
fo´rum (1)”pode ser obtida com uma regra de treˆs: 3 corresponde a 100%; logo, 1 correspondera´
a 33,34%. Dessa forma, essa observac¸a˜o corresponde a 33,34% do perfil Ativo e a 66,66% do
perfil Reflexivo. Seguindo raciocı´nio semelhante, a observac¸a˜o ”leˆ e responde mensagens no
fo´rum (2)”correspondera´ a 66,66% do perfil Ativo e 33,34% Reflexivo. As variac¸o˜es de todas as
observac¸o˜es foram construı´das seguindo esse raciocı´nio.
Para a dimensa˜o Processamento, a variac¸a˜o na escala foi produzida conforme Tabela
10 (considera-se ATV como Ativo e REF como Reflexivo).
Para a dimensa˜o percepc¸a˜o, a variac¸a˜o na escala foi produzida conforme Tabela 11
(considera-se SEN como Sensitivo, INT como Intuitivo e NEU como Neutro).
Para a dimensa˜o Percepc¸a˜o, iremos apresentar aqui apenas a escala referente a` leitura
de material, ja´ que todas as outras observac¸o˜es (acesso a exemplos, exercı´cios feitos, tempo de
entrega de avaliac¸o˜es, revisa˜o de exame e respostas alteradas) seguem o mesmo padra˜o: a escala
varia entre 0 e 4.
Para a dimensa˜o Organizac¸a˜o, a variac¸a˜o na escala foi produzida conforme Tabela
12 (considera-se SEQ como Sequencial, GLO como Global e NEU como Neutro):
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Tabela 10 – Variac¸a˜o de escala para a dimensa˜o Processamento
Observac¸a˜o Valor Matriz - Ativo Valor Matriz - Reflexivo
0 - Na˜o Participa do Fo´rum 0% 100%
1 - Somente Leˆ as Mensagens do Fo´rum 33,34% 66,66%
2 - Leˆ e Responde as Mensagens do Fo´rum 66,66% 33,34%
3 - Inicia Discussa˜o no Fo´rum 100% 0%
0 - Na˜o Participa do Chat 0% 100%
1 - Somente Leˆ Chat 50% 50%
2 - Leˆ e Responde Chat 100% 0%
Fonte: Pro´prio Autor.
Tabela 11 – Variac¸a˜o de escala para a dimensa˜o Percepc¸a˜o






0 - Leˆ somente materiais abs-
tratos
0% 100% 0%
1 - Leˆ todo material abstrato e
parte do concreto
25% 37,5% 37,5%
2 - Leˆ todo material concreto
e abstrato
0% 0% 100%
3 - Leˆ todo material concreto
e parte do abstrato
37,5% 25% 37,5%
4 - Leˆ somente materiais con-
cretos
100% 0% 0%
Tabela 12 – Variac¸a˜o de escala para a dimensa˜o Organizac¸a˜o






0 - Acessa o material de forma
totalmente sequencial
100% 0% 0%
1 - Acessa a maior parte do
material de forma sequencial
e parte de forma global
37,5% 25% 37,5%
2 - Acessa o material de forma
sequencial e global, igual-
mente
0% 0% 100%
3 - Acessa a maior parte do
material de forma global e
parte de forma sequencial
25% 37,5% 37,5%




Todas as matrizes de estados observa´veis foram criadas e atualizadas seguindo as
regras acima. Para entender a criac¸a˜o e atualizac¸a˜o das matrizes, simularemos a atualizac¸a˜o da
matriz de observa´veis da dimensa˜o Processamento para o estudante 1 na segunda disciplina. O
algoritmo possui um vetor responsa´vel por armazenar as observac¸o˜es relacionadas a determinada
dimensa˜o e aluno. Para o estudante 1, o vetor de observac¸o˜es da dimensa˜o Processamento apo´s a
segunda disciplina possui os seguintes valores: [0, 0, 1, 0].
Os ı´ndices pares do vetor (0 e 2) se referem a` observac¸a˜o Participac¸a˜o em Fo´rum,
enquanto os ı´ndices ı´mpares do vetor (1 e 3) se referem a` observac¸a˜o Participac¸a˜o em Chat.
Dessa forma, o primeiro 0 (ı´ndice 0 do vetor) indica que o estudante na˜o participou do fo´rum na
primeira disciplina; o segundo 0 (ı´ndice 1 do vetor) indica que o estudante na˜o participou de
chat na primeira disciplina; o 1 (ı´ndice 2 do vetor) indica que o estudante somente leu o fo´rum
na segunda disciplina; o u´ltimo 0 (ı´ndice 3 do vetor) indica que o estudante na˜o participou de
chat na segunda disciplina.
A partir do vetor de observac¸o˜es, sa˜o aplicadas as regras constantes de variac¸a˜o de
escala da dimensa˜o Processamento, vistas acima. Para isso, e´ realizado uma varredura no vetor e
as regras de variac¸a˜o de escala sa˜o criadas por meio de condicionais para cada observac¸a˜o.
Para considerar o histo´rico das observac¸o˜es, cada observac¸a˜o e´ multiplicada pela sua
quantidade de ocorreˆncias no vetor. Sendo assim, para o exemplo do estudante 1 apo´s a segunda
disciplina, a matriz ficaria conforme Tabela 13.
Tabela 13 – Matriz de observa´veis sem conversa˜o - Estudante 1, disciplina 2
NPF SLF LRF IDF NPC SLC LRC
0 0.3334 0 0 0 0 0
1 0.6666 0 0 2 0 0
Fonte: Pro´prio Autor.
No entanto, para que o valor das probabilidades fique correto (a soma das pro-
babilidades de cada linha deve ser igual a 1), e´ necessa´rio dividir os valores pelo somato´rio
das probabilidades da linha da matriz. No exemplo em questa˜o, as probabilidades da primeira
linha devem ser divididas por 0.3334, e as probabilidades da segunda linha devem ser dividi-
das por 3.6666. Aplicando-se a conversa˜o (divisa˜o de cada probabilidade pelo somato´rio das
probabilidades de uma linha), a matriz ficaria conforme Tabela 14.
Tabela 14 – Matriz de observa´veis - Estudante 1, disciplina 2
NPF SLF LRF IDF NPC SLC LRC
0 1 0 0 0 0 0
0.27 0.18 0 0 0.55 0 0
Fonte: Pro´prio Autor.
Para fins de simplificac¸a˜o nas tabelas, consideramos “Na˜o Participa do Fo´rum” como
NPF; “Somente Leˆ Fo´rum” como SLF; “Leˆ e Responde ao Fo´rum” como LRF; “Inicia Discussa˜o
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no Fo´rum” como IDF; “Na˜o Participa do Chat” como NPC; “Somente Leˆ Chat” como SLC; e
“Leˆ e Responde ao Chat” como LRC.
3.4.3 Abordagem por Reforc¸o
Apo´s cada disciplina e o coˆmputo das observac¸o˜es relacionadas a ela, a matriz de
transic¸a˜o dos estados observa´veis do HMM e´ atualizada com os novos valores e o Algoritmo
de Viterbi e´ executado novamente para o ca´lculo do EA Probabilı´stico. Caso a performance do
aluno seja inferior a 60, um algoritmo de aprendizagem por reforc¸o atualiza a matriz de transic¸a˜o
de estados ocultos. Dessa forma, a abordagem por reforc¸o busca aproximar o EA Probabilı´stico
do EA Real do estudante.
O algoritmo de reforc¸o atualiza as probabilidades de transic¸a˜o entre os estados
ocultos do HMM. Para o ca´lculo do reforc¸o, foi implementada uma abordagem proposta em
(DORC¸A, 2012). Na abordagem, o ca´lculo do reforc¸o e´ baseado no algoritmo Q-Learning e e´
realizado basicamente por meio de duas varia´veis: o desempenho simulado do estudante e a
distaˆncia entre o EA Real e o EA Probabilı´stico. Esses conceitos sera˜o explicados a seguir.
3.4.3.1 Simulac¸a˜o do Desempenho do Estudante
Em sua abordagem, Dorc¸a (2012) criou o PESDE - Processo Estoca´stico para
Simulac¸a˜o do Desempenho do Estudante. O PESDE e´ um modelo probabilı´stico que implementa
o aspecto na˜o determinı´stico existente no processo de aprendizagem e desempenho do estudante
(DORC¸A, 2012). O modelo permite simular a influeˆncia de EA na aprendizagem, sem desconsi-
derar os diversos outros fatores que podem influenciar no processo de aprendizagem (DORC¸A,
2012).
O PESDE utiliza o EA Real para o ca´lculo do desempenho do estudante. Essa
varia´vel e´ necessa´ria para descobrir a quantidade de prefereˆncias na˜o satisfeitas (Qpns), que
corresponde a` quantidade de EA presentes no EA Real e que na˜o sa˜o contemplados no EA
Probabilı´stico. A fo´rmula do PESDE e´ dada pela equac¸a˜o 3.10.
PFM = 100− (QpnsxKxβ ) (3.10)
Como 0 ≤ Qpns ≤ 5, a constante K foi definida pelo autor com o valor 20, pois
dessa forma o valor de PFM estara´ no intervalo 0 ≤ PFM ≤ 100. A varia´vel β e´ um fator
aleato´rio entre 0 e 1, que representa os diversos fatores, ale´m de EA, que podem influenciar no
desempenho do estudante (DORC¸A, 2012).
A PFM e´ importante na presente abordagem em dois momentos distintos. No pri-
meiro momento, ela e´ importante por ser a condic¸a˜o de aplicac¸a˜o do reforc¸o: se a PFM do
aluno for inferior a 60, as probabilidades dos estados ocultos do modelo sera˜o ajustadas. Em um
segundo momento, a PFM possui um papel importante por ser uma das varia´veis utilizadas no
ca´lculo do reforc¸o.
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3.4.3.2 Distaˆncia Entre Estilos de Aprendizagem
A Distaˆncia Entre Estilos de Aprendizagem (DEA) e´ uma varia´vel que armazena a
diferenc¸a entre os EA de determinada dimensa˜o do EA Probabilı´stico. Uma DEA baixa (pro´xima
de zero) indica que o EA do estudante ainda e´ desconhecido. Uma DEA alta indica que o EA do
estudante ja´ foi descoberto e que ele possui forte prefereˆncia por aquele EA.
Na fo´rmula da DEA, calcula-se a distaˆncia entre os estilos probabilı´sticos. A distaˆncia
e´ obtida utilizando sempre o mo´dulo, para a garantia de obtenc¸a˜o de valores positivos. A fo´rmula
para ca´lculo da DEA e´ dada pela equac¸a˜o 3.11.
DEA= |diA−diB| (3.11)
3.4.3.3 Ca´lculo do Reforc¸o
O ca´lculo do reforc¸o e´ dado pelas duas varia´veis que foram explicadas acima: o
desempenho simulado do estudante e a distaˆncia entre os estilos de aprendizagem. A fo´rmula
3.12 a seguir foi utilizada para o ca´lculo do reforc¸o. Ela retorna um valor entre 0 e 1, que e´ o
valor que ira´ atualizar as probabilidades de transic¸a˜o entre os estados. Sendo assim, quando a
performance do aluno for inferior a 60, o valor do reforc¸o sera´ acrescido de forma a maximizar
a probabilidade de transic¸a˜o entre o EA Probabilı´stico do Modelo do Estudante e outro EA da
dimensa˜o. De forma ana´loga, esse valor sera´ decrescido de forma a minimizar a probabilidade
de transic¸a˜o entre outro EA da dimensa˜o e o EA Probabilı´stico.
R= 1/PFMxDEA (3.12)
Tomemos como exemplo a dimensa˜o Processamento, um estudante com EA Proba-
bilı´stico Reflexivo e um valor de PFM abaixo de 60. Como a PFM e´ menor que 60, um reforc¸o
sera´ aplicado no modelo. Se o valor do reforc¸o for 0.02, o algoritmo ira´ acrescentar 0.02 na
transic¸a˜o entre Reflexivo e Ativo e ira´ decrementar 0.02 na transic¸a˜o entre Reflexivo e Reflexivo.
Dessa forma, levando-se em considerac¸a˜o a PFM baixa do aluno e que esta pode ter sido causada
pelo Modelo do Estudante na˜o corresponder a` realidade, o reforc¸o busca obter uma aproximac¸a˜o
de outro EA, que pode ser o EA Real do estudante.
3.4.4 Algoritmo Proposto
O algoritmo proposto nesse trabalho inclui duas abordagens distintas: a modelagem
por meio dos HMMs e a abordagem por reforc¸o. Para facilitar o entendimento, foi elaborado o
pseudo-co´digo do algoritmo, conforme constante no co´digo 3.4.4.
O algoritmo inicia com a leitura dos alunos da base de dados. Foram criados um
arquivo .txt para cada um dos alunos. Nos arquivos, constam as informac¸o˜es relacionadas a`s
observac¸o˜es das disciplinas, sendo que cada linha corresponde a uma disciplina e cada coluna
corresponde a uma observac¸a˜o. A base de dados sera´ melhor descrita na sec¸a˜o de resultados.
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Algorithm 2 Algoritmo Proposto




5: para disciplina← 1 ate´ M fac¸a
6: atualizaHMMs();
7: infereEAProbabilistico();
8: PFM = calculaPerformance();






Apo´s a leitura das informac¸o˜es, o EA Real do aluno e´ inferido, com base no que
foi descrito na subsec¸a˜o 3.4.1. O EA Real e´ utilizado pelo algoritmo apenas no final da sua
execuc¸a˜o, para validar a quantidade de acertos que a abordagem obteve (EA probabilı´stico igual
a EA Real). Sa˜o enta˜o criados os HMMs, um para cada uma das dimenso˜es Processamento,
Percepc¸a˜o e Organizac¸a˜o.
A partir de enta˜o, em cada disciplina, os HMMs sa˜o atualizados com as observac¸o˜es
constantes naquela disciplina (atualiza-se a matriz de emissa˜o de estados observa´veis). Os HMMs
sa˜o atualizados com as observac¸o˜es da nova disciplina, mas sempre mantendo o histo´rico das
observac¸o˜es das disciplinas anteriores.
Apo´s a atualizac¸a˜o dos modelos, o EA probabilı´stico e´ inferido novamente (por meio
do Algoritmo de Viterbi) e a performance do estudante e´ calculada (conforme subsec¸a˜o 3.4.3.1).
Caso a PFM do aluno seja inferior a 60, um reforc¸o e´ calculado e aplicado na matriz de transic¸a˜o
de estados ocultos do modelo (conforme sec¸a˜o 3.4.3).
E´ importante ressaltar que, embora a PFM seja calculada utilizando as regras cons-
tantes em Dorc¸a (2012), a forma como ela e´ aplicada e´ diferente. Em Dorc¸a (2012), uma CEA e´
selecionada e apresentada ao aluno; apo´s esse procedimento, o ca´lculo do desempenho do aluno
e´ realizado. Neste trabalho, o estudante interage com o sistema e o EA e´ inferido de acordo com
as observac¸o˜es realizadas a partir dessa interac¸a˜o. Apo´s isso, ele e´ submetido a um processo de
avaliac¸a˜o, simulado pelo PESDE, proposto em Dorc¸a (2012).
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4 RESULTADOS E VALIDAC¸A˜O DA PROPOSTA
Nesta sec¸a˜o sera´ descrita a base de dados utilizada para validac¸a˜o da proposta, bem
como sera˜o apresentados alguns dos resultados obtidos com a execuc¸a˜o do algoritmo.
4.1 Base de Dados Utilizada
Para os experimentos e validac¸a˜o da proposta de pesquisa, foi utilizada a base
de dados apresentada em Yannibelli, Godoy e Amandi (2006). A base de dados consiste nas
observac¸o˜es que foram realizadas em um sistema de aprendizagem de determinado curso em
oito disciplinas distintas. O curso teve um total de 10 alunos.
Sa˜o, no total, 10 arquivos do tipo .txt, sendo um arquivo para cada estudante. Os
arquivos sa˜o carregados pelo algoritmo para a inicializac¸a˜o do aluno e apresentam oito disciplinas
- cada disciplina e´ uma linha do arquivo .txt. Cada linha (ou disciplina) conte´m nove observac¸o˜es,
sendo que cada observac¸a˜o apresenta um valor nume´rico, conforme Tabelas 4, 5 e 6.
Sendo assim, os arquivos sa˜o representados por meio de matrizes, com oito linhas
(disciplinas) e nove colunas (observac¸o˜es). As duas primeiras colunas conte´m observac¸o˜es
relacionadas a` dimensa˜o Processamento do FSLSM: participac¸a˜o em fo´rum e participac¸a˜o em
chat. As colunas de 3 a 8 conte´m observac¸o˜es relacionadas a` dimensa˜o Percepc¸a˜o do FSLSM:
leitura de material, acesso a exemplos, exercı´cios feitos, tempo de entrega de avaliac¸o˜es, revisa˜o
de exame e respostas alteradas. Por fim, a u´ltima coluna apresenta observac¸o˜es relacionadas a`
dimensa˜o Organizac¸a˜o do FSLSM: acesso a` informac¸a˜o. Um exemplo de conteu´do constante no
arquivo .txt do estudante pode ser visto na Tabela 15.
Tabela 15 – Observac¸o˜es relacionadas ao segundo estudante
Disciplina Obs1 Obs2 Obs3 Obs4 Obs5 Obs6 Obs7 Obs8 Obs9
1 2 2 4 3 3 4 3 1 0
2 1 2 4 4 3 3 3 1 0
3 2 2 4 3 3 4 3 1 0
4 2 2 4 3 3 4 3 1 0
5 1 2 4 4 3 3 3 1 0
6 1 2 4 4 3 3 3 1 0
7 2 2 4 3 3 4 3 1 0
8 2 2 4 3 3 4 3 1 0
Fonte: Adaptado de Yannibelli, Godoy e Amandi (2006)
Pela leitura da Tabela 15 percebe-se, por exemplo, que as observac¸o˜es do segundo
aluno na disciplina 1 sa˜o: leˆ e responde as mensagens do fo´rum (Obs1); leˆ e responde as
mensagens do chat (Obs2); somente leˆ material concreto (Obs3); observa entre 50% e 70% dos
exemplos (Obs4); faz entre 50% e 70% dos exercı´cios propostos (Obs5); utiliza mais que 70%
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do tempo dado para entrega de avaliac¸a˜o (Obs6); utiliza entre 15% e 20% do tempo para revisar
a avaliac¸a˜o (Obs7); modifica entre 10% e 30% das respostas (Obs8); acessa a informac¸a˜o de
maneira completamente sequencial (Obs9). As outras observac¸o˜es, referentes a outros estudantes
e outras disciplinas, seguem a mesma associac¸a˜o. Todas as dez matrizes, que representam os
arquivos .txt e as observac¸o˜es relacionadas aos dez alunos, esta˜o disponı´veis na sec¸a˜o dos
Anexos.
4.2 Resultados Obtidos
Com o objetivo de comparar os resultados dessa abordagem com a proposta por
Yannibelli, Godoy e Amandi (2006), foram implementados os dois algoritmos: o Algoritmo
Gene´tico e o algoritmo descrito neste trabalho. Para facilitar a programac¸a˜o dos algoritmos, foi
utilizado o padra˜o de projetos Strategy e o paradigma de Orientac¸a˜o a Objetos. O Strategy e´ um
design pattern que define uma famı´lia de algoritmos e encapsula cada uma delas, tornando-as
intercambia´veis (GAMMA et al., 2000). Com o uso do Strategy e do paradigma de Orientac¸a˜o a
Objetos, a implementac¸a˜o dos algoritmos e a execuc¸a˜o dos testes se torna mais fa´cil.
Os algoritmos foram implementados utilizando a linguagem de programac¸a˜o Java. O
ambiente gra´fico para desenvolvimento (IDE - Integrated Development Environment) utilizado
foi o Netbeans, na sua versa˜o 8.2. O sistema operacional utilizado tanto para o desenvolvimento
quanto para os testes foi o Linux Ubuntu 16.04 LTS.
A execuc¸a˜o do algoritmo proposto retorna o EA Real (EAr) do aluno, que e´ inferido
utilizando as regras constantes na sec¸a˜o 3.4.1; e o EA Probabilı´stico (EAp) do estudante, obtido
por meio da infereˆncia realizada pelo Algoritmo de Viterbi, aplicado aos HMMs. Caso o EA
Probabilı´stico seja igual ao EA Real ao final da execuc¸a˜o do algoritmo, considera-se que a
abordagem proposta consegue inferir corretamente o EA do estudante.
As Figuras 13, 14 e 15 apresentam as infereˆncias realizadas pelo algoritmo para
os estudantes 9, 10 e 4, apo´s cada uma das 8 disciplinas. Pela ana´lise dos gra´ficos e´ possı´vel
perceber, para cada disciplina, se o EA Probabilı´stico (inferido por meio do Algoritmo de Viterbi)
e´ igual ao EA Real. Nos casos onde os EAs Probabilı´stico e Real na˜o coincidem, e´ apresentado
o valor 1; nos casos onde os EAs coincidem, e´ apresentado o valor 2. Dessa forma, podemos
perceber o comportamento do algoritmo e a convergeˆncia do mesmo ao longo de sua execuc¸a˜o.
Para o estudante 9, por exemplo, percebe-se que todas as dimenso˜es foram inferidas
corretamente na primeira disciplina. As dimenso˜es Percepc¸a˜o e Organizac¸a˜o continuaram a ser
inferidas corretamente ao longo das pro´ximas disciplinas, ate´ a oitava e u´ltima disciplina. Ja´ a
dimensa˜o Processamento foi inferida corretamente apenas na primeira e quarta disciplina. Nas
outras seis disciplinas, devido a`s novas observac¸o˜es realizadas e ao reforc¸o aplicado no ME, a
infereˆncia do EA Probabilı´stico acabou ficando equivocada apo´s a finalizac¸a˜o das 8 disciplinas.
Esse e´ um dos treˆs casos onde o algoritmo na˜o conseguiu inferir corretamente o EA do estudante
ao final das 8 disciplinas, conforme sera´ visto na Tabela 16.
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Figura 13 – Infereˆncias de EA para o estudante 9, por disciplina
Fonte: Pro´prio Autor.
Figura 14 – Infereˆncias de EA para o estudante 10, por disciplina
Fonte: Pro´prio Autor.
Para o estudante 10 (Figura 14), percebe-se que o algoritmo na˜o alterou seu compor-
tamento ao longo das disciplinas. As dimenso˜es Processamento e Organizac¸a˜o foram inferidas
corretamente desde a primeira disciplina. Ja´ o EAp da dimensa˜o Percepc¸a˜o foi inferido incorreta-
mente desde a primeira disciplina, mantendo o comportamento ate´ o final das 8 disciplinas. Esse
e´ outro dos treˆs casos onde o algoritmo na˜o conseguiu inferir corretamente o EA do estudante ao
final das 8 disciplinas, conforme sera´ visto na Tabela 16.
Ja´ para o estudante 4 (Figura 15), percebe-se que existe uma correspondeˆncia entre
EA Probabilı´stico e EA Real desde a primeira disciplina, para todas as dimenso˜es. A infereˆncia
do EA Probabilı´stico pelo Algoritmo de Viterbi para este estudante manteve um padra˜o durante
toda a execuc¸a˜o do algoritmo.
Os resultados obtidos pela execuc¸a˜o do algoritmo para os dez estudantes constam
na Tabela 16. Os resultados presentes na tabela sa˜o frutos da infereˆncia realizada por estudante,
apo´s a finalizac¸a˜o das 8 disciplinas. Para simplificac¸a˜o, considera-se Ativo como ATV, Reflexivo
como REF, Sensitivo como SEN, Intuitivo como INT, Sequencial como SEQ, Global como GLB
e Neutro como NEU.
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Figura 15 – Infereˆncias de EA para o estudante 4, por disciplina
Fonte: Pro´prio Autor.
Tabela 16 – Resultados: EA Real e EA Probabilı´stico de cada estudante
Estudante EAr Proc. EAp Proc. EAr Percep. EAp Percep. EAr Org. EAp Org.
1 REF REF INT INT SEQ SEQ
2 ATV ATV SEN SEN SEQ SEQ
3 REF REF INT SEN GLB GLB
4 REF REF NEU NEU GLB GLB
5 ATV ATV SEN SEN SEQ SEQ
6 REF REF INT INT GLB GLB
7 ATV ATV NEU NEU NEU NEU
8 REF REF INT INT NEU NEU
9 ATV REF SEN SEN SEQ SEQ
10 ATV ATV NEU SEN SEQ SEQ
Fonte: Pro´prio Autor
Percebe-se, pela ana´lise da Tabela 16, que a abordagem proposta consegue inferir
os EA dos estudantes com um bom nı´vel de acerto. Na dimensa˜o processamento, a abordagem
conseguiu inferir 90% dos EA corretamente. Na dimensa˜o percepc¸a˜o, o algoritmo inferiu 80%
dos EA corretamente. Na dimensa˜o Organizac¸a˜o, 100% dos EA foram inferidos corretamente.
A tı´tulo de comparac¸a˜o, em seu trabalho, onde e´ utilizado um Algoritmo Gene´tico
para detectar os EA, Yannibelli, Godoy e Amandi (2006) obteve resultados semelhantes: na
dimensa˜o processamento, o algoritmo inferiu 80% dos EA corretamente; na dimensa˜o percepc¸a˜o,
100% dos EA foram inferidos corretamente; na dimensa˜o organizac¸a˜o, 100% dos EA foram
inferidos corretamente.
Entre a abordagem proposta por Yannibelli, Godoy e Amandi (2006) e a abordagem
proposta neste trabalho, a diferenc¸a nos resultados se encontra nas dimenso˜es percepc¸a˜o e
processamento. Na dimensa˜o percepc¸a˜o, o Algoritmo Gene´tico obteve 100% de acerto, enquanto
o algoritmo aqui proposto obteve 80% de acerto. Em contrapartida, na dimensa˜o processamento
o Algoritmo Gene´tico obteve 80% de acerto, enquanto a presente proposta obteve 90% de acerto
para esta dimensa˜o.
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De acordo com a Tabela 16, apenas em dois casos o algoritmo na˜o inferiu o EA para
a dimensa˜o Percepc¸a˜o corretamente. Sa˜o os casos do estudante 3, onde o EAr e´ ”Intuitivo”e
o EAp inferido foi ”Sensitivo”; e o estudante 10, onde o EAr e´ ”Neutro”e o EAp inferido foi
”Sensitivo”. Na dimensa˜o Processamento, para o aluno 9 o EAr e´ ”Ativo”e o EAp inferido foi
”Reflexivo”. Os treˆs casos se encontram em destaque na Tabela 16.
Uma outra forma de analisar os dados obtidos e´ verificando a quantidade total de
infereˆncias, para os 10 estudantes, nas oito disciplinas. Quando analisamos todas as infereˆncias
de EA apo´s cada disciplina, e´ possı´vel perceber que o algoritmo apresenta uma alta taxa de
acerto nas infereˆncias. Sa˜o, no total, 24 infereˆncias por aluno: uma infereˆncia por disciplina
para cada uma das 3 dimenso˜es do FSLSM, sendo que no total existem 8 disciplinas. A base e´
composta por 10 estudantes, totalizando 240 infereˆncias.
Levando-se em considerac¸a˜o os erros nas infereˆncias (foram 6 erros de infereˆncia
para o aluno 3, na dimensa˜o Percepc¸a˜o; 8 erros de infereˆncia para o aluno 10, na dimensa˜o
Percepc¸a˜o; 6 erros de infereˆncia para o aluno 9, na dimensa˜o Processamento), o nu´mero total de
erros e´ de 20 em 240 infereˆncias. Isso representa uma taxa me´dia de aproximadamente 8,33%
das infereˆncias. Significa que o algoritmo consegue inferir o EA corretamente em 91,67% dos
casos.
Em termos de tempo de execuc¸a˜o, a diferenc¸a entre os dois algoritmos e´ significativa.
O Algoritmo Gene´tico proposto por Yannibelli, Godoy e Amandi (2006) apresenta um tempo
me´dio entre 132000 e 134000 milissegundos para convergir para os melhores resultados, com
uma populac¸a˜o inicial de 10000 cromossomos. Ja´ o algoritmo proposto nesse trabalho apresenta
um tempo me´dio de convergeˆncia muito menor: entre 80 e 150 milissegundos. Para o ca´lculo do
tempo me´dio de execuc¸a˜o, foi utilizada o me´todo java System.currentTimeMillis(), que retorna o
tempo atual em milissegundos.
Existem alguns fatores que podem explicar essa diferenc¸a nos tempos de execuc¸a˜o
dos dois algoritmos. Para convergir, o Algoritmo Gene´tico utiliza uma populac¸a˜o inicial de
cromossomos muito grande: 10000 cromossomos. Em seu trabalho, Yannibelli, Godoy e Amandi
(2006) realiza tambe´m testes com uma populac¸a˜o menor, de 5000 cromossomos. No entanto,
os resultados obtidos na infereˆncia do EA na˜o foram ta˜o satisfato´rios como os obtidos com
a populac¸a˜o de 10000 cromossomos. O Algoritmo Gene´tico utiliza ainda te´cnicas de selec¸a˜o
(roleta), cruzamento (cruzamento de dois pontos) e mutac¸a˜o simples, que elevam o tempo de
execuc¸a˜o do programa. O tamanho da populac¸a˜o inicial do Algoritmo Gene´tico, bem como a
quantidade de me´todos utilizados para garantir a convergeˆncia para bons resultados, pode estar
influenciando diretamente no tempo de execuc¸a˜o do mesmo.
Em contrapartida, o algoritmo proposto nesse trabalho utiliza HMMs, que sa˜o
modelos matema´ticos extremamente simples e de fa´cil representac¸a˜o computacional. Ale´m disso,
a infereˆncia do EA probabilı´stico, que poderia ser o problema dessa abordagem, na˜o o e´, visto





Diante da necessidade de se construir sistemas adequados para a EaD, que consigam
se adaptar aos estudantes de acordo com suas prefereˆncias, a detecc¸a˜o dos EAs se tornou um
importante to´pico nas pesquisas da Informa´tica aplicada na Educac¸a˜o. A detecc¸a˜o deve ser
automa´tica, para evitar auto concepc¸o˜es imprecisas por parte do estudante.
Dessa forma, o objetivo principal do presente trabalho foi apresentar um modelo
computacional que seja capaz de inferir e armazenar os EAs dos estudantes, baseado no modelo
de descric¸a˜o de EA apresentado por Felder, Silverman et al. (1988), o FSLSM. Definiu-se como
premissa que o modelo deveria ser adapta´vel e passı´vel de implementac¸a˜o em um STI, onde
seria possı´vel a individualizac¸a˜o do estudante e a recomendac¸a˜o de materiais dida´ticos adaptados
ao seu perfil.
Dessa forma, o modelo computacional proposto no presente trabalho utiliza HMMs
para modelar EA. A infereˆncia dos EA e´ realizada por meio do Algoritmo de Viterbi e a
correc¸a˜o dos EA e´ feita por meio de um algoritmo de aprendizagem por reforc¸o. A abordagem se
mostrou eficiente e de fa´cil adaptac¸a˜o a` estrutura do FSLSM. Ale´m disso, pelo fato de EA serem
considerados como tendeˆncias (KINSHUK; GRAF, 2009), a modelagem por meio de matrizes
de probabilidades se adapta muito bem ao problema.
A base de dados utilizada para testes do modelo e´ composta por observac¸o˜es das
interac¸o˜es de estudantes com um sistema de aprendizagem em oito disciplinas. Sendo assim, a
modelagem por meio de HMMs e´ muito eficiente, visto que sua estrutura consegue armazenar
os estados observa´veis e suas probabilidades de transic¸a˜o, por meio da matriz de emissa˜o de
estados observa´veis.
A infereˆncia dos EA por meio do Algoritmo de Viterbi e´, ale´m de simples, eficiente.
A abordagem por reforc¸o implementada no modelo torna-se importante para corrigir automatica-
mente eventuais distorc¸o˜es no EA inferido, ale´m de aproximar o EA Probabilı´stico do EA Real.
A abordagem apresenta, ainda, um baixo custo computacional.
Os resultados obtidos se mostraram satisfato´rios, com uma boa taxa de corres-
pondeˆncia entre EA Real e EA Probabilı´stico, conforme discutido no capı´tulo 4. Em me´dia,
o algoritmo obteve uma taxa de acerto de 100% para a dimensa˜o Processamento, 80% para a
dimensa˜o Percepc¸a˜o e 100% para a dimensa˜o Organizac¸a˜o, que demonstra um futuro promissor
para a implementac¸a˜o da proposta em um sistema de aprendizagem real.
5.1 Contribuic¸o˜es
As contribuic¸o˜es do trabalho se encontram em algumas especificidades da sua
implementac¸a˜o. Primeiramente, a utilizac¸a˜o dos HMMs em conjunto com uma abordagem por
reforc¸o permite que o modelo do estudante seja constantemente atualizado e corrigido, de acordo
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com seu desempenho (nota). A abordagem por reforc¸o considera, enta˜o, o desempenho do aluno,
que pode estar sendo influenciado por uma inconsisteˆncia no seu modelo de estudante. Em
segundo momento, a utilizac¸a˜o de uma base de dados de estudantes permite obter um resultado
mais realı´stico do que uma simulac¸a˜o computacional, onde os dados sa˜o gerados aleatoriamente.
Soma-se a esses pontos a utilizac¸a˜o de HMMs para descric¸a˜o de EA e o Algoritmo
de Viterbi para infereˆncia de EA, que sa˜o comprovadamente bons para modelagem do problema,
ale´m de apresentarem bons resultados, conforme trabalhos de Nguyen (2013) e Sena et al. (2016).
Todas essas abordagens funcionando de maneira simultaˆnea resultam nos excelentes resultados
apresentados.
5.2 Trabalhos Futuros
Com o modelo computacional e os resultados apresentados, novas oportunidade de
trabalho sa˜o vislumbradas. Como trabalhos futuros, destacam-se algumas possibilidades:
• a utilizac¸a˜o do algoritmo em uma base de dados com mais estudantes, que contemple a
dimensa˜o Entrada do FSLSM, e a execuc¸a˜o do modelo proposto nessa base;
• utilizac¸a˜o do modelo proposto para levantamento dos EAs dos estudantes de uma instituic¸a˜o
de ensino;
• utilizac¸a˜o dos HMMs como estrutura para recomendac¸a˜o de objetos de aprendizagem para
estudantes;
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