Abstract. Bacteria-algae interaction in the epilimnion is modeled with the explicit consideration of carbon (energy) and phosphorus (nutrient). Global qualitative analysis and bifurcation diagrams of this model are presented. We hypothesize that there are three dynamical scenarios determined by the basic reproductive numbers of bacteria and algae. Effects of key environmental conditions are examined through these scenarios and from systematic and extensive simulations. It is also shown that excessive sunlight will destroy bacterial communities. Bifurcation diagrams for the depth of epilimnion mimic the profile of Lake Biwa, Japan. Competition of bacterial strains are modeled to examine Nishimura's hypothesis that in severely P-limited environments such as Lake Biwa, Plimitation exerts more severe constraints on the growth of bacterial groups with higher nucleic acid contents, which allows low nucleic acid bacteria to be competitive.
in the appendix. Competing bacterial strains are modeled to test some hypotheses of Nishimura, Kim, and Nagata [32] . A brief discussion section concludes the paper.
Modeling bacteria-algae interactions.
Our model consists of five highly interconnected nonlinear differential equations, tracking the rates of change for algae, algal cell quota, dissolved mineral phosphorus, heterotrophic bacteria, and dissolved organic carbon (see Table 2 .1). The algal growth is assumed to depend on the light intensity and phosphorus availability. This will be modeled according to the LambertBeer law and the Droop equation. The rates of change for Q, P, B are modeled according to standard approaches. In addition, algal sinking and water exchange between epilimnion and hypolimnion are included in the model. The challenge is to model the algal exudation of DOC, which is needed in the DOC equation.
According to the Lambert-Beer law, the light intensity at the depth s of a water column with algal abundance A is [20] I(s, A) = I in exp[−(kA + K bg )s]. [9] . The epilimnion is well mixed overnight [9, 20] . The depth-averaged algal growth function contains the factor (for carbon) [2, 20] Algal sinking takes place at the interface between epilimnion and hypolimnion, and its rate is negatively related to the volume of epilimnion, because with a larger volume there is relatively less proportion of total species abundances or element concentrations for sinking. For convenience, we assume that the algal sinking rate is inversely proportional to the mixing layer depth z m [2, 9] . D is the water exchange rate across the interface between epilimnion and hypolimnion and between the epilimnion and the inflow and outflow (Figure 1 .1). We assume that there is a constant phosphorus concentration, P in , in the hypolimnion and in the inflow. Using the same reasoning as for algal sinking, we assume the water exchange is inversely proportional to z m . We assume that bacteria have a fixed stoichiometry, since compared to algae, their elemental composition is relatively constant [29] . We assume that bacterial growth functions for carbon and phosphorus take the Monod form: f (P ) = P K P +P and g(C) = C K C +C , where K P , K C are half-saturation constants, respectively. The exudation rate of DOC by algae is the difference between the potential growth rate attained when growth is not P-limited, μ A A 
The algal carbon uptake function takes the Monod form I(s,A) I(s,A)+H

I(s,A)
I(s,A)+H ds and then have to dispose of excessive carbon. As in [9] , we assume that the algal phosphorus uptake rate is ρ(Q, P ) = ρ m (
At the minimum cell quota, the specific phosphorus uptake rate is just a saturating function of P . At the maximum cell quota, there is no uptake. The algal cell quota dilution rate is proportional to the algal growth rate [2] .
The above assumptions yield the following bacteria-algae interaction system:
I(s, A) I(s, A) + H ds
algal growth limited by nutrient and energy
bacterial growth
respiration and grazing
DOC consumption by bacteria
In the rest of this paper, we assume the following parameter values (with units and sources given in Table 2 .2) for numerical simulations: I in = 300, k = 0.0004, 
These specific values are taken from [2, 9] or selected from within the reasonable ranges (see Table 2 .2). Our first theorem states that there is a bounded set which all solutions of the system (2.2) eventually enter. Theorem 1. The system (2.2) is dissipative.
3. Algae dynamics. In order to have a comprehensive understanding of the model (2.2), we study first the algae dynamics without bacteria (B = 0):
From (2.1), we recall that 
Obviously the set where A = 0 is invariant for the system. It is easy to see that Q m < Q < Q M whenever Q m < Q(0) < Q M ; that is, the cell quota stays within the biologically confined interval. There can be two types of steady state solutions for system (3.1): the algae extinction steady state E 0 = (0,Q, P in ), wherê
and positive steady state(s) E * = (Ā,Q,P ) with Ψ(Ā,Q) = 0. The standard computation shows that the basic reproductive number for algae is
Here h(0) = We observe that increasing sunlight input or phosphorus input enhances algal viability, since ∂D < 0. Theorem 2 is our main mathematical result. When R 0 < 1, we establish the local and global stability of E 0 , which is equivalent to saying that algae will die out. It can be shown that there is no positive equilibrium E * when R 0 < 1, in which case the existing results of general competitive systems can be applied to prove the global stability of E 0 . When R 0 > 1, we prove that E 0 is unstable, algae are uniformly persistent, and there is a unique positive steady state E * . 
A(t) >
for all solutions with A(0) > 0.
In the following, we show that the global stability of E * is true in two special cases. It is known that the algal cell quota changes on a much faster timescale than the algal (carbon) biomass and the nutrient [23] . Additionally, since dQ/dt is linear in Q, there is a unique solution to dQ/dt = 0. Hence, the fast-slow approximation is achieved by setting dQ/dt = 0 and substituting the solution of dQ/dt = 0 into the other equations. Then the following theorem holds.
Theorem 3. E * is globally asymptotically stable for the planar system obtained from the system (3.1) by setting dQ/dt = 0, when R 0 > 1.
The next theorem gives a partial result of global stability of E * . 
Theorem 4. E
* is globally asymptotically stable when R 0 > 1 and l m = ν = 0. The property that a locally asymptotically stable (in linear approximation) steady state is globally attracting is an open condition in parameters [36] . Hence, E * is still globally asymptotically stable for small positive l m and ν.
Our main mathematical results for the system (3.1) are briefly expressed by the phase space diagram (Figure 3 .1) for the case R 0 > 1. Typical solutions are simulated in Figure 3 .2 for different depths of epilimnion. Algal abundance is negatively related to the depth because the average sunlight intensity in the epilimnion is lower when the epilimnion is deeper. The eventual P concentration is relatively large when the epilimnion is deep, whereas the eventual concentration is small when it is shallow. Eventual concentrations at the depths 5m, 10m, 20m are similar and low, which indicates that P becomes limiting in a shallow epilimnion. In contrast, the algal cell quota is positively related to epilimnion depth. This is due to the fact that the algal cell quota is positively related to the P concentration. Hence, epilimnion depth has two influences on algae in our simulation: It is positively related to P (at least in Figure  3 .2) and negatively related to the average sunlight intensity through the average light uptake integral term. In the case of Figure 3 .2, if C has a larger effect than P, then algal abundance is negatively related to the depth. It is not clear whether or not algal abundance can be positively related to depth when P is more limited than C in some lakes. The algae-quota phase plane shows that algae and their cell quotas are positively related in the very beginning, but they are negatively related eventually, demonstrating a general phenomenon of "larger quantity leads to lower quality." The bifurcation diagram with respect to the mixing layer depth (Figure 3.3) illustrates that algae love shallower epilimnions and also illustrates our mathematical findings.
4. Bacteria-algae interaction dynamics. We return to the original bacteriaalgae system (2.2). We analyze this system on the positively invariant set
The system (2.2) may have three types of equilibria: the extinction steady state e 0 = (0,Q, P in , 0, 0), the bacteria extinction only steady state e 1 = (Ā,Q,P , 0,C), and the coexistence steady state(s) e * with all components positive (see Figure 4 .1). We can calculate the basic reproductive number for bacteria, R 1 , by linearizing about e 1 . We obtain
, It is easy to observe that R 0 < . This suggests that high light intensity can negatively affect bacteria, even driving them to extinction due to competition with algae. Hence, the balance of light and nutrient is significant for the lake system, which is in agreement with the "light:nutrient" hypothesis [38] .
Branching points in Figures 3.3 and 6 .1 are identical, since all of them are determined by the same condition R 0 = 1. R 1 does not affect this branching point, since R 1 is defined only if R 0 > 1. R 0 > 1 implies R 1 > 1 in the white region of Figure  4 .2. Upon existent mathematical results, we hypothesize that there are three types of dynamics: (1) R 0 > 1, R 1 > 1 ensure the persistence of species (white region in Figure 4 .2); (2) R 0 > 1, R 1 < 1 enable the persistence of algae but the extinction of bacteria (line-filled region in Figure 4 .2); (3) R 0 < 1 leads to the extinction of all species (grey region in Figure 4. 2). 
Competing bacterial strains.
In lake ecosystems, bacteria comprise the most important trophic level for processing dissolved organic matter (DOM) and consume almost half of the primary production [32] . Most existing studies have treated bulk bacterial communities as a homogeneous pool, even though they consist of diverse subgroups that differ in metabolic state, DOM use, growth rate, susceptibility to grazing, and phylogenetic affiliations. One of the challenges for aquatic microbial ecology is to clarify variations and regulation of different bacterial subgroups in order to better understand the internal dynamics of the bacterioplankton "black box."
Growth characteristics and ecological roles of LNA bacteria are controversial. Some previous studies have claimed that LNA bacteria represent less active, dormant, or even dead cells. However, Nishimura, Kim, and Nagata [32] found that the growth rates of LNA bacteria were comparable to or even exceeded HNA bacteria in Lake Biwa. This is probably because LNA bacteria have higher nutrient uptake efficiencies (this means bacteria take up nutrients efficiently even at very low external concentrations, i.e., have a low half-saturation constant for P) and lower requirements for P (this means less P per unit carbon is needed, or a smaller cell quota). An important implication of this scenario is that LNA bacteria, under severe P-limitation conditions, represent an "active" subgroup that outcompetes HNA bacteria and hence may play an important role in the functioning of the microbial loop [32] . In fact, both of these seemingly contradictory statements can be correct under different situations. One of our main motivations for this work is to examine these statements theoretically.
To examine the statement that "LNA bacteria have lower requirements for P," we plot the bifurcation diagram of the bacterial variable with respect to the cell quota parameter θ for the system (2.2). This is done in Figure 5.1(a) . Clearly, this figure supports the "P requirement" hypothesis, since a lower bacterial cell quota gives higher bacterial abundance at equilibrium. The second statement, "LNA bacteria have higher nutrient uptake efficiencies," is supported by higher sensitivity than Figure 5.1(a) . This seems to suggest that "nutrient uptake efficiency" is probably the key factor for LNA bacteria to dominate HNA bacteria near the surface since this is where P is most limiting.
To examine Nishimura's hypothesis, we model the competition of two bacterial strains, HNA bacteria (B 1 ) and LNA bacteria (B 2 ), and assume these two strains are heterogeneous in P usage and the maximum growth rate, but homogeneous in C usage. Elser et al. [12] , and Sterner and Elser [37] have proposed the "growth rate hypothesis" to explain variation among organisms in biomass C:P and N:P ratios. The growth rate hypothesis states that differences in organismal C:N:P ratios are caused by differential allocations to RNA necessary to meet the protein synthesis demands of rapid rates of biomass growth and development [37, p. 144] . Due to the growth rate hypothesis, the bacterial cell quota is strongly correlated to the maximum growth rate; that is, θ 1 /θ 2 = ιμ 1 /μ 2 , where ι is a positive constant. For convenience, we assume θ 1 /θ 2 = μ 1 /μ 2 . With these assumptions, the competition system takes the form where f i (P ) = P Ki+P , i = 1, 2. Since the maximum LNA bacteria growth rate is lower and LNA bacteria have higher nutrient uptake efficiencies, it is biologically reasonable to assume that
The positivity and dissipativity of the system (5.1) obviously hold, and the proof can be formulated in a fashion similar to that of Theorem 1.
As we can see from Figure 5 .2, HNA bacteria grow faster than LNA bacteria whenever P is sufficient, simply because in such situations the maximum HNA bacteria growth rate is greater than that of the LNA bacteria. But LNA bacteria grow faster than HNA bacteria whenever P is severely limited (Figure 5 .2), because LNA bacteria have higher nutrient uptake efficiencies and lower requirements for P. Therefore, these seemingly conflicting phenomena can happen under distinct nutrient conditions.
We can seek the expression of the potential positive steady state of the system (5.1). From the bacterial equations, we have
for the potential positive steady state. Solving it for P , we obtain
where
zm is a constant. Assume the system (5.1) has a positive steady state; then μ i g(C) > a holds for i = 1, 2. For a fixed C level, the P level for the potential positive steady state of that bacterial strain is increasing in K i , but decreasing in μ i . Since K 2 is smaller, LNA bacteria have more chance to survive because of the lower level of P required to reach its potential positive steady state level. However, μ 2 is also smaller, which can reduce the LNA bacteria's chance to survive because of the higher level of P required to obtain its potential positive steady state level. In other words, K i and μ i work together in a nonlinear fashion. These arguments are only true for the case when a single steady state is globally attractive, in which case only one bacterial strain persists (see Figure 5. 2). These bacterial strains may coexist in the form of limit cycles, as periodic solutions are possible even for system (2.2) (for example, Figure 5. 3). 6. Discussion. Mechanistically formulated mathematical models of population dynamics are sought after since they often have advantages over phenomenologically derived ad hoc models in generating plausible and verifiable dynamics. However, the challenge of developing a mechanistic and predictive theory for biological systems is daunting. Exciting progress in understanding and modeling ecological systems in the last decade has been achieved through the application of the theory of ecological stoichiometry [37] and the consideration of interactions between nutrient and light availability [8, 9, 20, 21, 22] . Our models (2.2) and (5.1), hybrids of mechanistic and phenomenological derivations and motivated by the experiments and hypotheses of Nishimura, Kim, and Nagata [32] , continue this newly established tradition. They can be viewed as an extension as well as a variation of the work of Diehl, Berger, and Wöhrl [9] who modeled algal growth experiments subject to varying light and nutrient availability.
Our preliminary analytical results on system (2.2) demonstrate that it is mathematically interesting, and our extensive bifurcation and numerical simulation work suggests that it is biologically sound.
We leave many mathematical questions open, including the global qualitative result below.
Conjecture. E * is globally asymptotically stable when R 0 > 1. Theorems 3 and 4, together with the bifurcation diagram (Figure 3.3) and the uniqueness of E * , support the conjecture. This limiting case global stability result (Theorem 3) for the positive equilibrium suggests that the conjecture is true when the cell quota evolves on a much faster timescale than other variables. Theorem 4 and its extension are pure mathematical results that give more credence to the conjecture.
Obviously, algae are favored by shallow epilimnia, sufficient sunlight, and P inputs, while bacteria are favored by medium depths of epilimnion and sunlight and sufficient P input. With a larger P input, the ecosystem can thrive with more intensive sunlight input. Alternatively, with more intensive sunlight input, the algae-bacteria ecosystem may need more P input to be viable. When the epilimnion is very shallow (z m = 1), the system (2.2) may generate complicated attractors such as that shown in Figure 5 .3. It can be said that a shallower epilimnion tends to be more transient and fragile than a deep one. Bifurcation diagrams of bacteria and algae versus depth are shown in Figure 6 .1. From Figures 6.1(a) and (b), we observe that neither algae nor bacteria may survive in a very deep mixing layer (> 35m). In Lake Biwa, the northern lake with mean depth 43m is much deeper than the southern lake with mean depth 4m. Our bifurcation diagrams ( Figure 6 .1) try to mimic bacterial and algal abundances in Lake Biwa from the southern site to the northern site. According to these diagrams, bacteria-to-algae ratios in the south should be smaller than in the north. This numerical observation may be tested in the field.
The mathematical study of the more involved system (5.1) is even more complex, and we thus opted to perform only numerical simulations to examine the hypotheses of Nishimura, Kim, and Nagata [32] . Our bifurcation diagrams ( Figure 5 .1) suggest that higher nutrient uptake efficiencies of LNA bacteria are the key factor for LNA bacteria to dominate HNA bacteria in severely P-limited lakes.
Appendix.
Proof of Theorem 1. Positivity obviously holds for the system. Let R = AQ + P + θB, which is the total phosphorus in system (2.2). Then
which implies
Since all the variables are positive and Q m ≤ Q ≤ Q M , we have
Noting that
we have
Hence, for given initial conditions, C(t) is bounded. Therefore, all the variables are bounded. It is easy to show that lim sup
Consequently, the bacteria-algae system (2.2) is dissipative, and
is a global attracting region for the system. Proof of Theorem 2. At E 0 , the Jacobian matrix is
where λ 1 and λ 2 are negative numbers. It is easy to see that the eigenvalues of J(E 0 ) are Ψ(0,Q), λ 1 , and λ 2 . R 0 < 1 implies Ψ(0,Q) < 0. Hence E 0 is locally asymptotically stable. R 0 > 1 implies Ψ(0,Q) > 0, which implies that E 0 is unstable. For the case R 0 > 1, let x = (A, Q, P ) and x = F (x); then F : and Ω 1 positively invariant. E 0 is the only equilibrium in Ω 2 . It is easy to show that the solution that starts in Ω 2 converges to {E 0 }.
The singleton set {E 0 } is a uniform weak repeller for Ω 1 when R 0 > 1 and an isolated invariant set in Ω [39] . It is acyclic in Ω 2 . Hence Ω 2 is a uniform strong repeller for Ω 1 , and there exists an equilibrium x * ∈ Ω 1 , F (x * ) = 0 [40] . The first conclusion implies that A is uniformly persistent.
We are now ready to establish the uniqueness of E * . E * satisfies
By simple eliminations, we see that
By substituting this into (A.1), we have
Graph of algae system (3.1) to check that the system is competitive. This is observed from the Jacobian matrix of system (3.1) in the proof of Theorem 2.
Simple computation shows that
We now proceed to show that E 0 is globally asymptotically stable when R 0 < 1. The Jacobian matrix of system (3.1) has the structure
which is sign-stable for the off-diagonal elements. According to the graph in Figure  A .1, every closed loop has an even number of edges with + signs; thus the system (3.1) is monotone ([33, p. 50-51]) in Ω with respect to the order defined by
An application of monotone dynamical system theory ([33, Prop. 4.3, p. 44]) yields the statement that if system (3.1) has a positive periodic solution in Ω, then it contains an equilibrium in Ω. However, we have shown that there is no positive equilibrium E * when R 0 < 1. Hence system (3.1) has no positive periodic solution in Ω. By the Poincaré-Bendixson theory for the monotone algae system and the local stability of E 0 , we see that E 0 is globally asymptotically stable.
Proof of Theorem 3. An application of the quasi-steady state approximation for the cell quota equation yields
which is increasing in both A and P , with γ(A, P ) ∈ (Q m , Q M ). The system (3.1) is then reduced to a two-dimensional system:
There are still two equilibria:Ẽ 0 = (0, P in ) andẼ * = (Ā,P ). All the theorems above for system (3.1) hold for system (A. 
then, all solutions of system (3.1) asymptotically approach the surface P + AQ = P in as t → ∞. We need only show that E * is globally asymptotically stable on the surface P + AQ = P in , which is the limiting case of system (3.1). The whole system is reduced to be a planar system on the surface; then, we can prove global stability on the surface as Theorem 3 when R 0 > 1. According to Smith and Waltman [35] , E * is also globally asymptotically stable for the system (3.1) when R 0 > 1. For convenience, in the following proofs we use the same notations Ω, Ω 1 , Ω 2 , ℘, F , M , etc. for system (2.2) as we did for system (3.1). Although they are different from those used for system (3.1), they play similar roles for system (2.2).
Proof of Theorem 5. For system (2.2), consider the total carbon T = A+B/r +C. Then 
