The next experiment is to test our algorithm for convexity adaptation. Referring to Fig. 9, this a very challenging case, because of hidden sharp edges, which produce strong image forces, in parallel with the leaf profile. Without any special calibration, our algorithm did find the correct convex shape, without being trapped by the (invisible) lines. In the Conch image, the snake successfully marched into all but one convex area, whose door width is very close to the minimal snaxel distance in the experiments. Reducing the distance between snaxels could push the snake into this most narrow door, but the computing times will increase. Snake deformation terminates in 20 to 40 iterations for all experiments. These experimental results clearly showed that our scheme can effectively detect corners and convexity on boundaries. The multiresolution solution approach has good boundary convergence and is robust to a much higher level of noise than conventional schemes. Remote Sensing, vol. 28, pp. 590-596, July 1990. 
I. INTRODUCTION
Interpolation estimates the intermediate values of a set of discrete samples. It is used extensively in image data compression to magnify or reduce images and correct spatial distortion [1] , [2] . In general, the process of decreasing the data rate is called decimation and the process of increasing data samples is called interpolation [3] . Interpolation functions [4] such as linear interpolation, cubic convolution interpolation (CCI) [1] , [4] , cubic B-spline interpolation [3] , [5] - [7] , etc., can be used in the image data compression process. The disadvantage of these interpolation schemes is that in general they are not designed to minimize the error between the original image and its reconstructed image. In 1981, Reed [8] , and in 1998, Reed and Yu [2] 1 developed a linear spline interpolation scheme for resampling discrete image data. This linear spline interpolation is based on the least-squares method with a special linear interpolation function. Using an extension of the ideas of Reed in [2] , a considerably modified version of the linear spline interpolation algorithm, called the cubic convolution spline interpolation algorithm, is developed here for the subsampling of discrete image data. The new CCSI scheme combines the least-squares method with a cubic convolution interpolation formula [1] for the decimation process. In addition, it is shown by computer simulation that the CCSI scheme, that is quite different from both cubic B-spline interpolation and cubic convolution interpolation, obtains a better quality of reconstructed image than all other interpolation methods mentioned above.
It is well known that the standard JPEG algorithm causes visually disturbing blocking effects when high quantization parameter is used to obtain a high compression ratio. The standard JPEG has a default quantization table and a table of default run-length codes. In order to obtain a better compression performance, an image can be processed to yield an image-specific quantization table. All of these quantization coefficients are then entropy encoded to generate image-specific variable-length coding tables. The compression methods that use these optimal tables are called optimized JPEG algorithms [9] , [11] . The opti- mized JPEG is expected to provide good quality images for a variety of compression ratios. One aim of this correspondence is to develop a simpler and modified JPEG encoder-decoder to improve the standard JPEG algorithm to have a high compression ratio and still maintain a good quality reconstructed image (see also [2] ). The modified JPEG encoder-decoder utilizes the CCSI scheme as a pre-processing stage of the JPEG encoder and CCI as a post-processing stage of the inverse JPEG decoder. In the modified JPEG encoder the CCSI scheme can be implemented by the use of the fast Fourier transform (FFT) algorithm. In addition, the output of the modified JPEG encoder represents the compressed data. In such a modified JPEG decoder, CCI is different from the conventional post-processing algorithms that are proposed to reduce the blocking effects of block-based coding [12] , [13] . The proposed post-processing stage is an interpolation process that uses the CCI. A computer simulation shows that the computational time required for the modified JPEG encoder is slightly greater than the standard JPEG encoder, and also the modified inverse JPEG decoder requires less computation time than the standard JPEG decoder. Thus, the modified JPEG decoder can be realized quite easily in real time. It is also shown by computer simulation that this new type of modified JPEG encoder-decoder obtains a better quality of the reconstructed image than both the optimized JPEG and the standard JPEG for high compression ratios.
II. ENCODING ALGORITHM FOR THE NEW INTERPOLATION METHOD
Encoding with the CCSI scheme, utilizes the decimation process needed to perform image data compression. The philosophy of the CCSI scheme is to recalculate the sampled values of the signal or image data by means of the least-squares method using the CCI formula. It is shown in this section that this new proposed method applies to both one-dimensional (1-D) and two-dimensional (2-D) signals as follows.
A. CCSI for the 1-D Signal
Let be a fixed, positive integer. Also, let the data function X(t) be periodic with period n where n is an integer. From [1] , [4] 
We define the shift function of the cubic convolution interpolation function R(t) as 9 k (t) = R(t 0 k ) for 0 k n 0 1. Our desire is to approximate X(t) by the n-point sum, given by
in a least-squares fashion, where X 0 ; 1 11; X n01 are the reconstructed values at the sampling points which represent the compressed data to be transmitted or stored. The function S(t) in (2) is the cubic convolution interpolation of the function X(t) using the weights X 0 ; 111 ; X n01 .
It follows from [8] that the least-squares approximation of S(t) to X(t) is defined by
where the sum is taken over one period n plus 2 of the data.
Using the same procedure, described in [8] , one can find the weights X 0 ; X 1 ; 11 1; X n01 in (3) that minimize the function L(X 0 ; X 1 ; 111 X n01 ). 
Note that computing Yj in (7) involves n correlation coefficients of only 3 0 1 points.
Because of the periodicity of the data function, X(t) = X(t + n), (10) at the bottom of the page.
A substitution of (10) into (4) T . Since the n 2 n matrix A is a circulant, Y = A 1 X reduces to Yj = n01 k=0 X k B (k0j) for 0 j n 0 1: But Bi = Bn0i for i = 1; 2; 11 1; bn=2c, where bxc denotes the greatest integer less than or equal to x. Thus, Y j becomes
for 0 j n 0 1:
In (11), the FFT [10] can be used to solve for the X k . To see this, let the FFT of Yj, X k and Bj for 0 j; k; m n01 be defined byỸm,Xm, andB m , respectively. By the convolution theorem [10] , the solution of (11) in the frequency domain can be expressed asX m =Ỹ m =B m , whereBm 6 = 0. Thus, using the inverse FFT ofXm, the X k can be obtained for 0 k n 0 1.
B. CCSI for the 2-D Signal
Let X(t 1 ; t 2 ) be a doubly periodic signal of periods n 1 and n 2 with respect to the integer variables t 1 and t 2 , where n 1 and n 2 are also integers. The 2-D CCI function, R(t1; t2), is defined by R(t1; t2) = R(t 1 ) 1 R(t 2 ), where R(t 1 ) and R(t 2 ) are 1-D CCI functions, respectively. The 2-D interpolation can be accomplished by the use of 1-D interpolations with respect to each coordinate [1] . By analogy with the 1-D case, let 9 k ; k (t 1 ; t 2 ) = R(t 1 0k 1 ; t 2 0k 2 ) = R(t 1 0k 1 )1 R(t2 0 k2) for 0 k1 n1 0 1; 0 k2 n2 0 1. By a procedure similar to that used in the 1-D case in (2), the 2-D CCSI is defined as S(t1; t2) = n 01 k =0 n 01 k =0 X k ; k 9 k ; k (t1; t2) (12) where X k ; k are the reconstructed values at sampling points which represent the compressed image to be transmitted or stored. Again one wants to find the best weights X k ; k such that
is a minimum. It follows from the 1-D case that minimizing (13) 
The terms A j j ; k k in (15) are treated in a similar fashion as shown in (18) at the bottom of the page. From (18), the array A j j ; k k can be expressed in 2-D circulant form as follows:
where (k i 0j i ) n denotes the residue (k i 0j i ) modulo n i for i = 1; 2 and as shown in (20) 
In (22), the 2-D FFT [10] can be used to solve for the X k ; k . Let the 2-D FFT of Yj ; j , X k ; k and Bs ; s for 0 ji; ki; si ni 0 1, i = 1; 2 be defined, respectively, byỸm; n ,Xm; n andBm; n for 0 m n 1 01, 0 n n 2 01. Then (22) in the frequency domain can be expressed asXm; n =Ỹm;n=Bm;n, whereBm; n 6 = 0. Finally, using the 2-D function of the inverse FFT ofX m; n , the X k ; k are obtained for 0 k i n i 0 1, i = 1; 2. The encoding method for the 2-D signal is summarized in Fig. 2 .
III. DECODING ALGORITHM
In the decoding process, using the reconstructed values at the sampling points (e.g., the X k or the X k ; k ) obtained in Section II, the reconstructed points between the sampling points are obtained by means of the CCI function.
A. Decoding of the Compressed 1-D Signal
Since the n reconstruction values X 0 ; 1 11; X n01 are known, the reconstructed signal S(t) can be obtained by the use of (2). In other words, the retrieved signal is the convolution of the cubic convolution interpolation function R(t), defined in (1), and the sequence of n reconstructed values with sampling interval . The reconstructed function S(t a ) between the two adjacent reconstructed values X k and X k+1 is illustrated in Fig. 3 and given by the sum S(ta) =X k01 9 k01 (ta) + X k 9 k (ta) + X k+1 9 k+1 (ta) + X k+2 9 k+2 (t a ) for k < t a < (k + 1) where 9 k (t) is defined in (2) and the boundary conditions X01 and X n are given in [1] .
B. Decoding of the Compressed 2-D Signal
Since the reconstruction values X k ; k for 0 k i n i 0 1; i = 1; 2 are known, the 2-D reconstructed image S(t1; t2) is obtained by where the boundary conditions X 01;k , X n; k , X k ; 01 , X k ; n , X 01;01 , X n; 01 , X 01;n and X n; n are given in [1] .
IV. MODIFIED JPEG ENCODER-DECODER
In this section, a modified JPEG encoder-decoder model consists of the 1/4 CCSI scheme for pre-processing and the 1/4 CCI for the post-processing needed in the standard JPEG algorithm as shown in Fig. 4 . In this model, an original image in RGB color space is converted to another preliminary image in YUV [4] color space prior to the 1/4 CCSI process.
There are two steps in the encoder. The first step is the pre-processing which uses the 1/4 CCSI scheme for the Y, U, and V images, individually. At the end of the 1/4 CCSI computation, three separate Y, U, and V images are combined to yield one YUV image. The second step is the JPEG DCT-based encoder process [9] . The image after this step is the compressed image.
In the modified JPEG decoder, shown in Fig. 4 , there are also two steps. The first step is the JPEG DCT-based decoder process [9] . At the end of this step, the image file contains the Y, U, and V images. The second step for post-processing uses the 1/4 CCI for the Y, U, and V images. Finally, the Y, U, and V images are combined to yield the YUV format. Then this YUV image is converted to the final reconstructed RGB image.
V. PROGRAM IMPLEMENTATION AND EXPERIMENTAL RESULTS
Let X(i; j) and S(i; j) be the original and reconstructed images, Experimental results for 1-D signal compression are presented using linear interpolation, linear spline interpolation, cubic convolution interpolation, cubic B-spline interpolation and the CCSI scheme. The PSNR of the 1-D signal with a compression ratio of 2 : 1 is calculated for some standard images with 8-bits of gray level and of size 512 by 512. The experimental results for the 1-D signals using the above five interpolation schemes are shown in Table I . The results in this table show that the CCSI scheme obtains the best PSNR over all other compared interpolation methods.
Next experimental results for the 2-D signal image are presented for the above five interpolation methods. These results are computed and shown in Table II . The PSNR of the 2-D signal are calculated for the same standard images of size 512 by 512. That is, the original image is decimated by the 1/4 CCSI scheme to obtain data samples with a compression ratio of 4 : 1. In addition, the reconstructed values between the sampling points are interpolated by the 1/4 CCI in (24) to obtain the reconstructed image. One observes from this table that the CCSI scheme obtains the best PSNR over all other compared interpolation methods. Table III lists the PSNR values of the RGB color Lena reconstructed image of size 512 by 512 at different compression ratios for the standard JPEG, the optimized JPEG, and the modified JPEG encoder-decoder. For the same compression ratio of 125 : 1 the PSNR of the Y image of Lena, obtained by the standard JPEG, the optimized JPEG, and the modified JPEG encoder-decoder, are 26.53 dB, 29.48 dB, and 30.27 dB, respectively. That is, the PSNR of the proposed encoder-decoder is higher by 3.74 dB and 0.79 dB than the standard JPEG and the optimized JPEG, respectively. Also, Fig. 5 shows the reconstructed image of Lena at the same compression ratio of 100 : 1, using the standard JPEG, the optimized JPEG, and the modified JPEG encoder-decoder. Clearly, the Lena image using our proposed method indicates a better subjective quality of reconstructed image than both the standard JPEG and the optimized JPEG algorithms.
Finally, the modified JPEG encoder-decoder was implemented on a 300-MHz Intel Pentium II personal computer using a C program. The computation times of this algorithm is given in Table IV . It follows from Table IV that the modified JPEG encoder-decoder requires 1.57 s and 0.47 s, respectively, for encoding and decoding compared with 1.14 s and 0.93 s for the standard JPEG method. Although the modified JPEG encoder requires 0.43 s over the standard JPEG encoder, the modified JPEG decoder requires 0.46 s less than the standard JPEG decoder.
VI. CONCLUSIONS
A new CCSI based on the least-squares method with the cubic-convolution interpolation formula has been proposed to compress the image data. It is shown that the CCSI scheme implemented by the FFT algorithm yields a better PSNR performance than all other interpolation methods for the reconstructed image with compression ratio 4 : 1. Furthermore, this new smoothing filter CCSI can be used with the JPEG encoder-decoder to improve the standard JPEG algorithm. Finally, a computer simulation shows that the modified JPEG encoder-decoder obtains a better subjective quality and an objective PSNR of the reconstructed image than the standard JPEG and the optimized JPEG algorithms.
I. INTRODUCTION
Most lossy image coding schemes (e.g., JPEG [1] and wavelet coders) are based on transform coding: they apply a linear transform, e.g., the discrete cosine transform (DCT) or a wavelet transform, to the Manuscript received October 2, 1998; revised May 8, 2000 . The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Rashid Ansari.
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input data and then quantize the resulting coefficients. In theory, these techniques can be made lossless by sufficiently finely quantizing the coefficients or by losslessly coding the error image, but unfortunately both of these strategies usually result in a negligibly small compression ratio (CR) (of the order of 1, or even less). Therefore, it is not surprising that lossless coding schemes are usually based on relatively simple predictive techniques. This is the case for, e.g., state-of-the-art lossless compression techniques such as CALIC [2] , BTPC [3] , the S+P transform [4] , [5] , the "lossless integer wavelet transform" [6] , and the modified Haar transform [7] . Interpolation based wavelet techniques, e.g., [8] can also be described as predictive techniques.
Recently, a few papers have been published on "lossless transform" coders. One example is the rounding transform [9] , which, however, is restricted to small-size transforms that satisfy certain criteria. As the transform size is quite small, several transform/quantization operations are cascaded in practice, which means that the transform and quantization operators are intermingled. This is also the case for the lossless modification of the Hadamard transform proposed in [10] , which is based on 2 2 2 transforms. Another class of lossless transform coders is derived from subband coding schemes [11] - [13] . In these schemes, each low-pass/high-pass filter pair is followed by a quantization operation so that the transform and quantization operations are again intermingled.
This paper shows that some of the less significant bits of the coefficients a a a, produced by applying a Hadamard transform on an integer vector x x x, can be removed and that x x x can still be unambiguously recovered from these quantized coefficients. The paper presents an algorithm for this purpose. The "lossless quantization" removes a different number of bits from each coefficient but saves an average number of 0:5 log 2 n bit per coefficient for an n 2 1 input vector.
One application of this lossless quantization is in Hadamard-based image coding. The paper presents a lossless Hadamard (LHAD) codec and shows that it achieves a significant compression, in contrast to classical lossless Hadamard (CHAD) codecs which cannot achieve any compression at all. In combination with an arithmetic coder, the proposed LHAD codec produces a lossless data compression that is as good or even better (depending on the mode of operation) than the current lossless JPEG-standard, but is still 10%-20% below that of the state-of-the-art techniques such as the S+P-transform and CALIC.
The LHAD codec produces an embedded data stream and can therefore also be used for lossy compression. In lossy mode, it performs equally well as the CHAD at low bit rates and better in the near-lossless region; it also performs better than Hadamard-based techniques that perform intermediate quantization steps (e.g., as proposed in [10] ). This demonstrates that the intermediate quantization steps deteriorate the rate-distortion curves even though they only marginally reduce the lossless CR; it also raises the question whether or not the intermediate quantization steps in, e.g., the lossless wavelet coding schemes lead to a similar deterioration.
The overview of this paper is as follows. Section II introduces the theory concerning lossless quantization and dequantization of the Hadamard coefficients and presents the dequantization algorithm. Next, Section III introduces the LHAD and TLHAD codecs and discusses their theoretical performance. Finally, Section IV presents experimental results.
II. THEORY OF LOSSLESS QUANTIZATIONDEQUANTIZATION
In this paper, uppercase letters (e.g., A) denote matrices and boldface lowercase letters (e.g., v v v) vectors. Elements of vectors and matrices are denoted by A(i; j) and v(j ), respectively. We only consider n 2 n matrices and n 2 1 column vectors, with n a power of two. With bxc
