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vABSTRACT
Evolvable neural networks are a more recent architecture, and differs from
the conventional artificial neural networks (ANN) in the sense that it allows changes
in the structure and design to cope with dynamic operating environments. Block-
based neural networks (BbNN) provide a more unified solution to the two fundamental
problems of ANNs, which include simultaneous optimization of structure, and viable
implementation in reconfigurable embedded hardware such as field programmable gate
arrays (FPGAs) due to its modular structure. However, BbNNs still have several
outstanding issues to be resolved for an effective implementation. An efficient
hardware design can only be obtained with proper design consideration. To date,
there has been no previous work reported on BbNNs configured in recurrent mode for
complex case studies, even though it is theoretically possible. Existing BbNN models
do not explicitly specify or model the latency of the system, determine how it affects
the system, nor how it can be optimized. Also, current methods of training BbNNs
using genetic algorithm (GA) are slow, especially with large training datasets. This
thesis presents an improved BbNN model, proposes a state-of-the-art simulation and
co-design environment for it, and implements it on a hardware platform for improved
speed and performance. It has a novel architecture with deterministic outputs that
can evolve and operate in both feedforward and recurrent modes. The BbNN is
redesigned for optimal system latency to achieve higher performance, and supports on-
chip training for multi-objective optimization using a multi-population parallel genetic
algorithm. All the algorithms proposed led to an efficient and scalable hardware
implementation. The viability of the resulting BbNN system-on-chip (SoC) is proven
with real-time performance analysis of real-world case studies, where performance
improvements of up to 410× are observed. The hardware logic utilization is minimized
with the help of theoretical analysis and design considerations. A case study requiring
the use of recurrent mode BbNN is also presented. All case studies tested with the
BbNN give equivalent or better classification accuracies compared to those provided
in previous works, but with optimized latency values. As an example, the proposed
BbNN solution achieves a classification accuracy of 99.41% for the heart arrhythmia
case study, which is an improvement over previous work. The validity of the proposed
BbNN model is thus verified.
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ABSTRAK
Rangkaian neural boleubah adalah arkitektur yang lebih terkini, dan berbeza
daripada rangkaian neural tiruan konvensional (ANN) dalam erti kata bahawa
ia membolehkan perubahan dalam struktur dan reka bentuk untuk menghadapi
persekitaran yang dinamik. Blok berasaskan rangkaian neural (BbNN) merupakan
penyelesaian yang mantap untuk dua masalah asas ANN, iaitu pengoptimuman
struktur secara serentak, dan sesuai untuk diimplementasikan di dalam perkakasan
bolehubah terbenam seperti field programmable gate arrays (FPGA) disebabkan
strukturnya yang modular. Walau bagaimanapun, BbNN masih mempunyai beberapa
isu-isu tertunggak yang perlu diselesaikan untuk mendapatkan perlaksanaan yang
lebih cekap. Reka bentuk perkakasan yang cekap hanya boleh diperolehi dengan
pertimbangan reka bentuk yang betul. Sehingga sekarang, tidak ada kerja sebelumnya
yang berjaya menonjolkan BbNN yang dikonfigurasikan dalam mod berulang bagi
kajian kes yang kompleks, walaupun ia adalah mungkin secara teori. Model BbNN
sedia ada tidak jelas menentukan bagaimana latensi sistemnya berfungsi. Ianya juga
tidak menentukan bagaimana latensi memberi kesan kepada sistem dan bagaimana
ia boleh dioptimumkan. Tambahan pada itu, kaedah semasa yang digunakan untuk
melatih BbNN menggunakan algoritma genetik (GA) adalah perlahan, terutamanya
untuk set data yang besar. Tesis ini membentangkan model BbNN yang lebih
baik, mencadangkan sistem simulasi yang sesuai, dan mengimplementasikannya
dalam perkakasan FPGA untuk meningkatkan prestasinya. Ia mempunyai arkitektur
yang unggul dengan keluaran yang berketentuan, sekaligus membolehkannya
berevolusi dan beroperasi dalam mod suap depan dan berulang. BbNN ini direka
untuk mencapai latensi sistem optimum demi memperoleh prestasi yang lebih
tinggi, dan membenarkan latihan pada cip untuk pengoptimuman pelbagai objektif
dengan penggunaan GA selari. Semua algoritma yang dicadangkan membenarkan
implementasi perkakasan yang cekap dan berskala. Kecekapan BbNN di atas
sistem-atas-cip terbukti dengan analisis prestasi kajian kes yang kompleks, di mana
peningkatan dalam prestasi sehingga 410× diperhatikan. Penggunaan perkakasan
logik dikurangkan dengan bantuan analisis teori dan pertimbangan reka bentuk. Kajian
kes yang memerlukan penggunaan BbNN di dalam mod berulang turut dibentangkan.
Semua kajian kes yang diuji dengan sistem ini memberikan kadar klasifikasi yang
sama atau lebih baik dengan kajian-kajian sebelumnya, tetapi dengan latensi yang
optimum. Sebagai contoh, BbNN yang dikemukakan menunjukkan kadar klasifikasi
sebanyak 99.41% bagi kes aritmia jantung, yang merupakan peningkatan berbanding
dengan kajian sebelumnya. Maka, ini mengesahkan kesahihan model BbNN yang
dicadangkan.
