In the trend of diversified economic development, how to entirely and systematically build a quantitative model for influencing factors of financing is a hot topic and difficult problem in the research of financial field. Based on SVM algorithm, this paper analyzes the influencing factors of China's small-and-medium-sized corporate financing, and establishes a financing weight regression model, in order to avoid decoupling, fuzzy evaluation and other issues. The accuracy of SVM model depends on the model parameters. The bionic algorithm and PSO algorithm are introduced, and the norm of two adjacent prediction matrix differences is served as a fitness function, in order to solve the problems of affecting the prediction results due to numerical instabilities in the model prediction process. And this paper establishes a model with an ideal effect of the robustness and accuracy through introducing PSO-SVM algorithm and based on MATLAB platform.
INTRODUCTION
With the rapid economic growth, the small-and medium-sized enterprises in China have emerged like mushrooms after rain since the reform and opening-up which has been conducted for more than thirty years, and play an important role in the national economy, which is summarized as the following five aspects: the labor force dispersion, the scientific and technical innovation providing, the social production and living order stabilization, the economic structural evolution boosting and the people's living standards improvement. The double upgrading in the quantity and quality of the Chinese enterprises is obvious to all, especially in the development and progress of small -and-medium-sized enterprises. However, due to the internal management problems, it often leads to internal negative factors, such as extensive development, low scientific and technological strength and so on. The small-and-medium-sized enterprises are free of significant advantages, which are characterized by small scale, high operating costs and risks, and lower credit rating than that of the state-owned enterprises or other advantageous enterprises. [2] Through analysis from the perspective of the national policy level, the development of China's financial market is not yet mature, and there are few financing methods and financial products for small-and-medium-sized enter-prises, which leads to imbalanced development. What's worse, with the diversified economic model, the influencing factors of financing are more complex. In the Empirical Research on Influencing Factors of Small-and-medium-sized Enterprise Financing, Deng Qingyang carried out a more meticulous and reasonable classification toward the influencing factors of the corporate financing, and preliminarily establishes a rational model for the influencing factors of the corporate financing in a way of empirical study. In the Analysis and Empirical Research on Influencing Factors of Chinese Private Enterprise Financing, Wan Long adopted the statistical method and SPSS software application, obtained the evidence in the northeastern region and systematically quantified the influencing factors of financing. He analyzed the empirical data and established an influence model of the private enterprise financing, thus obtaining a model with certain credibility.
Thus, most scholars carry out a majority of analysis and research on the relevant issues in the financial field by the use of classical mathematical and economic principles. With the economic development, China's economy presents an intense tendency of diversity, and each influencing factor couples with each other, which could not be solved well by the use of traditional analysis means. [3] The introduction of a new modern intelligent algorithm for modeling of the complex system is a hot topic and trend to solve the modern financial problems. In the Research on the Individual Credit Risk Measurement of SMEs Set Bond Financing based on SVM, Zeng Jianghong introduced a new modern algorithm: support vector machine. This paper solved the problems of the risk measurement in the traditional financial analysis, that is, the defect of ambiguity in the quantization measurement of the influencing factors of financing, thus providing a theoretical basis for the establishment of a precise and fair financing evaluation system. In the Research on Financing Risk Assessment of SMEs Supply Chain, Liang Jing established and substantiated the financing risk assessment model about the supply chain end of bank based on two kinds of models, namely, SVM and logistic regression models. And she made an in-depth discussion on one of the influencing factors. In summary, problems about how to make an advanced algorithm to support the model and build a model with thorough consideration need to be solved urgently. As a new algorithm with serious mathematical theory, the support vector machine is widely used, which is often used as a classifier in the financial field. However, deeper exploration remains to be interdisciplinary and innovated. [4] By discovering the regression capability of SVM, this paper carries out regression modeling for the influencing factors of financing, not just for the univariate, in which the independent variable is an influencing factor, and the dependent variable is the corresponding regression finance function. And the size of corresponding function reflects the financing capacity. This paper avoids decoupling and directly adopts powerful regression ability of SVM in order to establish a model with strong comprehensiveness, high robustness and good regression precision.
MODELING

SVM regression principle
SVM algorithm emerged in the last century has advantages of maintaining a high accuracy in case of sparse sample matrix and obtaining a global optimal solution in analysis of the problem, but not easily leads to misconvergence in the local minimum point, which takes the place of the neural network.
Based on the principle of category classification by SVM, Vapnik team introduces  (delayed penalty factor) into SVM, thus making the SVM function extend to the regression analysis field. In the SVM regression theory, the algorithm introduces the concept of the minimum error classification plane, which is different from the classical theory. [5] Assuming that there are l matrixes to be trained:
In n R space, the linear mapping is shown as fol-
Where:
) (x  is nonlinear mapping.
The delayed penalty factor  is defined as follows:
) (x f is prediction mapping to be solved;
y is a true value. Meanwhile, the slack variables i  and * i  are introduced, and the parameter optimization is described by the mathematical method, we can obtain:
Where: C is a penalty function, which constrains the error divergence, and the parameter  defines the error limits of the function.
Lagrange conversion is done for the Formula (3), as shown in the following form: 
In summary, the regression function is expressed as follows:
Its SVR structure is shown in Figure 1 : 
Principle of PSO algorithm
PSO algorithm is based on the simulation of acquiring food by birds in the nature. Compared with the genetic algorithm, it is simple to operate and free of crossover and mutation and other complex operations, and it is also very cost-effective in terms of the convergence speed. It is a classical optimization algorithm, so its principle is not elaborated here. The algorithm flow of optimizing the parameters of SVM and g by PSO is revealed in Figure 2 . [6] 3 MODEL SOLUTION According to the classical finance theory, the financing model is first established. The influencing factors of the financing structure are generally considered as follows: enterprise scale, growth potential, profit potential, property operating and management capability, mortgage valuation, short-term debt repayment capability, equity structure, income tax, non-debt tax shield and other factors. Table 1 makes a detailed description about the influencing factors. The financing functions and variables corresponding to the above factors are positively correlated with the functions. The capital financing factors are intricate, and also have a coupling effect. If each variable is considered independently, many factors must be ignored, and there are difficulties in decoupling.
This paper selects data from 102 companies listed in Shanghai and Shenzhen as the basis to establish the model and analysis, and establishes a financing regression model based on the SVM algorithm opti-mized by PSO. The properties of some companies are shown in Table 2 . The above data from 102 enterprises are led in MATLAB, thus forming training matrix which is 102 × 24. The training vector and prediction vector can be randomly generated to ensure that the data is not distorted. And we select 60 groups as the training vectors and 42 groups as the prediction vectors. First, draw a diagram for nine categories of properties of the testing matrix, its code is shown as follows:
figure; boxplot(data,'orientation','horizontal','labels',catego -ries); title('Visualization of company property','FontSize',12); xlabel(' Property value ','FontSize',12); grid on;
The norm of the adjacent prediction matrix differences is served as a fitness function of the PSO algorithm, in order to solve the problems of low regression accuracy of the SVM algorithm. [5] The normalization is done by the normalized functions of MATLAB, so as to eliminate the deviation of dimension or median on the results. The SVM parameters have a decisive impact on the training effect, so the parameters are optimized through PSO optimization functions that are written by MATLAB.
[bestacc,bestc,bestg]=pso_FoRVSVM()(train_data_ labels,train_data); disp(' Print selection results '); str = sprintf( 'Best Cross Validation Accuracy =%g%% Best c=%g Best g = %g', bestacc, bestc, bestg); disp(str); After 200 generations of optimization, the parameter C1 is finally determined as 1.5, while the parameter C2 is 1.7. The parameters are introduced to the SVM model, so as to fit 24 indicators, and the generalization and precision formed after SVM training can reach a high-dimensional fitting network for the specified target. The network is saved as the format of ".mat", so as to fit the input matrix in the future. Its training parameters are shown in Table 3 . Fitting equation is shown as follows:
Where, A is a variable coefficient: X is an influencing variable of financing.
CONCLUSION
The SVM algorithm is introduced to avoid decoupling of the mutual coupling factors, get rid of rating for each factor, and reduce risks of unfair rating due to subjective factors. This paper transforms the complex and multidimensional financing variable into the hyperplane for fitting, and carries out physical and chemical analysis of the variables, and establishes models by the mathematical model rather than the fuzzy evaluation criterion. The SVM parameters are optimized by the PSO algorithm so that the robustness of the model increases, the result is more accurate, and the fitting precision is better.
