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Abstract
We give an overview of recent developments in the theory of dimer
models. The viewpoint we take is inspired by mirror symmetry. After
an introduction to the combinatorics of dimer models, we will first look
at dimers in dynamical systems and statistical mechanics, which can be
viewed as coming from the A-model in mirror symmetry. Then we will
discuss the role of dimers in the theory of resolutions of singularities,
which is inspired by the B-model. The C stands for the connections that
tie both subjects together: clusters, categories, and stability conditions.
In this final part we will give some ideas on how these two stories fit in a
broader framework.
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0 Dimer combinatorics
Dimer models originally come from statistical physics. They were introduced
as a model to study phase transitions in solid state physics [22, 43, 67]. Just
like a polymer is something containing many parts, the name dimer refers to
something that is built up of two parts, black and white particles. In the
original dimer model these black and white particles were distributed on a square
lattice such that two neighboring particles have opposite colours. The states of
the system are configurations where every particle is bound to a neighboring
particle. This is known as a perfect matching. Describing the physics of this
system amounts to counting the number of perfect matchings, subject to certain
boundary conditions.
If the boundary conditions are periodic, this is the same as working on a
torus. In this view it is more natural to work with bipartite graphs embedded
in a surface, where the nodes represent the particles and the edges the possible
bonds that can be made. Many of the physical properties can now be translated
into graph theoretical concepts. In this first section we will introduce dimers in
this general setup and look at their combinatorics.
0.1 Ribbon graphs
If a graph is embedded in an oriented surface we can use the orientation of the
surface to define a cyclic orientation on the edges in each node of the graph.
This can be captured in the notion of a ribbon graph [37].
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Definition 0.1.1. A ribbon graph or fat graph Γ = (H, ν, ) consists of a
finite set of half edges H and two permutations ν,  : H → H such that  is an
involution without fixed points.
1. We call the orbits of ν nodes and denote the set of nodes by Γ0 = H/〈ν〉.
2. We call the orbits of  edges and denote the set of edges by Γ1 = H/〈〉.
3. We call the orbits of ϕ := ν ◦  faces and denote the set of faces by Γ2 =
H/〈ϕ〉.
We say x ∈ Γi and y ∈ Γj are incident if they intersect.
The dual ribbon graph Γ∨ = (H, ν ◦ , ) has the same half edges but the
roles of ν and ϕ are reversed. Because 2 = 1 we have that Γ∨∨ = Γ.
Given a ribbon graph Γ we can construct a closed surface |Γ| by representing
each face of size n by an n-gon. Each edge of the n-gon represents an edge
incident with the corresponding face and we glue these polygons together by
joint edges. For every half edge there is a quadrangle on the surface whose
four points are the two nodes and the centers of the 2 faces incident with the
edge. These quadrangles tile the surface and the edges are diagonals of these
quadrangles. The dual ribbon graph can be drawn on this surface by connecting
the centers of the faces using the other diagonals of these quadrangles.
The name ribbon graph comes from the fact that a closed tubular neighbour-
hood of the embedded graph (Γ0,Γ1) in |Γ| looks like a graph made of ribbons.
This tubular neighborhood is sometimes denoted by |˚Γ|. It is an oriented sur-
face with boundary and its boundary components correspond to the faces. If
we glue punctured discs to these boundaries, we get a surface with punctures
|Γ˙|.
Example 0.1.2. If we take  = (15)(26)(37)(48) and ν = (1234)(8765) then
ϕ = (18)(25)(36)(47). There are 2 nodes, 4 edges and 4 faces, which are 2-
gons. This gives an Euler characteristic of 2− 4 + 4 = 2, so Γ is embedded in a
4
sphere. On the left we drew the graph on the sphere and in the middle we drew
the tubular neigborhood |˚Γ|. On the right we drew the dual graph, which tiles
the sphere with 2 squares that have a common boundary. The quadrangles are
represented by dotted lines.
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In some situations it is convenient to consider infinite graphs. If this is the
case we assume that all orbits of ν,  and ν ◦  are finite. This ensures that the
graph is locally finite. An example of this is the universal cover of a ribbon
graph: we can take the universal cover of the closed surface |Γ| and lift the
embedded graph Γ to this cover. The resulting graph is an infinite ribbon graph
and we will denote it by Γ˜.
0.2 Dimer models
Depending on one’s point of view a dimer model can be defined in two ways
that are dual to each other.
Definition 0.2.1. A dimer graph Γ is a bipartite ribbon graph: there is a
partition of the nodes into black and white nodes Γ0 = Γ
•
0 unionsq Γ◦0 such that every
edge is incident with one black and one white node.
For the dual definition we will make use of the quiver formalism. A quiver
Q is an oriented graph and we will use the maps h, t : Q1 → Q0 to denote the
head and tail of an arrow. Paths will be written from the right to the left.
a1 . . . ak :=
a1oo oo akoo
5
We also use the head and tail notation for paths, e.g. h(a1 . . . ak) = h(a1), and
a path p is called a cyclic if h(p) = t(p). A cycle is a cyclic path path considered
up to cyclic permutations of the arrows.
Definition 0.2.2. A dimer quiver Q is an oriented ribbon graph such that
the faces are oriented cycles. We can split Q2 = Q
+
2 ∪ Q−2 in two types the
anticlockwise and the clockwise cycles, depending on their orientation on the
surface.
Given a dimer graph Γ, we can make a dimer quiver by taking the dual
Q = Γ∨. The edges of the dual graph run perpendicular to the edges of Γ and
we orient them such that they keep the black node on the left. In this way the
arrows cycle anticlockwise around the black vertices and clockwise around the
white: Q+2 = (Γ
•
0)
∨ and Q−2 = (Γ
◦
0)
∨.
Example 0.2.3. The suspended pinchpoint [28][section 4.1] is an example of a
dimer model on the torus. The quiver has 3 vertices corresponding to the three
faces on the ribbon graph (one hexagon (1) and two quadrangles (2,3)).
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We will use both formalisms, so a dimer model or dimer will be a pair (Γ,Q)
consisting of a dimer graph and a dimer quiver which are dual to each other.
To avoid confusion we will consistently use the terminology nodes, edges and
faces for the dimer graph and vertices, arrows and cycles for the dimer quiver.
Paths and cycles in the bipartite graph will be called (closed) walks, while for
the quiver we will keep the names paths and cycles.
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0.3 Homology and cohomology
The surface in which a dimer model is embedded, will be denoted by |Γ| = |Q|
and its Euler characteristic by
χ(Γ) = χ(Q) = #Γ0 −#Γ1 + #Γ2 = #Q2 −#Q1 + #Q0
To calculate the homology and cohomology of the surface we can use the chain
and cochain complexes of the surface.
For the dimer quiver we define the chain complex
ZQ• := ZQ0 ZQ1
doo ZQ2
doo
consisting of formal sums of vertices, arrows and cycles with coefficients in Z.
The differential is given by dc =
∑
a∈c a and da = h(a) − t(a) for a ∈ Q1 and
c ∈ Q2.
For any abelian group k we get a cochain complex
Maps•(Q, k) := Maps(Q0, k)
d // Maps(Q1, k)
d // Maps(Q2, k)
with dφ(a) = φ(h(a))− φ(t(a)) and dφ(c) = ∑a∈c φ(a) for a ∈ Q1 and c ∈ Q2.
Similarly we can define a chain complex for the graph:
ZΓ• := ZΓ0 ZΓ1
doo ZΓ2
doo
with de = b(e) − w(e) and df = ∑e∈f ±e, where we put a plus sign if the
black node of the edge follows the white in the anticlockwise direction around
f . In this convention a face is considered as an anticlockwise cycle and edges
are oriented as going from white to black.
The cochain complex looks like
Maps•(Γ, k) := Maps(Γ0, k)
d // Maps(Γ1, k)
d // Maps(Γ2, k)
with dφ(e) = φ(b(e))−φ(w(e)) and dφ(f) = ∑e∈f ±φ(e) for e ∈ Γ1 and f ∈ Γ2.
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Definition 0.3.1. If (Q,Γ) is a dimer on a surface S = |Q| and pi : S′ → S is
a finite unbranched cover we can lift (Q,Γ) to a new dimer (Q′,Γ′) on S′. If G
is the group of cover automorphisms
G = {φ : S′ → S′ |pi ◦ φ = pi}
We have a free action of G on (Γ′,Q′) with Γ = Γ′/G and Q = Q′/G. We call
(Γ′,Q′) a Galois cover of Q with cover group G.
For Galois covers we have that the G-invariant part of ZQ′• is isomorphic to
ZQ• and χ(Q′) = χ(Q)|G|.
0.4 The twisted dimer
The ribbon graph picture of dimers allows us to define an involution on the
space of dimers. The twist of a bipartite ribbon graph was introduced by Feng
et al. in [21] and it is the same graph but with the cyclic orders of the white
faces reversed.
Γ ./ = (H, ν′, ) with ν′(x) =

ν(x) the 〈ν〉-orbit of x is black
ν−1(x) the 〈ν〉-orbit of x is white
It is called the twist because the surface with boundary of this new ribbon
graph can be obtained by cutting the ribbons in two, giving them a half twist
and gluing them back together again. The new dimer is also called the untwisted
dimer [21], the mirror dimer [8] or the specular dual [34]. The bipartite graph
of this dimer is the same but it is embedded in a different surface.
Example 0.4.1. The specular dual of the dimer from example 0.1.2 is the same
graph but embedded in a torus.
8
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If we look at what happens to the dimer quiver, we can understand this in
the following way. First we cut open the surface along the arrows of the quiver,
then we flip over all the clockwise cycles to introduce the twist in the ribbons of
the ribbon graph. Finally we glue everything back together again by identifying
the arrows of the cycles. The result is called the mirror quiver or twisted quiver
and we denote it by Q.
Example 0.4.2. We illustrate this with some examples from [8]:
Q
1
a
// 2
z

1
b
oo
3
c
OO
d

4woo y // 3
c
OO
d

1
a // 2
x
OO
1
boo
1
a
//
u1

1
z

3 y //
x

2
u2
cc
v2

1
a //
b
OO
1
v1
cc b
OO 1 a
//
b

1
b
// 1
c

1
a

1
d

1
d // 1 c // 1
x
__ 1

// 2
{{ 
5
YY
##
6
cc

4
EE ;;
3
OO
oo
Q
1
a
// 2
c

1
y
oo
3
z
OO
d

4woo b // 3
z
OO
d

1
a // 2
x
OO
1
yoo
1
z
//
u1

1
a

3 y //
b

2
u2
cc
v1

1
z //
x
OO
1
v2
cc x
OO 1 a
// 2
b
// 1
c

3
d

1
x
OO
a // 2 b // 1
x
OO 1 // 2 //

1

3 //
OO
4 //
OO

3
OO

1 //
OO
2 //
OO
1
OO
On the top row the first two quivers are embedded in a torus, the third in a
surface with genus 2 and the fourth in a sphere. The mirros on the bottom
row are all embedded in a torus. Note that the first 2 are isomorphic to their
mirrors, but in a nontrivial way.
Although the graph of the twisted dimer is the same, the mirror quiver Q
will be different. If one looks at the collection of edges corresponding to an orbit
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of ν′ one can see that in the original dimer they trace out a walk of edges that
turns alternatingly to the left and to the right. Such a walk is called a zigzag
walk . In the quiver the arrows corresponding to these edges also trace out a
path that turns alternatingly left and right. We call this path a zigzag path or
zigzag cycle. In the other direction every zigzag path comes from a cycle in ν′,
so the zigzag paths map one to one to the vertices of the dual dimer.
For each zigzag path (or walk) on the surface |Q| we can draw a curve by
connecting the midpoints of the edges or arrows. The curves obtained in this
way are called the strands and we orient them the same way as the corresponding
zigzag path in the quiver. If you follow a strand and look at the intersection
points with the other strands then the strand will be crossed alternatingly from
the left and from the right. We will also need the left opposite path of a zigzag
path. This runs in the opposite direction along the same positive cycles as the
zigzag path. The right opposite path does the same along the negative cycles.
• • •
◦ ◦1
2
3
4
5
left opposite path
zigzag path
strand
zigzag walk
right opposite path
The correspondence between the vertices of Q and the zigzag paths/strands
of Qalso tells us how the strands intersect.
Lemma 0.4.3. Let Q be a dimer quiver and Qbe its twist. Consider two
vertices v, w ∈ Q0 and let sv, sw be the corresponding strands in | Q|. The
number of arrows from vertex v to w minus the number of arrows from w to v
is the intersection number between the corresponding strands in the dual dimer.
(sv, sw) = #{v ← w} −#{w → v}
10
Proof. This follows from the fact that if two zigzag paths share an arrow the
strands will cross.
0.5 Alternating strand diagrams
The idea of strands gives us another way to define a dimer.
Definition 0.5.1. A collection of immersed oriented closed curves on an ori-
ented surface which all intersect normally is called an alternating strand dia-
gram if every curve is intersected alternatingly from the left and from the right.
We also assume that the complement of the curves is a disjoint union of discs.
Given an alternating strand diagram, we can construct the dimer graph as
follows. The complement of the curves consists of three types of discs, the ones
for which the strands go only clockwise around the boundary, the ones for which
they go only anticlockwise and the ones for which they go in both directions.
Put a black node in the middle of every anticlockwise disc and a white node in
every clockwise disc. For every strand intersection point put an edge connecting
the black and white node that sit in a disc having this point in their boundary.
The vertices of the dimer quiver are in the centres of the third type of discs.
Example 0.5.2. A dimer on a torus and its alternating strand diagram in both
its graph and quiver presentation.
◦
◦
◦
◦
◦
◦
◦ ◦◦
••
••
1 2
3 4 3
5 6
7 8 7
1 2
0.6 Triple crossing diagrams
A final related concept is a triple crossing diagram.
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Definition 0.6.1. A triple crossing diagram is a collection of oriented curves
on an oriented surface such that every intersection point of the curves is a triple
crossing with alternating orientations.
Furthermore we ask that the curves cut the surface in simply connected pieces.
A slight deformation of a triple crossing diagram results in an alternating
crossing diagram, which gives us a dimer model.
→ →
◦
◦ ◦•
To obtain this dimer directly from the triple crossing diagram we put black nodes
in the triple crossing points and white nodes in the centres of the discs that are
bounded clockwise. We draw an edge between them if the triple crossing point
is on the boundary of the disk. Note that in this way we only obtain dimers for
which the black nodes are trivalent.
Example 0.6.2. A triple crossing diagram on a torus and its dimer graph
◦
◦
◦
◦
◦• •
We can also define strand diagrams and triple crossing diagrams on surfaces
with boundary. For this we assume that every boundary component has an even
number of marked points that are alternatingly called entry and exit points.
There are two types of strands: curves connect entry points with exit points
and closed curves on the surface.
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Similarly it is possible to consider dimer models on an orientable surface
with boundary. In the quiver picture we assume that the boundary itself is
made up of arrows from the quiver. These arrows will be contained in just one
cycle of Q2. The boundary components of the surface are not required to be
cycles of the quiver.
The dual bipartite graph has nodes that lie on the boundary, corresponding
to the cycles that contain arrows on the boundary, but its edges do not lie on
the boundary.
Triple crossing diagrams on a disk were considered by Thurston in [69].
Alternating strand diagrams on a disc (with entry and exit points identified)
were considered by Postnikov in [62] and the bipartite graph is referred to as
the plabic graph. The corresponding quiver appears in work by Baur, King and
Marsh [3]. Dimers on arbitrary surfaces with boundary were studied by Franco
in [27].
0.7 Homotopy for triple crossing diagrams
Definition 0.7.1. Two triple crossing diagrams on the same surface (and with
the same marked points) are called homotopic if there is a bijection between the
curves that maps every strand to a homotopic strand.
An easy invariant of triple crossing diagrams under homotopy are the homol-
ogy classes of the set of strands in H1(S, ∂S). Not every set of homology classes
can occur because of the alternating orientations of the curves. The restrictions
on the homology classes are not very strong.
Theorem 0.7.2 (Existence of triple crossing diagrams). Let S be a surface
(with boundary) and I, U two collections of n-marked points on the boundary
(the entry and exit points) such that on every boundary component the entry
and exit points alternate.
Let {γi : [0, 1] → S|i ∈ I} be a collection of n curves that each connect one
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entry point to an exit point:
γi(0) = i, {γi(1)|i ∈ I} = U.
Furthermore let {κi : S1 → S} be a collection of k closed curves with nontrivial
homology.
If the total relative homology
∑
γi +
∑
κi ∈ H1(S, ∂S) is zero then there
exists a triple crossing diagram for which the strands are isotopic to the curves
{γi, κi}.
Proof. We first prove this when S is a disk. This was originally done by Thurston
in [69][Theorem 1]. Note that in this case because H1(S, ∂S) = 0, the γi are
complete determined by their end points and there are no closed curves.
We proceed by induction on n. For n = 1, 2 the statement is trivial because
these can be connected without crossings. If n > 2 look for a curve γk for
which there is no γi with both end points between γk(0) and γk(1). Connect
the strands as indicated below
• • • • • • •
•γk(0) γk(1)
If we cut off the dotted part we get a new disk with n− 1 entry and exit points
and we can use induction to produce a triple crossing diagram for the remainder
and by gluing in the dotted piece for the original. A triple crossing diagram
constructed in this way is called standard .
To extend this to the case of general surfaces, we cut the surface open to a
polygon. Because the total relative homology of all curves is zero and each side
of the polygon represents a relative homology class, the total number of points
where the curves enter a given side is equal to the number of points where it exits
a side. Up to isotopy we can permute these points on any given side to ensure
that on the boundary of the polygon entry and exit points alternate. Then we
can apply the theorem for the disk and after gluing the polygon together again
we obtain a triple crossing diagram for the surface.
14
We are now interested in how homotopic triple crossing diagrams are related.
Definition 0.7.3. We call a triple crossing diagram minimal if it has the least
number of triple crossing points in its homotopy equivalence class.
• A monogon is a curve segment that forms a contractible loop.
• A bad digon is a pair of curve segments that are homotopic and have the
same orientation.
• A good digon is a pair of curve segments that are homotopic and have
opposite orientations.
• A small digon is a good digon such that no other strands intersect the
homotopic curve segments.
A triple crossing diagram is called consistent if it has no monogons or bad
digons.
Definition 0.7.4. The 2 ↔ 2-move and the 1 → 0-move are local operations
on triple crossing diagrams as indicated below. The 2 ↔ 2-move flips a small
digon and the 1→ 0-move removes a monogon.
2↔ 2 1→ 0
Theorem 0.7.5 (Moving between triple crossing diagrams). (Thurston [69][The-
orem 2-4]) Let S be the disk.
1. Any triple crossing diagram on S can be turned into a minimal triple
crossing diagram by 2↔ 2- and 1→ 0-moves.
2. Two homotopic minimal triple crossing diagrams on S are related by 2↔
2-moves.
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3. A triple crossing diagram on S is minimal if and only if it has no monogons
or bad digons. In other words minimal is the same as consistent.
Proof. The details of this proof can be found in [69]. The main idea is to start
from any triple crossing diagram and show that we can transform it into a given
standard triple crossing diagram using 2 ↔ 2- and 1 → 0-moves. Just like in
the proof of theorem 0.7.2 proceed curve by curve. Let γk be a curve that does
not encompass another strand then Thurston shows that there is an algorithm
that uses 2 ↔ 2- and 1 → 0-moves to bring it parallel to the boundary like
the picture in 0.7.2. Cutting of the curve γk and performing the algorithm for
another curve in the remaining piece of the disk, we end up with the standard
triple crossing diagram.
Because these moves never increase the number of triple crossing points, the
standard one must be minimal and if the starting one is also minimal we can
only use 2 ↔ 2-moves. Finally, if a triple crossing diagram has monogons or
bad digons, it still has monogons or bad digons after applying a 2 ↔ 2-move,
while a standard one has no monogons or bad digons.
The theorem is expected to hold for any oriented surface with boundary,
but no proof is currently available. In the case where S is a torus without
boundary, checks have been performed for low crossing numbers and a partial
proof is given by Goncharov and Kenyon in [31]. In this paper they construct
certain standard triple crossing diagrams and show that these are all related
by 2↔ 2 moves. However they do not show that every minimal triple crossing
diagram is standard or can be transformed to a standard one. Therefore we
have the following conjecture.
Conjecture 0.7.6. Theorem 0.7.5 holds for any oriented surface with boundary.
0.8 Homotopy for dimer models
We will now translate the previous section to dimer models.
16
Definition 0.8.1. 1. Two dimers are called homotopic if there is a homeo-
morphism between their surfaces such that the two strand diagrams coming
from the zigzag paths are homotopic.
2. A dimer is called reduced if all positive and negative cycles in the quiver
have length at least 3 (or all nodes in the bipartite graph have valency at
least 3).
3. A dimer is called zigzag consistent if its alternating strand diagram has
no monogons or bad digons.
Example 0.8.2. Two homotopic dimers:
1 1
1 12
2
3 44
1 1
1 12
2
3 44
We also define moves between dimers.
Definition 0.8.3. 1. The join-move removes a bivalent node and joins the
two nodes connected to it. The inverse of a join-move is called a split
move. In the quiver picture the split move inserts a bigon in a cycle.
◦
◦
◦
◦
◦
•
◦
◦
◦
◦
◦
• •◦ ↔
◦
◦ ◦
◦
◦◦
◦ ◦
◦
◦
↔
The join move can be used to remove all 2-valent nodes from the dimer
graph to obtain a reduced dimer. It is easy to see that the end result does
not depend on the order of the join moves, so this reduced dimer is unique.
2. The spider move does locally the following:
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◦ ◦• •
◦
◦
↔ ◦ ◦•
•
◦
◦
◦
◦
◦
◦
◦ ↔
◦
◦
◦
◦
◦
In the quiver picture we take a 4-valent vertex, reverse the arrows that
meet it and add 4 extra arrows for the paths of length two that ran through
this vertex.
The spider move was first introduced by Kuperberg and is also known as
urban renewal [15, 31, 49]
The spider move is closely related to quiver mutations that were introduced
by Fomin and Zelevinski in [25, 26]. The mutation of a quiver Q at a vertex v,
reverses all arrows in v, adds extra arrows for all paths of length 2 trough v and
then deletes all 2-cycles. We will come back to quiver mutations in A.2.1. It is
easy to see that mutation of 4-valent vertex in a dimer quiver, can always be
seen as a combination of join/splits-moves and a spider move. If you mutate a
dimer quiver at a vertex with higher valency, the result cannot be interpreted
as a new dimer.
Lemma 0.8.4. A 2↔ 2-move on a triple crossing diagram corresponds to a
1. A join move followed by a split move if the middle piece contains a white
node
2. A spider move if the middle piece is empty.
Proof.
◦
•
•
↔ ◦ •• ◦
◦
◦
◦
•
•
↔
◦
◦
◦
◦ ••
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Using this observation it clear that
Lemma 0.8.5. A quiver mutation on a 4-valent vertex induces a bijection be-
tween the zigzag paths that maps each zigzag path of Q to a zigzag path of µQ
with the same homotopy class.
Proof. This is because both the join/split moves and the spider move induces
these bijections on the strands.
We can also translate theorems 0.7.2 and 0.7.5 to the setting of reduced
dimers. The first states that for every surface with boundary and every choice of
homotopy classes with total relative homology 0 we can find a zigzag consistent
dimer. The second states that reduced zigzag consistent homotopic dimers on
the disk are related by quiver mutation. The statement that reduced zigzag
consistent homotopic dimers on general surfaces are related by mutation is still
open.
0.9 Dimer models on a torus
In the case that the underlying surface of the dimer is a torus without boundary,
zigzag consistency has been studied in detail. In this section we will describe
some equivalent notions of consistency for dimers on a torus.
0.9.1 The zigzag polygon
The homology group of the torus is Z2. This means that we can define a cyclic
order on the directions of closed curves on the torus by looking at the projection
of the homology class on the unit circle (a, b) 7→ (a, b)/√a2 + b2. In [33] Gulotta
used this cyclic order to introduce the notion of a properly ordered dimer.
Definition 0.9.1. A dimer quiver Q is called properly ordered if the cyclic
order of the zigzag paths incident with a given cycle in Q2 is the same as the
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cyclic order of their homology classes. (This also implies zigzag paths that meet
the same cycle cannot have the same direction.)
Theorem 0.9.2 (Ishii-Ueda [40] Proposition 4.4). A dimer on a torus is zigzag
consistent if and only if it is properly ordered.
Proof. Two zigzag paths that are consecutive in a cycle share an arrow. If they
swap order at infinity they must intersect a second time which results in a bad
digon. If they have the same direction at infinity their lifts in the universal
cover must intersect an infinity number of times because of periodicity. This
also results in a bad digon.
If two zigzag paths are not consecutive then we can use induction to find
a bad digon. Look at the zigzag paths in between. Because an intermediate
zigzag path must leave the piece cut out by the two original zigzag paths, it
must swap order with one of these two original zigzag paths. In this way we get
a pair of zigzag paths that swaps with less zigzag paths in between.
In the other direction it is clear that a bad digon between two zigzag paths
results in two common arrows. The order of the zigzag paths at the two anti-
clockwise cycles containing these arrows is reversed.
Definition 0.9.3. Let Z1, . . . , Zk be the zigzag paths of a dimer quiver Q, ordered
cyclicly by their homology classes ~v1, . . . , ~vk ∈ H1(T) = Z2 and for each vector
~vi = (a, b) we denote its normal by ~v
⊥
i = (−b, a).
The zigzag polygon ZP(Q) is the convex hull of the points
~v⊥1 , ~v
⊥
1 + ~v
⊥
2 , . . . , ~v
⊥
1 + · · ·+ ~v⊥k .
In other words it is the convex lattice polygon whose outward pointing normals
are the homology classes of the zigzag paths.
Example 0.9.4. If we look at the suspended pinchpoint 0.2.3 then there are
five zigzag paths with homology classes (1, 0), (2, 1), 2 × (−1, 0), (−1,−1). This
results in the following zigzag polygon.
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•
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Lemma 0.9.5. Two dimer models on a torus are homotopic if and only if their
zigzag polygons are equivalent under an affine transformation.
Theorem 0.9.6 (Existence of zigzag consistent dimers on a torus). Let ZP ⊂ Z2
be any convex lattice polygon then there exists a zigzag consistent dimer on a
torus, Q, with ZP = ZP(Q).
Proof. This follows immediately from theorem 0.7.2. Just take for the κi curves
with homology classes perpendicular to the boundary of the zigzag polygon.
This statement was first proved by Gulotta in [33] where he gave an explicit
algorithm to produce such a dimer. A similar proof by Ishii and Ueda, which
uses the special McKay correspondence can be found in [39]. An algorithm that
produces all consistent dimers for a given zigzag polygon can be found in [6].
0.9.2 Isoradial embeddings
The universal cover of a torus is the Euclidean plane, so studying dimers on a
torus is the same as studying periodic dimers embedded in the Euclidean plane.
We start with a definition due to Duffin [20] and Mercat [54]
Definition 0.9.7. A periodic dimer quiver Q˜ is isoradially embedded in the
plane if all cycles are polygons inscribed in circles with radius one.
In this case every arrow a ∈ Q1 stands on an arc θa ∈ (0, 2pi) and we have for
every cycle in Q2 that
∑
a θa = 2pi. Furthermore if ab are two consecutive arrows
in a cycle then the inscribed angle theorem tells us that the angle between the
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arrows is 12 (2pi − θa − θb). Taking the sum of all these angles around a vertex
v ∈ Q0 we get that
∑
h(b)=v(pi − θa) +
∑
t(a)=v(pi − θb) = 2pi.
Specifying the arc lengths θa of the arrows of the quiver characterizes the
embedding up to isometry. This gives rise to the notion of a consistent R-charge
(see [33]).
Definition 0.9.8. A dimer (Γ,Q) has a consistent R-charge if there is a map
R : Q1 → (0, 2) such that
R1 ∀a1 . . . ak ∈ Q2 :
∑
i Rai = 2,
R2 ∀v ∈ Q0 :
∑
h(a)=v(1− Ra) +
∑
t(a)=v(1− Ra) = 2
If we multiply the R-charges by pi we get the angles of an isoradially embed-
ded dimer quiver: θa := piRa.
Lemma 0.9.9. A dimer quiver Q can be isoradially embedded if and only if it
admits a consistent R-charge.
We can also talk about isoradially embedded periodic dimer graphs, if all
faces are polygons inscribed in circles with radius one. There is a close connec-
tion between these two notions. Given an isoradially embedded dimer graph,
we can assign to each edge e a number θe ∈ (0, 2pi) that measures the angle
of the arc on which the edge stands. If each individual angle is smaller than
pi the circumcenters lie inside the faces. Such dimers are called geometrically
consistent and have been studied by Broomhead in [14]. If we connect the nodes
with the centers we get a tiling of the plane with rhombi with sides of length
one. This is called a rhombus tiling or quad-tiling (see [48]). The edges of the
dimer graph are diagonals of the rhombus tiling. The other diagonals can be
seen as the arrows of the dual dimer quiver. This gives an isoradial embedding
of the quiver with θa = pi − θe if e = a∨. The process also goes in reverse: an
isoradially embedded dimer quiver gives an isoradially embedded dimer graph
with supplementary angles, provided all angles are not bigger than pi.
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If we look at zigzag paths of a dimer quiver from the rhombus tiling point of
view, we see that the arrows of the zigzag paths all sit in rhombi for which one
pair of sides are all parallel. It looks like a train track of which these parallel
sides are the sleepers. We define the sleeper direction θZ of a zigzag path Z to be
the direction of the sleepers pointing to the right of the direction of the zigzag
path.
Note that the sleeper direction of a zigzag path is also the direction of the middle
vertex of the intersection of the zigzag path with a positive cycle, viewed from
the circumcenter of that cycle.
If a dimer model is properly ordered we can construct an isoradial embedding
of the periodic dimer quiver as follows. Choose points θ1, . . . θk on the unit circle
that have the same cyclic order as the directions of the zigzag paths ~v1, . . . ~vk.
make sure that if two zigzag paths have the same homology class, their points
on the unit circle must also coincide.
For each positive cycle we can connect the points on the unit circle that come
from zigzag paths that meet this cycle. Because Q is properly ordered this gives
a convex polygon and each arrow a in the cycle is identified with the side of
the polygon that connects the angles of the zigzag paths that contain a. For
each negative cycle we do the same but we rotate the polygon over 180◦. Then
we translate all these polygons such that sides representing the same arrow are
identified.
Using the standard facts of inscribed angles one can show that all these
polygons fit together to form a tiling of the plane. This gives us an isoradial
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embedding of the periodic dimer quiver for which the sleeper directions are
precisely the chosen directions θi.
Example 0.9.10. If we return to the suspended pinchpoint, we already saw that
the homology classes of the zigzag paths are (1, 0), (2, 1), 2× (−1, 0), (−1,−1).
We can assign sleeper directions θ = −90◦,−45◦, 2× 90◦, 180◦.
1
2
3
1
1
2
3
1
(1,0)
(2,1)
(-1,0)
(-1,-1)
1
1
2
3
1
3
2
1
Theorem 0.9.11 ( [5]). A dimer is zigzag consistent if and only if its quiver
can be isoradially embedded in the plane.
Proof. The condition is neccesary because zigzag consistency implies well order-
ing, which we can use to construct an isoradial embedding as explained above.
To show that an isoradial embedded quiver is zigzag consistent, note that
two zigzag paths meeting in one arrow must come from a different corner on the
zigzag polygon. Again, standard Euclidean geometry for polygons inscribed in
circles shows that there cannot be monogons or bad digons.
If one restricts to geometrically consistent dimers one has a similar theorem.
The result states that a dimer on a torus is geometrically consistent if and only
if the strands of the zigzag paths of the dimer have no monogons, bad digons
or good digons. A proof of this statement is in [48].
Theorem 0.9.12 (Summary of consistency). If (Γ,Q) is a dimer on a torus
then the following properties are equivalent.
1. minimal,
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2. zigzag consistent,
3. properly ordered,
4. isoradially embeddable,
5. R-charge consistent.
If these conditions hold we call Q consistent.
0.9.3 Perfect matchings
It is natural to describe the homology of the torus using the dimer quiver because
we can represent the homology classes by oriented cycles in the quiver. Every
path in the quiver p corresponds to an element p¯ ∈ ZQ1, which is the sum
of all arrows in the path. Cyclic paths in the quiver give rise to elements in
H1(T) = H1(ZQ•). Note that all cycles in Q2 give zero elements in H1(T).
The complex ZQ• has a natural pairing with ZΓ2−• realized by the natural
identifications of the vertices and the faces, the arrows and the edges, and the
cycles and the nodes. We will denote these pairings by 〈, 〉. Therefore it is
natural to identify the homology of ZΓ2−• with the cohomology of the torus.
Definition 0.9.13. A unit flow is a weight map φ : Γ1 → R≥0 such that in
every node the sum the weights of all edges is 1.
A perfect matching is a subset P ⊂ Γ1 such that every node is incident with
exactly one edge in P. The set of all perfect matchings of a dimer is denoted by
PM(Γ).
If we assign weight one to every edge in a given perfect matching P and
weight zero to the others then we get a unit flow φP.
In some cases it is convenient to consider P as a subset of Q1 using the
identification of arrows and edges. In this way P is a subset of arrows that
contains exactly one arrow in each cycle of Q2.
25
Given a path p in the quiver, the pairing 〈p¯, P〉 counts how many arrows of
p sit in P. We sometimes will write this pairing also as degP p. If 〈p¯, P〉 6= 0 we
say that p and P meet.
Lemma 0.9.14. Every unit flow is a positive linear combination of perfect
matchings.
Proof. Let φ be a unit flow, we show that there is a perfect matching P with
φ(e) 6= 0 for all e ∈ P. Take an edge e with φ(e) < 1 then this edge is connected
on both sides to another edge. Because the dimer is finite we can find a cyclic
walk e1e2 . . . e2i of edges with weights all smaller than 1. This walk has even
length because Γ is bipartite. Assume that e1 has the smallest weight. Now
subtract φ(e1) from all odd edges and add it to the even edges. This gives a
new unit flow φ′ that is nonzero on fewer edges. If we continu like this we get
a φP that comes from a perfect matching.
Not every dimer has a perfect matching but if the dimer quiver is isoradially
embedded we can easily construct perfect matchings. Fix a point θ ∈ S1. For
each arrow a we can look at the unit circle around its positive cycle and draw θ
on it. Let Pθ be the set of all edges a
∨ corresponding to arrows a for which the
arc on which they stand contains θ.
•θ
a∨ ∈ Pθ
As we have seen above, the unit circle is split into arcs by the sleeper directions
of the zigzag paths. If θ sits in the interior of one of the arcs Pθ is a perfect
matching because the vertices are all located at sleeper directions. Two θ in the
same arc will give the same perfect matching.
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These matchings play a very important role in the theory of dimers. They
have been introduced in various disguises by Stienstra [65], Gulotta [33], Broom-
head [14] and many others.
All matchings have the same boundary because every node is contained in
precisely one edge:
dP =
∑
n∈Γ•0
n−
∑
n∈Γ◦0
n ∈ ZΓ0.
Therefore the difference between 2 perfect matchings is a cycle in Z〈Γ1〉.
If we start from a reference perfect matching P0 we can look at all cohomology
classes in H1(T,Z) that come from differences P − P0, where P runs over all
perfect matchings. Using the identification H1(T,Z) = Z2 these homology
classes can be seen as a set of lattice points.
Definition 0.9.15. The convex hull of the lattice points P− P0 viewed in Z2 =
H1(T,Z) is called the matching polygon MP(Q) of the dimer and it is a convex
lattice polygon inside H1(T,Z) ⊗ R = R2. Using a different reference perfect
matching will translate the matching polygon, therefore we will consider MP(Q)
up to affine equivalence.
If we fix 2 paths X,Y in the quiver that generate the homology of the torus,
we can assign to every perfect matching P the lattice point (〈X¯, P〉, 〈Y¯ , P〉) ∈ Z2.
The convex hull of these points is the same as the lattice polygon up to affine
equivalence.
Definition 0.9.16. Every perfect matching P is assigned to a lattice point P−P0
in MP(Q). If the perfect matching sits on a corner of MP(Q), we call it a corner
matching. If it sits on the boundary we call it a boundary matching and if it
sits in the interior we call it an internal matching.
Example 0.9.17. Consider the following dimer quiver and let X,Y be the
dashed paths with homology classes (1, 0) and (0, 1).
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The dimer quiver is isoradially embedded, there are three corner matchings:
• P270◦ contains all horizontal arrows and is located on (2, 1) ∈ H1(T).
• P0◦ contains all upward arrows and is located on (0, 2) ∈ H1(T).
• P180◦ contains all downward arrows and is located on (0, 0) ∈ H1(T).
In total there are 9 matchings, 4 internal matchings, 5 boundary matchings of
which 3 are corner matchings.
Lemma 0.9.18 (Existence of minimal paths). Let Q be a zigzag consistent
dimer quiver. For each homotopy class on the torus there is a path p in Q
representing it and a perfect matching Pθ such that degPθ p = 0.
Proof. The proof of this lemma uses ideas from section B and can be found
there as lemma B.7.2. The proof for geometrically consistent dimers was given
by Broomhead in [14] and adapted to the general setting in [5].
Lemma 0.9.19 (Types of matchings). Let Q be a zigzag consistent dimer
quiver. A perfect matching P is
1. an internal matching if every nontrivial cyclic path of the quiver meets the
matching.
2. a boundary matching if there is at least one cyclic path on the quiver that
does not meet the matching,
3. a corner matching if there are two homologically independent cyclic paths
on the quiver that do not meet the matching.
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Proof. A perfect matching P is on the boundary of the matching polygon if there
is a homology class such that P′ − P is positive for all perfect matchings. By
the previous lemma we can represent this homology class by a path p, such that
there is a Pθ with 〈p, Pθ〉 = 0 and therefore also 〈p, P〉 = 0. P is on a corner if
there are two independent homology classes with the same property.
Intermezzo 0.9.20 (Lattice polygons and Pick’s theorem). The matching poly-
gon is a lattice polygon and the geometry of lattice polygons has been studied for
a long time. In lattice geometry it is more convenient to express the length and
area of objects in terms of elementary length and elementary area. It is the
number of elementary building blocks (line segments or triangles with only lat-
tice points on the corners) in which you can decompose the object. For a line
segment (a, b) − (c, d) in Z2 the elementary length is gcd(a − c, b − d) and for
a polygon the elementary area is twice the ordinary area. Both the elementary
length and area are invariant under integral affine transformations and they are
always integers.
An important theorem in lattice geometry is Pick’s theorem. It states that
the elementary area of a lattice polygon is equal to
A = 2I +B − 2
where I denotes the number of lattice points in the interior and B the number
of lattice points on the boundary.
Theorem 0.9.21 (zigzag and matching polygon). If Q is a zigzag consistent
dimer quiver then the zigzag polygon and the matching polygon coincide.
This theorem follows from a more precise theorem that describes how perfect
matchings are distributed on the matching polygon.
Theorem 0.9.22 (Gulotta [33] Theorems 3.1-3.8). Let Q be isoradially embed-
ded and let θ1, . . . , θk be the sleeper directions of the zigzag paths Z1, . . . , Zk.
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1. The corners of the matching polygon correspond to the matchings Pθ.
2. For every θi, the matchings Pθi− and Pθi+ (with  small) are the corner
matchings of a side in the matching polygon. (Pθi+∪Pθi−)\(Pθi+∩Pθi−)
is a union of all zigzag paths with direction θ. If there are k such zigzag
paths the side of the matching polygon has elementary length k.
3. If n is a point on the side of the matching polygon between Pθi− and
Pθi+ and at distance d from Pθi− then there are precisely
(
k
d
)
perfect
matchings on n. These perfect matchings contain the common edges of
Pθi− and Pθi+, all arrows from Pθi− that are in d chosen zigzag paths
with direction θi and all arrows from Pθi+ that are in the k − d other
zigzag paths with direction θi.
Proof. If θ ∈ (θi, θi+1) then Pθ evaluates zero on the two paths running opposite
to Pθi and Pθi+1 , so every Pθ is a corner matching.
If Zi is a zigzag path with sleeper direction θ = θi then Pθ+ will contain all
even arrows of the zigzag path and Pθ− all odd arrows. Vice versa if a ∈ Pθ+ \
Pθ− then the arrow b preceding a in its positive cycle will satisfy b ∈ Pθ− \Pθ+
and ab will be part of a zigzag path with sleeper direction θ.
If (Pθi+ ∪ Pθi−) \ (Pθi+ ∩ Pθi−) is a union of k zigzag paths. Then we can
make new perfect matchings in the following way: choose a set of d zigzag paths
out of these k and let S be the set of arrows in these zigzag paths.
PS = (Pθi+ ∩ S) ∪ (Pθi− ∩ (Q1 \ S))
If i = k then PS = Pθi+ and if i = 0 then PS = Pθi−. For an intermediate i
this perfect matching will lie on a lattice point at location i/k between Pθi+
and Pθi−. To see this choose a basis of the homology that contains a path p
that runs in the opposite direction of a zigzag path and one q that is transverse
to it using arrows of Pθi+. The first does not contain any arrows of the zigzag
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paths and hence
〈p¯, PS〉 = 〈p¯, Pθi±〉 = 0.
The second contains only one of each of these zigzag paths and that arrow is in
Pθi+. Therefore
〈q¯, Pθi+ − Pθi−〉 = k and 〈q¯, PS − Pθi−〉 = i.
All these perfect matchings evaluate zero on a cycle that runs opposite to these
zigzag paths, so they are boundary matchings.
So we have seen that the boundary of the zigzag polygon coincides with
the boundary of the matching polygon. Now if P is a perfect matching on the
boundary of the matching polygon then it must evaluate zero on all opposite
path to zigzag paths in a certain direction. This means that it must contain
either all even or all odd arrows from each of these zigzag paths. P must hence
be of the form we constructed above.
Example 0.9.23. We illustrate this once more with the suspended pinchpoint
0.2.3.
•
•
•
•
•
•
•
•
•
•
Example 0.9.24. If a dimer on a torus is not consistent, the matching polygon
and the zigzag polygon can be different. Here we give an example where the
matching polygon is the unit square and the zigzag polygon is an elementary
triangle.
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We end this section with an interpretation of the geometry of the matching
polygon.
Theorem 0.9.25 (matching polygon versus dimer). Let Q be a zigzag consistent
dimer quiver on a torus.
1. The number of vertices of Q equals the elementary area of the polygon
MP(Q).
2. The number of zigzag paths of Q equals the elementary perimeter of the
polygon MP(Q).
3. The number of vertices of Qequals the number of boundary lattice points
of the polygon MP(Q).
4. The number of genus of | Q| equals the number of internal lattice points of
the polygon MP(Q).
Proof. The second follows immediately from theorem 0.9.21 and the third be-
cause the zigzag paths of Q correspond to the vertices of Q. For the first one
we calculate the area of the zigzag polygon. The corners of the polygon are
c1, . . . , ck with ci = ~v
⊥
1 + · · ·+ ~v⊥i and the elementary area is
A = |c1 × c2 + c2 × c3 + · · ·+ ck × c1| =
∣∣∣∣∣∣
∑
1≤i>j≤k
~vi × ~vj
∣∣∣∣∣∣ .
where we considered the vectors inside R2 ⊂ R3 to make sense of the cross
product. Now ~vi × ~vj equal the intersection number between Zi and Zj , which
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by lemma 0.4.3 is the number of arrows from vertex i to vertex j minus the
number of arrows from vertex j to vertex i the twisted dimer quiver. So the
area is a signed count of the arrows. An arrow i → j contributes +1 if i > j
and −1 if i < j.
Choose an isoradial embedding and let Pθ be the perfect matching with
θ ∈ (θZk , θZ1), then the arrows that contribute negatively are precisely those in
Pθ. So
A = #a 6∈ Pθ −#{a ∈ Pθ} = #Q1 − 2#{a ∈ Pθ} = #Q1 −#Q2 = #Q0.
Finally using Pick’s theorem we get
g = 1− 1
2
χ( Q) = 1− 1
2
(# Q0 −# Q1 + # Q2)
= 1− 1
2
(# Q0 −#Q0) = 1−
1
2
(B −A) = I,
which proves the fourth statement.
Example 0.9.26. For the suspended pinchpoint we see that the area of the
matching polygon is 3, its perimeter is 5 and it has no internal lattice points.
The dimer Q sits in a torus and has 3 vertices, while Qsits in a sphere and has
5 vertices.
Q
1
2
3
1
1
2
3
1
•
•
•
•
•
c
b
e
d
a
Q
d
d
e
c
b
a
a
a
We indicated the vertices in Qby the same letter as their corresponding zigzag
paths.
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0.9.4 Dimer moves
To end this section we will look a bit closer at the dimer moves. We already
know that the join move and the spider move both preserve zigzag consistency
because they come from 2 ↔ 2-moves in the triple crossing diagrams. But we
can also use these moves to relate the different notions we introduced for dimers
on a torus.
Lemma 0.9.27. If Q and Q′ are dimer quivers related by a split move then
1. There is a natural bijection between the vertices of Q and Q′.
2. There is a natural bijection between the zigzag paths that preserves the
zigzag polygon.
3. There is a natural bijection between the isoradial embeddings.
4. There is a natural bijection between all perfect matchings that preserves
the matching polygon.
Proof. The first statement follows from the fact that the split adds just a two-
cycle between already existing vertices.
Let a1 . . . ak be the cycle that is split in a1 . . . aib1 and b2ai+1 . . . ak. The
bijection between the zigzag paths keeps all zigzag paths the same except those
containing aiai+1 and aka1. In these zigzag paths we insert an extra path of
length two: aiai+1 → aib1b2ai+1 and aka1 → akb2b1a1.
Given an isoradial embedding of Q we get one of Q′ by drawing b1 and b2
on the corresponding diagonal in a1 . . . ak. It is clear that a1 . . . ak is inscribed
in a unit circle if and only if a1 . . . aib1 and b2ai+1 . . . ak are inscribed in a unit
circle.
Given a perfect matching P for Q we can obtain one for Q′ by adding b1 if
{a1, . . . , ai} ∩ P = ∅ and adding b2 if {ai+1, . . . , ak} ∩ P = ∅. The location of
the perfect matching does not change because we can use the same paths X,Y
(which do not contain b1, b2) to get the coordinates.
34
Lemma 0.9.28. If Q and Q′ are consistent dimer quivers related by a spider
move then
1. There is a natural bijection between the vertices of Q and Q′.
2. There is a natural bijection between the zigzag paths that preserves the
zigzag polygon.
3. There is a natural bijection between the isoradial embeddings.
4. There is a natural bijection between the corner matchings that preserves
the matching polygon.
Remark: there is NO natural bijection between all perfect matchings.
Proof. The first and the second can be seen pictorially
◦
◦
◦
◦
◦ ↔
◦
◦
◦
◦
◦
Up to translation an isoradial embedding is given by assigning sleeper directions
to the zigzag paths. As there is a bijection between the zigzag paths we can use
this bijection to get sleeper directions for the new dimer.
Using an isoradial embedding we can identify a corner matching Pθ with its
corresponding corner matching P′θ. This is a bijection because if Q and Q
′ are
consistent all corner matchings are of this form. This bijection preserves the
matching polygon because in the consistent case the matching polygon equals
the zigzag polygon.
A The A-side: integrable systems and statisti-
cal physics
In this section we will review work of Goncharov and Kenyon [31], and Kenyon,
Okounkov and Sheffield [46, 47, 64] that relates dimers with dynamical systems
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and statistical physics.
The main idea is that we will associate to each consistent dimer on a torus a
pair of Poisson varieties L(Γ)→ X (Γ), which we can glue together using quiver
mutation. Thus we obtain a Poisson bundle L → X associated to the mutation
class of the dimer. The Poisson variety L is an integrable system and we can find
an explicit maximal set of commuting Hamiltonians. The zero locus of the sum
of these Hamiltonians defines a hypersurface in L, which is a bundle of curves
over X . These curves have an interpretation in terms of the phase diagrams of
a two-dimensional model in statistical physics.
A.1 A Poisson structure on a dimer
We start with a consistent dimer on a torus (Γ,Q) and we will denote the torus
by T = |Γ|. The mirror dimer (Γ ./, Q) will be in general not be a dimer on a
torus but on a surface with a different genus, which we denote by S = |Γ ./|.
In [31] Goncharov and Kenyon study line bundles with a connection on the
graph Γ. They put a one dimensional complex vector space on each node and to
each edge they assign an invertible map between the vector spaces of the nodes
incident to it. Base change in the nodes will transform a line bundle into an
isomorphic one, so the space of line bundles L(Γ) can be described as a quotient.
On the spaceM(Γ) := Maps(Γ1,C∗) we have an action of G(Γ) := Maps(Γ0,C∗)
by conjugation:
g · f : e 7→ gb(e)f(e)g−1w(e).
The quotient
L(Γ) := M(Γ)G(Γ)
∼= C∗#Γ1−#Γ0+1
is a #Γ1 −#Γ0 + 1 = #Γ2 + 1-dimensional complex torus because the action
has a one-dimensional kernel.
The ring of coordinates C[L(Γ)] is the subring of
C[M(Γ)] := C[Xe, X−1e |e ∈ Γ0]
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generated by all cyclic walks in the graph. In this notation we assume Xe
represents the map from the white to the black vertex and X−1e represents the
inverse map. Given an oriented walk p = e1 . . . ek in Γ the product Wp =∏
iX
±1
ei (with the correct exponent for the orientation) can be interpreted as
the holonomy of the connection along p = e1 . . . ek. This gives
C[L(Γ)] = C[Wp|p is a cyclic walk in Γ].
The coordinate ring C[L(Γ)] can be interpreted as the group algebra of the
first homology of the graph C[Λ] with Λ = H1(Γ,Z) = H1(Γ ./,Z). There is
a natural map from Λ to H1(S,Z) coming from the embedding of the ribbon
graph Γ ./ in the closed surface S. The space H1(S,Z) has an antisymmetric
pairing coming from the intersection theory of curves on a surface and we can
pull this back to a pairing (−,−) on Λ. Note that this pairing is degenerate
because Λ has elements that are contractible curves in S (the faces of Γ ./, or
equivalently the zigzag walks in Γ). We can promote this pairing to a Poisson
algebra structure.
Definition A.1.1. The Poisson structure on C[L(Γ)] = C[Λ] is defined by
{Wp,Wq} = (p, q)WpWq,
where (p, q) is the intersection number between p and q in S.
The Poisson algebra C[L(Γ)] has two natural sub-Poisson algebras, the one
generated by the face walks, C[W±1F |F ∈ Γ2], and the one generated by the
zigzag walks C[W±1Z |Z ∈ Γ ./2 ]. The former can be seen as the coordinate ring
of a #Γ2 − 1-dimensional torus, which we will denote by X (Γ):
C[X (Γ)] = C[W±1F |F ∈ Γ2].
The embedding C[X (Γ)] ⊂ C[L(Γ)] gives a projection pi : L(Γ) 7→ X (Γ). The
fibers of the map pi : X (Γ) 7→ L(Γ) are 2-dimensional complex tori because
dimL(Γ)− dimX (Γ) = #Γ2 + 1− (#Γ2 − 1) = 2.
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The latter has dimension #Γ ./2 − 1 and it can be seen as the Poisson center
of C[L(Γ)]. Recall that the Poisson center consists of all elements z for which
the bracket {z,−} is zero. These elements are also called Casimirs.
Lemma A.1.2. The Poisson center of C[L(Γ)] is generated by the holonomies
of the zigzag walks in Γ:
ZP (C[L(Γ)]) = C[W±1Z |Z ∈ Γ ./2 ].
Proof. If Wp sits in the Poisson center then p must have trivial intersection
number with all curves in S. This means that p, viewed as a curve in S has
trivial homology. So p¯ is a combination of faces in Γ ./, which are precisely the
zigzag paths in Γ.
Because the generators of C[L(Γ)] are of the form Wp where p is a walk in
Γ or Γ ./, we can look at their homology degrees in |Γ| = T and |Γ ./| = S. This
gives us two gradings on C[L(Γ)]:
degTWp = p¯ ∈ H1(T) = Z2 and degSWp = p¯ ∈ H1(S) = Z2g.
Because the face walks are contractible in T and the zigzag walk are contractible
in S we have that
C[L(Γ)]
degT=0
= C[W±1F |F ∈ Γ2] = C[X (Γ)] and C[L(Γ)]
degS=0
= C[W±1Z |Z ∈ Γ ./2 ] = ZP (C[L(Γ)]).
The degT-grading gives us an action of the 2-dimensional torus T = Hom(H1(T),C∗) =
C∗2 on L(Γ) such that for all homogeneous f ∈ C[L(Γ)] and t ∈ T we have
f(t · x) := tdegT ff(x). If we quotient out the T -action we get X (Γ) = L(Γ)/T
and the map pi : L(Γ)→ X (Γ) is the quotient map.
Lemma A.1.3. If Γ and Γ′ are related by a split move, there is a natural map
C[Γ]→ C[Γ′] that induces a Poisson isomorphism
C[L(Γ)]→ C[L(Γ′)].
This map is both degT- and degS-graded.
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Proof. Let b1, b2 be the two new edges in Γ
′. The map
ψ : C[Γ]→ C[Γ′] : Xe 7→

X−1b1 Xe if b1 and e share a node in Γ
′,
X−1b2 Xe if b2 and e share a node in Γ
′,
Xe otherwise,
does the trick because it maps face walks to face walks and zigzag walks to
zigzag walks.
This lemma enables us to restrict our attention to reduced dimers.
A.2 Cluster algebras and cluster Poisson varieties
In this section we will quickly introduce cluster algebras, which were first de-
scribed by Fomin and Zelevinski in [25, 26], and the dual version developed by
Fock and Goncharov in [23,24], cluster Poisson varieties.
We start with an abelian group Λ with an antisymmetric linear form 〈, 〉 :
Λ × Λ → Z and a basis {v1, . . . , vn}. To this we can associate a quiver Q with
vertices v1, . . . , vn and if ij = 〈vi, vj〉 > 0 we draw ij arrows from j to i.
The pair (Λ, {v1, . . . , vn}) is called a seed and up to isomorphism a seed is
described by its quiver.
Definition A.2.1. Given a quiver Q without loops or 2-cycles, we define the
mutation of the quiver at vertex v ∈ Q0 as the new quiver obtained by the
following steps.
1. Reverse all arrows in v.
2. Add new arrows mab for every path ab of length 2 in Q that runs through
v: t(a) = h(b) = v.
3. Delete all 2-cycles.
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We can also represent mutation on the level of the seed. To mutate at vi we
substitute vi by the new basis element v
′
i = −vi +
∑
j [ij ]+vj where [a]+ stands
for max(a, 0).
Starting from a seed with quiverQ, we consider the function field C(x1, . . . , xn)
and look at the set of variables {x1, . . . , xn}. This set is called a cluster and if
we mutate Q at v = vi we can associate a new cluster to µvQ by sustituting xi
for
x′i =
 ∏
j|ij>0
x
ij
j +
∏
j|ij<0
x
−ij
j
x−1i
while keeping all other variables the same. The algebra generated by all clusters
that can be obtained by all possible sequences of mutation starting from Q is
called the cluster algebra and denoted by AQ.
To this construction there exists a dual version, which constructs a Poisson
variety XQ. The starting point is the dual abelian group Λ∨ = Hom(Λ,Z)
with dual basis {v∗1 , . . . , v∗n}. The mutation will result in a new dual basis,
{v′1∗, . . . , v′n∗} with
w′∗ 7→

−v∗ v = w
w∗ + [vw]+v∗ v 6= w
Note that now the new basis differs in more than one place from the old.
The algebra C[Λ∨Q] ∼= C[Xv|v ∈ Q0] comes with a Poisson bracket
{Xv, Xw} = vwXvXw
and this gives us a Poisson variety XQ ∼= C∗n.
We can upgrade the isomorphism between Λ∨Q and Λ
∨
µvQ
to a birational map
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between the Poisson varieties:
φ : C(XµvQ)→ C(XQ) : Xw′ 7→

X−1v w = v
Xw(1 +X
sgn(vw)
v )vw w 6= v.
We can use this birational map to glue XQ and XµvQ together. If we do this for
all possible mutations we get a Poisson variety X.
A.3 Gluing dimer Poisson varieties
If we go back to the dimer case we see that the Poisson variety X (Γ) that we
defined looks very much like XQ. The generators WF correspond to the faces of
Γ and hence to the vertices of Q. The intersection form between the face cycles
is the same as the bilinear form coming from the quiver in the cluster algebra
setting. The only difference is that unlike in the cluster setting the WF satisfy
an extra relation:
∏
F WF = 1. This means that X (Γ) is a hypersurface in XQ.
In the previous section we saw that we could glue the varieties XQ together to
a cluster variety. In this section we will do a similar thing. We will glue the
projections L(Γ)→ X (Γ) together to obtain a bundle L → X .
In the dimer graph picture we mutate a face F by means of a spider move.
This spider move only affects F and its four adjacent faces F1, . . . , F4.
Γ
f
b a
e
dc
3 1
4
2
• •F
F1F2
F3 F4
↔
µFΓ
F
C
B
E
A
D•
•
3 1
4
2
F ′
F ′1F
′
2
F ′3 F
′
4
Γ ./
F
F1
F3
F2
F4•
•
a
b
c
d
d
f
e 1
3
2
4
↔
µFΓ
./
F ′
F ′1
F ′3
F ′2
F ′4•
•
E
D
F
B
B
C
A 1
3
2
4
If we look at the mirror version, the face walk F becomes a zigzag walk and the
mutation only changes a tubular neighborhood of this zigzag walk. Above we
represented this neighborhood by a dotted square of which the top and bottom
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sides are identified. The new mirror dimer is embedded in the same punctured
surface as the original mirror dimer. This gives us an isomorphism
φ : ΛµFΓ → ΛΓ
that is compatible with the intersection pairing.
Lemma A.3.1 ( [31] lemma 4.1). If Γ and µFΓ are related by mutation at the
face F and all faces in the mutation picture are different, then the isomorphism
φ : ΛΓ → ΛµFΓ maps every face walk to its corresponding face walk in the
mutated dimer except
F ′ 7→ −F, F ′i 7→

Fi i = 1, 3
Fi + F i = 2, 4
This isomorphism preserves the intersection pairing.
Proof. This follows immediately from the picture above.
Because ΛΓ and ΛµFΓ are isomorphic, there is a corresponding isomorphism
between the Poisson algebras φ : C(L(µFΓ))→ C(L(Γ)).
Given a vector v ∈ ΛΓ we can also define a Poisson automorphism of C(L(Γ))
µ∗v : C(L(Γ))→ C(L(Γ)) : Xu 7→ Xu(1 +Xv)(u,v)
If we compose these two morphisms we get a morphism that looks like the
mutation operation for cluster Poisson varieties.
Definition A.3.2. Given a mutation between Γ and µΓ we define the cluster
transformation as
φµ : C(µL(Γ))→ C(L(Γ)) : Xu′ 7→ Xφ(u′)(1 +Xv)(φ(u
′),v)
where u′ ∈ ΛµΓ.
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Lemma A.3.3 ( [31] Lemma 4.8). If Γ and µFΓ are related by mutation at the
face F and all faces in the spider move are different, then φµ maps the holonomy
of every face walk to the holonomy of its corresponding face walk in the mutated
dimer except
W ′F 7→W−1F , WF ′i 7→

WFi(1 +WF ) i = 1, 3
WFi(1 +W
−1
F )
−1 i = 2, 4
and φ is compatible with the Poisson structure.
Proof. This is an easy computation.
Note that we can restrict φµ to C(WF |F ∈ ΓF ) = C(X (Γ)) and the degT-
graded ring C(X (Γ)[W±1Z |Z ∈ Γ ./2 ]. The last restriction turns φµ into a degT-
graded homomorphism because φ identifies identical curves on |Γ| = |µΓ| and
µv multiplies each generator with a degree zero element. This implies that φµ
defines a T -equivariant birational morphism between L(Γ) and L(µΓ).
Using the maps φµ we can construct the major object of study of the A-
model.
Definition A.3.4. The Poisson bundle pi : L → X associated to a mutation
class of reduced dimers is the colimit of all mutation maps
L(Γ)

φµ // L(µΓ)

X (Γ) // L(µΓ)
The space L has an action of the 2-dimensional torus T and pi : L → X is the
quotient map for this action.
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A.4 The partition function
Definition A.4.1. Let P be a perfect matching. The weight function of the
perfect matching is the map
WP :M→ C : (xe)e∈Γ1 7→
∏
e∈P
xe.
We can package the weights of all perfect matchings into one nice function,
the partition function. To do this we start with a Kasteleyn weight system. This
is a map κ : Γ1 → C such that the holonomy of a face F in Γ2 is (−1)`(F )/2+1 if
the face walk has length `(F ) and ±1 around noncontractible loops. Note that
κ can also be considered as a line bundle in L(Γ) and up to isomorphism of line
bundles there are 2g choices for κ because dimL(Γ) = #Γ2 − 1 + 2g.
Given a map l : Γ1 → C, the Kasteleyn operator associated to l is the linear
map
Kast(l) : C#Γ
•
0 → C#Γ◦0 : b 7→
∑
e:b(e)=b
κelew.
Theorem A.4.2 (Kasteleyn [43,68]).
det Kast(l) =
∑
P∈PM
±WP(l)
where the sign of WP only depends on the location of P in the matching polygon.
Definition A.4.3. The partition function P : M → C is the determinant of
the Kasteleyn operator:
P(l) = det Kast(l).
If Q is isoradially embedded and Pθ is a corner matching then we define the
deformed partition function
Pθ = P
WPθ
.
(In [31] the deformed partition function is defined via a function Φα, which
corresponds in our terminology to a corner matching.)
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Each weight function transforms under the action of the group G with the
same character
g ·WP =
∏
b∈Γ•0
gb
∏
w∈Γ•0
gwWP,
so the partition function is a semi-invariant. The deformed partition function is
a quotient of two semi-invariants with the same character, so it is an invariant:
Pθ ∈ C[L(Γ)].
Using the degT-grading we can split Pθ into homogeneous components. Each
homogeneous component will contain the contributions of all perfect matchings
on a fixed lattice point in the matching polygon. By Kasteleyn’s theorem they
all have the same sign so we can write
Pθ =
∑
a∈Z2
±Ha,θ
where Ha,θ =
∑
P∈PMa
WP
WPθ
and PMa stands for the set of all matchings on lattice
point a.
Now let (Γ,Q) be a consistent dimer and (µΓ, µQ) its mutation at vertex
v/face F . Because of lemma 0.9.28, we know that µ preserves isoradial embed-
dings we can assume that both Q and µQ are isoradially embedded. This gives
us a way to identify the corner matchings Pθ ↔ P′θ and hence also the deformed
partition functions Pθ ↔ P ′θ. Finally because mutation preserves the matching
polygon, it is possible to identify the graded parts Ha,θ ↔ H ′a,θ.
Theorem A.4.4 (Goncharov-Kenyon [31] theorem 4.7). The map φµ : C(L(Γ))→
C(L(µΓ)) identifies graded components of the deformed partition function:
φµ(Ha,θ) = H
′
a,θ.
Proof. The proof consists of a subtle bookkeeping argument that splits Ha,θ into
parts pij coming from matchings that connect the nodes i, j in the mutation
picture to nodes outside the picture. For the details of this proof we refer
to [31].
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Example A.4.5. Start with the suspended pinchpoint and mutate at vertex 2.
•
•
◦
◦
a
a
c
d
f
b
e
g
b
e
g
1
2
3
1
1
2
3
1
DE
F
C*
D*
G
B*
E*
G
B*
E*
1
2
3
1
1
2
3
1
•
•
◦
◦
◦
The mutated dimer is isomorphic to the original translated by (0, 23 ). We take
Pθ = {c, f} ∼ {F,D∗} for our reference corner matching. The Hamiltonian on
the point (1, 0) is
Ha,θ =
cg
cf
+
bf
cf
= (1 +W1)
g
f
H ′a,θ =
FE∗
FD∗
+
GD∗
FD∗
= (W ′3
−1
+ 1)
G
F
For the mutation transformation we have to be a bit careful. Note that both W1
and W3 are adjacent to W2 twice and therefore they get 2 factors
W ′1 = W1(1 +W2)(1 +W
−1
2 )
−1 = W1W2 = W−13
W ′2 = W
−1
2
W ′3 = W3(1 +W2)(1 +W
−1
2 )
−1 = W3W2 = W−11
The functions gf and
G
F represent the same homology class and that does not
intersect W2 in Γ
./ so these functions are identified under the cluster transfor-
mation. From this it is easy to see that φµ(H
′
a,θ) = Ha,θ. Note that because Γ
./
is a sphere, the Poisson structure in this example is trivial.
Example A.4.6. Let Γ and µΓ be the following dimer graphs. They are related
by a mutation at vertex 4 which consists of two split moves at the white nodes,
a spider move at face 4, and two join moves.
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◦◦
•
•
a b
a b
c
d
c
d
e
f
g
h
1 1
11
4
2
3
2
3
1 1
11
4
2
3
2
3
A B
A B
C
D
C
D
E
F
G
H
I J
KL
◦
•
•
◦
◦
•
•
◦
The dimer quivers are isoradially embedded and we consider
P0 = {d, e} and P′0 = {D,G, I, J}.
If we put P0 on the origin the matching polygon becomes the square
•
•
•
•
•
which has one internal lattice point u. For this lattice point we can calculate
Hu,0 =
ab+ cd+ eg + hf
ed
= (W1 + 1 +
1
W1W2
+W1W2W4)
c
e
H ′u,0 =
CDFH + CDEG+ABFH +ABEG+ IJKL
DGIJ
= (
1
W ′4
+ 1 +
W ′1
W ′4
+W ′1 +W
′
1W
′
2)
CE
IJ
To find the transformation, we need to look at the mirror dimers.
◦
◦
•
•
a f
a f
c
g
c
g
e
b
d
h
1 1
11
4
2
3
2
3
•
•
••
•
◦
◦
◦◦
◦
1 1
11
4
2
3
2
3
A
A
F
H
H
B
C CE
G GD
I
K
L
J
L(Γ) is generated by W1,W2,W4, ce , ah and L(µΓ) is generated by W ′1,W ′2,W ′4, CEIJ , AHIL .
• W1 = abcd and W ′1 = ABCD represent the same path that does not intersect
W4, so W1 = W
′
1,
• W ′2 = IJKLABEG has the same homology class as W2 = egab and its intersection
number with W4 is 2 so W
′
2 = W2(1 +W4)
2,
47
• W ′3 = CDFHIJKL has the homology of W3W 24 and the intersection number with
W4 is −2 so W ′3 = W3W 24 (1 +W4)−2,
• W ′4 is the inverse of W4,
• CEIJ has the same homology as ce and the intersection number with W4 is
−1 so CEIJ = ce (1 +W4)−1.
• AHIL has the same homology as ah and the intersection number with W4 is
1 so AHIL =
c
e (1 +W4).
If we fill these expressions in H ′u,0 we get Hu,0.
A.5 Integrability
Given a Poisson variety it is natural to study its integrability. This means that
we look for commuting Hamiltonians globally defined on L.
On the local level this is easy to do.
Lemma A.5.1 (Integrability of L(Γ)). Let Γ be a consistent dimer and let g be
the genus of the specular dual Γ ./. The Poisson center of C[L(Γ)] is generated
by zigzag walks in Γ. Its dimension is #Γ1−#Γ0 + 1− 2g(S) = dimL(Γ)− 2g.
Furthermore we can find g commuting Hamiltonians by taking holonomies of g
nonintersecting curves in Γ ./.
Proof. If Wp sits in the center then p does not intersect any curve on S, so
it is a contractible curve. This means it is a product of face walks in Γ ./ or
equivalently zigzag walks in Γ.
There are #Γ ./2 face walks in Γ
./ and they safisfy one relation because
dimH2(S) = 1. Furthermore
#Γ ./2 − 1 = (2− 2g(S)−#Γ ./0 + #Γ ./1 )− 1 = #Γ1 −#Γ0 + 1− 2g(S).
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We can find g commuting Hamiltonians because the genus of Γ ./ is g, so we
can find g nonintersecting curves. Because the Poisson bracket comes from the
intersection form these will Poisson commute.
The main problem is that this method cannot be lifted to the whole Poisson
variety L because the mutation operation does not map holonomies of curves to
holonomies of curves but to rational functions of them. However, in the previous
section we encountered functions that were invariant under the mutation move:
the Ha,θ.
Lemma A.5.2. Let Γ be a consistent dimer and fix a corner matching Pθ, then
the following holds:
1. if a is a boundary lattice point of the matching polygon then Ha,θ is a
Casimir in C[L(Γ)],
2. if a, b are lattice points of the matching polygon {Ha,θ, Hb,θ} = 0.
Proof. If P1 and P2 lie on the same side of a matching polygon then their
difference consists of zigzag walks in the direction perpendicular to that side.
This means that WP1/WP2 is a product of holonomy of zigzag walks and hence
a Casimir. Going along the border until we meet Pθ we see that
WP1
WPθ
=
WP1
WP2
WP2
WP3
. . .
WPk
WPθ
is a product of Casimirs.
For the second part let P1 and P2 be two perfect matchings. The union of
these two perfect matchings consists of a collection of joint edges and walks in
Γ. These walks can be split in walks with nontrivial homology on the torus
and walks with trivial homology. Using this split we can define two new perfect
matchings (P˜1, P˜2), that are the same as the original with the edges in the trivial
walks swapped. This operation is an involution and hence a bijection on the
pairs of matchings.
Because we only swapped the trivial walks, the locations of P˜1 and P˜2 in the
matching polygon are the same and WP1WP2 = WP˜1WP˜2 . Furthermore one can
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check that {
WP1
WPθ
,
WP2
WPθ
}
= −
{
WP˜1
WPθ
,
WP˜2
WPθ
}
For the proof of this identity we refer to [31][Lemma 3.8].
To calculate {Ha,θ, Hb,θ} we need to sum the brackets of pairs of matchings,
but because the swap operation is a bijection it does not matter whether we
sum over (P1, P2) or (P˜1, P˜2). Therefore
{Ha,θ, Hb,θ} =
∑
(P1,P2)
{
WP1
WPθ
,
WP2
WPθ
}
= −
∑
(P1,P2)
{
WP˜1
WPθ
,
WP˜2
WPθ
}
= −{Ha,θ, Hb,θ},
and {Ha,θ, Hb,θ} = 0.
Theorem A.5.3 (Goncharov-Kenyon [31] theorem 3.7). The functions Ha,θ
form a maximal set of commuting Hamiltonians on L, giving L the structure of
an integrable system.
Proof. The dimension of L is #Γ2 + 1, there are #Γ ./2 zigzag walks so the
dimension of the Poisson center is #Γ ./2 −1 because there is one relation between
the holonomies. The difference #Γ2 − #Γ2 = χ(Γ) − χ(Γ ./) = 2g − 2 so the
difference between the dimension of L and its Poisson center is 2g. The maximal
number of commuting Hamiltonians (up to multiplication with Casimirs) is g.
Because there are g internal lattice points the Hamiltonians of the internal
lattice points form such a maximal set of commuting Hamiltonians, provided
they are independent. The independence is a consequence of lemma A.9.2:
the map identifying a point in L(Γ) with its tropical curve is surjective and
the dimension of the space of tropical curves is the same as the number of
commuting Hamiltonians.
Remark A.5.4. This construction also has a quantized version. For more
details about this we refer to [31].
50
A.6 Spectral Curves
The (deformed) partition function Pθ plays a special role in our story. We can
see it as a map P : L → C and hence it defines a hypersurface in L. This
hypersurface does not depend on our choice of corner matching because all
deformed partition functions are scalar multiples of each other.
We also have a map pi : L → X and the fibers of this projection are 2-
dimensional complex tori coming from the action T = C∗2. In each of these tori
Pθ cuts out a hypersurface in this torus.
Definition A.6.1. Fix a point m ∈M, the spectral curve Cm is the zero locus
of Pθ in the torus orbit T ·m.
To get an equation for the spectral curve the fiber that contains m, we use
coordinate functions X,Y on the torus T = C∗ ×C∗ to identify the coordinate
ring of T ·m with C[X,X−1, Y, Y −1]. This gives the following equation for the
curve
Pθ,m(X,Y ) =
∑
a∈MP
±Ha,θ(m)XiaY ja ,
with ia = degPX − degPθ X and ja = degPX − degPθ Y if P ∈ PMa. If we
don’t want to specify corner matching we can also use the undeformed version
Pm(X,Y ) := WPθ (m)Pθ,m(X,Y ), which gives us the same spectral curve.
Intermezzo A.6.2 (The Newton polygon). The Newton polygon NP(f) of a
polynomial f(X,Y ) ∈ C[X,X−1, Y, Y −1] is the convex hull of the exponents
of the monomials with nonzero coefficients. We say that a Newton polygon is
degenerate if it is a line segment.
The Newton polygon of a polynomial can be used to determine topological
properties of the zero locus f−1(0) in C∗×C∗. If f−1(0) ⊂ C∗×C∗ is a smooth
curve then it is a punctured Riemann surface with genus g and n punctures
where g is the number of internal lattice points of the Newton polygon and n the
number of boundary lattice points.
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If we apply this to our situation we get
Lemma A.6.3 (The spectral curve and the mirror dimer (Feng et al. [21])).
Let Γ be a consistent dimer on a torus and fix a point m ∈ L(Γ). If the spectral
curve Cm is smooth then it is homeomorphic to the punctured surface associated
to the mirror dimer of Γ
Cm ≡ |Γ˙|.
Proof. We just have to show that the Newton polygon of Pθ,m is equal to the
matching polygon of Γ and apply theorem 0.9.25. Clearly the Newton polygon
is contained in the matching polygon. It is also equal to the matching polygon
because if a ∈ MP(Γ) is a corner then there is a unique corner matching on a.
The Hamiltonian Ha,θ consists of just one term and hence it is nonzero.
Example A.6.4. The suspended pinchpoint has a tropical curve with equation
of the form
1 + a1Y + a2Y
2 + a3X + a4XY
−1 = 0⇒ X = f(Y ) = −Y 1 + a1Y + a2Y
2
a4 + a3Y
Because f has 3 zeros and 2 poles (one at infinity), the curve is a P1 with 5
punctures. If we compare this with example 0.9.26 we see that the mirror has 5
vertices and is embedded in a sphere.
A.7 Dimer models in statistical physics
Dimer models originally came from statistical physics, where they are used
as models to study phase changes. The idea is that the nodes of the dimer
represent particles that tend to form bonds between one black and one white
particle. The edges of the dimer represent the different possible bonds that a
particle can form, and a perfect matching is a state in which all the particles
are bound. Each bond e can have a certain energy Ee and the total energy of
the state is the sum of all bonds in the perfect matching.
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In statistical physics a system is usually described by its partition function Z,
this is the sum of all states weighed by a factor e−
E
kT where E is the energy of the
state, T is the temperature and k is the Boltzmann constant. The probability
that a certain state with energy E occurs at a given temperature T is then the
quotient of e−
E
kT by the partition function.
If we do this for the dimer we get
ZΓ(E) =
∑
P
e−
∑
e∈P Ee
kT
which, if we forget about the signs, can be seen as the partition function of the
integral system for a line bundle E ∈ M with Xe(E) = e−EekT . The sign issue
can be solved by using the polynomial function Pm(X,Y ):
Lemma A.7.1 ( [43,68]). If Γ is a dimer on a torus we have
ZΓ(E) =
1
2
|−PE(1, 1) + PE(−1, 1) + PE(1,−1) + PE(−1,−1)| .
Proof. See [47][Section 3.1].
The statistical partition function can be deduced from the dimer partition
function where the dimer weight E is an exponentiated version of the energy E.
Because −1kT is just a constant that will play no role in our story we will omit it
and assume that E = expE. The partition function gives a probability measure
µE on the set of matchings PM(Γ).
µE(U) =
∑
P∈U WP(E)
ZΓ(E)
for all U ⊂ PM(Γ)
Note that because we take ratios between sums of perfect matchings the prob-
ability measure only depends on the line bundle in L that corresponds to the
point E ∈ M.
The statistical model is a logarithmic version of the integrable system. The
space of energy configurations for the dimer model on the torus isMR = RΓ1 and
on this space we have an additive action of GR = RΓ0 : (g · E)e = Ee + gb(e) −
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gw(e). The quotient space is the moduli space of physically distinguishable
configurations LR := MR/GR. On this moduli space we have an action of
TR = R2 coming from the homology of the torus and the quotient of this action
is denoted by XR. Each of the fibers in this quotient is a two-dimensional space
R2.
What is the physical interpretation of this TR-action? If we embed the dimer
periodically in the plane such that the fundamental domain is a unit square then
every edge can be represented by a vector ~e and if p = e1 . . . en is a cyclic walk
on the torus then the homology class of this walk is ~e1 + · · · + ~en. If we let
~B ∈ R2 act MR by Ee 7→ Ee + ~B · ~e it is easy to see that this will coincide
with the TR-action on LR after taking the quotient. This action is analogous
to turning on a magnetic field ~B, which then shifts the energy levels. So XR
classifies the systems up to a variable magnetic field and the fiber TR · E ∼= R2
parametrizes the different strengths of the magnetic field of a given system.
Note that for the statistical model the mutation transformation is an isomor-
phism because (1+W ) never becomes zero. Therefore LR(Γ) ∼= LR(µ(Γ)) ∼= LR.
Therefore we will drop the dimer from the notation in this section.
To go from the integrable system to the statistical model, we can use the
logarithm of the absolute value Log : L → LR : E 7→ log |E|. This gives us a
surjection and we can look at the image of the complex spectral curve under
Log. This image is called the amoeba of the spectral curve and we denote it by
A ⊂ R2.
Intermezzo A.7.2 (Amoebae). Let P (X,Y ) ∈ R[X,X−1, Y, Y −1] be a Laurent
polynomial with real coefficients and let NP be its Newton polygon. The amoeba
is the two-dimensional closed subset of R2, containing the logs of the absolute
values of the complex solutions of P (X,Y ):
A(P ) := {(ρ1, ρ2)|∃θ1, θ2 ∈ R : P (eρ1+iθ1 , eρ1+iθ1) = 0}.
It looks like a filled set with holes and tentacles that go to infinity.
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A(X2Y 3+X2Y 2+2X2Y−5XY 2+3XY−Y 2+4Y+1)
The complement of the amoeba splits in a number of connected components.
Some of these components come from the holes in the amoeba and others from
the space between tentacles. One should think of each component as a subset
where one of the monomials of P becomes too big in absolute value to be cancelled
out by the others so P cannot become zero. This suggests that we must be able
to assign a monomial to each of these components. This can be done using the
Ronkin function.
F (ρ1, ρ2) :=
1
(2pi)2
∫ 2pi
0
∫ 2pi
0
log |P (eρ1+iθ1 , eρ1+iθ1)|dθ1dθ2
The gradient of this function is constant on each component in the complement
of the amoeba and it equals a lattice point in the Newton polygon.
For a good survey on amoeba we refer to [56].
A.8 Phase transitions of a dimer model
We will now give a physical interpretation to both A and the Ronkin function.
We will only give a rough sketch of the main ideas in this subject area. For the
details we refer to [45–47]
The partition function describes the dimer on a torus but it is more interest-
ing from the point of view of solid state physics to work in the universal cover
Γ˜. This is a periodic graph and can be interpreted as a two-dimensional crystal.
If we want to construct a measure on the set of states, PM(Γ˜), we can do
this by taking larger and larger covers of Γ. Let Γn be the n × n-cover of Γ
and denote by E the energy function that assigns to all edges in Γn lying over
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an edge e ∈ Γ1 the energy Ee. This gives a measure µn(E) on PM(Γn) and we
can take the limit n → ∞ to obtain a measure on PM(Γ˜). This measure is an
example of an ergodic Gibbs measure (EGM). For the precise definition of an
ergodic Gibbs measure we refer to [47].
Energy functions that correspond to different measures on PM(Γ) can lead
to identical EGMs on PM(Γ˜). Scott Sheffield [64] showed that EGMs on a dimer
model are parametrized by their slopes.
Definition A.8.1. The slope of an EGM is the expectation value of (〈X¯, P〉, 〈Y¯ , P〉)
where X,Y are the lifts of paths with homology classes that form a basis for the
torus.
Theorem A.8.2 (Sheffield [64]/Kenyon-Okounkov-Sheffield [47](theorem 2.1
and 3.2)). The slope of an EGM lies inside the matching polygon MP(Γ). Two
EGMs with the same slope are the same and for each point p in the matching
polygon there is a unique EGM with slope p.
This gives a map ψ : MR → MP that assigns to each energy configuration
the slope of the corresponding EGM. Intuitively the slope will be the location
in the matching polygon where the partition function becomes concentrated.
As we have seen we can split the partition function ZE(Γ) in parts corre-
sponding to the lattice points in the matching polygon. In general there will
be one lattice point that contributes the most. If we go to a cover Γn, the new
matching polygon has the same shape but is scaled by a factor n, or if we scale
back we could say that the matching polygon stays the same but the lattice
points become more densely distributed. So for each n we have a rational point
pn inside the matching polygon MP(Γ) that contributes most to Z(Γ
n). The
limit of these points p∞ = limn→∞ pn will be the slope of the EGM because
the perfect matchings on this location will dominate in the expectation value of
(〈X¯, P〉, 〈Y¯ , P〉).
Building on this idea we can construct a function that measures the contri-
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butions of each point in the limit of the partition function.
σE : MP(Γ)→ R : u 7→ lim
n→∞(Zbnuc(Γ
n))
1
n2
In this notation Zbnuc(Γn)) stands for the part of the partition function Z(Γn)
coming from the lattice point just to the left and below nu in MP(Γn). The
exponent 1n2 is needed because the fundamental domain enlarges by a factor n
2,
so if P is a perfect matching and Pn its lift to the cover then WPn = (WP)
n2 .
The function σE is called the surface tension and the slope of the EGM is the
point in MP(Γ) where σ becomes maximal.
To find the slope of an energy configuration it is interesting to restrict ψ
to one TR-orbit. If E is an energy configuration then ψE : R2 → MP : ~B 7→
ψ(Ee+ ~B ·~e) will indicate how the slope behaves under changes of the magnetic
field. The behaviour of σE and ψE can be expressed in terms of the partition
function PE(X,Y ) of the dimer.
Theorem A.8.3 ( [47] theorem 3.6). Let Γ be a consistent dimer on a torus.
• The surface tension σE is the Legendre dual of the Ronkin function FE
associated to PE:
∀(u1, u2) ∈ MP(Γ) : σE(u1, u2) = sup
(x,y)
FE(x, y)− (u1x+ u2y).
• On the complement of the amoeba A(PE) ψE is equal to the gradient of
the Ronkin function. This means ψE maps each component of complement
to its corresponding lattice point in the Newton/matching polygon.
So we see that there is a qualitative difference in the behaviour of the system
depending on whether you are inside the amoeba our outside. If you are inside
and you change the magnetic field a little bit, the slope will also vary while if
you are outside the slope will remain constant.
There is also a qualitative difference in the EGMs as well. In fact we can
make a distinction between three different types of behaviour. Depending on
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the behavior of the variable X = 〈X¯, P〉 and Y = 〈Y¯ , P〉. We say that an EGM
is
1. frozen, if there are directions (n,m) with
√
n2 +m2 arbitrarily large such
that nX +mY is a deterministic variable,
2. gaseous, if Var(nX +mY) is bounded for arbitrary large n,m,
3. liquid , if Var(nX +mY) is unbounded for arbitrary large n,m.
Theorem A.8.4 ( [47] theorem 4.1). Let E be an energy configuration and
B ∈ R2, the EGM corresponding to (Ee+B ·~e)e is frozen if B is in an unbounded
component of the complement of the amoeba A(PE), gaseous if B is in a bounded
component of the complement of the amoeba and liquid if B is inside the amoeba.
Intermezzo A.8.5 (Harnack curves). Harnack curves are special real curves
that can be characterized in many different ways [55]. From our point of view
these are curves that have nice amoebae. A curve defined by the real Laurent
polynomial f(X,Y ) ∈ R[X±1, Y ±1] is called Harnack if the map Log : Cf →
A(Cf ) is at most 2→ 1. This implies many nice features of the amoeba and the
real curve. First of all the number of components of the real curve is maximal,
but some of them can be just an isolated point. These components are in 1→ 1-
correspondence with the lattice points of the Newton polygon. The real points
are also the points of the curve where the Log-map is 1 → 1. It is also easy to
determine the genus of a Harnack curve, this is just the number of holes in the
amoeba.
The Harnack curves are those curves for which the area of the amoeba is
maximal. If the Newton polygon of f has area A (this is half of the elementary
area) Mikhalkin and Rullg˚ard show that the area of A(f) is at most piA and the
equality is reached if and only if f defines a Harnack curve [58].
Given a fixed lattice polygon LP we can look at the space of all real polynomi-
als f with a nondegenerate Newton polygon contained in LP. This space forms
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an open subset of Rm where m is the number of lattice points in LP. Because
of the 2→ 1-property, the subset of all Harnack curves forms a closed subset of
this space.
Theorem A.8.6 ( [47] theorem 5.2). Let Γ be a dimer on a torus and E : Γ→ R
be any energy function. The partition function PE(X,Y ) defines a Harnack
curve.
Proof. The idea of the proof of the first part, is to show it holds for a special set
of dimers coming from the tiling of the plane with hexagons. This is done using
the method of transfer matrices and certain total positivity results. For the
other dimers we let the edge weights exp(Ee) of certain edges go to zero. This
is the same as deleting this edge in the dimer and we can obtain each dimer in
this way. Because the Harnack condition is closed the limit partition function
PE(X,Y ) is still Harnack.
Example A.8.7. Consider the following dimer quiver with matching polygon a
hexagon with perimeter 6 and 2 internal lattice points. The weights of the edges
are 1 for the even arrows and 2 for the odd. The homology classes are
X¯ = −a11 + a14 − a16 + a17 − a19 + a20 + a22 and Y¯ = −a16 + a17.
The Kasteleyn matrix is
-32
-128
-4
-264
1
32
84 -2

2 2/x 1 1 0 0 0
0 −1 1 0 2 0 0
−x 0 2 0 0 0 x
2 0 0 −1 0 1/(xy) 0
0 0 −2 2 0 0 x
0 1 0 0 2 2 0
0 0 0 0 1 −2/x 2xy

and the partition function is
P (x, y) = −2X2 + 3XY − 84X − 128Y +XY −1 − 264− 4Y −1 − 32X−1.
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13
2
2
4
6 7
8
91
0
1
2
15
15
1
6
1
7
18
19
202
1
22
1
1
1
3
5
1
1
2 2
3
4
4
5
6
6
7
8 8
Kenyon and Okounkov also proved a statement in the reverse direction of
theorem A.8.6.
Theorem A.8.8 ( [46]). For any Harnack curve Cf one can find a dimer and
energy function such that the spectral curve C : PE(X,Y ) = 0 is isomorphic to
Cf .
The identification between Harnack curves and dimers with energy functions
is not one to one. Different dimers and energy functions can give rise to the
same Harnack curve. The correspondance can be turned into a bijection by
adding extra data to the Harnack curve. This is further explained in [46]. In
fact if NP(f) = MP(Q) then it is always possible to find an energy function that
does the trick.
Example A.8.9. Consider the suspended pinchpoint and number the arrows
a, . . . , g as in example A.4.5. For the Kasteleyn weight we assign −1 to d. The
homology classes are X = [a] and Y = [b]− [e] + [g]. This gives
Kast =
 aX bY + c
f + gY −d+ eY −1

and
P = −fc− (fb+ gc)Y − gbY 2 − adX + aeXY −1
If we chose a, c, e, b, g = 1 we get
Y 2 + sY + t+X −XY −1 = 0
60
with s = f + c and p = fc.
In general, up to a factor, every polynomial with that Newton polygon can
be brought into this form by rescaling X,Y with real numbers.
Depending on the roots of Z2 − sZ + p there are 4 main situations.
z1, z2 > 0 z1 > 0 > z2 0 > z1, z2 z1 = z¯2
Only in the first case is the curve Harnack.
The theorem that all real spectral curves are Harnack curves has some in-
teresting physical consequences.
• The phase transitions occur on the image of the real locus of the spectral
curve.
• If a gaseous phase is not present its real component has shrunk to an
isolated point.
• The number of gaseous phases equals the genus of the curve.
The most generic situation happens when all real components are curves,
not isolated points. The most singular situation happens when all bounded
real components have shrunk to points. In that case the genus of the spectral
curve is zero. In [46] Kenyon and Okounkov give a nice characterization of this
situation.
Theorem A.8.10. Suppose (Γ,Q) is a dimer and Q is isoradially embedded.
If we assign to each edge a weight proportial to the length of its arrows then the
spectral curve has genus zero.
Example A.8.11. We continue example A.8.7 of the dimer with the hexagonal
matching polygon. There are 6 zigzag paths and we assign them sleeper directions
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0◦, 60◦, . . . , 300◦. This gives us 3 types of arrows: arrows that cover an arc length
of 60◦, 120◦ or 180◦. In the isoradially embedded dimer quiver they have length
1,
√
3 or 2. The weight vector and the amoeba look as follows.
· ·

a1 a2 a3 a4 a5 a6 a7 a8
1 1 1 1
√
3 1 2
√
3
a9 a10 a11 a12 a13 a14 a15 a16√
3 2 2 2 2 2 1
√
3
a17 a18 a19 a20 a21 a22√
3
√
3 1
√
3 1
√
3

A.9 Freezing in the tropics
We will now have a look at what happens if we let the system cool down.
Mathematically this means that we let the temperature go to zero and therefore
the 1kT will go to infinity. As we absorbed the temperature constant into the
energy, we can model this by looking at the one-parameter family Et with
t→∞. If we look at the partition function we will get a one-parameter family
of equations PEt(x, y) = 0. If we look at the amoeba, its central part will
become larger and larger, but we can rescale the amoeba by the factor t. In the
limit the rescaled amoeba becomes infinitely thin and limt→∞ 1tA(Pt) will be a
union of line segments and half lines. Such a limit is also know as a tropical
curve.
Intermezzo A.9.1 (Tropical curves). The tropical semifield Ftrop is the set
R∪ {−∞} equipped with two operations a⊕ b = max(a, b) and a b = a+ b. A
tropical polynomial ftrop(x, y) = ⊕ijaij xiyj looks like an ordinary Laurent
polynomial but for the evaluation we use the tropical operations instead of the
ordinary ones.
ftrop(x, y) = max
i,j
(aij + ix+ jy)
which is a piecewise affine function ftrop : R2 → R. Unlike ordinary polynomi-
als, different tropical polynomials can give rise to the same function. Another
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way of calculating ftrop(x, y) is
ftrop(x, y) = lim
t→+∞ logt ft(t
x, ty) with ft(X,Y ) =
∑
ij
taijXiY j
We will often use ft(X,Y ) instead of ftrop because for ft we can use the ordinary
sum and product operations.
The tropical curve defined by a tropical polynomial f is the locus in R2 where
ftrop is not smooth, or equivalently where the maximum is reached by two terms
in the expression of ftrop. Because ftrop is piecewise affine, the tropical curve
is a union of line segments that cuts R2 into convex pieces, cells, and each of
these convex pieces corresponds to a lattice point (i, j) where the maximum is
reached by aij + ix+ jy.
The tropical curve ftrop defines a subdivision of the Newton polygon NP(f).
Draw all the lattice points corresponding to cells of the tropical curve and connect
two lattice points by and edge if the two cells share a line segment of the tropical
curve. In other words this subdivision is the dual graph of the tropical curve.
ft(X,Y )=1+X+Y+XY+t
−1X2Y 2
0 0
0
-1
0
For more information about tropical geometry we refer to [56, 57]
If we return to the main story, we can interpret the limt→∞ 1tA(PEt) as a
tropical curve. Look at a fixed point (u, v) ∈ R2. As t goes to infinity each
term of PEt(z, w) with (|z|, |w|) = (eut, evt) will behave as tα for some order α.
If (z, w) is a zero there must be at least 2 terms with the highest order so they
can cancel each other. Therefore one can deduce that the limit amoeba for
PEt(x, y) =
∑
k
αke
βktXikY jk
63
will be the tropical curve defined by the tropical polynomial
PEtrop(x, y) = max
k
(ikx+ jky + βk)
From the physics point of view this means that the liquid phase shrinks to the
line segments of the tropical curve and the cells are the solid and gaseous phases
of the phase diagram.
Theorem A.9.2. Given a consistent dimer Γ with matching polygon MP(Γ) and
a tropical polynomial ftrop with Newton polygon NP(ft) = MP(Γ) then there is
an element E ∈ Ltrop for which ftrop and PEtrop define the same tropical curve.
Proof. This follows from A.8.8 and and a theorem by Itenberg and Viro [41,72]
that every tropical curve can be realized as the limit of a Harnack curve.
Just like in the nonzero temperature case we can put all these tropical curves
together for one fixed dimer. In this way we get a tropical/frozen version of our
statical system for one dimer
Ltrop(Γ)→ Xtrop(Γ) = R#Γ1−#Γ0+1 → RΓ2−1.
The coordinates on Ltrop and Xtrop are tropical versions of the holonomies
around the cycles, which we should view as
W tropF (E) = limt→∞ logtWF (t
E) =
∑
e∈F
±Ee.
Although these expressions are just logarithmic versions of the original holonomies,
their behaviour is different. This becomes apparent if we look at mutation.
If Γ and µΓ are related by mutation at F we can take the limit of the
mutation formula for t→∞ and then we get
φtropµ (W
′
u
trop
) = W tropφ(u′) + (φ(u
′), F ) max(0,W tropF )
This is a piecewise linear transformation which is everywhere defined and in-
vertible. Just like in the statistical model Ltrop → Xtrop is just equal to
Ltrop(Γ)→ Xtrop(Γ) for all dimers in the same mutation class.
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B The B-side: representation theory and crepant
resolutions
In this section we will look at 3-dimensional toric Gorenstein singularities and
we will use dimers to construct crepant resolutions. The main idea is that these
crepant resolutions can be seen as moduli spaces of representations of a noncom-
mutative algebra associated with the dimer. Different crepant resolutions arise
by varying the stability condition that is used to construct the moduli space
and to each dimer we can associate a space of stability conditions.
This noncommutative algebra is called the Jacobi algebra and it is an exam-
ple of a noncommutative crepant resolution (NCCR). Jacobi algebras of isotopic
dimers will be NCCRs for the same singularity. Using quiver mutation it is pos-
sible to translate stability conditions of one NCCR to stability conditions of
another NCCR.
Finally we relate this to the tropical version of the space X that we con-
structed in the A-model.
B.1 Toric geometry
We start with reviewing some basic toric geometry that we will need in our
story, for more details we refer to the classical introduction by Fulton [29].
A toric variety X is a normal variety that contains a torus T = (C∗)n as
an open dense subset and the standard action by T on itself by multiplication
extends to an action on X. To the torus we can associate two dual lattices: N =
Hom(C∗, T ) contains the one parameter subgroups of T and M = Hom(T,C∗) its
characters. The natural pairing can be written as 〈n,m〉 = k ∈ Z if m◦n(t) = tk.
We will write NR for N ⊗ R and MR for M ⊗ R.
To describe the toric variety we can consider the set of all one parameter
subgroups λ for which the limit limt→0 λ(t) exists in X. If it exists we denote
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by Oλ the T -orbit of the limit point. We say that λ ∼= µ if they have the same
limit and µ  λ if Oλ lies in the closure of Oµ. To every λ we assign a cone
σλ :=
∑
µλ
R+µ ⊂ NR.
The fan of X is the set containing all these cones:
Fan(X) = {σλ|λ ∈ N and lim
t→0
λ(t) ∈ X}.
The interior of a cone σ contains all λ with the same orbit, so we also
denote this orbit by Oσ. If we take the union of all orbits that come from cones
contained in σ we get an open subset
Uσ =
⋃
τ⊂σ
Oτ .
This open subset also has a different description. The dual of a cone σ ⊂ N ⊗R
is the set
σ∨ = {m ∈M ⊗ R|∀n ∈ σ : 〈n,m〉 ≥ 0}.
The intersection of the dual cone with the lattice M gives a semigroup. Because
〈n,m〉 ≥ 0 implies that the limit m(limt→0 n(t)) = limt→0 t〈n,m〉 exists and m,
we can see the lattice points in M ∩ σ∨ as functions on Uσ and therefore
Uσ = SpecC[σ∨ ∩M ].
In general a fan is a collection of integral cones in N⊗R that is closed under
intersection and taking faces. For each σ ∈ F we define Uσ = SpecC[σ∨ ∩M ]
and if we glue them together by the natural inclusion maps Uτ ⊂ Uσ whenever
τ ⊂ σ, we obtain a toric variety XF .
Toric varieties are completely determined by their fans and a lot of interesting
properties can be read of from the structure of the fan.
• A toric variety is affine if its fan has one maximal cone.
• A toric variety is complete if the fan covers the whole of N ⊗ R.
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• Uσ is smooth if σ∩N is generated by a linearly independent set of ni ∈ N .
If X is a toric variety with fan F then we can look at sheaves over X. A
special type of sheaves are the graded rank 1 reflexive sheaves. Let {vi|i ∈ I }
be the set of the generators of all 1-dimensional cones and let a = (ai)i∈I be
a sequence of integers. Out of this sequence we can construct a sheaf Ta as
follows
Ta(Uσ) = C[m ∈M |∀vi : 〈vi,m〉+ ai ≥ 0].
From this definition we can easily deduce Ta ⊗ Tb = Ta+b and Ta ∼= OX if
there is an m ∈M such that ai = 〈vi,m〉. The set of all Ta up to isomorphism
together with the tensor product give a group, which we denote by PicX because
if X is smooth these graded rank one reflexives are precisely the line bundles
over X.
This group contains a special element K = T1 corresponding to the se-
quence consisting only of 1′s. This element is the canonical sheaf . This sheaf is
trivial if all the vi lie in a common hyperplane at height 1. If that is the case the
toric variety is special. If X is smooth then we call such a variety Calabi-Yau,
if it is singular we call it Gorenstein.
B.2 Resolutions of singularities
One of the themes in algebraic geometry is the resolution of singularities. Given
a singular affine variety X over C with coordinate ring C[X], we want to find a
smooth variety X˜ and a surjection
pi : X˜ → X
that is proper (the fibers are complete) and birational (almost everywhere one
to one). The map pi is called a resolution of X and the locus in X˜ that is not
one-to-one is called the exceptional locus.
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In general a resolution is far from unique and one would like to define a class
of resolutions that remain close to X geometrically. To capture this idea Reid
introduced the the notion of a crepant resolution [63].
Definition B.2.1. A resolution pi : X˜ → X is crepant if the pullback of the
canonical sheaf on X is the canonical sheaf on X˜.
If the canonical sheaf of X is trivial and pi : X˜ → X is crepant then the
canonical sheaf of X˜ will also be trivial, so crepant resolutions of Gorenstein
singularities result in Calabi-Yau varieties.
A fan F˜ is a refinement of a fan F if every cone in F ′ sits inside a cone of
F and every cone is F is the union of some cones in F ′. This gives a natural
T -equivariant map XF˜ → XF which maps the limit point of each cone in F˜ to
the limit point of the cone in which it is contained. This map is proper and
surjective because every cone in F is completely covered by cones in F ′ and it
is birational because it is one-to-one on the torus T , so if XF˜ is smooth then
XF˜ → XF is a resolution.
Let us now look more closely at the 3-dimensional case. To construct a
3-dimensional Gorenstein singularity we fix a convex lattice polygon LP ⊂ R2
and put it at height 1 in 3-dimensional space R3. The corners of this polygon
are vectors of the form vi = (xi, yi, 1) ∈ Z3. The cone σ =
∑
iR≥0vi gives us a
variety X = Uσ with coordinate ring
RLP := C[σ ∩ Z3] = C[XrY sZt|xir + yis+ t ≥ 0].
This coordinate ring is Gorenstein because the corners of the polygon all sit in
the same plane. Unless the polygon is an elementary triangle this variety is not
smooth.
To construct a resolution X˜ → X, we need to subdivide the cone into smooth
subcones. If we can ensure that the generators of all these subcones lie in the
same plane as the polygon, then the resolution is crepant and X˜ is Calabi-Yau.
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This can be done by subdividing the polygon in elementary triangles. The
simplest example is the crepant resolution of SpecC[X,Y, Z,W ]/(XY − ZW ),
which is illustrated below.
resolution−→
In most cases there are several ways to do this and each way gives a dif-
ferent crepant resolution. There is a construction that transforms one crepant
resolution into another: the flop [51]. Basically the flop blows down a P1 and
substitutes it by a different P1. In the toric picture one takes an internal edge
of the subdivision of the polygon and looks at the two elementary triangles that
it bounds. If these 2 form a convex quadrangle then we can remove the edge
and put in the other diagonal of the quadrangle. In this way we obtain a new
subdivision of the polygon or a new crepant resolution of the singularity. The
example below is called the Atiyah flop [2].
flop−→
Example B.2.2. If we take the lattice polygon
〈(1, 0), (0, 1), (−1, 0), (−1,−1), (0,−1)〉
we see that there are 5 different toric crepant resolutions. The arrows indicate
the flops.
•
•
•
• •
•
•
•
•
• •
•
•
•
•
• •
•
•
•
•
• •
••
•
•
• •
• ←
↑
↓ ↗
↘
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The middle one resolves the singularity by adding a single del Pezzo surface, dP5.
For the upper and lower resolution the exceptional fiber consists of a Hirzebruch
surface and an extra P1. For the left resolution we have a P1 × P1 and a P1
and for the right one a P2 and 2 P1’s. The surface can be deduced from the
neighborhood of the central lattice point and the number of extra P1’s is the
number of line segments not attached to the central lattice point.
B.3 Moduli spaces and geometric representation theory
In this section we will review the basics on moduli spaces of representations of
quivers, for more information we refer to [50] and [53].
Recall that the path algebra CQ of a quiver Q is the vector space spanned
by all paths in Q. The product pq of two paths p, q is their concatenation if
t(p) = h(q) and zero otherwise.
For a dimension vector α : Q0 → N we define the space of α-dimensional
representations of Q as
RepαQ :=
⊕
a∈Q1
Matα(h(a))×α(t(a))(C).
We will denote the total dimension of these representations by n =
∑
v∈Q0 αv
and the group
∏
v∈Q0 GLα(v)(C) by GLα.
Every point (ma) in the space RepαQ corresponds to a representation ρ :
CQ → Matn(C) that maps an arrow a to a block matrix with (ma) in the
appropriate position and zeros everywhere else. The group GLα acts on these
representations by conjugation and the orbits of this action can be seen as the
isomorphism classes of the α-dimensional modules/representations of the path
algebra CQ. 1
The most basic way to construct a quotient for the GLα-action is to look at
the ring of invariants
C[RepαA]GLα := {f ∈ C[RepαA]|∀g ∈ GLα : f ◦ g = f}.
1a CQ-module M is α-dimensional if dim vM = αv for every v ∈ Q0.
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The spectrum of this ring parametrizes the closed orbits in RepαQ and is called
the categorical quotient , RepαQ//GLα. The closed orbits are precisely the iso-
morphism classes of semisimple representations.
A more refined quotient can be taken if we specify a stability condition. This
is a character
θ : GLα → C∗ : g →
∏
v∈Q0
det gθvv .
The Mumford quotient Mθα(Q) is by definiton the proj of the graded ring of
semi-invariants
C[RepαQ]θ :=
∞⊕
n=0
{f ∈ C[RepαQ]|f ◦ g = θ(g)nf}
To interpret this quotient we call a representation θ-stable if θ·α := ∑v∈Q0 θvαv =
0 and it has no proper subrepresentation with dimension vector β such that
θ · β ≤ 0. If we relax the condition to θ · β < 0 then we call the module
θ-semistable and if it is a direct sum of stable representations we call it θ-
polystable.
The set of semistable representations forms an open subset Repθ−ssα Q ⊂
RepαQ that is closed under the GLα-action. The moduli spaceMθα(Q) parametrizes
the orbits that are closed in Repθ−ssα Q. It is well known that these are precisely
the orbits of polystable representations.
Because the moduli space Mθα(Q) is the proj of the graded ring C[RepαQ]θ
it comes with a natural projection to the spectrum of its degree zero part.
The latter is just the ring of invariant functions, so this projection map is
Mθα(Q) RepαQ//GLα. The target can also be identified with the moduli space
for the trivial character,M0α(Q), because C[RepαA]0 = C[RepαA]GLα ⊗ C[t].
A character is called generic if all vectors β ∈ NQ0 with 0 < β < α satisfy
θ · β 6= 0. For generic characters the concepts stable, polystable and semistable
α-dimensional representations coincide.
If θ is generic the moduli space is a fine moduli space. This means Mθα(Q)
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comes with a bundle of which the fibres are precisely the modules parametrized
by the points in the moduli space. This bundle is called the tautological bundle.
To construct it, we assume for simplicity that there is a vertex v with αv = 1.
In this case U is the fibred product
Repθ−ssα Q×GLα Cn
where GLα acts on the last part by g · x = g−1v gx. On each {ρ} × Cn the alge-
bra CQ acts via the representation ρ and the GLα-action induces isomorphism
between the different modules. This implies that each fiber of the projection
map U →Mθα(Q) has a natural CQ-module structure and U can be seen as a
sheaf of modules over Mθα(Q).
The whole construction carries over to path algebras with relations. If A =
CQ/I we can construct the subscheme RepαA ⊂ RepαQ containing the repre-
sentations of CQ that factor through A. Its ring of coordinates is
C[RepαA] =
C[Xaij |a ∈ Q1]
〈rst(Xaij)|r ∈ I〉
where the rst are the coeffients of the matrix we obtain when we substitute the
arrows in the relation r by their matrices (Xaij). In general this scheme is not
reduced and it can consist of many components.
The subscheme RepαA is closed under the GLα-action and if we fix a char-
acter θ, we can defineMθα(A) as Proj C[RepαA]θ. This moduli space is a closed
subscheme of Mθα(Q) that classifies the polystable representations of A. If θ is
generic this is a fine moduli space and the bundle is the restriction of U to the
base Mθα(A).
B.4 Noncommutative geometry
The basic idea of noncommmutative geometry is to extend the classical duality
between commutative rings and affine schemes to noncommutative algebras.
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There are many different ways to do this, all with there own advantages and
disadvantages. We will focus on a categorical approach.
To a variety X we can associate its category of coherent sheaves, CohX.
This is an abelian category and it contains the same information as the variety
itself because we can reconstruct X from it. If X is affine with coordinate ring
R, this category is equivalent to the category of finitely generated R-modules:
ModR. If X is not affine it is in general not possible to find an algebra A (not
even a noncommutative one) such that CohX ∼= ModA.
To address this problem we look at derived categories. A good reference for
the the topics covered in this section is the review article by Keller [44]. The
derived category of coherent sheaves DbCohX is the homotopy category of com-
plexes of coherent sheaves, with all quasi-isomorphisms inverted. This category
contains CohX as a full subcategory and it does not capture all information of
X. Different Calabi-Yau varieties can have equivalent derived categories [9].
In a similar way we can define the derived category of modules of an algebra
DbModA as an enlargement of ModA. Unlike in the underived setting it is possible
to find non-affine varieties and algebras with equivalent derived categories. The
easiest example is the projective line, which is derived equivalent to the path
algebra of the Kronecker quiver:
DbCohP1 ∼= DbModCQ with Q = ks .
Algebras and varieties can be derived equivalent in subtle ways and there
are interesting constructions to go from one derived category to another. The
main idea is to use an object that has two structures as a bridge between the
two.
Let us first look at Morita theory . If M is a A−B bimodule then there is a
natural functor by tensoring with M : − ⊗AM : ModA → ModB. This functor
has an adjoint HomB(M,−) : ModB → ModA and if these two functors are
inverses of each other then A and B are called Morita equivalent. In that case
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EndA(M,M) ∼= Bop and M considered as a B-module is a projective generator
of ModA. We can also go in the other direction: if M is a projective generator
in ModA, we can define B = EndA(M,M)
op and view M as an A−B-bimodule.
The functor −⊗AM : ModA→ ModB will then be an equivalence of categories.
If we move into the derived world we can do a similar thing. For any A-
module T there is a natural derived functor Hom•A(T,−) : DbModA → DbModB
with B = HomA(T, T )
op. We call T a tilting module if it is a generator and
HomDbModA(T, T [i]) = 0 if i > 0. In that case the functor Hom
•
A(T,−) is an
equivalence.
This construction also works when we start with a sheaf T ∈ DbCohX
satifying the same conditions. In this case T is called a tilting sheaf and we get
an equivalence between DbCohX and DbModB with B = HomDbModA(T ,T )
op.
If we want to go in the other direction (start with an algebra and end with a
variety) we can try a moduli construction. If A is an algebra and U →M is a
fine moduli space of representations then U can be seen as a sheaf of A-modules,
so there is a natural morphism A→ EndM(U ). If this morphism is a bijection
and U is a tilting sheaf, the functor Hom•DbModA(U ,−) is an equivalence with
inverse −⊗L U .
Finally, we also want to go directly between two varieties X and Y . Instead
of a bimodule we need an object that is a sheaf on both X and Y , in other words
a sheaf P on the product X × Y . The functor that induces the equivalence is
called the Fourier-Mukai transform andP is called its kernel . It first pulls back
a sheaf on X to a sheaf on X×Y using the projection operator pX : X×Y → X,
then it tensors this sheaf with P and pushes it forward to a sheaf on Y along
the projection operator pY : X × Y → X:
F : DbCohX → DbCohY : G 7→ pY ∗(P ⊗ p∗X(G)).
Note that the functors above are used in their derived versions. For more on
Fourier-Mukai transforms we refer to [10] and [36]
74
Example B.4.1. We illustrate these concepts with a few basic examples:
1. The algebras A = R and B = Matn(R) are Morita equivalent via the
A-B-bimodule Rn.
2. The path algebras of the quivers Q1 = ◦ ← ◦ → ◦ and Q2 = ◦ → ◦ ← ◦
are derived equivalent by the tilting bundle M110 ⊕M111 ⊕M011, where
Mabc is the unique indecomposable right CQ1-module with dimension vec-
tor (a, b, c).
3. The Kronecker quiver and P1 are derived equivalent using the tilting bundle
O ⊕O(1). In the other direction we can do the moduli construction P1 ∼=
M(1,−1)(1,1) (Q).
4. Let E be an elliptic curve and identify E = Pic0(E). We can construct
a bundle P on E × E such that P|E×` is the line bundle corresponding
to ` ∈ Pic0(E). The Fourier-Mukai transform with kernel P gives an
nontrivial auto-equivalence of DbCoh E, see [35].
An important application of Fourier-Mukai transform to the theory of crepant
resolutions is the following result by Bridgeland.
Theorem B.4.2. (Bridgeland [11]) All crepant resolutions of a 3-dimensional
variety are derived equivalent.
The idea behind the proof is that all crepant resolutions of a 3-dimensional
variety are related by sequences of flops and a flop induces a Fourier-Mukai
transform that is an equivalence if the dimension is 3.
B.5 Noncommutative crepant resolutions
Given an algebra A, dimension vector α and stability condition θ we get a
natural proper map
X˜ :=Mθα(A)M0α(A) =: X.
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Under certain conditions this map can give us a crepant resolution of X˜ → X. If
A is derived equivalent to X˜ then it makes sense to view A as a noncommutative
crepant resolution of X.
The natural way for this to happen is that A is the endomorphism ring of the
tautological bundleU onMθα(A). If we push this bundle forward along pi : X˜ →
X we get an R = C[X]-module U with A ∼= EndR(U). This module is reflexive
(HomR(HomR(U,R), R) ∼= U) because U is a vector bundle. Furthermore,
because A and X˜ are derived equivalent and X˜ is smooth, the global dimension
of A is finite.
Building on this ideas Van den Bergh developed the notion of a noncom-
mutative crepant resolution without refering to a commutative crepant resolu-
tion [70].
Definition B.5.1. Let R be a Gorenstein domain with Krull dimension k and
X = SpecR. A noncommutative crepant resolution (NCCR) of X is an algebra
A such that
N1 A = End(U), with U a reflexive R-module,
N2 All simple A-modules have projective dimension k.
If A = EndR(U) and U decomposes as a direct sum U =
⊕
i Ui of indecom-
posable reflexive modules we can write A as the path algebra of a quiver with
relations. The vertices of this quiver correspond to the summands Ui and there
is a natural dimension vector α that maps vertex vi to Rank Ui := dimK Ui⊗RK
where K is the function field of R.
If we put n = |α| then A⊗RK = Matn×n(K) and hence the generic represen-
tation in RepαA is a simple. Therefore RepαA has a special component that is
the closure of the simple representations. For this component we can construct
the moduli space Mαθ (A). If θ is generic then Mαθ (A) is fine with tautological
bundle U .
The main result is the following.
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Theorem B.5.2 (Van den Bergh [70]). Let X be a 3-dimensional terminal
singularity then X admits a commutative crepant resolution if and only if it
admits a noncommutative crepant resolution. Also all crepant resolutions and
noncommutative crepant resolutions are derived equivalent.
The proof first constructs a noncommutative crepant resolution by finding
a tilting bundle on a commutative crepant resolution. Then it shows that the
moduli construction above gives a commutative crepant resolution Mθα(A) 7→
M0α(A) and induces a derived equivalence between A and Mθα(A). Finally, it
uses the fact that all commutative crepant resolutions are related by flops and
a result by Bridgeland that a flop induces a Fourier-Mukai transform that is an
equivalence.
The technical details of this proof depend on the fact that the fibers of
a crepant resolution of a 3-dimensional terminal singularity are at most 1-
dimensional. These ideas have been extended to other settings (see f.i. Iyama
and Wemyss [42]). In the remainder of this section we will show how this works
for 3-dimensional toric Gorenstein singularities.
B.6 The Jacobi algebra
First we will look at a special noncommutative algebra associated to a dimer
model.
Definition B.6.1. Let Q be a quiver and CQ be its path algebra. A superpoten-
tial W is a sum of cyclic paths, which we view as an element in CQ/[CQ,CQ].
The cyclic derivative of a cyclic path p = a1 . . . ak with respect to an arrow a is
equal to
∂ap =
∑
i:ai=a
ai+1 . . . aka1 . . . ai−1.
The Jacobi algebra of a superpotential is
J(W ) =
CQ
〈∂aW : a ∈ Q1〉 .
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The Jacobi algebra J(Q) of a dimer model Q is the Jacobi algebra of
W =
∑
c∈Q+2
c−
∑
c∈Q−2
c.
It can also be defined directly as
J(Q) =
CQ
〈p+a − p−a |ap+a ∈ Q+2 and ap−a ∈ Q−2 〉
,
which means that for every arrow the path going back along its left cycle is the
same in this algebra as the path going back around its right cycle.
Example B.6.2 (Galois covers). Look at the following dimer quiver on the
torus
This is a quiver with one vertex and 3 loops X,Y, Z. The path algebra is the
free algebra with 3 variables and the superpotential is W = XY Z −XZY . The
Jacobi algebra is
J(Q) =
CQ
〈XY − Y X,ZX −XZ, Y Z − ZY 〉 ,
which is just the polynomial ring in 3 variables.
If we choose a larger fundamental domain by quotienting out the universal
cover of Q by Z~v+Z~w instead of Z×Z, we get a quiver Q¯ that is |~v× ~w| as large.
This is a Galois cover of the original dimer with cover group Z× Z/Z~v + Z~w.
G = Z×ZZ(1,2)+Z(3,−1)
∼= Z/7Z
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We can view the new Jacobi algebra as a smash product of the old one. Re-
member that if A is an algebra and K a finite group that acts on A, the smash
product is defined as
A ? G = A⊗ CG with (a1 ⊗ g1) · (a2 ⊗ g2) = a1(g1 · a2)⊗ g1g2.
Take G = Hom
(
Z×Z
Z~v+Z~w ,C
∗
)
and define the action of ρ ∈ G on C[X,Y, Z] by
ρ ·X = ρ(1, 0)X, ρ · Y = ρ(0, 1)Y and ρ · Z = ρ(−1,−1)Z.
It is an interesting exercise to check that
J(Q¯) ∼= C[X,Y, Z] ? G.
The vertices of Q¯ correspond to the idempotents
v(i,j) =
1
|G|
∑
ρ∈G
ρ(i, j)ρ where (i, j) ∈ Z× Z
Z~v + Z~w
.
In other words the cover group and the group in the smash product are each
others dual and the vertices of the quiver correspond to the characters of the
group in the smash product.
This generalizes to arbitrary dimers on the torus. In that case you have
to choose a Z × Z-grading deg on J(Q) for which the arrows are homogeneous
and the degree of a cyclic path is its homology class. The action of ρ satisfies
ρ · a = ρ(deg a)a.
Now let us have a look at the behaviour of the Jacobi algebra under dimer
moves.
Theorem B.6.3. Let Q and Q′ be zigzag consistent dimer quivers.
1. If Q and Q′ are related by a split move then their Jacobi algebras are
isomorphic.
2. If Q and Q′ are related by a quiver mutation then their Jacobi algebras
are derived equivalent.
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Proof. The first statement can be read off directly from the superpotential.
The split move will add one extra cycle a1a2 in the superpotential and splits
another cycle b1 . . . bk into b1 . . . bia1 and a2bi+1 . . . bk. If we look at the partial
derivatives ∂ai we get 2 new relations
a1 − bi+1 . . . bk and a2 − b1 . . . bi.
All other partial derivatives remain the same except that the subpaths bi+1 . . . bk
and b1 . . . bi are substituted by a1 and a2. This clearly gives an isomorphism
between J(Q) and J(Q′).
The second part follows from a general theorem by Vito´ria [73] based on
work by Derksen, Weyman and Zelevinsky [18,19]. This explains how superpo-
tentials behave under the mutation operation and shows that quiver mutations
between Jacobi algebras with superpotentials give rise to a derived equivalence
if the superpotential satisfies some additional condition. For dimer quivers this
condition is satisfied if every vertex has valency at least 2. This is satisfied if Q
is consistent.
If v ∈ Q0 is the vertex we mutate, the tilting bundle that realizes the derived
equivalence is
Tv =
⊕
w 6=v
Pw ⊕
 ⊕
h(a)=v
Pt(a)
a·→ Pv

︸ ︷︷ ︸
Tv
.
Here Pw is the projective wJ(Q) and the last term is a complex for which the
left term is in degree 0.
The Jacobi algebra of a dimer model has a special central element ` which
is the sum of cycles cv ∈ Q2, one starting in each vertex v
` =
∑
v∈Q0
cv
Different cv for the same vertex are equivalent in the Jacobi algebra, so ` does
not depend on a particular choice of the cv. Furthermore the relations in J(Q)
imply that for any path p we have ch(p)p = pct(p) and therefore ` is central.
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By inverting ` we can form the weak Jacobi algebra
Ĵ(Q) = J(Q)⊗C[`] C[`, `−1].
This algebra is the same as the universal localization of J(Q) by all arrows.
Definition B.6.4. A dimer is called cancellative if the canonical map J(Q)→
Ĵ(W ) is an embedding.
This condition is introduced in [60] as the first consistency condition
Theorem B.6.5. If Q is a zigzag consistent dimer then it is cancellative. If
χ(Q) ≤ 0 then the reverse also holds: all cancellative dimers are zigzag consis-
tent.
Proof. We give a brief sketch of the argument. Details can be found in [5] or in
a paper by Ishii and Ueda [39]. If Z1 and Z2 are two zigzag paths that intersect
twice, we can find a simply connected piece in the universal cover bounded by
these zigzag paths. Look at the opposite paths of the zigzag paths outside this
piece. These opposite paths are equivalent up to a power of ` in the weak Jacobi
algebra, because they are homotopic.
In the ordinary Jacobi algebra they are not equivalent. The opposite paths
consist of subpaths of the form a1 . . . ak−2 where a1 . . . ak ∈ Q2. Hence they
cannot contain any p+a or p
−
a and we cannot make the piece they cut out smaller
using the relations ∂aW . Note that this argument does not work on the sphere
because we could go the other way round over the sphere.
If a dimer is not cancellative we can find two homotopic paths that cannot
be transformed into each other up to a power of `. It is possible to show that
there are doubly intersecting zigzag paths inside the connected piece that these
homotopic paths cut out.
Remark B.6.6. Dimers on a sphere are never zigzag consistent, but they can
be cancellative. An example of this is the octahedron quiver, the fourth quiver
in example 0.4.2.
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The cancellative property is important because it allows us to transfer nice
properties of the weak Jacobi algebra to the ordinary Jacobi algebra.
Definition B.6.7 (Ginzburg [30]). An algebra A is Calabi-Yau-n if
ExtiA⊗Aop(A,A⊗A) =

0 i 6= n
A i = n
This is the same [71] as the property that A has a selfdual projective resolution
of length n as a bimodule over itself:
A ≡ P • and HomA⊗Aop(P •, A⊗Aop) ≡ A[n]
Remark B.6.8. A Calabi-Yau algebra is a noncommutative version of a Calabi-
Yau variety. Recall that a smooth compact n-dimensional variety is called
Calabi-Yau if its canonical sheaf is trivial. Using Poincare´ duality this implies
that in the derived category of coherent sheaves we have a natural nondegenerate
pairing
Hom(F ,G )× Hom(G ,F [n])→ C.
When an algebra is Calabi-Yau-n then the bounded derived category of finite
dimensional modules has a similar pairing.
From this pairing we can deduce that all simples have projective dimension
n. The global dimension of A is n because of the selfdual resolution and if S is
a simple module we have that ExtnA(S, S) = HomA(S, S)
∨ = C so its projective
dimension must be n.
There is a close relation between Jacobi algebras and Calabi-Yau-3 algebras.
A Jacobi algebra A has a standard selfdual complex
CW :
⊕
i∈Q0
Fii
(·τda·)// ⊕
a∈Q1
Ft(a)h(a)
(·∂2baW ·)// ⊕
b∈Q1
Fh(b)t(b)
(·db·) // ⊕
i∈Q0
Fii
m // A
Here Fij = Ai⊗ jA and da represents a⊗ t(a)− h(a)⊗ A, τ swaps the tensor
product and ∂2bap is the sum of all p1 ⊗ p2 such that bp1ap2 is equal to a cyclic
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shift of p. If this complex is a resolution then the Jacobi Algebra is Calabi-Yau-
3. In some settings such as the graded [4] or complete case [71] one can also
show that every Calabi-Yau-3 algebra is a Jacobi Algebra. If we restrict to the
toric setting there is also a result that ties Calabi-Yau algebras to dimers: if
A ⊂Matn(C[X±1, Y ±1, Z±1] is a Z3-graded subalgebra and A is CY-3 then A
is the Jacobi algebra of a dimer [7].
Theorem B.6.9 (Homological properties of Jacobi Algebras). The weak Jacobi
algebra of a dimer Q is a Calabi-Yau-3 algebra if and only if χ(Q) ≤ 0. If Q
is cancellative then the ordinary Jacobi algebra is also a Calabi-Yau-3 algebra if
χ(Q) ≤ 0.
Proof. The first part follows from the fact that the weak Jacobi algebra is Morita
equivalent to the fundamental group algebra of circle bundle over the surface.
This is an aspherical manifold (its universal cover is contractible) and therefore
the fundamental group algebra is a 3d-Poincare´ duality group, which implies
that the group algebra is Calabi-Yau-3.
The second part is proved by checking that the complex we defined above
is indeed a resolution. This can be done using a grading by the fundamental
groupoid of the surface. The original proof by Mozgovoy and Reineke [60] used
an extra consistency condition on Q. Later Davison [17] showed that this second
condition followed from the cancellative property.
Apart from nice homological properties, we can also look at finiteness con-
ditions.
Theorem B.6.10 (Finiteness properties of Jacobi Algebras). The weak Jacobi
algebra of a dimer Q is a finite over its center if and only if χ(Q) ≥ 0. If Q is
cancellative then the ordinary Jacobi algebra is also finite over its center if and
only if χ(Q) ≥ 0.
Proof. The first part follows from the fact that if χ(Q) ≥ 0, the fundamental
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group of the surface is abelian. If we fix a weak path pij between each pair of
vertices i, j then these generate Ĵ(Q) as a module over its center. If χ(Q) < 0
then the fundamental group is not finite over its center and neither is the weak
Jacobi algebra.
If Q is cancellative then Z(J(Q)) = ZĴ(Q) ∩ J(Q). Two weak paths that
are homotopic differ by a power of ` so for each homotopy class there is a path
p ∈ J(Q) such that all homotopic paths are in C[`]p ⊂ Z(J(Q)p. On a sphere
there are only a finite number of homotopy classes so J(Q) is finitely generated
over C[`]. For the torus the second part follows from the explicit description of
J(Q) as an endomorphism ring of a sheaf theorem B.7.4.
The behaviour of the Jacobi algebra depends a lot on the Euler characteristic
of the surface and we have a trichotomy as illustrated in the table below.
χ(Q) > 0 χ(Q) = 0 χ(Q) < 0
finite over center finite over center never finite over center
⇑ ⇑
cancellative cancellative cancellative
m m
never zigzag consistent zigzag consistent zigzag consistent
⇓ ⇓
never CY-3 CY-3 CY-3
The key property that makes the Jacobi algebra nice is the cancellative
property. For nonnegative Euler characteristic it gives the Jacobi algebra nice
finiteness properties, while for the nonpositive Euler characteristic it induces
nice homological properties. Clearly, the best of both worlds happens if the
Euler characteristic is zero and then the notion also coincides with zigzag con-
sistency. We will study this case in more detail.
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B.7 Jacobi algebras and NCCRs
From now on Q will be a zigzag consistent dimer on a torus. In this case, we
know there is a close connection between the zigzag paths and perfect matchings.
A perfect matching P defines a grading degP on J(Q) by giving the arrows
in the perfect matching degree 1 and the others degree zero. For this grading `
has degree 1. This grading can be used to characterize the weak Jacobi algebra.
Theorem B.7.1. If Q is a cancellative dimer on a torus with |Q0| = n then
Ĵ(Q) ∼= Matn(C[Z3])
Proof. Number the vertices 1, . . . , n and fix paths p1i from each vertex to one.
By multiplying these paths with the appropriate powers of ` we can assume that
degP p1i = 0.
To each path q we can associate a triple (x, y, z) ∈ Z3 that represents the ho-
mology class and the P-degree of p1h(q)qp
−1
1t(q) and let mq ∈ C[Z3] the monomial
that represents that triple. The map q 7→ mqEh(q)t(q) ∈ Matn(C[Z3]), where
Eij is the elementary matrix with 1 on entry i, j, gives the required isomor-
phism.
So, paths are uniquely determined by their homotopy and P-degree. Because
the construction did not depend on which perfect matching we used, two homo-
topic paths that have the same degree for one perfect matching will also agree
for any other perfect matching.
To describe Jacobi algebra we will need two important lemmas.
Lemma B.7.2. If Q is a zigzag consistent dimer on a torus then for each pair
of vertices v, w and each homotopy class there is a real path p : v ← w in Q with
this homotopy class and a perfect corner matching P such that degP p = 0.
Proof. The proof is based on an idea by Broomhead [14] in the geometrically
consistent setting and uses the corner matchings an extension of the argument
to all consistent dimers is found in [5].
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Let v, w be the head and tail vertices of the path in the universal cover.
Draw zigzag paths emanating from v and look at the pair of consecutive zigzag
paths in the clockwise direction that encompass v. Draw shifts of these zigzag
paths such that you get a rhombus that contains w.
v Zi+1 //v
dd

ttw
wwv
Zi
>>
Zi+1 //v
Zi
??
Outside the rhombus there are two paths going in the opposite direction
along the boundary. Both paths are zero on the corner matching between the
two zigzag paths, so these paths are equivalent. We can apply relations to turn
the two paths into each other. These relations will move the path from the
upper left to the lower right. One of the intermediate paths will meet w and
this will give us an equivalent path that meets v.
Lemma B.7.3. If Q is a cancellative dimer on a torus and p ∈ Ĵ(Q) is a weak
path then p ∈ J(Q) if and only if it has nonnegative P-degree for all perfect
corner matchings.
Proof. Let p be such a weak path then we can construct a real path q with the
same homology class and a corner matching P such that degP q = 0 therefore
p = q`degP p ∈ J(Q).
Using these lemmas we can prove the main theorem
Theorem B.7.4 (J(Q) is an NCCR). If Q is a cancellative dimer on a torus
then its center is the coordinate ring of the 3d-Gorenstein singularity defined by
its matching polygon
Z(J(Q)) = RMP(Q).
Moreover J(Q) is a noncommutative crepant resolution of SpecRMP(Q).
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Proof. Fix a vertex 1 and let X,Y be weak cycles in 1 that form a basis for
the homology of the torus and let Z be a positive cycle. We already know from
B.7.1 that Ĵ(Q) = Matn(C[X±1, Y ±1, Z±1]).
We use this identification and the previous lemma to determine the pieces
vJ(Q)w:
vJ(Q)w = C〈p ∈ vĴ(Q)w | ∀P : degP p ≥ 0〉
∼= C〈p1vpp−11w | ∀P : degP p ≥ 0〉
∼= C〈XiY jZk | ∀P : iP(X) + jP(Y ) + k + degPM p1vp−11w ≥ 0〉.
Here ∀P stands for all corner matchings.
The ring vJ(Q)v is equal to
C[XiY jZk | ∀P : (P(X), P(Y ), 1) · (i, j, k) ≥ 0],
which is precisely the coordinate ring of the 3d-Gorenstein singularity defined
by the matching polygon.
A central element of J(Q) is also central in Ĵ(Q) and hence it is the sum
of cyclic paths, one starting in each vertex, which all have the same homology
class and P-degrees, so R = Z(J(Q)) = vJ(Q)v.
On the other hand vJ(Q)w is the rank 1 reflexive module Tavw where avwP =
degP p1v − degP p1w. From this it easily follows that
EndR
⊕
w∈Q0
Ta1w =
⊕
v,w∈Q0
T −1a1w ⊗Ta1v
=
⊕
v,w∈Q0
Ta1v−a1w
=
⊕
v,w∈Q0
vJ(Q)w
= J(Q).
Further we already know that J(Q) is CY-3 so all simples have projective
dimension 3 and J(Q) is an NCCR.
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Various versions of this theorem can be found in the literature [5,14,39,59].
The main ingredient is always the proof that the map
J(Q)→ EndR
⊕
w∈Q0
Ta1w
is an isomorphism. This condition is also called algebraic consistency (see [14]).
B.8 Moduli spaces for the Jacobi algebra
Let Q be a zigzag consistent dimer quiver on a torus. The Jacobi algebra is
an NCCR and the reflexive module U =
⊕
w∈Q0 1J(Q)w is a direct sum of
rank 1 reflexive modules. If we want to use geometric representation theory to
construct crepant resolutions then we have to use the dimension vector α = 11,
which maps every vertex to 1. We will denote the Jacobi algebra of Q by
A = J(Q), its center by R, and the weak versions by Â and R̂.
Let us first have a look at the representation theory of Â. The space RepαÂ
can be seen as
RepαÂ = {ρ ∈ Maps(Q1,C∗)|ρ(r+a ) = ρ(r−a )}
= {ρ ∈ Maps(Q1,C∗)|ρ(a)ρ(r+a ) = ρ(a)ρ(r−a )}
= {ρ ∈ Maps(Q1,C∗)|∀c1, c2 ∈ Q2 : ρ(c1) = ρ(c2)}
= d−1Cons
where Cons is the space of constant maps in Maps(Q2,C∗) and d is the differ-
ential in the complex Maps(Q•,C∗). On the other hand GLα = Maps(Q0,C∗)
and it acts on RepαÂ by multiplication with dGLα. For Â all α-dimensional
representations are simple so
Mθα(Â) =
RepαÂ
GLα
=
d−1Cons
dMaps(Q0,C∗)
.
This is a quotient of two complex tori and hence also a complex torus. We will
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denote these 3 tori by TG, TA and TR.
TG TA TR
GLα
  // RepαÂ // //M0α(Â)
The dimensions of these tori are
dimTG = #Q0,
dimTA = #Q1 −#Q2 + 1 + dimCons = #Q0 + 2,
dimTR = dimTA − dimTG + 1 = 3.
(The extra 1’s come form the fact that the map d : Maps(Q1,C∗)→ Maps(Q2,C∗)
is not surjective and the map d : Maps(Q0,C∗)→ Maps(Q1,C∗) is not injective.)
To each of these tori we can associate a pair of dual lattices MX = Hom(TX ,C∗)
and NX = Hom(C∗, TX).
On the M -side we get that
MG MA MR
ZQ0 ZQ1〈c¯1−c¯2|c1,c2∈Q2〉
oooo {m ∈MA|dm = 0}? _oo
where d is the differential in ZQ•.
Each weak path p = a1 . . . ak gives an element p¯ = a1 + · · ·+ ak ∈MA. Two
paths p, q that are equivalent in Â give the same element in MA. The reverse
also holds provided h(p) = h(q) and t(p) = t(q).
A path represents an element in MR if it is cyclic. We will fix 3 real minimal
cyclic paths X,Y, Z in 1Â1. X,Y will represent the 2 homology classes on the
torus and for Z we take a cycle in Q2. This will identify MR with Z3:
(i, j, k) 7→ iX¯ + jY¯ + kZ¯ ∈MR.
On the N -side we get
NG NA NR
Maps(Q0,Z) 
 // {n ∈ Maps(Q1,Z)|n(c¯1) = n(c¯2)} // // {dn|n ∈ NA}.
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We can also see NA as the set of all Z-gradings on A such that the arrows are
homogeneous. The map NA → NR restricts the grading to the cyclic paths.
Again we identify NR with Z3.
n 7→ (n(X¯), n(Y¯ ), n(Z¯)).
In particular if P is a perfect matching we can associate to it the degree function
degP that gives the arrows in P degree 1 and the other arrows degree 0. We
denote the corresponding point in NA by nP and its image in NR by n¯P.
Now we will look at the representations of the Jacobi algebra A. The space
RepαA = {ρ ∈ Maps(Q1,C)|ρ(r+a ) = ρ(r−a )}.
is in general not an irreducible variety but it contains RepαÂ as an open subset.
We will denote its closure by trepαA.
C[trepαA] = C[M
+
A ] with M
+
A =
∑
a∈Q1
Na ⊂MA.
In general trepαA is not normal and we will denote its normalization by trepαA.
The variety trepαA is an affine toric variety and its cone will consist of all
n ∈ NA ⊕ R that give the arrows nonnegative degrees
σA = {n ∈ NA ⊗ R|∀a ∈ Q1 : na ≥ 0}.
Lemma B.8.1. σA is generated by the perfect matchings.
σA =
∑
P∈PM(Q)
R+nP ⊂ NA ⊗ R.
Proof. If n ∈ σA then n/n(Z) is a unit flow and the statement follows from
lemma 0.9.14.
Likewise the cone of the ring
C[trepαA]GLα = C[m ∈MR | ∀P ∈ PM(Q) : n¯P(m) ≥ 0]
= C[(i, j, k) | ∀P ∈ PM(Q) : idegPX + j degP Y + k ≥ 0]
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Because of lemma B.7.2, each XiY jZk ∈ C[trepαA]GLα can be represented by a
path and therefore this ring is also equal to C[trepαA]GLα = C[M
+
A ∩MR].
By the same lemma we can restrict to corner matchings, so C[trepαA]GLα ∼=
RMP(Q) and trepαA//GLα is the Gorentstein singularity associated to MP(Q).
We will denote its cone by
σR =
∑
p∈PM(Q)
R+n¯P ⊂ NR ⊗ R.
Now we will look at the moduli spaces
Mθα(A) = Proj C[trepαA]θ and M
θ
αA = Proj C[trepαA]θ.
Theorem B.8.2 (The crepant resolution (Ishii-Ueda [38,39]). Let Q be a con-
sistent dimer on a torus, A = J(Q) and R = Z(A). If θ : Q0 → Z is a generic
stability condition then Mθα →M0α = SpecR is a crepant resolution.
Proof. The idea of the proof is to look at TR-invariant points of MθαA. Such
a point % can be represented by a representation % that maps every arrow to
either zero or one. In [38] Ishii and Ueda construct an embedding C3 → trepαA
that maps 0 to % and projects onto an open subset of MθαA.
If we look at all TR-invariant points we get a cover ofMθαA. The transition
functions preserve the standard volume form on C3, soMθαA is Calabi-Yau and
the resolution is crepant.
Because Mθα(A) is smooth, it is also normal and equal to M
θ
α(A). To
construct the fan of the moduli space Mθα(A) = Proj C[RepαA]θ we need to
classify the torus orbits of θ-semistable representations.
Again we can use perfect matchings to describe these. If {P1, . . . , Pk} is a
collection of perfect matchings we can look at the representation
ρP1,...,Pk : a 7→

0 a ∈ P1 ∪ · · · ∪ Pk
1 a /∈ P1 ∪ · · · ∪ Pk
We call the collection θ-stable if ρP1,...,Pk is a stable representation.
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Theorem B.8.3 (The Fan of Mθα(A) (Mozgovoy [59])). Let Q be a consistent
dimer on a torus, A = J(Q) and R = Z(A). If θ : Q0 → Z is a generic stability
condition then the fan of Mθα consists of all cones R+n¯P1 + · · ·+ R+n¯Pk where
{P1, . . . , Pk} is a stable collection. There are 3 types of nontrivial closed stable
collections:
1. Singletons {P}. On each lattice point n¯ of the matching polygon there is a
unique stable perfect matching P with n¯P = n¯ The torus orbit of ρP in Mθα
is 2-dimensional.
2. Pairs {P1, P2}. The points n¯P1 ,n¯P2 form an elementary line segment and
the orbit of ρP1,P2 in Mθα is 1-dimensional.
3. Triples {P1, P2, P3}. The points n¯P1 ,n¯P2 , n¯P3 form an elementary triangle
and the orbit of ρP1,P2,P3 in Mθα is a point.
The empty collection corresponds to the 3-dimensional torus containing the Â-
representations.
Proof. We already know that Mθα is a crepant resolution. So the fan splits the
matching polygon in elementary triangles.
On each of the lattice points there can only be one stable perfect matching
because otherwise ρP1 and ρP2 would correspond to the same point inMθα. If θ is
generic there is a unique stable orbit for each point so these two representations
are isomorphic.
Theorem B.8.4 (The tilting bundle). Let Q be a zigzag consistent quiver,
A = J(Q) and R = Z(A). If θ : Q0 → Z is a generic stability condition then
Mθα is a fine moduli space with tautological bundle U =
⊕
v∈Q0 T˜v. Here T˜v is
the rank one reflexive sheaf
T˜v = T˜(degPi p1v)
.
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and p1v is any path from vertex v to vertex 1. Note that now Pi represents all
stable matchings, not all corner matchings like in B.7.4.
The tautological bundle U is a tilting bundle on Mθα and hence we have an
equivalence
DbModA ∼= DbCohMθα(A).
Proof. We need to show the following two things: the sheaves
T˜v ⊗ T˜ ∨w = T˜(degPi p−11wp1v)
have no higher cohomology and they generate the derived category DbCohMθα.
This can be done using techniques from Van den Berg [70] or by an in depth
analysis of the combinatorics of the dimer [39].
Intermezzo B.8.5 (The McKay Correspondence). Consider C3 with the action
of a finite group G ⊂ GL3(C). The quotient C3/G = SpecC[X,Y, Z]G is a
Gorenstein singularity if G ⊂ SL3(C). It has a crepant resolution called G-Hilb
which parametrizes the ideals in C[X,Y, Z] with a quotient that is isomorphic
to the regular representation of G.
G-Hilb = {mC C[X,Y, Z] |C[X,Y, Z]/m ∼= CG}
The space G-Hilb is a fine moduli space: we have a bundle U → G-Hilb such
that the fiber over m is C[X,Y, Z]/m.
A famous result by Bridgeland, King and Reid [13] states that the derived
category of G-Hilb is equivalent to the derived category of G-equivariant sheaves
on C3.
DbCohG-Hilb ∼= DbCohGC3
As C3 = SpecC[X,Y, Z] a G-equivariant sheaf is just a C[X,Y, Z]-module M
with a G-action on it such that
∀f ∈ C[X,Y, Z] : ∀m ∈M : g · fm = (g · f)(g ·m).
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This is the same as a module of A = C[X,Y, Z] ? G, so
DbCohG-Hilb ∼= DbModA
and A, which is also isomorphic to End(U ), is an NCCR of C3/G.
If G ⊂ SL3(C) is abelian we can see A = C[X,Y, Z]?G as the Jacobi algebra
of a dimer. Without loss of generality we can suppose that G acts diagonally.
Let N = {(i, j)|XiY j ∈ C[X,Y, Z]G} then
G 7→ Hom(Z2/N,C∗) : g 7→ (i, j) 7→ g(X
iY j)
XiY j
is an isomorphism and A ∼= J(Q¯) where Q¯ is the Galois cover of Q with cover
group Z2/N .
We can also see G-Hilb as a moduli space Mθα(A) for a special θ. Let v be
the vertex corresponding to 1|G|
∑
g∈G g and choose θv = −|G| + 1 and θw = 1
for w 6= v. An A-module S is θ-stable if and only if Sv generates S. If S =
C[X,Y, Z]/m is the regular G-representation then viewed as an A-module S is
a module with dimension vector (1, . . . , 1) and it is θ-stable because S is cyclic
as a C[X,Y, Z]-module.
We end this section with a classification of all resolutions that can occur in
this way. First of all such a resolution X˜ → X must be toric. Which means that
both X˜ and X are toric varieties and the map pi : X˜ → X is equivariant for the
torus-action. A second condition is that X˜ must be projective, i.e. X˜ = Proj R˜
with R˜ a positively graded ring such that Spec R˜0 = X. Not every subdivision
of the matching polygon in elementary triangles is projective. In order to be
projective the variety must allow an ample line bundle. A counterexample is
given by the following polygon [61].
•
•
•
•
•
•
•
•
• •
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Theorem B.8.6 (All projective toric resolutions occur (Craw-Ishii [16])). Let
Q be a zigzag consistent quiver, A = J(Q) and R = Z(A). If M → SpecR is
any projective toric resolution then there is a character θ such that
M→ SpecR ∼=Mθα → SpecR
Proof. The proof by Craw and Ishii in (Craw-Ishii [16]) is given for dimers
coming from the McKay-correspondence, i.e. those for which the matching
polygon is a triangle. It works by analysing what happens if we change the
stability condition. The space of stability conditions
Θ = {θ ∈ ZQ0 | θ · α = 0}
can be divided into chambers, which are separated by walls of the form β ·θ = 0
where β is a dimension vector with ∀v ∈ Q0 : βv ≤ αv. On the positive side
of the wall representations with a subrepresentation of dimension vector β are
stable while on the negative side they are unstable. On the negative side on
the wall representations with a subrepresentation of dimension vector 1− β are
stable and on the positive side they are unstable.
If such representations exist wall crossing will cut out certain representations
and glue in others, which can result in a flop. By studying the combinatorics of
this problem Ishii and Craw were able to construct all projective toric crepant
resolutions. This technique also works for general dimers.
Another way to prove this result is to use theorem A.9.2 and the connection
between tropical curves and resolutions given by theorem B.9.1.
Example B.8.7. We illustrate this with the suspended pinchpoint. The quiver
has 3 vertices, so Θ = Z2. We parametrize it by (θ2, θ3). There are three walls
corresponding to the equations θi = 0.
There are 2 perfect matchings located on (0, 1): and and for every
θ only one of them is stable. If we cross the wall θ1 = 0 they change between
stable and unstable. In that case a 2-dimensional subvariety ofMθα gets replaced
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by another. The moduli space stays the same variety but it classifies different
representations. Also the tautological remains the same vector bundle but has a
different J(Q)-action.
Flops occur at the walls θ2 = 0 and θ3 = 0 because there a 1-dimensional
orbit of representations becomes unstable and gets substituted.
1
2
3
1
1
2
3
1
θ3 = 0
θ2 = 0
θ1 = 0
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
B.9 The space of semi-invariants
In this section we will extend the results in the previous section to nongeneric θ.
Instead of working with the complex toric variety, we will work with its quotient
by the group action of U31 ⊂ C∗3. This is a topological space
(Mθα)R =M
θ
α/U
3
1
with 3 real dimensions and it has the structure of a manifold with corners. If
we can write a toric variety as the proj of a ring C[σ∨ ∩ Zn] then this manifold
is isomorphic to the slice of σ∨ that corresponds to the degree 1 elements. In
particular in our case,
Mθα = Proj C[trepαA]θ,
this is the slice of the θ-semi-invariant monomials on trepαA. This isomorphism
is not canonical but depends on a choice of moment map of the U31 action. More
details can be found in [29, Chapter 4].
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To construct this slice we identify a monomial function f =
∏
Xmaa with
(ma) ∈ Maps(Q1,R). If we look at the standard complex
Maps(Q2,R)
d→ Maps(Q1,R) d→ Maps(Q0,R),
the functions on repαÂ are integral points of the quotient of Maps(Q1,R) by
the image of
GR0 = {(cf )f∈Q2 |
∑
f∈Q+2
cf −
∑
f∈Q−2
cf = 0} ⊂ GR := Maps(Q2,R)
under d. The subspace of θ-semi-invariants is the fiber d−1(θ)/GR0.
In this subspace the functions over trepαA are those that have positive P-
degree for all perfect matchings. These form a convex subset VR ⊂ d−1(θ)/GR0.
To describe this subset we can fix one semi-invariantm = (ma) ∈ d−1(θ)/GR0.
All other semi-invariants are of the form (ma) + (xa) with (xa) an invariant.
The space of invariants is spanned by 3 invariants X¯, Y¯ , Z¯. We can identify
d−1(θ)/GR0 with R3 by (ξ, η, ζ) 7→ (ma) + ξX + ηY − ζZ.
Because the degree of Z is 1 for all perfect matchings we have
VR = {(ξ, η, ζ) | ζ ≤ ξ degP(X) + η degP(Y ) + degPm}
So VR is the space above the graph of the function Fm = maxP(degP(X) +
η degP(Y ) + degPm). This expression is the same as the tropical function that
we used to define the tropical curve associated to the dimer model in the part
on statistical physics. To interprete the tropical curve in this setting, we first
consider the quotient d−1(θ)/GR instead of d−1(θ)/GR0. This space is two-
dimensional and it corresponds to the projection CR along the Z-direction. The
boundary of VR maps bijectively onto d−1(θ)/GR and the tropical curve splits
d−1(θ)/GR into pieces that corresponds to the facets of VR.
97
CtropVR
Theorem B.9.1 (the tropical curve and the moduli space). Let m = (ma) be
a weighting on the arrows and construct the tropical curve with function Fm =
maxP(degP(X)+η degP(Y )+degPm). The subdivision of the Newton polygon that
corresponds to the tropical curve is the same as the subdivision of the matching
polygon that corresponds to the fan ofMθα with θv =
∑
h(a)=vma−
∑
t(a)=vma.
Proof. Each 2-dimensional face of VR corresponds to a 2-dimensional torus orbit
or a lattice point in the matching polygon. Two faces share an edge if the
corresponding lattice points are connected by an edge.
The picture for the tropical curve is the same, the connected components of
the complement correspond to lattice points in the Newton polygon and these
lattice points are connected if the components share an edge of the tropical
curve.
We are now able to interprete the tropicalization of the A-model Ltrop(Q)→
Xtrop(Q) in terms of the B-model. Ltrop(Q) can be seen as the space of all
monomial functions with real exponents on trepαQ modulo the powers of `.
The space Xtrop(Q) can be seen as the character space Θ⊗R and the projection
map Ltrop(Q)→ Xtrop(Q) associates to each monomial the character for which
it is a semi-invariant.
The fibers of the projection map are two-dimensional and they each contain
a tropical curve that cuts the fiber in 2, 1, 0-dimensional cells which parametrize
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the 2, 1, 0-dimensional torus ortbits in Mθα.
The final step in the construction is to relate these bundles for different
dimers using quiver mutation.
Theorem B.9.2. Let Q and µQ be two consistent dimers on a torus, related
by mutation. The map φtropµ restricts to a bijection
φtropµ : Θ(Q)→ Θ(µQ),
such that there is an isomorphism of toric varieties
Mθα(Q) ∼=M
φtropµ (θ)
α (µQ).
Proof. The map φtropµ maps Θ(Q) to Θ(µQ) because its expression only uses
the tropical operations which map integers to integers. It is a bijection because
its inverse is the same map for the inverse mutation.
There is an isomorphism
Mθα(Q) ∼=M
φtropµ (θ)
α (µQ).
because the tropical curves are the same up to translation.
Example B.9.3. If we go back to example A.4.6 we see that the tropical tran-
sition function becomes
θ′1 = θ1
θ′2 = θ2 + 2 max(0, θ4)
θ′3 = θ3 + 2θ4 − 2 max(0, θ4)
θ′4 = −θ4.
For the first quiver we will look at the plane of stability conditions
Π = {α(1, 0,−1, 0) + β(0,−1, 0, 1)|α, β ∈ R}.
and we draw an overview of the moduli spaces coming from stability conditions
in this plane
99
βα
1
If we perform the tropical transition function the upper and the lower half planes
of Π will end up in different planes of stability conditions of the mutated quiver:
Π1 = {α(1, 0,−1, 0) + β(0, 1, 0,−1)|α, β ∈ R},
Π2 = {γ(1, 0,−1, 0) + δ(0,−1, 2,−1)|α, β ∈ R}.
If we draw these planes we see that they overlap with the upper and lower halves
of the first plane.
β
α
1
δ
γ
1
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C Connections: cluster and categories
We have seen two stories that come from completely different parts of math-
ematics but which look very much alike. On the one hand we studied the
dynamics of a cluster variety and interpreted its positive part as the parameter
space of a model in statistical physics. On the other hand we studied resolu-
tions of 3-dimensional singularities and how one could realize these as moduli
spaces of representations of a noncommutative algebra. This also gave rise to
a parameter space which turned out to be the same as the tropical limit of the
parameter space of the statistical model. The reason why these two stories line
up so neatly is homological mirror symmetry.
C.1 Categories and mirror symmetry
Mirror symmetry is a phenomenon that first occured in superstring theory. This
is quantum theory that studies the dynamics of strings in a 4+6-dimensional
space. The first 4 dimensions represent ordinary space-time and the other 6
are internal degrees of freedom that have the mathematical shape of a Calabi-
Yau manifold. This Calabi-Yau manifold has both a symplectic and a complex
structure.
Studying the full physics of superstrings is beyond our mathematical tech-
nology, but one can make approximations that turn the theory into something
more manageable. There are 2 main approaches to this called the A-model and
the B-model. For an introduction on how physicists arrive at these models we
refer to [1].
The A-model focusses on the symplectic side of the Calabi-Yau manifold:
the strings in the theory satisfy boundary conditions that require their end
points to be fixed on Lagrangian submanifolds. These are submanifolds of a
symplectic manifold that look locally like space embedded in phase space. These
Lagrangian submanifolds are dynamical objects in the theory and therefore it
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is interesting to study their intersection theory.
The B-model focusses on the complex side of the Calabi-Yau manifold: the
strings in the theory satisfy boundary conditions that require their end points to
be fixed on complex submanifolds equiped with vector bundles. Mathematically
it means that we are interested in coherent sheaves of the Calabi-Yau manifold
and their cohomology.
Homological mirror symmetry is a strange duality between the two models.
It states that the A-model on one Calabi-Yau X is physically indistinguishable
from the B-model on another Calabi-Yau X∨. These two Calabi-Yaus are called
mirror pairs.
To turn this observation into a mathematical statement, Kontsevich [52]
formulated the homological mirror symmetry conjecture. This conjecture asso-
ciates to both models a category. For the A-model this is the Fukaya category
of X, which has as objects the Lagrangian submanifolds and as morphisms their
intersection points. For the B-model this category is the category of coherent
sheaves. Two manifolds X,X∨ form a mirror pair if these categories are derived
equivalent:
DbFukX ∼= DbCohX∨.
C.2 Choosing a mirror pair
The two stories we presented above are related to one particular sort of con-
jectured mirror pairs. For the A-model the Calabi-Yau manifold is a smooth
hypersurface of the form
Xf = {(x, y, u, v) ∈ C∗2 × C2 |uv + f(x, y) = 0}
where f is a generic polynomial with Newton polygon LP. This is a compact
submanifold but we can give it a symplectic structure coming from the standard
symplectic structure on P21×P2. The symplectic structure does not change under
small deformations of the coefficients of f . The intersection theory of certain
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Lagrangians on Xf can be studied by looking at the intersection theory of curves
in the Riemann surface Cf : f(X,Y ) = 0.
For the B-model the manifold X∨f is a crepant resolution of the Goren-
stein singularity defined by the same polygon LP. The homological mirror sym-
metry conjecture in this particular case states that for a generic polynomial
f ∈ C[X±1, Y ±1] we have that
DbFukXf ∼= DbCohX∨f .
From this statement it is clear that the mirror of a manifold is not uniquely
determined, there are parameters we can adjust without changing the underlying
category. On the A-side these are the coeffients of the polynomial and on the
B-side this is a stability condition to construct the moduli space.
If we fix a dimer we have parameter space X (Γ) and for each point ξ ∈ X (Γ)
we can construct a symplectic manifold XPξ and a complex manifold Mθα(A)
where θ = log |ξ|. Hence X (Γ) can be seen as a moduli space of mirror pairs.
A second conjecture related to mirror symmetry is the Strominger-Yau-
Zaslow (SYZ) conjecture [66]. It states that if (X,X∨) is a mirror pair then X
and X∨ should be dual torus fibrations over a common base: we have a diagram
X
piX     
X∨
pi∨X
}}}}
B
such that the generic fibers pi−1X (b) and pi
−1
X∨(b) are both real tori which are
naturally dual to each other: pi−1X (b) = MR/M and pi
−1
X∨(b) = NR/N where M
and N are dual lattices.
The common base B is usually singular. There are two ways to construct it,
one can look at an action of U31 and take the quotient or one can construct a
tropical degeneration. For more information on this we refer to [32]. This is also
reflected in our stories. On both sides we ended up with a union of line segments,
which could be interpreted as the tropical limit of the spectral curve Cf on the
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A-side and as the U31 -quotient of the singular locus of `
−1(0) ⊂ Mθα(A). This
one-dimensional version of the SYZ-fibration represents the locus where the
geometry of the whole SYZ-fibration is the most interesting.
There is also a second choice underneath, the dimer, which determines the
parametrization we use to describe the parameter space X . It also picks out
some special objects in the category. On the A-side the vertices of Q corre-
spond to zigzag paths in Q. These can be drawn as strands on the spectral
curve. Each of the strands can be lifted to a Lagrangian submanifold, which
gives us an object in DbFukXf . On the B-side the vertices of Q correspond to
the indecomposable summands of the tilting bundle U , which are objects in
DbCohX∨f .
C.3 Clusters and stability
This type of description with a discrete and a continuous part is a phenomenon
that pops up in a lot of situations and its combinatorics has been formalized in
the theory of cluster algebras and cluster Poisson varieties [23–26]. The discrete
part is a cluster, which is encoded by a quiver and a set of cluster variables. The
continuous part is (the spectrum of) the cluster algebra or the cluster Poisson
variety. Mutation changes the cluster and tells you how the corresponding
change in coordinates works on the continuous part.
Starting from a dimer model we have interpreted this structure in two dif-
ferent ways associated to two interpretations of the same category DbFukXf ∼=
DbCohX∨f . This suggests that there is a way to define this structure on the level
of the category. We will end with a tentative description on how this might
work in a more general setting.
Given a triangulated category C one can define its space of Bridgeland sta-
bility conditions Stab C [12]. This consists of pairs (Z,♥) where Z : K0 → C is
an additive map from the Grothendieck group of C to C and ♥ ⊂ C is the heart
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of a t-structure. These two objects satisfy some axioms. One of these is that
the image Z(♥) must be in the upper half plane H+ = {z| arg(z) ∈ (0, pi]}.
The main result of [12] is that Stab C can be given the structure of a manifold
such that
ψ : Stab C→ Hom(K0,C) : (Z,♥) 7→ Z
is a local homeomorphism. If (Z,♥) is a stability condition and we change Z
a little bit to Z ′, two things can happen: the image of ♥ stays in H+ or some
of the objects in ♥ get negative imaginary part. If the latter is the case we
can construct a new heart ♥′ that substitutes these bad objects for new ones
such that (Z ′,♥′) is again a stability condition. This process is analogous to
mutation.
The space of stability conditions has a cell decomposition according to the
hearts. So again we have a continuous part and a discrete part but now the
cells are glued together without overlap. This is different from the Poisson
cluster variety, where different coordinate patches are identified on an open
dense subset. The situation is similar to what happens with toric varieties.
On the one hand you have the fan, where the top-dimensional cones are glued
together at their boundaries and on the other hand you have the affine pieces
Uσ which are glued together on affine open subsets. This suggests that it is
possible to construct a ‘fan/toric variety’ type duality between the theory of
Bridgeland stability conditions and cluster Poisson varieties and let Stab ∨C be
the dual to Stab C.
Given a derived category that is CY-3 there is an antisymmetric form on the
Grothendieck group 〈A,B〉 = ∑i(−1)i dimHom(A,B[i]), which can be used to
define the Poisson structure on Stab ∨C. The symplectic A-manifold should be
extracted from Stab ∨C by looking at level sets of Hamiltonians for its dynamics.
The complex B-manifold should be constructed by a moduli problem. We then
have two processes that can be used to degenerate these manifolds, tropicaliza-
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tion and quotienting out a torus action. If we apply the first method to the
A-manifold and the second to the B-manifold we should get the same result.
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