We combine Bombieri's method of second variation and Schiffer's variation by truncation to consider coefficient conjectures on log /', log//z, and log zf'/f where / is a normalized univalent analytic function in \z\ > 1 . Related results apply to the geometric properties of extremal functions for more general linear problems. Another byproduct is a simplified approach to the geometric structure of solutions to the N th diameter problem.
In the full class Σ the coefficients of d k and e k are unbounded. For that reason we shall consider these coefficients only for the compact subclasses Σ' consisting of functions in Σ that never vanish and Σ o consisting of functions in Σ with bo = 0. Since d\ = -β\ -bo, the bounds \d\\ = \e\\ = \bo\ < 2 are sharp for Σ ; , and these coefficients vanish for Σ o . Thus we shall restrict attention from now on to coefficients with subscript k > 2. Based on a result of Jenkins, we shall see in §4 that these bounds are correct if one requires the first half of the coefficients to vanish.
Since Cι = -b\, and C3 = -2&2> it follows that conjecture (1) is true without restriction for k = 2 and k = 3. However, in §4 we shall see that it fails for all k > 4. For / e Σ' it is a result of Fekete and Szegδ that conjectures (2) and (3) fail already for k = 2. In §4 we shall show that they fail also for k > 2. For / e ΣQ the conjectures (2) and (3) are true for k = 2 and /: = 3 since d2 = b\, eι = -2&i, d 3 = & 2 , and £3 = -3&2 I n §4 we shall show that they fail for all k>4.
General results of a similar nature are obtained in § §2 and 3 for functions defined in the complement of the #-star γ n . Our method of proof uses Loewner's differential equation. Variations of the identity are constructed up to second order terms in much the same way as Bombieri varied from the Koebe function in his work [2] on the local Bieberbach conjecture. A similar variation was used also by the authors [9, 10] to establish some geometric properties of solutions to linear extremal problems for Σ.
Applications are given in §4 to the class Σ by making a change of variables. Although the results are phrased for n-ΐold symmetric functions, i.e., functions satisfying f(z) = e2^l nf^e2ni/n z^ ? ^Cy a r e new for 1-fold symmetric functions, which are unrestricted. More general linear problems are considered in §5. We show that the extremal functions for certain linear problems possess strong geometric properties. Finally, as a further application, in §6 we describe geometric properties of solutions to the JVth diameter problem.
Symmetric variations from the identity in
C\γ n . In this section we shall prove a number of lemmas, which may be of some independent interest, concerning certain coefficients of functions near to the identity mapping in C\γ n . This will be accomplished by constructing variations up to second order using Loewner's differential equation. The calculations are somewhat technical. Ultimately, they involve judicious choices for the parameter function in Loewner's equation and asymptotic considerations. Most of the principal results in § §4 to 6 will follow directly from the lemmas of this section.
We shall denote also by K n {z) = \(\ + z n ) 2 
7=1 7=1
It follows from the system of differential equations that nVj = (y'π -1)^} -2ipj-\θe~^n and
If it; is restricted to a large circle, then e t F(w, t, e) is uniformly bounded. Therefore the coefficients Vj(t) and Q 7 (0 vanish at £ = oo. Thus this system can be integrated to yield 7 and If n = 1 and y > 4, substitute 0(/) = e at for α < 2 into (7), and discard from the sum all terms except the one for which k -2. Then we have
If a is sufficiently close to 2, it is clear that the second term dominates and leads to a positive β/(0). Similarly, if n > 2 and j > 2, substitute θ(t) = e at for α < 1 into (7), and discard from the sum of all terms except the one for which k = 1. Then we have
If α is sufficiently close to 1, then the second term dominates and leads to a positive Q/(0). We have reached our desired conclusions, but the functions θ that were chosen are not bounded. However, the truncations 0#(O = min{7V, 0(ί)} are bounded, and the dominated convergence theorem implies that each Qj(0) is positive for some ΘN . Thus we have proved the following lemma. The special case n = 1 and j > 4 of this lemma was proved in [10] . It is our purpose in this article to study certain logarithmic coefficients. Proof. We shall use the functions F(w , t, ε) constructed above as solutions of the differential equation (5) . Since φ(w, t) = e~^nw, the expansion (6) implies that the function log F'(w, t, ε) satisfies As before, the coefficient of ε is purely imaginary, and so it is sufficient to find a function θ so that the coefficient of ε If n = 1 and 7 > 4, substitute (9) becomes = e aZ for a < 2 into (9). Then
The sum of the terms in (10) corresponding to the indices k = 2 and k = j -2 is
If j > 5, they are the only unbounded terms in (10) as a increases to 2, and so (10) tends to -oo. If j = 4, then the term with index k = 2 reduces to -16/(2 -α) 2 . It dominates the others and tends to -oo as a approaches 2. In any case the expression (10) becomes negative as a increases to 2.
Similarly, if n > 2 and j > 2, substitute θ{t) = e at for a < 1 into (9) . Then (9) becomes (in
The sum of the terms corresponding to k = 1 and k = j -1 is
If j > 3, these terms are the only unbounded ones in (11) as a increases to 1, and so (11) tends to -oo. If j = 2, the sum in (11) reduces to -2{n -l)/n(l -α) 2 . It dominates and tends to -oo as a approaches 1. In both cases the expression (11) becomes negative as a increases to 1.
All that is needed to complete the proof is to truncate these functions θ, as before, since they were originally assumed to be bounded. The coefficient of ε is purely imaginary, and it is sufficient to find a function θ so that the coefficient of ε 2 is positive. The coefficient of ε 2 equals (12) 4/-l z oo ϊ-/ e-"θ(t) 2 dt n Jo 
j-2a
The sum of the terms in (13) corresponding to indices k = 1 and k = j -1 is
4(2)
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If j > 3, these are the only unbounded terms in (13) as a increases to 1, and so (13) becomes positive. If j = 2, the sum in (13) reduces to 2/n(l -a 2 ), which dominates as a approaches 1, and so (13) again becomes positive. One completes the proof as before.
If n > 1, the function F of Lemma 3 has the asymptotics F(w) = w + o(l) as w ->oo. We shall need such a function also when n = 1. 
7=2
near infinity satisfy
as ε ->• 0. The sum is omitted for j = 2 and 7 = 3. As before, it is sufficient to find a function θ so that the coefficient of ε 2 is positive. Restrict j > 4 and choose of ε 2 becomes = e Q/ for α < 2. Then the coefficient
, then the only unbounded terms in (14) as α increases to 2 correspond to indices k = 2 and k = j -2 from the first sum and /: = 2 in the second sum. The sum of these terms is
(2-a)U-2-a)(j-2a)>
and so (14) becomes positive as a increases to 2. If j = 4, the sum of the terms corresponding to k = 2 in (14) is 16/(2 -a) 2 , which dominates as a approaches 2, and so (14) we may combine several steps in the proofs of Lemmas 2 and 3. It is sufficient to find a function θ so that the difference of (9) and (12) 
Substitute θ(t) = e at for a < 1 into (15). It becomes
and the sum of the terms corresponding to k = 1 and k = j -1 can be written as If 7 ^ 3, these are the only unbounded terms in (16) as α increases to 1, and so (16) tends to -oo. If j = 2, the sum in (16) reduces to -2/(1 -α) 2 and again dominates, tending to -oo as a approaches 1. The proof concludes by approximating θ as before. 
Proof. Fix n = 1 and replace F(w, ί, e) by F{w, t, e) -B\(t, e). Since wF'(w,0,e) >F(w,0,e)-B { (0,e)
we may combine many steps in the proofs of Lemmas 2 and 4. Choose θ(t) = e at for a < 2. Then it is sufficient to find a so that the difference of (10) and (14) is negative. This difference is and so (17) becomes negative as a increases to 2. If j = 4, the sum of the terms in (17) corresponding to k = 2 is -32/(2 -α) 2 , which dominates as a -* 2, and so (17) again becomes negative. One completes the proof as before. Our Lemma 1 illustrates that his result is in a sense best possible. Jenkins' theorem leads to the following complement to our Lemmas 2 to 6. 
Application to coefficient conjectures.
In this section we apply Lemmas 2 to 6 in order to provide counterexamples to the conjectures (1) to (3) for those indices promised in §1. The results are just as easily obtained for functions with symmetries, but on first reading one may specialize to the 1-fold symmetric case, which is no symmetry assumption at all. At the end of this section we revive inequalities (1) to (3) under constraints.
First, we shall apply Lemma 1 to the coefficient problem for Σ. Except for the existence of symmetric functions, this result was obtained in [3] and in [14] by means of second variations of a different form. Proof. Choose F from the conclusion of Lemma 5. Then / = F o K k is nonvanishing and «-fold symmetric, and the function
has coefficient e k = E } -2 where Re Ej < 0. To construct / e ΣQ , replace Lemma 5 by Lemma 6. This completes the proof.
We conclude this section by verifying inequalities (1) to (3) under constraints. THEOREM We obtain ίl< -, and Re{^} > -2.
Let f belong to the class Σ and have expansions
J , { n }
The inequalities as stated follow by rotation.
General linear problems.
Let L denote a continuous linear functional on the space of analytic functions in Δ with the topology of locally uniform convergence. Assume that L is not constant on Σ and that L{\) = 0. Then there exists a function / in Σ for which Re{L} is a maximum. One of the most important tools for solving such extremal problems is Schiffer's boundary variation and fundamental lemma [11] . It implies that the omitted set Γ = C\/(Δ) of an extremal function / consists of finitely many analytic arcs that lie on trajectories of the quadratic differential L(\/(f -w)) dw 2 . Trajectories of a quadratic differential Q(w)dw 2 
are arcs w = w(t) on which Q(w(t))[w r (t)]
2 > 0, together with their endpoints. As a function of w , the expression L(l/(f -w)) has an analytic extension to a neighborhood of Γ. The analytic arcs of the omitted set Γ must be connected, and the points of nonanalyticity can arise only from zeros of L(l/ (/ -w) ). Very recently, the authors proved that any zeros of L(l/(f -w)) on Γ must be simple zeros. This has the remarkable geometric consequence that the omitted set Γ can fork in at most three equi-angular directions. See [10] for details and further information.
The coefficient functional is an example of a continuous linear functional. So, for example, if the function K n were to provide the maximum of Re{6 rt _i} over the class Σ, then the n-star γ n would have to lie on trajectories of the quadratic differential
, where the functional L picks out the (n -1) st coefficient of \/{K n {z) -w) as a function of z near infinity. Since L(\/(K n -w)) = w n~2 , this quadratic differential is w n~2 dw 2 , and its trajectories from the origin consist of n equally spaced rays. In fact, γ n does lie on these trajectories for all n. Thus K n satisfies Schiffer's differential equation for the (n -1) st coefficient problem for every n, but is a true extremal function only for n = 2 and n = 3. Unfortunately, Schiffer's boundary variation does not distinguish the true extremals from "false pretenders". Other tools are needed, as in the proof of Lemma 1. It shows in some sense that Re{6 rt _i} has a saddle point at K n for n > 4.
The purpose of this section is to carry out a similar program for linear problems on the expressions log/', log//z, and log zf/f. If L is a continuous linear functional, then by compactness the expressions Re{L(log/')} for /GΣ, Re{L(log//z) for Σ' or /eΣ 0 }, and Re{L(logz/'//)} all assume a maximum. The following theorems describe properties of extremal functions for these problems. Of course, the coefficient problems of §4 are of this type. Proof. Let / be an extremal function for the problem maxRe{L(log/')}.
We subject / to boundary variations (cf. ), defined initially for w G Γ, extends to an analytic function in a neighborhood of Γ. It cannot vanish identically for then Re{L(log/')} would be constant on Σ. Now it follows from Schiffer's fundamental lemma [11] that Γ consists of analytic arcs lying on trajectories of the quadratic
can have only finitely many zeros on Γ, the omitted set Γ can consist of only finitely many analytic arcs joined at these zeros. Next, we show that these zeros can only be simple ones.
After a translation, we may assume that w = 0 is a zero on Γ of order k for the function L{\/{f -w) 2 
).
That is, L(f'J) = 0 for j = 2, 3, ... , k + 1 and L(f~k-2 ) φ 0. Furthermore, after rotating the functional and the function, we may assume also that L(f~~k~2) < 0 and that one of the omitted arcs emanates from the origin in the positive horizontal direction. Delete all the arcs of Γ except for that connected part emanating from the origin in the positive horizontal direction that lies inside the disk \w\ < δ, for sufficient small positive δ. Designate this subarc by Γj, and let F δ be the conformal map 
it follows that Re{L(logi 7/ (^/))} < 0. In other words, we have
is sufficiently small. From the assumption on the order of the zero at w = 0, the terms of this series with index j < k + 1 are zero. Therefore, we have
where L(f~k~ι) is negative. Dividing by p k+1 and letting δ -• 0 leads us to the conclusion that Re Q +2 ^ 0 for any univalent function in the complement of the 1-star CQ = [0, 4] with expansions F(tc ) = w 4-E^i ^ ^1" 7 and logF'(w) = E^l ? c ;^" 7 in a nei 8 h " borhood of oc. However, in Lemma 2 we obtained such functions with Re{Q +2 } < 0 for every k > 2. To avoid a contradiction, the order /: of the zero must be 1. This completes the proof.
REMARK. If the functional L picks out the negative of the n th coefficient, then
, and the quadratic differential of Theorem 6 becomes (n -l)w n~2 dw 2 . That is, the function K n satisfies Schiffer's differential equation for the problem maxy e j;Re{-c rt }, but is is extremal only for n = 2 and n -3. In fact, the proof of Theorem 2 shows in a sense that K n is a saddle point for this functional whenever n > 4. Proof. Under boundary variations of the form (18), which operate also within the family Σ o , the change in the functional is given by Re JL (log£) } = Re {L (log£) } as p -• 0. As before, this leads to the conclusion that the omitted set Γ consists of finitely many analytic arcs lying on trajectories of the
THEOREM 10. Let L be a continuous linear functional, and assume that Re{L(log(z/7/))} is not constant as f varies over ΣQ. If f is an extremal function for the problem max/ eΣ Re{L(log(z/7/))},
then the omitted set Γ of f consists of finitely many analytic arcs lying on trajectories of the quadratic differential L((w-2f
Proof. Under variations of the form (18), the change in the functional is given by as p -• 0. The conclusion follows as before.
REMARKS. In Theorems 7 to 10 we did not show that the zeros of the quadratic differential on Γ are simple. We do not know whether they are.
For the special case of coefficient problems in Theorems 7 to 10, the functions K n satisfy the corresponding Schiίfer differential equation, but are not extremal as indicated in Theorems 3 and 4. That is, in some sense the functions K n are again saddle points for these problems. where the maximum is taken over all sets of N points w\, ... , wjy in E. Points w\, ... , w N in E that yield the maximum are called Fekete points of E. Of course, dι{E) is the Euclidean diameter of E. Various properties of the diameter dx can be found in texts on function theory. For example, as N -• oc it is known that dχ(E) decreases monotonically to the capacity of E, which equals one in the present case. Recently, we [7, 8] discussed the geometric character of the extremal set that solves the N th diameter problem:
N th Diameter Problem. For each N > 2, find the maximum of dχ(E) among all the contίnua E omitted by functions in Σ.
This problem was considered by Schiffer in 1938 [12] . By the method of boundary variations, he showed that an extremal configuration Γ consists of a finite number of analytic arcs lying on trajectories of the quadratic differential
where the points W\, ... , w^ are the Fekete points of Γ. The Fekete points appear to be simple poles of the quadratic differential. However, it is conceivable that they are removable singularities. It was proved in [8] that, indeed, they are simple poles. As a consequence, the Fekete points are all tips of an extremal continuum Γ. How does Γ connect the Fekete points? The analytic arcs of Γ can join only at zeros of the quadratic differential (19). In [8] we conjectured that these zeros are all simple zeros. Geometrically, this means that Γ can fork in at most three equiangular directions. In [8] we also eliminated the possibility of zeros of order k > 2 whenever k = 3 or k + 2 is nonprime. Later, the first author [7] eliminated the possibility of the remaining zeros of order k > 2. Thus this simple zero conjecture is true. In this section we shall apply the results of §2 to unify and simplify the proof. In particular, an extremal continuum Γ consists of N analytic arcs beginning at the N Fekete points and joining three at a time at the N -2 zeros of Q(w) dw 2 . Thus we have a qualitative picture of the extremal continuum. In general, however, an analytic solution of the problem remains very difficult since we do not know the location of either the zeros or the poles.
For further background and information we refer the reader to [6, 7, 8] .
Proof of Theorem 11. Assume that the quadratic differential has a zero of order k at a point w 0 e Γ. After a translation and rotation we may assume that WQ = 0 and that some arc of Γ emanates from the origin in the positive horizontal direction. Just as in the second paragraph of the proof of Theorem 6, delete from Γ all arcs except for that connected subarc Γ^ emanating from the origin in the positive horizontal direction that lies inside the disk \w\ < δ. If the mapping radius of C\Γ<5 is p, then dilate Γ δ by the factor \/ρ to obtain an arc c# with exterior mapping radius one. As δ -• 0, the arc c# approaches the 1-star c$ = [0, 4].
Let F be nonvanishing, analytic, and univalent in the complement of c# and have expansions of the form is positive. As a consequence, (22) implies that Re{C^+2(0)} > 0. That is, for all functions F analytic and univalent in the complement of the 1-star c 0 , with normalization F(w) = w + O{\) near oc, the coefficient Q +2 * n the expansion \o%F'(w) = Σ%2 CjW~j satisfies Re{Q +2 } > 0 For k > 2 this is in contradiction to Lemma 2, and so we conclude that the zero must have been simple. That is, a zero at a non-Fekete point of Γ must be simple.
Next, assume that one of the Fekete points, say W\, is at the origin and that the quadratic differential has a removable singularity there. Thus, assume that the Q(w) has a zero of order k > 0 at the origin (k = 0 means that the origin is removable, but not a zero). Then an analysis very similar to the previous paragraph and utilizing Lemma 5.1 of [8] leads to the conclusion that all nonvanishing univalent analytic functions F in the complement of the 1-star, with normalization F(w) = w + 0(1) near oo, have the property that the coefficient E kJr2 in the expansion logwF'(w)/F(w) = ΣJL\ Ej w~j satisfies Re{J?^+ 2 } > 0. For k > 0 this contradicts Lemma 5. Thus each Fekete point is a simple pole of the quadratic differential, hence an endpoint of Γ. Now the rational function Q(w) has precisely N simple poles and limw-oo w 2 Q(w) = -N(N -1). Therefore Q(w) has N-2 zeros, counting multiplicities. Each zero on Γ is simple, and Γ can fork in at most three ways at such zeros. A finite induction argument implies that there must be at least N -2 such zeros on Γ to permit Γ to have N tips. That is, all TV -2 zeros must lie on Γ they must be simple; and Γ must fork in all three equiangular directions possible at these zeros. This completes the proof.
