A simple analytical model is developed that allows efficient absolute dose reconstruction in patients undergoing radiation treatments using proton beams. The model is based on the solution of the inverse problem of dose recovery from the 3D information contained in the PET signal, obtained immediately after the treatment. The core of the proposed model lies in the analytical calculation of the introduced positron emitters' species matrix (PESM) or kernel, facilitated by previously developed theoretical calculations of the proton energy fluence distribution. Once the PESM is known, the absolute dose distribution in a patient can be found from the deconvolution of the 3D activity distribution obtained from the PET scanner with the calculated species matrix. As an example, we have used FLUKA Monte Carlo code to simulate the delivery of the radiation dose to a tissue phantom irradiated by a parallel-opposed beam arrangement and calculated the resultant total activity. Deconvolution of the calculated activity with the PESM leads to the reconstructed dose being within 2% of that delivered.
Introduction
Radiation treatment using proton beams is accompanied by the production of small amounts of positron-emitting isotopes along the beam paths. These short-lived radioisotopes, mainly 11 C, 13 N and 15 O, allow the imaging of three-dimensional in vivo activity distribution using positron emission tomography (PET) (Oelfke et al 1996 , Parodi et al 2002 , Vynckier et al 1993 , which can be ultimately implemented into quality assurance and treatment verification after proton therapy (Knopf et al 2008 , Parodi et al 2007 . The proposed PET imaging for treatment verification however, only exploits the possibility of using information contained in the spatial activity distribution to verify the field positioning and to gain insight into the beam penetration depth. The natural extension of these ideas would be to use the threedimensional activity to reconstruct the dose delivered to a patient. Since there is no direct correlation between the absorbed dose and activity (which is intrinsically due to the difference in the underlying physics behind the energy deposition process in a case of absorbed dose and nuclear processes involved in β + activation in the case of induced activity), one cannot readily obtain one from the other once the treatment has been completed. Therefore, in some previous research endeavors, the authors used an indirect way to verify particle (carbon) beam dose delivery (Enghardt et al 1999) . The method is based on simulating the PET isotope activation distribution and image formation on a computer and subsequently comparing it to a measured PET image. The result of this comparison gives an indication about the successfulness of the delivery process. In one form or the other this indirect comparison method was used in many recent investigations concerning this issue (Hishikawa et al 2002 , Nishio et al 2005 , Paans and Schippers 1993 .
Even though the indirect method is appealing and relatively easy to develop, it does not provide direct comparison between the planned and delivered doses, thus always bringing some uncertain (or unsatisfactory) aspect associated with it. This is why the development of the dose reconstruction method from the information stored in the spatial activity distribution presents a more desirable solution. It should be noted that the problem of dose reconstruction from the PET signal presents quite a challenging endeavor with many individual elements that may influence the resultant dose/activity correlation (e.g. influence of organ motion, presence of density/material inhomogeneities, image blurring due to positron transport, presence of perfusion and washout effects, etc). However, the core mathematical formulation of it is relatively simple and straightforward. The influence of effects related to image formation and acquisition, as well as perfusion and washout processes can be subsequently built into the main model of dose reconstruction.
Although the underlying physical processes responsible for dose deposition and isotope production are different, they both depend on certain physical characteristic-the proton fluence differential in energy (the absorbed dose is the integral of the product of the proton collision stopping power and the energy fluence spectrum while the activity is proportional to the integral of the product of the nuclear activation cross section and the energy fluence spectrum). The existence of this correlation between both quantities may significantly simplify the problem of dose reconstruction, which may eventually lead to the development of a practical in vivo dose verification system after the proton radiotherapy.
In the following, we will offer a mathematical formulation that allows dose reconstruction from the activity distribution. It is based on the solution of the inverse problem of activity de-convolution with the so-called positron emitters' species matrix or PESM. We also offer an analytical method for finding the species matrix, which significantly decreases the total computation time needed in the reconstruction process. It is based on the solution of the Boltzmann kinetic equation for the proton energy distribution function in the medium. Finally, the developed model is applied to study the test case of two parallel-opposed proton beams incident on a tissue phantom.
Mathematical model for dose reconstruction
It is a well known fact that proton as well as other heavy ion therapies allows dose modulation in the direction of beam propagation, also known as the spread out Bragg peak (SOBP) effect. The SOBP depth dose distribution is practically achieved by using the modulator wheel as done in the conventional passive scattering technique, or inserting different thickness low Z material into the beam line as done in a spot scanning technique used at Paul Scherrer Institute in Switzerland. Regardless of the method by which the depth profiling is achieved, its main effect lies in special shaping of the energy spectrum (Bortfeld and Schlegel 1996, Fourkal et al 2007) of protons incident on a patient. This energy spectrum ensures the constancy of the dose along the desired depth extension. With that in mind, expressions for the delivered dose and activity distributions have the following form:
where A(r, t) and D(r) are the total 'in-patient' activity and dose distributions, E is the proton energy before entering the phantom, f SOBP (E) or its discretized representation w(E i ) is the proton energy spectrum that delivers SOBP depth-dose in the desired spatial extent, t is time, A(E i , r, t) and d(E i , r) are the corresponding activity and dose distribution kernels for a given E i . They can be either simulated using the Monte Carlo technique or calculated analytically, provided that the proton fluence differential in energy (also a function of spatial position r) and nuclear activation cross sections are known. Equation (1.1) can be extended to account for multiple beams/beamlets to give
where t irr,j is the delivery time for the beam number j, t end,j is the time at which the beam j has ended its dose delivery, λ k is the decay constant for species k and Ñ k (r, E i ) is the number of isotopes of species k produced during the beam j delivery time t irr,j normalized per incident proton,d j (E i , r) is the dose distribution kernel normalized per incident proton andw i,j are the proton energy spectra for different beamlets j, multiplied by the number of protons in the beamlet j and the energy sampling size E. In equation (1.2), A(r, t) is the three-dimensional distribution of activity obtained from the PET scanner at time t and the positron emitters' matrix Ñ k (r, E i ) can be found either by using the Monte Carlo simulations or via energy integration of the given nuclear activation cross section for species k with the proton fluence spectrum at position r. The system of equations (1.2) is the main mathematical model that allows solving the problem of dose reconstruction from the measured activity distribution. Its present structure however does not include the blurring effects related to image formation and acquisition (e.g. β + decay and positron transport in a patient, propagation of annihilation photons and their detection); they can be subsequently incorporated into the model by convoluting the emitters' matrix with the 3D Gaussian point spread function (Parodi et al 2007) . Moreover, one would also have to correct it by an additional temporal factor, which accounts for a finite acquisition time by the PET imager. These additional correction factors are not going to be addressed in the present work, since they are related to the intrinsic characteristics of the given PET imager and represent a fine-tuning modification to the main mathematical formulation considered here. Instead, we will concentrate on finding a time-efficient technique to solve the system of equations (1.2), which in itself also requires developing an efficient method for the calculation of the positron emitters' matrix. As mentioned earlier, this matrix can be calculated using the Monte Carlo method. The drawback of this approach however lies in its time inefficiency, since one would need to generate the PESM for all possible energies and store them externally in files, which in turn would dramatically slow down the reconstruction process. Therefore, in the following section we will describe an analytical method for the calculation of the species matrix Ñ k (r, E i ).
Once the activity distribution A(r, t) and the species matrix Ñ k (r, E i ) are known, one can solve the upper equation in (1.2) for the unknown weightsw i,j , subsequently substituting them into the lower equation in (1.2) to find the absorbed dose. It is worth noting here that the reconstructed weights serve a dual purpose in this approach. First, they allow obtaining the dose delivered to the patient from the actual activity distribution. Second, they provide a quality assurance function in which the reconstructed weights should be compared to those given by the treatment planning system. Any difference between them would point to a discrepancy between the delivered and planned doses, warranting further investigations.
In the current work, the unknown weightsw i,j are found from the solution of the system of linear inhomogeneous equations using the 'random creep' algorithm (Deng et al 2001) . It is also interesting to note that the solution to the system (1.1) or (1.2) in terms of unknown weightsw i,j is unique. This can be seen from the following argument. Suppose that there were two different solutions w
(1) and w (2) which both give rise to the same A(r, t) or D(r). Then the difference between these solutions w would satisfy the condition
which is the system of linear homogeneous equations. It is well known that such system always has the trivial solution in which all w are equal to zero. It may also have an infinite number of solutions, provided that the determinant det[
The requirement of zero determinant means that at least two rows or columns in the matrix are identical, which in turn would require that activity A(E i , r j , t) or dose d(E i , r j ) kernels be identical for two different proton energies E i and E j (i = j) throughout the spatial region. Such degeneracy however is not present in the dosimetric characteristics of the proton beam,
, and the only solution satisfying the above constraint is the trivial one. This in turn verifies the uniqueness conjecture stated earlier.
Calculation of the positron emitters' species matrix
The positron emitters' species matrix can be calculated using the following expression:
where N j is the number of atoms of species j (oxygen, nitrogen, carbon, etc), σ k j is the cross section for the production of the isotope k from species j in nuclear interaction, d /dE is the proton energy fluence spectrum, E i and N 0 are the initial energy and number of protons entering the medium. As one can see, the species matrix Ñ k (r, E i ) is completely determined by the activation cross section and the proton energy fluence. The nuclear activation cross sections are known functions of proton energy (either found semi-empirically from the emission spectra of recoils (Beebe-Wang et al 2002) or obtained theoretically/experimentally (International Commission on Radiation Units and Measurements 2000)). Their energy dependence for the production of 11 C, 13 N and 15 O (the three main tracers considered here) is shown in figures 1(a), (b) and (c) (obtained from the Fluka simulation code). As one can see, the cross sections exhibit non-monotonous behavior in the proton energy of up to 100 MeV range, after which they settle into very week energy dependence.
The next step in the development of the analytical model lies in finding an expression for the proton energy fluence spectrum. With the help of earlier published work (Fourkal et al 2007) where the proton energy spectrum needed in depth profiling calculations was considered, an expression for the proton energy fluence spectrum will be obtained. The starting point in this model relies on two facts: (1) since protons are much heavier than electrons, their angular scattering is much smaller than that for electrons (this also means that the transverse component of proton's velocity v x,y acquired in the scattering process with atoms of the medium is much smaller than its longitudinal velocity v z ); (2) the nuclear interaction cross sections are much smaller (several orders in magnitude) than those involved in the electromagnetic interactions (see the NIST database for proton stopping power and range tables). The existence of the two smallness parameters (v x,y /v z , σ nucl /σ em ) allows for the perturbative approach in the treatment of the proton transport in the medium. The zero-order approximation corresponds to the case where the elastic electromagnetic and inelastic nuclear interactions are neglected. In this case an analytical solution to the Boltzmann kinetic equation for protons traversing the medium can be found (Fourkal et al 2007) and it has the following form: , n e is the electron density of the medium, m e , m p are the electron and proton masses, c is the speed of light and ε 0 is the electric constant. Expression (1.4) represents the zero order (in both smallness parameters introduced above) energy spectrum of protons at depth z if at the surface their energy distribution is f 0 . In the first order of the smallness parameter v x,y /v z , the proton distribution function (1.4) acquires a small anisotropic (depends on the scattering angle θ ) correction term, which describes the depth evolution of the physical penumbra of the beam. In addition, the Boltzmann kinetic equation in the first order of the smallness parameter σ nucl /σ em acquires the term that describes the contribution of the nuclear interactions. A consistent analytical description of these effects represents quite a challenging (if not formidable) mathematical enterprise, but because of their perturbative nature there is no need to solve for these correction terms. They can be added to the zero-order solution using either the Monte Carlo methods or experimental data. Thus, the primary proton energy fluence spectrum can be represented as
where a is the field size (assuming diverging field with a square profile) at the given SSD (source-to-surface distance), (x, y) describes the lateral profile of the beam with σ being its standard deviation (which in general is a function of the material type as well as the depth coordinate z, and its functional form can be deduced either from MC simulations or profile measurements at different depths), (z) is the fluence reduction term whose depth dependence taken from previously published data (Janni 1982) has been approximated by the following expression (Bortfeld 1997) :
where β ≈ 0.015 cm −1 and R 0 is the proton range in water. Expression (1.5) is normalized in such a way that its integration over the whole energy dE and lateral dxdy coordinate space as well as finite integration over the depth coordinate dz (from z 0 − δ/2 to z 0 + δ/2) gives the number of protons at given depth z 0 . For verification purposes we have compared the proton fluence spectrum (at different depths) simulated using the Fluka Monte Carlo code with that obtained from the analytical model (1.5). The results of this comparison for the case when the initial intrinsic proton energy spectrum (determined by the design of particle accelerator) has a shape of a Gaussian distribution
are shown in figure 2. As one can see there is an excellent agreement between the developed analytical model and numerically calculated data. It should be noted here that the influence of different material types (other than water) may also be eventually incorporated into expression (1.5) through the water equivalent path length correction for the depth coordinate z as well as corrections to the material-dependent fluence reduction term (z) (parameter β depends on the material type and can be found using the data published in Paans and Schippers 1993). We have verified this by comparing the proton fluence spectrum found from expression (1.5) to that obtained from the Fluka simulations for the case of the heterogeneous phantom, and found a very good agreement between both modalities. Substituting expression (1.5) into equation (1.3), one obtains the positron emitters' matrix Ñ k (r, E i ) needed in the dose reconstruction procedure.
Results and discussion
The reliability of the proposed model for the species matrix has been verified by comparing analytically calculated Ñ k (r, E i ) with that obtained from the Fluka simulations for two cases of quasi-monoenergetic proton beams with the Gaussian energy spectrum of different initial energies E i incident on the tissue phantom. The results of this comparison are shown in figure 3 where the central axis depth distribution of Ñ k (r, E i ) for three main production channels is considered. As one can see, there is a good agreement between the simulation results and analytical calculation model (it should be noted here that we have also performed these calculations for other proton energies, verifying the same level of conformality between both calculation modalities).
The next step in the problem of dose reconstruction lies in solving the system of equations (1.2) where the activity distribution A(r, t) is a known function (in reality obtained from the PET scanner) and D(r) is the sought after unknown. The solution to this type of a system of equations represents the inverse problem, encountered in many instances related to optimization problems, including IMRT. In the present work we use the random creep algorithm, which is a variation of the gradient search technique, to solve for the unknown weights w i,j and subsequently dose D(r). To test the developed model, we have simulated the delivery of two parallel-opposed proton beams (with the same SOBP energy spectra) to a homogenous tissue phantom for the case when t = 600 s, t irr,j = 60 s (j = 1,2), t end,1 = 60 s and t end,2 = 150 s. The resultant total activity A(r, t) obtained from the Fluka simulations was employed in solving system (1.2) to find the unknown dose and subsequently compare it to that obtained from the MC simulations. Figures 4(a) and (b) show the comparison between the MC calculated on one hand and reconstructed on the other depth dose and isodose distributions. As one can see there is an excellent agreement between the calculated and reconstructed 3D dose distributions in this particular test study. In addition, it would be interesting to see how sensitive the proposed algorithm would be to the uncertainties in the input parameters of the reconstruction engine (e.g. species matrix), since the method relies on the cross section data for the production of positron-emitting species as well as some analytical approximations made in the calculation of the proton fluence spectrum. In order to quantify this issue, we have imposed ±5% variation on the species matrices and used them in the reconstruction process to see the variation in the final dose. Figure 5 (a) and (b) show the results of this input parameter variation. As one can see, there is about 2.8% uncertainty in the resultant energy spectrum and dose distribution as compared to the original or 'delivered' dose. The difference is even smaller if one compares originally reconstructed (before ±5% uncertainty was introduced into the species matrix) depth dose with that obtained after the variation was imposed. This indicates that the developed method is somewhat insensitive to the input parameter uncertainties.
The described calculation method is an important initial step in the development of in situ PET method for dose reconstruction in proton therapy. Application of the developed model to 'real' patient data requires the knowledge of the species matrix of the given patient (CT data of the patient is needed in the calculation of the PESM) as well as the conversion table between the CT number and the material type (Jiang et al 2007 , Schneider et al 2000 . In addition, when the radiation dose delivery technique includes a large number of beamlets (as in a case of intensity-modulated proton therapy), the system of equations (1.2) becomes extensive, rendering the calculation time prohibitively long using herein employed solver. Therefore, in our future work we plan on exploring the possibility of using the neural networks approach (Cichocki and Unbehauen 1992) in solving this extensive system of equations, which should significantly speed up the reconstruction process. As a final comment, it is important to know whether the induced activity after delivering the therapeutic dose (∼2 Gy) has a sufficient signal level to be detected by the PET scanner. Using the Fluka MC code, we have simulated the delivery of a single SOBP field with a square cross section of 4 × 4 cm 2 , assuming also 60 s of delivery time for the field. The activity distribution along the central axis 9 min after the end of radiation per unit volume and unit dose is shown in figure 6 . As one can see, for dose regiment of 2 Gy per fraction, the induced activity reaches the value of 0.1 μCi cm −3 , which is almost identical to that used in a regular PET procedure, where initially a patient is injected with 20 mCi of agent activity and at the time of scanning (∼20 min later) the activity drops to around 8 mCi, which is equivalent to 0.1 μCi cm −3 (assuming the patient's mass is 80 kg). This confirms that the induced in-patient activity distribution after the therapeutic dose delivery should provide a sufficient signal level to be detected by the scanner, thus potentially allowing the dose reconstruction process.
Conclusion
The developed mathematical model for dose reconstruction represents an initial or proof-ofprinciple investigation into the possibility of using information stored in the activity distribution to determine the dose delivered to a patient during the radiation treatment. The model is based on the solution of the inverse problem in which the known in vivo activity distribution is used to solve for the unknown dose. The quantitative estimation of the induced activity supports the applicability of the developed method to clinical cases. The extension of the model to patient irradiation can be done by taking into account the patient composition, which includes the CT data of the patient as well the conversion table between the given CT number and the material type. This issue will be explored in our future investigation along with the implementation of the neural networks approach to the solution of the inverse problem.
