An efficient distributed algorithm to detect deadlocks in distributed and dynamically changing systems is presented. In our model, processes can request any N available resources from a pool of size M. This is a generalization of the well-known AND-OR request model. The algorithm is incrementally derived and proven correct. Its communication, computational, and space complexity compares favorably with those of previously known distributed AND-OR deadlock detection algorithms.
Introduction
The problem of detecting deadlocks in systems in which processes wait for each other arises in various contexts. In distributed databases, transactions request access to files at different sites. A transaction can proceed only if it gets access to all the requested files that t Partial support for this work was provided by the National Science Foundation under grant No. 83-
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are controlled by other sites. In CSP, when executing an alternative command (IF) with input guards, a process waits for messages from a group of processes. A process can exit the statement only if it gets a message from any one of the processes it is waiting for. In operating systems, processes can request N special resources (disks, tape drives, etc.) out of some pool of size M. A process can proceed only if it gets N of these resources.
To maintain consistency in distributed databases with replicated files, Gifford [Gitt79] showed that to read (write) a replicated file, a process must read (write) r (w) copies out of the k copies of the file such that r-I-w >k. To read or write a file copy, a process must request and obtain a lock on this copy. Therefore, reading (writing) a file generates r-out-of -k (w-out-of -k ) locking requests.
In the most general case, a process can make requests described by formulae with AND, OR and N-out-of-M connectives: [: For example, a process p can request services from processes Pl,... ,P8 with the following condition to satisfy its request:
:1: Note that AND and OR connectives alone can express a N-out-of-M request. However, the length of the corresponding AND-OR formula is N. [NM) .
Pa OR (2-out-of-(pl,p3,ps) AND (2-out-of-(p2,p4,p6) ). Process p can proceed only if its requests for service are granted by any combination of processes satisfying the formula.
Parsing and the introduction of dummy processes allow us to consider only requests that contains a single connective. Thus, the previous request can be formulated as follows: p issues a Pl OR ql request, ql issues a q2 AND q8
request, q2 issues a (2-out-of-(pl,p3,ps) ) request, and q3 issues a (2-out-of -(P2,P 4,P6) ) request.
Note that both AND and OR requests [Chan83a, Herin83] are special cases of the
N-out-of-M
request. An OR request corresponds to N = 1, an AND request corresponds to N = M. Therefore, we can restrict ourselves to systems where processes issue only a single N-out-of-M request.
Using Wait-For-Graphs (WFG) [Holt72] to model three systems of increasing complexity, we incrementally derive a distributed deadlock detection algorithm for dynamic systems with N-out-of-M requests, and prove it correct. The algorithm communication, computational, and space complexity compares favorably with those of previously known distributed AND-OR deadlock detection algorithms.
A survey of distributed deadlock detection algorithms is given in [Herin83] . In [Chan82] there is an excellent description of the classical Distributed Database Deadlock problem [Mena79] , and its relation to the deadlock detection algorithm presented here.
The paper is organized as follows: In Section 2, we give an operational description of our system. In Section 3, we consider a static system, with no messages in the communication channels, and model it with a colorless WFG.
We also describe a corresponding deadlock detection algorithm. This algorithm is proven correct in Section 4. In Sections 5, we consider a static system where messages are "frozen" in transit in the channels, and we model it with a colored WFG. We also extend the algorithm to this system. In Section 6,
The algorithm is further extended to a dynamic system whose state changes during the algorithm's execution. A discussion of the results concludes the paper.
System operational description
A distributed system is a collection of processes. Any two processes can communicate by sending messages to each other. Every message sent will be received within some finite time and messages are received in the order sent.
A process can be either active or blocked. An active process is one that is not waiting for any other process. Active processes may issue N-out-of-M requests in the following way.
When an active process p requires N = np processes to carry out some action on its behalf, it sends REQUEST messages to all the M processes that can perform this action (this set of processes is denoted by dependentp). It then becomes blocked, and it waits until the action requested is carried out by at least % processes in dependentp. Once 1. Adding r outgoing edges to v and setting n v to somek (1 <k<r).
2.
Deleting an edge (u, v) and decreasing n u by 1. If n u =0 then all the outgoing edges of u are deleted.
Note that (1) models v issuing a k-out-of-r request, and (2) models v sending a REPLY to a process u. If this REPLY satisfies u, then u relinquishes the rest of its requests.
As we remarked in the previous section, the definitions of an active node and of WFG transformations provide a corresponding formal definition of deadlock.
3.1.
The algorithm for the colorless WFG model
We present an algorithm to detect deadlock in a colorless WFG G~---(V,E). The WFG G represents a static "snapshot" of the system, and therefore it does not change during the execution of the algorithm.
The algorithm starts when some node, which we call the initiator, suspects that it is deadlocked.t In order to distinguish between algorithm invocations started by different initiators, all the messages that are sent in the algorithm are tagged with the initiator identity. All the invocations are executed independently. We consider one such invocation and, to simplify the notation, we omit the initiator identity from the messages. Following is an informal description of the algorithm.
The algorithm consists of two phases: Notify-in which processes are notified that a deadlock detection algorithm has started, and Grant -in which processes simulate the granting of requests. The Grant phase is nested within the Notify phase.
Each node has the local constants IN, OUT and n. These constants correspond to the underlying static WFG G as defined earlier. Each node also maintains a few local variables. We denote by varv the local variable var at node v. The subscript is omitted when there is no ambiguity.
f This can happen after a long wait for a request to be satisfied. Figure 1 OUT :--~{u [(v,u) 
Correctness of the algorithm
The two phases of the deadlock detection algorithm are very similar. In both phases, messages are propagated in a forest-like patter~, from a core set of nodes to the rest of the graph, according to a well-defined criterion.
These phases are only instances of an algorithm that we call Closure, and that is a generalization of Chan's "echo" algorithm
[Chang0]. Studying Closure will enable us to treat both phases together.
then v is added to the closure.
In Figure 2 , we describe a distributed algorithm to compute the closure C(S, P) in a graph G. The Closure algorithm starts when some node in S calls the Closure procedure.
We require that all the other nodes in S call the Closure procedure, either spontaneously, or following the reception of a NOTIFY message (as specified in Figure 2 ). The Closure algorithm terminates when all the nodes in S terminate their Closure call. 
Closures Consider a directed graph G=(V,E).
The closure of S with respect to P in graph G is denoted as C(S,P), and is recursively defined as follows.
C(S, p)O = S C(S..,p) i+z = C(S,P)iU { v E V IP(v,IN(v)N C(S,P) i )------true } C(S, P)= U C(S, P)i all i
Informally, the closure of S includes S, and all the nodes that are successively added as fol- Initial state of every node v:
OUT : ={ u I(v,u) 
(S,P) in a graph G -----(V,E).

Correctness of the Closure algorithm
In this section, we show that the Closure algorithm described in Figure 2 computes
C(S, P).
We also show that the deadlock detection algorithm is the nesting of two instances of the Closure algorithm. Let ACTIVE be the set of active nodes in the set C( { initiator }, ADd) in G, and let
SAr(v,D)=~true ]D ] > n v [false otherwise
Consider the closure C(ACTIVE, SAT) in the 
n~ ----0 (in Gt).
The only graph transformation that can decrease the label n v (by exactly one) is the transformation of type 2, when an edge (v,u) leading to an active node is deleted. Since a decreases n v from d to 0, a must include d such transformations 8i, 1 < j < d. Let (v, ui) be the edge deleted by si, such that u i is active (in the graph that 81 was applied to).
Note that u/ is not deadlocked in G, and The proof is by induction on k.
Let cit mechanism that provides the color information will be described later.
In order to map the colored WFG to the colorless WFG, we have to interpret the colored edges, either as existing edges, or as nonexistent edges. We choose to consider the grey, white, and translucent edges as nonexistent. This interpretation yields a very simple algorithm, but it does not conform with our operational notions about grey edges.
For example, consider an isolated cycle of grey edges. Already at that point, one can realize that this is a deadlock situation. But since we choose to consider grey edges as nonexistent, we cannot yet detect that deadlock. However, the only effect of this decision is that in some cases the deadlock will not be detected at the earliest, possible time.
Within some finite time all the grey edges will turn black, and the deadlock will be detected by the next invocation of the algorithm. 2. Changing a grey edge into a black one.
3.
Changing a black edge into a white one. 
A dynamic system
In this section, we consider the "real-life" situation where the WFG is dynamically changing during the execution of the deadlock detection algorithm. This implies that even if the initiator is not deadlocked when the algorithm starts, it can deadlock during the execution of the algorithm. Likewise, the algorithm may decide that the initiator is not deadlocked, 295 but by the time the initiator realizes that, it becomes deadlocked. Therefore, a deadlock detection algorithm in a dynamic system can ensure only the following:
1. If the initiator is deadlocked at the time it invokes the algorithm, a deadlock will be detected.
2.
If the algorithm detects a deadlock, then the initiator is deadlocked at the time the algorithm terminates.
The following scheme is used to overcome the changes of the WFG that occur during the execution of the algorithm: Special FREEZE messages are propagated throughout the system. When a process receives a FREEZE message, it takes a snapshot of its local state and stores it. The snapshot contains the sets IN and OUT and n. The distributed deadlock detection algorithm of Figure 3 (that was developed for static systems) is then executed on these fixed snapshots. During this execution, the processes' local states may change.
Because of the time it takes the FREEZE to propagate, the collection of snapshots does not describe the state of the system at any particular point in time. Not every collection of snapshots describes a meaningful WFG, and the outcome of the deadlock detection algorithm will not necessarily satisfy the correctness requirements stated above. In the following sections we discuss what constitutes a consistent and valid collection of snapshots, and how to obtain it.
Conshstent states
The notion of consistent states is due to [Chan83b, Chan83c] , and the following discussion is a condensed version of it. A distributed system is a collection of processes that send messages to each other according to some underlying algorithm. An event occuro at proce88 p when p sends or receives a message. We represent the progress of the system by a diagram as in Figure 4 :
represented by the events in PAST c. A consistent cut defines a conMstent state. From here on, we refer to cuts and states interchangeably.
A speciai type of consistent state is St, the state at time t, which is the collection of the local state of all the processes at time t.
The St states are more of a theoretical construct since they require some outside observer to instantaneously capture the local states of all the processes. In contrast, the consistent states can be obtained from within the system by message passing. Consistent states are meaningful because they describe a possible view of the system under different propagation times of the messages, i.e., they are "potential" S t states.
We can extend the BEFORE relation to consistent states. Let S 1 and S 2 be consistent -5< zj then we denote this as S I--S w. A schedule a for a consistent state S is a sequence of events . that can successively occur after the system is w -" { i in state S. We can now extend the }--relation The initiator sends FREEZE messages to all the nodes in its IN and OUT. When a process p receives the first FREEZE message, it takes a snapshot of its local state and it sends FREEZE messages to all the processes in its INp and OUTp. Furthermore, whenever p sends a message to a process that joined INp or OUTp after p has taken its snapshot, the message will be preceded by a FREEZE. (NOTIFY, GRANT, DONE or ACK} arrives at a node, the node has already taken its snapshot.
6.3.
The complete algorithm for a dynamic system Whenever a process p suspects that it is deadlocked, it initiates a new invocation of the algorithm. If it is the k-th such invocation, all the ensuing messages are tagged with (p,k) . Theorem 3. Let t 1 be the time the algorithm is invoked, t 2 the time it terminates, and Gtl and Gtz the respective WFGs.
1.
If the initiator is deadlocked at t 1 then f reeinitiato r ~ false at t 2.
2.
If freeinitiato r = false at t 2 then the initiator is deadlocked at t 2.
Proof'. Let G be the WFG described by the collection of snapshots that were obtained by the invocation of the algorithm. By Lemma 7, G is consistent. It is also clear that Gtl BEFORE G.
1. If the initiator is deadlocked in Gtl, then, by Lemma 6, the initiator is deadlocked in G.
Since the algorithm is applied to G, by No specific invocation is bound to terminate, since it might be aborted by a later one. However, the number of consecutive aborts is limited by the number of processes.
Therefore, within finite time from the first aborted invocation, some invocation will terminate. By the first rule above, all the processes involved will then be able to check whether tLey are deadlocked.
Performance
Given a WFG with n nodes, e edges, and bits of storage per process are sufficient.
Discussion and conclusions
We have presented an efficient algorithm for deadlock detection in distributed dynamically changing systems. The algorithm supports both AND and OR requests. Also, it directly supports N-out-of-M requests without an exponential increase in the complexity.
The algorithm was incrementally developed and proven correct for three systems of increasing complexity. We first derived an algorithm for a static system with instantaneous message transmission. This algorithm was then extended to work on a static system with messages "frozen" in transit. Finally, to deal with a dynamically changing system, we proposed an algorithm that takes consistent localstate snapshots of the processes, and concurrently executes the static system deadlock detection algorithm on these snapshots.
This approach is quite general and seems widely applicable. It simplifies the complexity of directly compensating for system changes that occur during the execution of an algorithm. We are currently applying it to other distributed algorithms for dynamic systems.
In [Chan83c] an algorithm for obtaining a consistent global state is presented, with the assumption that the processes intercommunication topology is fixed, and every process knows all its incoming channels. In in our system, a node may be unaware of some of its incoming channels (e.g., a process u holding a certain file lock may not know about the existence of another process v that just sent a lock request to u).
This difference affects the two solutions:
In [Chan83c] each process is responsible for reporting the state of all its incoming channels. This is possible because processes know all their incoming channels. In our solution, each process has to locally find out the states of its outgoing edges, since these determine its actions in the algorithm.
As a final remark, our model assumes that an active process simultaneously satisfies all the requests to it. One may consider the case where requests can be only granted one by one, serially. It easy to show that the two models are equivalent; there is a deadlock in the case of simultaneous granting of requests if and only if there is a deadlock in the serial ease.
Thus our algorithm is able to handle both models.
