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A singular Fredholm operator A is perturbed by an operator of finite rank to obtain an 
invertible operator B. Theory previously developed for A and B in Hilbert spaces is 
extended here to Banach spaces. The operator B-’ is used to construct independent 
elements in the null spaces N(A), N(A ‘)...., N(A “), for some positive integer k, and a 
basis for N(A) and N(A’). The theory is used to compute approximations to eigen- 
functions and generalized eigenfunctions of integral operators. C,l985 Academic Press, Inc. 
1. INTa0~u07-10~ 
In this paper we give an extension to Banach spaces of a theory of finite 
rank perturbation of Fredholm operators previously developed by the 
authors in Hilbert spaces [ 31. Moreover, we indicate how the invertible 
operators obtained by the finite rank perturbations can be used to construct 
independent elements in the null spaces N(A), N(A 2),..., N(A ‘), where A is 
the original Fredholm operator, and k is a positive integer. Based on this 
theory, we can compute approximations to generalized eigenfunctions of 
integral operators. We also show how, given an approximate eigenvaluc of 
an integral operator, we can obtain approximations for the corresponding 
eigenfunctions which are of the same order of accuracy as the eigenvalue 
approximation. In particular, special techniques that are used to refine eigen- 
value approximations are effectively extended to produce similar refinements 
for the eigenfunctions. 
The computation of the approximate eigenfunctions and genealized eigen- 
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functions involves solving numerically uniquely solvable operator equations, 
using simple modifications of standard methods available for the solution of 
Fredholm integral equations of the second kind. By viewing the integral 
equations in a Banach space setting, we can allow more general finite rank 
perturbations than are possible in a Hilbert space setting. 
Examples are included to illustrate the numerical procedures. 
2. FREDHOLM OPERATORS IN BANACH SPACES 
Let A be a linear Fredholm operator of index zero on a Banach space X, 
i.e., A satisfies the conditions 
(1) A is bounded, 
(2) dim N(A) = dim N(A ‘) = n < co, and 
(3) R(A) is closed in X, 
where N(A), R(A) and A’ denote the null space, range and conjugate of A, 
respectively. Let X’ denote the dual space of X. 
Let { tii}l be a basis for N(A) and {v/i }: be a basis for N(A ‘). Suppose the 
sets (u,!}: G X’ and {vi}: E X are chosen such that the matrices 
u = (UX4ji)) and v E (l&!(Cj)) (2.1) 
are invertible. (The existence of such sets is guaranteed by the classical 
theory-see 17, pp. 97-1091.) Define the operators L and B by 
Lx = t q!(x) ci 
i-l 
(2.2) 
BEA-L. (2.3) 
Let S be any subset of X’. OS will denote the set of annihilators of S, i.e., 
OS = (x E X( y’(x) = 0 for all y’ E S). Likewise if R E X we will denote the 
annihilators of R by R”, i.e., R”= {y’EX’(y’(x)=O for all xER}. A 
discussion of these subspaces and their properties can be found in 171. We 
note here only that if R is a closed subspace then ‘(R’) = R. 
The following lemma from [2, Chapter II] will be important in 
establishing properties of L and B. 
LEMMA 2.1. Let R be a closed subspace of X such that R” has dimension 
n. Let ( w,); be a basis for a subspace M 5 X and R” = span (f; ); . Define 
the matrix W by W E (f f (w,)). If W is inuertible then X = R 0 M. 
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ProoJ Let x E R n M. Then x can be written as x = Cy-, , bi Wi. Since 
x E R we have 
0 =f;(x) = 2 bJi’(w,), j = 1, 2 ,*.., n. 
i-l 
This means that Wb = 0 where b = (6, , 6, ,..., 6,)“. Since W is invertible then 
b = 0. Hence x = 0 and it follows that R n M = (O}. 
There exists a linearly independent set of elements (h)y c X such that 
Jr(&) = 6,, i, j = 1, 2 ,..., n (see [7, pp. 108-1091) and X = R @K where 
K = span(l;:}:. Let y be any element of X. There exist scalars cir i = l,..., n, 
and r E R such that y = ,Y! 1 c,fi + r. Let c = (c,, c2 ,..., c,Jr. Since W is 
invertible, the equation Wx = c has a unique solution which we denote by b. 
Then 
c = Wb = (fl(m),S;(m),...,f~(m))71 (2.4) 
where m G XI- , b, w,. Then for j = 1, 2 ,..., n, 
fj(y - m) = $ Cifil(f;.) +fj(r) -f;(m) = Cj + 0 - Cj = 0 
i-l 
from (2.4). Therefore y - m E ‘(R’) = R so that y = m + (y - m) E M + R. 
It follows that X = R @M. 
We now establish some properties of L and B which will be needed later. 
THEOREM 2.2. Assume that the matrices U and V in (2.1) are invertible 
and that L and B are constructed as in (2.2)-(2.3). Then 
(i) N(L) = OS and R(L) = span{vi}: where S = span(u(}:. 
(ii) X=N(L)@N(A)andX=R(A)@R(L), 
(iii) the operator B has a bounded inverse, 
(iv) AB-‘A = A, 
(v) B ‘A is the projection onto N(L) along N(A), and 
(vi) AB- ’ is the projecrion onto R(A) along R(L). 
Proof Recall that R(A)’ = N(A’). Since R(A) is closed and V = (yf(vj)) 
is invertible it follows from Lemma 2.1 that X = R(A) @ {span(v,):}. 
Since dim S is finite then OS is a closed subspace of X with (OS)’ = S (see 
[ 7, pp. 6 1, 192-l 93 ] for proofs). Hence OS has an annihilator of dimension n 
spanned by {u,!);. Because U is invertible and N(A) = span{#i};, it follows 
from Lemma 2.1 that X = OS @ N(A). 
To show that N(L) = OS we suppose first that Lx = 0 for some x. Then 
C;=, u;(x) v, = 0 so that u;(x) = 0, i = l,..., n, since the set (vi}; is linearly 
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independent. It follows that x E OS and N(L) E OS. Conversely, if x E “S 
then u;(x) = 0 for i = l,..., n. It follows that Lx = 0 so that N(L) = OS. 
Hence X = N(L) + N(A). 
Clearly R(L) E span(ci}l so that dim R(L) < n. For equality it suffices to 
prove that (Lg,}: is a linearly independent subset of R(L). Since 
X = N(A) @ N(L) then L I,v.(A’ is one-to-one. Now the linear independence of 
(Ld,}: follows from that of (q4,}:. Hence R(L)=span(ui}~ and we have 
X=R(A)@R(L). 
To prove (iii) we now use (i) and (ii). Suppose that for some x, 
Bx=(A -L)x=O.ThenAx=LxeR(A)nR(L)= {O). HencexEN(A)n 
N(L) = (0). Thus B is one-to-one. By the Fredholm theory B maps onto X. 
B- ’ is bounded by the bounded inverse theorem. 
To complete the proof we first show that LB-‘Ax = 0 for all x E X. Let 
z=B-‘Ax with x fixed. Then A(z-x)=(B+L)z-Ax=BB-‘Ax+ 
Lz -Ax = Lz E R(A)nR(L) = (O}. Thus LB ‘Ax = Lz = 0. As a result 
AB-‘A = (B + L)B-‘A =A t LB-IA =A so that (iv) is proven. It also 
follows that AB-‘L=AB-‘(A -B)=AB-‘A -AB-‘B=O. 
To prove (v) and (vi) we note first that Be ‘A and AB- ’ are both 
projections by (iv). Clearly N(A)G N(B ‘A). Also if B-‘Ax = 0 then 
Ax=0 soN(A)=N(B-‘A). 
Since LB ‘Ax= 0 for every xE X then R(B-‘A)& N(L). Conversely, 
if x E N(L) then B-‘Ax=B-‘(B+L)x=xtB-‘(0)=x. Therefore 
R(B-‘A) = N(L) and (v) is proven. 
Since AB-‘L = 0 then R(L) E N(AB-‘). On the other hand, if AB ‘x = 0 
then B- ‘x E N(A). Thus there is some element t E N(A) for which x = Bf = 
(A -L)(f)= -Lt. Hence x E R(L) and it follows that R(L) = N(AB-‘). 
Finally, R(AB-‘) = AB-‘(X) = AX = R(A) and the proof is complete. 
Other results concerning the operators L and B have been developed in [ 2, 
Chapter II], but will not be used here. 
A similar operator B was constructed in [ 5 ] for the case when A is an 
n x n matrix and in [ 3 1 when A is a bounded linear operator between two 
Hilbert spaces. As in the other settings, B- ’ can be used to obtain a basis 
for N(A). 
THEOREM 2.3. Suppose U and V are inuertible matrices. Then {B - ‘tqi }; 
is a basisfor N(A). Moreover, u;(B-‘ui) = -6,, i,j= 1, 2 ,..., n. 
ProoJ Let zi = B-‘vi, i= 1, 2 ,..., n, so that tii = (A -L) zi. Then 
Azi = Lz, + vi = CJ’=, u;(z,) u, + u’ = xy=, (u;(zi) + 6,) uj, i = 1, 2 ,..., n, 
where 6, is the Kronecker delta. Hence AZ, E R(A) n R(L) = (0) by 
Theorem 2.2. We have also that CT_, (u;(zi) t s,) Vi = 0. It then follows 
from the linear independence of the set (c,); both that u;(zi) + 6, = 0. 
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i,j= 1, 2 ,..., n, and that (I,}: is a linearly independent set. Since 
dim N(A) = n, the proof is complete. 
We now proceed to investigate the relationship between higher powers of 
B- ’ and the null spaces of higher powers of A. 
LEMMA 2.4. For a fixed i, 1 < i < n, and all k > 2, if B ” “vi E 
N(Ak- ‘)n R(A) then Bmkvi E N(Ak). 
Proof Suppose B-‘k-“vi E N(Ak- ‘) n R(A). Then by (vi) of 
Theorem 2.2, AB-‘(B-‘k-‘)vi) = B--‘k ‘)vi. So we have 
LEMMA 2.5. Forafixedi, l<i~nandallk>2,B-‘k-“~iER(A)& 
and only if. L(B-kVi) = 0. 
Proof From (v) of Theorem 2.2, B ‘A is a projection onto N(L). Thus, 
B -’ provides a one-to-one mapping of R(A) onto N(L). The lemma follows. 
The procedure for constructing generalized null vectors is then as follows: 
Fix i. By Theorem 2.3, B- ‘vi E N(A). If L(B-‘vi) = 0 then Bm2vi E N(A2) 
by Lemmas 2.4 and 2.5. At the jth step we have B-‘vi E N(A’). If 
L(B .- (it “vi) = 0, then BmV+“vi E N(A’+‘) by Lemmas 2.4 and 2.5. Thus, 
for each i we construct the sequence 
B-It+, B-‘vi. B. ‘vi ,..., 
noting that the process would end with B-‘k-“v, if L(Bmkvi)# 0 for some 
positive integer k. The following theorem characterizes the vectors 
constructed by this process. 
THEOREM 2.6. Lef G, = (B- ‘vi}:= ,. Forj> 1, let Gj= {B-‘vi BmkviE 
N(Ak) n R(A) for k = 1, 2 ,..., j - 1 )y-, . Then if Gj # 0, Gj is a linearly 
independent subset of N(A’). Moreover, for every integer m > 1, (Jy., G, is a 
linearly independent subset of N(A”). 
Before proving this theorem we illustrate it with an example. Suppose 
n = 4 and the sequences constructed by the above process are as follows: 
B ‘v,,B-2v,, B-3v,, B-‘v,; 
B-.‘v,, B-‘v,, B- 3v . 23 
B-Iv,, B- ‘v 3; 
B-Iv,. 
That is, L(B-‘v,)# 0, L(B. 4v2)# 0, L(B- ‘t13) # 0, and L(B 2v4) # 0. 
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Then, for example, G,= (B 3c,, B -3u21. If we take m= 2. then (K’c,, 
B-‘c,. B ‘q. B-‘c,. B ‘L’,, B -2c1, B 2n2} is a linearly independent 
subset of N(A 2). 
Proof of Theorem 2.6. G, is a linearly independent subset of N(A) by 
Theorem 2.3. Supposej > I and Gj # 0. Choose some B ‘ci E Gj. With i 
and j now fixed we establish two properties of B -jt’;. AB -jci = 
AB-‘(Bmti “ci) = B-“-“ci since B-‘--“ui E R(A) and since Theo- 
rem 2.2(vi) can be used. By hypothesis B-‘ci E N(A”)nR(A) for 
k = 1, 2 ,..., j - 1. Hence B- o -“L’~ E Gj- ‘. We conclude that 
A(B--‘tiJ= B-” “uiE Gj. ,. 
By operating with A repeatedly we extend this to: 
If B jui E Gj then A’-‘(B jri) = B-‘ri E N(A). 
It then follows that: 
(2.5) 
If B-‘ci E Gi then, for k > j. Ak(B ‘vi) = 0. (2.6) 
To prove linear independence we fix m > 2. (The result 
proven in Theorem 2.3.) Suppose 
for m = 1 was 
1’ 1‘ aijB-‘c;=O 
,i I -1 
for some constants aij. If B -jri 6? G,, we assume aii = 0. 
Operating on both sides of (2.7) we have 
(2.7) 
()=A”-’ 
= 1’ ai,,,B- ‘ci 
,rl 
using first (2.6) and then (2.5). But since (B ‘ci}l , is a linearly 
independent set then ai, = 0, i = 1, 2,..., n. Now (2.7) becomes 
7.’ ;‘. 
-1 il 
a0 B -‘ci = 0. (2.8) 
I 
By operating on (2.8) with A” 2. the same steps that led from (2.7) to (2.8) 
now lead to al,,,, I) = 0, I’ = I...., n, and (2.8) becomes 
m-2 n 
\‘ 1‘ aiiB jci = 0. 
,T, ,T, 
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Repeating the process m times we have that aij = 0, j= m, M - l,..., 1 and 
for all values of i. Therefore (JJ”=, G, is a linearly independent set. 
For Gj # 0, 2 <j < M, choose any B .-jui E Gj. By hypothesis B - (i- “t’; E 
N(A’-‘)nR(A). It then follows from Lemma 2.4 that B -ju, E N(A’)c 
N(A’“). So Gj c N(A’) c N(Am) for all j = 2,..., m. Since the linear indepen- 
dence of UJ”=, Gj implies that of each Gj, j = 2,..., m. the theorem follows. 
In Theorem 2.3 we have conditions for asserting that (B-‘tl;}‘,’ is a basis 
for N(A). Under these conditions, the associated matrix (u,!(B ‘tij)) is inver- 
tible. Using the same functionals we create the matrix Q = (u,!(B-*c,)). The 
invertibility or non-invertibility of Q can be useful in further characterizing 
the relationship between N(A) and N(A I). 
First, we note the connection between Q and L in the following lemma. 
LEMMA 2.7. Let x = x:1-, ciB ‘ci for some constants ci, i = I,..., n. 
Then Lx = 0 @ Q(c, ,..., c,)~ = 0 where Q is as aboce. 
ProoJ Recall that Lx = C;- , u,!(x) ui. Suppose that Lx = 0. Then 
But 
i.e., 
c,u;(B-‘t;) c;. 
I 
since ( ui} 7 is linearly independent we must have 
;’ cju;(B -‘vj) = 0 for i = I, 2 ,..., n, 
,?, 
Q@ , ,...) c,)’ = 0. 
Conversely, if Q(c,,..., c,)’ = 0 then Cj” , c,u,!(B- ‘tij) = 0 for 
i = 1, 2,..., n. Thus I:- ,(Cy-, cju,!(B ‘vi)) ui = 0. Rearranging gives 
The construction given in Theorem 2.6 can only produce a linearly 
independent subset of N(A”). An alternate construction, given in the theorem 
which follows, actually produces a basis for N(A ‘). 
Let r = dim N(Q). If r > 0 let {cj}{ be a basis for N(Q), where cj = (c,~, 
c2jt...3 c”j)l. Define yj = 2: , cijB--‘ui, j = I, 2 ,..., r. Then we have the 
following result. 
THEOREM 2.8. If r > 0, the set (B-‘u,};U {y,t; is a basis for N(A’). If 
r= 0 then (B-‘vi]; is a basis for N(A’). More generally, dim N(Q)= 
dim N(A *) - dim N(A). 
Proof Suppose r > 0. For yj = Cy=, cij B-‘ui, it follows from 
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Lemma 2.7 that Lyj = 0 since cj = (c,~,..., cnj)r E N(Q). Therefore 
Ayj=(B+L)yj=Byj=~;=,cijB-‘uiEN(A). Hence A *yj = 0, and 
{B-‘u,}:U {yj};Qv(A2). 
To demonstrate the linear independence of this subset, suppose that 
~~ UiB-lVi + ~ bjYj=O 
j=l 
(2.9) 
for some constants ai, bj, i = l,..., n, j= l,..., 1. Then Cy=, UiB-‘Ui = 
-Ci=, bj yj E N(A) n N(A ‘) = N(A). It follows that A (Es= I bj yj) = 0. Since 
Lyj = 0 for j = l,..., r, we also have B(CJ= i bj yj) = (A - L)(Cs= , bj yj) = 0. 
Expanding and rearranging gives 0 = CT= 1 bj(BYj) = ES= 1 bj(C:= 1 
cij~-l~i)=~~~i(~~~, bjcij)B-‘ui. It follows that CJ=i bjcij=O for 
i= 1 ,..., n, i.e., CJ=, bjcj= 0 where cj = (c,~,..., c,~)~. But since {Cj): is 
linearly independent then bj = 0, j = l,..., r. 
Substituting these values into (2.9) gives Crz i aiB-‘vi = 0 which implies 
that a, = 0, i = l,..., n. The linear independence of the set {B-‘u,}: U { yj}: 
now follows. 
To show that the set also spans N(A ‘) we now choose x E N(A ‘). Since 
Ax E N(A) it can be represented as 
Ax= 2 siBp’vi. 
i= I 
From Theorem 2.2(v), B-‘Ax E N(L). So if y = B-‘Ax = c;=i siB-*ui then 
Ly = 0. It follows from Lemma 2.7 that Q(s, ,..., s,)’ = 0. If we let 
s = (sl )...) s,y we Can write S = CJ= i yjCj. In particular, Si = CJ= i YjCij * 
Hence AX = JJy=l (CT= 1 yjcij) B-‘vi = CT= 1 rj(Cy= 1 CijB-‘vi) and 
B-‘Ax=CJ=I rj(Cy=l cijB-“Vi)=Cs=I rjyj* 
It now follows from Theorem 2.2(ii) and (v) that x can be written as 
x = B - ‘Ax + w  where w  is some element of N(A). Since w  can be 
represented as a linear combination of {B-‘ui}: we have shown that x can 
be represented using the set {B - ‘Vi}: U { yj} 1. 
If r = 0 we will show that N(A*) = N(A). If x E N(A*) then Ax has the 
form Ax = Cr=, siB-‘ui for some constants si, i = l,..., n. As shown above, 
this implies that Q(s i ,..,, s,)r = 0. Therefore Ax = 0 and the result follows. 
3. EIGENFUNCTION APPROXIMATIONS 
Let X be the Banach space C[u, b] with the uniform norm and let K be an 
integral operator on X of the form 
(Kx)(t) = I* k(t, s) x(s) ds (3.1) 
a 
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where the kernel k is in X x X. Let I# 0 be a real eigenvalue of K and 
define A z iZ - K. Choose a set {vi): c X and a set (ui ) 1 of bounded real 
functionals on X. Then define L and B as in Eqs. (2.2) and (2.3), where the 
sets ( ui); and {u;); are such that the matrices U = (u;(dj)) and V = (W:(Vj)) 
are invertible. Let 1 be an approximation to II and define 
D=B+(Ll)z. (3.2) 
As a consequence of Theorem 2.2 and classical perturbation theory we have 
the following result. 
THEOREM 4.1. If 1 is suflciently close to 1, then D-’ exists and is 
bounded. 
If the exact eigenvalue 1 is known, by Theorem 2.3 we can compute a 
corresponding set of eigenfunctions by solving the n uniquely solvable 
problems Bzi = l;,, i = 1,2 ,..., n. By the same theorem, {zi); will satisfy 
uj(z,.) = -6,. In practice, we will have an approximation A to 1 and the 
following theorem applies. 
THEOREM 4.2. If 1 is suflcienlly close to ,I, let the set {ri}: be deJined by 
Dr, = vi, i = 1 , 2 ,..., n. (3.3) 
Then for each i, there exists a constant ci and an eigenfunction zi of K 
corresponding to I., such that 
jJri-zij)<ciIl-II. 
Proof: Let zi= B-‘vi, i= I,..., n. We then haveri-ri=D-‘(A-)7)zi, 
so 
If we could solve Eq. (3.3) exactly, we would have a set (ri)‘,‘, where each 
ri approximates an eigenfunction of K to the same order of accuracy as 1. 
However, each Eq. (3.3) has to be solved numerically. If the functionals u.: 
are chosen to be of the form 
u;(x) = ‘x(t) qi(t) dt 
i a 
for some qi, then Eqs. (3.3) are Fredholm integral equations of the second 
kind and standard methods can be applied. For other choices of u,!. some 
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simple modifications of the standard methods can be used which are covered 
by the standard approximation theory. 
If we let Ji denote a numerical solution of (3.3), we have 
Hence we can find eigenfunction approximations & which have the same 
order of accuracy as 1 by solving (3.3) with sufficient accuracy. This would 
involve solving (3.3) with a finer partition than that which may have been 
used to produce I in the first place, but we are solving a uniquely solvable 
problem, not an eigenvalue problem. on the finer partition. 
The approximation I may have been obtained through an eigenvalue 
refinement procedure (e.g., see 14, 61) which may not also provide for 
refinement of eigenfunctions. or. if it does. it may be impractical to 
implement. Typically we would obtain a refined approximation 1 and then 
use our method to obtain eigenfunction approximations of the same order of 
accuracy as the eigenvalue. In the numerical example in Section 4 we have 
used a quadrature method on a coarse mesh followed by a Raleigh-Ritz 
refinement 161 to find 2, then used a quadrature method on a finer mesh to 
compute the approximate eigenfunction. 
4. APPROXIMATING AN EIGENFUNCTIOS 
The computations in this and the next section were carried out in a 
UNIVAC 90/80 in single precision (about 7 decimal places). To illustrate 
the use of our method in approximating eigenfunctions of integral operators. 
we will use the operator 
(Kx)(t) = &i,:” ( I - COS(f - s) + a, - ’ x(s) ds, 0 < I< 2n, (4.1) 
which has a simple eigenvalue J = 1 and eigenfunction z = 1 ] 1, p. 172 ]. 
Applying Nystrom’s method with Simpson’s rule and 10 subintervals gives 
eigenvalue and eigenfunction approximations 1, and z, satisfying 
]A,-1]<0.93X 1o-2 and llz, - z(I < 0.45 x 10-l. 
where the error in the eigenfunction is the maximum error at the mesh points 
and z, is normalized so that zi( 1) = 1. Using a refinement procedure based 
on Raleigh’s quotient described by Linz 161 we obtain an approxiamtion f 
such that 
]I-i]<O.52x 10 4* 
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We now solve numerically the equation 
(I-K-L)x=v, 
where we have chosen v,(t) = e’ and u;(x) = -ii” sx(t) dr, so that 
(Lx)(t) = ( j2‘ lx(s) ds) e’. (4.3) 
0 
Solving (4.2) using the Nystrom method with Simpson’s rule and 20 subin- 
tervals gives an approximation z’ such that IIf- z(I < 0.34 x 10m2. With 40 
subintervals we obtained /II’- zll ,< 0.69 x IO-‘. 
5. APPROXIMATION OF GENERALIZED EIGENFUNCTIONS 
Let X, K, 1, A, L and B be as defined in Section 3. If dim N(A ‘) > 
dimN(A)= 1, then B-m’c,ER(,4)fTN(A), so (B-‘c,, B-‘v,} is a linearly 
independent subset of N(A*) by Theorem 2.6. The computation of Bm2u, can 
be carried out numerically by solving Bx = B-IL’, with the same algorithm 
used to solve Bx = U, . If dim N(A ‘) > dim N(A) > 1, from Theorem 2.7 we 
can compute an approximation to the matrix Q = (UI(B - ‘pi)) and from its 
null space, find approximations to the functions in N(A ‘). 
We give a numerical example to illustrate the use of Theorem 2.6. The 
operator 
(Kx)(r) =I’ (1 + (7 - 12s)(O.5 - 1)) x(s) ds 
0 
has a multiple eigenvalue /I = 1. If we define B E I - K - L. with L as in 
(4.3), then by Theorem 2.3 the solution x of 
Bx= c, (5.1) 
is in N(I-- K). Since dim N(I- K) = 1 < dim N((I - K)‘), then (B-‘P,, 
B-‘t’,) is a linearly independent subset of N((Z-- K)2). We have used the 
Nystrom method with Simpson’s rule and 10 subintervals, first to solve (5.1), 
then to solve 
By = 2, (5.2) 
where x’ is the numerical solution of (5.1). The numerical solution ~7 of (5.2) 
was found to satisfy 
11 y’- B-‘c,II < 0.20 x 10. ‘. 
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