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Abstract
With convolutional neural networks revolutionizing the computer vision field it is
important to extend the capabilities of neural-based systems to dynamic and unre-
stricted data like graphs. Doing so not only expands the applications of such systems,
but also provide more insight into improvements to neural-based systems.
Currently most implementations of graph neural networks are based on vertex
filtering on fixed adjacency matrices. Although important for a lot of applications,
vertex filtering restricts the applications to vertex focused graphs and cannot be effi-
ciently extended to edge focused graphs like social networks. Applications of current
systems are mostly limited to images and document references.
Beyond the graph applications, this work also explored the usage of convolutional
neural networks for intelligent character recognition in a novel way. Most systems
define Intelligent Character Recognition as either a recurrent classification problem
or image classification. This achieves great performance in a limited environment
but does not generalize well on real world applications. This work defines Intelligent
Character Recognition as a segmentation problem which we show to provide many
benefits.
The goal of this work was to explore alternatives to current graph neural networks
implementations as well as exploring new applications of such system. This work also
focused on improving Intelligent Character Recognition techniques on isolated words
using deep learning techniques. Due to the contrast between these to contributions
this documents was divided into Part I focusing on the graph work, and Part II
focusing on the intelligent character recognition work.
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Part I
Graph Convolutional Neural
Networks
2
Chapter 1
Introduction to Graph-CNNs
Most naturally occurring problems can be described with an underlying graph struc-
ture. Functional MRIs, molecules, document databases, social networks, and 3D
meshes in computer graphics can all be described by vertices connected by edges. For
example, friends are connected through relationships, atoms are connected through
bonds, and documents are connected by citations. Making inferences about these
graphs and their elements is an active area of research.
Convolutional Neural Networks (CNNs) have forever changed the pattern recog-
nition landscape with breakthrough results on image classification [2, 3, 4, 5], object
detection [6, 7], and speech recognition [8]. It is natural to want to apply CNN meth-
ods to graph data to learn useful features. Graph problems are challenging because
graph data does not have the gridded array structure that image, video, and signal
data has. Each vertex (e.g. pixel) in gridded structures has the same number of
neighbors and the same relationships to a neighbor in a given direction. Non-gridded
graphs do not have these limitations. A non-gridded graph can vary in the num-
ber of neighbors from vertex to vertex, and there is not necessarily a geometrical
interpretation for any given connection between two vertices.
Many attempts at building Graph CNNs have been based on the results of spectral
graph theory [9, 10, 11, 12]. Filters are elegantly posed as spectral multipliers in a
Fourier domain. Pooling can be modeled as spectral graph clustering operations. The
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downside of this approach is that the graphs that are processed by these models are
required to be homogeneous. This means that each graph sample is required to have
the same number of vertices and the same edge connections, as in Figure 1.1. The
samples can only differ in the “signal”, that is, the vertex values in the graph. This
is because the Fourier domain is unique for each graph. Spectral filters for one graph
may not provide the same filtering behavior for another graph. Heterogeneous graphs
(as in Figure 1.1), which can vary in the number of vertices and the distribution of
edge connections, cannot be processed with these models.
Figure 1.1: Two types of graph datasets. Left: Homogeneous datasets. All samples in
a homogeneous graph data have identical graph structure, but different vertex values or
“signals”. Right: Heterogeneous graph samples. Heterogeneous graph samples can vary in
number of vertices, structure of edge connections, and in the vertex values.
Part of the reasoning behind the spectral approach is based on the suggestion
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in [9] that meaningful weight sharing in the graph spatial domain is difficult due
to the flexible structure of graphs. [11] goes farther to say that there is no spatial
definition of graph translation. Sandryhaila, et al. [13] prove that a filter calculated
as the polynomial of the adjacency matrices is a shift-invariant spatial filter. The
“translation” is an isotropic diffusion from the current vertex to vertices farther away.
As a result, weights are shared among a graph with any heterogeneous structure. Each
weight is used by all vertices of a given distance from the current vertex. We use
this proposed filter definition to define a useful spatial Graph-Convolutional Neural
Network.
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Chapter 2
Thesis - Graph-CNN
2.1 Background
There are two common approaches to generalizing Deep Neural Networks for graph
data: spectral and spatial. Spectral approaches exploit spectral graph theory. These
works filter in a spectral domain by constructing an analogue to the Discrete Fourier
Transform (DFT) called the Graph Laplacian. Eigenvectors of the Graph Laplacian
represent frequency components, similar to rows of the DFT matrix. By transforming
graph signals to a spectral domain with the resulting eigenbasis, the graph signal can
be multiplied by an array of filter coefficients to perform a filtering operation. Several
works propose graph CNN models that are based on this method of filtering [9, 14, 10].
One of the major practical limitations when learning filters in the spectral domain
is that the Laplacian conversion matrix requires input samples to be homogeneous.
This is because the Graph Laplacian eigenbasis needs to be solved separately for
each unique graph structure. Spatial approaches have an advantage over spectral
approaches in that they do not require a homogeneous graph structure.
Diffusion-Convolutional Neural Networks (DCNNs) [15] model a graph by en-
coding layers of matrices that arrange vertex features based on their distance from
different starting vertices. However, due to lack of vertex pooling or clustering lay-
ers, it was not expanded to learn beyond the original level of abstraction. Similar
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to our work, DCNNs are inspired on the polynomials of adjacency matrix to define
their convolution filter. DCNNs use global vertex mean pooling, which consists of
averaging features across all vertices to obtain a graph representation vector. Equa-
tion (2.1) models the diffusion process used in DCNNs, where Zt is the output feature
vector for the vertices on the graph Gt, f is a differentiable activation function, W
c
is a learnable weight-matrix, P ∗t is a degree-normalized polynomial of the adjacency
matrix At, and Xt is the input feature vector for the vertices on the graph Gt. They
limited their model to a single adjacency matrix and a single graph based layer. This
results in an isotropic model that cannot make use of geometric information (e.g.
pixel neighbor direction) and limited non-linearity which is an essential mechanism
for neural networks.
Zt = f(W
c · P ∗t Xt) (2.1)
Learning convolutional neural networks on graphs [1] attempts to linearize a graph
based on the CNN concept of a receptive field using PATCHY-SAN. The method can
obtain fixed-size feature vectors based on graph search methods, resulting in padding
for small graphs or cropping for large graphs. Their method also requires a fixed order
for the feature vector, which requires PATCHY-SAN to obtain the same output for all
isomorphic inputs. A trivial task over small graphs, but quickly becomes impractical
as the filter gets larger. Their method is illustrated on Figure 2.1.
Figure 2.1: Illustration of the PATCHY-SAN vectorization process.
Support Vector Machines (SVMs) can be used to classify different samples based
on a kernel. There are many graph-based kernels (e.g. GK [16], WL [17], and Deep
7
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GK [18]) which rely on the idea of comparison between graphs through kernels. Since
comparing graphs is a relatively complex task due to isomorphism and size of graphs,
these methods rely on hand-crafted graphlets (See Figure 2.2) as means for an efficient
comparison. Performance then relies on scalability of such graphlets as well as domain
knowledge to design kernels.
Figure 2.2: Examples of non-isomorphic graphlets of small size (|V | ≤ 5).
2.2 Methods
2.2.1 Notation
To simplify all equations, we made use of Einstein Summation Notation to define
all operations. For those unfamiliar with this notation, it involves an independent
summation over repeated indices. The range of indices is not defined in the notation
itself, but we will clearly state the range when one is not obvious. With this notation a
convoluted equation like (2.2) is simplified to (2.4) on the next section. This notation
also simplifies implementation since it can be implemented using the einsum operation
available in many libraries including Tensorflow and numpy. With this notation, an
index referenced only on the right-hand side indicates a summation over all possible
values of that index (range is not specified). An index on both sides of the equation
indicates a free index with no summation. A matrix-matrix multiplication operation
can be defined in Einstein notation as in (2.3).
V`(i,j,k) =
W∑
a=0
H∑
b=0
C∑
c=0
WabckV
`−1
(i+a,j+b,c) (2.2)
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Aik = BijCjk (2.3)
Unless specified, the variables and indices used are defined in Table 2.1, which can
be used as a notation reference for the rest of this document.
Table 2.1: Notation Reference Table
Name Dimensions Description
i, j, k, a, b, c 1 Indices, meaning dependent on equation.
N and N ′ 1 Number of vertices.
C 1 Number of channels.
F 1 Number of filters.
L 1 Number of edge features.
W and H 1 Width and Height of a an image.
V` N × C and
W ×H × C
Vertex Features Tensor. 1D and 2D vertex features
output from layer `.
A N × L×N Adjacency Tensor. Contains edge features.
W L× C × F Weight Tensor.
P N ×N ′ Clustering matrix.
2.2.2 Convolutional Neural Networks
CNNs are important for computer vision because they extend the capabilities of
Multi-Layer Perceptrons while keeping the same number of parameters. They make
use of localized information to have a common filter applied over the full input. Shar-
ing parameters between filters applied over different regions of the input effectively
increases the number of samples running through the same filter since not only mul-
tiple images are running through a batch size, each image reuses the same filters
many times. A CNN layer can be defined as in (2.4), where V`(i,j,c) contains pixel
information for the layer ` for pixel i, j at the c-th channel.
V`(i,j,k) = WabckV
`−1
(i+a,j+b,c) (2.4)
A GPU efficient implementation of a CNN involves a two step process where
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the neighborhood of a pixel is fetched before the filter is applied. This operation,
commonly reffered to as im2col, is defined in (2.5) and modifies (2.4) into (2.6). It
can be defined as a vectorization of a convolution operation, reducing the filter to a
matrix-matrix multiplication. Equation (2.5) modifies each convolution window into
a single vector with all pixel and features in the same dimension. An illustration of
a convolution operation on images can be seen in Figures 2.3-2.5.
N `(i,j,aCH+bC+c) = V`(i+a,j+b,c) (2.5)
V`(i,j,k) = WdkN `−1(i,j,d) (2.6)
Figure 2.3: Example of a convolution operation on a 2D feature grid with a stride of 2x2.
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Figure 2.4: Example of a im2col operation using 2x2 strides and 2x2 filter size. Each
2x2 block on the left, with stride 2x2, is converted to a row on the right. If the filters
were to overlap the resulting matrix would be bigger than the input and contain repeated
information.
Figure 2.5: Example of the matrix-matrix multiplication and reshape operation following
the im2col.
The power of CNNs come from (2.6) since pixels now share a common set of
parameters applied to different inputs. Their limitations come from (2.5), which
requires inputs to be gridded with a fixed number of neighbors and organization.
This work removed this limitation and improved CNNs by replacing (2.5) with a
Graph-based operation.
11
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2.2.3 Graph-Convolutional Neural Networks
This work focused on the spatial approach but similar to the spectral methods, it
is inspired by discrete graph signal processing theory. Specifically from the spatial
filtering theory proposed in [13]. This work explored commonly used datasets like
CIFAR10 and ImageNet for images, NCI1 and D & D for chemical compounds, Human
Conectome Project (HCP) [19] for fMRI data, Cora [20] for document classification,
and Modelnet for 3D object recognition. Some of these datasets contain many graphs
with graph labels (Images, chemical compounds, HCP, Modelnet) but some datasets
contain node-based classification where there is one or few large graphs where each
node contains a label (Cora).
To obtain a deep learning architecture for graphs there are several components
that this work had to explore. The main component is the convolution operation
that allows feature extraction from a node based on the node itself and its neighbor’s
features. Then a method to reduce the graph to a fixed number of nodes was developed
in order to obtain a graph classification. Beyond that, this work explored graph
pooling methods to reduce the graph size. This increases the receptive field of deeper
layers and allows for deep architectures. Figure 2.6 illustrates the overall architecture
of Graph-CNNs.
Figure 2.6: Basic Graph-CNN architecture.
2.2.4 Graph-Convolution Operation
The core concept developed during this work was a graph based convolution operation.
This operation was inspired by both CNNs and spatial filtering theory. This was done
12
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by replacing the im2col operation described in Section 2.2.2 with a graph based
operation described in (2.7). Note that CNNs have width, height, and depth for each
image, but since graphs do not have a grid-like pattern they are represented as a
2 dimensional vector (size and depth). Ai,a,j represents the adjacency tensor which
contain the a-th feature on the edge from vertex i to vertex j.
N `i,aC+b = Ai,a,jV`j,b (2.7)
The output of the vertex filter is calculated using (2.8). This is a 1D version of
the CNN operation in (2.6).
V`i,k = Wd,kN `−1i,d (2.8)
This operation groups neighboring vertices based on the adjacency tensor A. With
this definition it is easy to define a CNN in terms of a Graph-CNN by encoding pixel
locality in the adjacency tensor with equations (2.9) through (2.17).
I i,j = Ai,0,j =

1, if i = j
0, otherwise
(2.9)
↖ Ai,1,j =

1, if i−W − 1 = j
0, otherwise
(2.10)
↑ Ai,2,j =

1, if i−W = j
0, otherwise
(2.11)
↗ Ai,3,j =

1, if i−W + 1 = j
0, otherwise
(2.12)
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← Ai,4,j =

1, if i− 1 = j
0, otherwise
(2.13)
→ Ai,5,j =← ATi,4,j =

1, if i+ 1 = j
0, otherwise
(2.14)
↙ Ai,6,j =↗ ATi,3,j =

1, if i+W − 1 = j
0, otherwise
(2.15)
↓ Ai,7,j =↑ ATi,2,j =

1, if i+W = j
0, otherwise
(2.16)
↘ Ai,8,j =↖ ATi,1,j =

1, if i+W + 1 = j
0, otherwise
(2.17)
Without this vertex neighborhood encoding the filter would not be able to distin-
guish direction of neighboring vertices. Figure 2.7 illustrates this concept.
14
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Figure 2.7: ha represents a single Graph-CNN learnable parameter. Left: Learnable
parameters in 1-hop graph filters. Center: Classical 3 × 3 convolution filters. Right:
Illustration of eight different edge connections combined to form a 3× 3 filter.
To help visualize the vertex filtering of graphs, Figures 2.8-2.11 illustrate a step-
by-step breakdown of a graph with four vertices and two edge features. Only incoming
edges are considered during filtering. The graph filter shown in the center of Figure
2.8 replaces each vertex with the sum of: 1) the sum of all incoming purple edges;
2) the subtraction of all incoming orange edges; and 3) twice times the center vertex
itself.
Figure 2.8: Example of a graph with 2 edge features (Left), a graph filter (middle), and
the result of applying the filter to the graph (right).
15
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Figure 2.9: Example encoding of input graph in Figure 2.8.
Figure 2.10: Example vertex neighborhood encoding matrix.
16
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Figure 2.11: Example of output computation using neighborhood encoding matrix and
filter values.
2.2.5 Graph Representation Vector
Many applications contain fixed number of vertices across samples. This allows the
usage of fully connected layers to perform a classification. Varying number of vertices
proposes a challenge to Graph-CNNs since the convolution operation maintains the
number of vertices. To obtain a Graph Representation Vector we used the layered
approach defined in [21]. This Graph Representation Vector is in fact a soft-attention
applied to the vertices of the input graph. An attention factor is obtained by applying
a convolution layer (2.8) to the input vector to obtain M ∈ RN×1 the embedding
matrix. A Softmax layer is applied to M to obtain M∗ so that
∑
i M
∗
i = 1. M
∗ is
then used to reduce the input graph to a single vertex using (2.19).
M∗ = softmax(M) (2.18)
V`d = M
∗
iV
`−1
i,d (2.19)
Note that this is very similar to a soft-attention commonly used in Video appli-
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cations. The difference is that instead of obtaining a parameterized Gaussian, or
attention vector each step with an LSTM, the attention vector is obtained from the
input itself.
2.2.6 Global Graph Embed Pooling
While the Graph Representation Vector presented above is crucial for the classification
of graphs, it ends up losing a lot of information since there is only a single output
vertex. In the NCI1 dataset for example, this layer would reduce inputs with 111
vertices to a single output vertex. CNNs get around this issue by gradually reducing
the spatial size of the input. Reducing dimensions of the input allows convolution
filters to have a larger receptive field and also improves computation performance.
One of the most common methods for pooling images is max-pooling. This method
selects the top value over a defined region in a sliding window approach.
Image pooling methods cannot be applied to graphs due to their often heteroge-
neous structure. As a solution, we introduce a method called graph embed pooling.
Graph embed pooling learns a convolutional layer whose output can be treated as an
embedding matrix that produces a fixed-size output.
This operation was inspired by the Graph Representation Vector, but allows mul-
tiple output vertices. This is done by obtaining a 2D embedding matrix M ∈ RN ′×N
using the same convolution layer in (2.8), where N ′ is the fixed number of output ver-
tices. Once again a Softmax layer is applied to M to obtain M∗ so that
∑
j M
∗
j,i = 1,
where M∗j,i is the contribution factor of input vertex j to the output vertex i. M
∗ is
then used to reduce the input graph to a fixed number of vertices using (2.20).
V`i,d = M
∗
j,iV
`−1
j,d (2.20)
This is equivalent to obtaining many graph representation vectors and concate-
nating into a single graph with multiple vertices. The global pooling operation is
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illustrated in Figure 2.12.
Figure 2.12: Illustration of a global graph embed pooling operation.
Since the output now represents a graph, the embedding matrix must also be
applied to the adjacency tensor. Like vertices, the output edges will be a weighted
combination of all input edges. The contribution weight of an an xy input edge to an
ij output edge is determined by M∗x,iM
∗
y,j, the contribution factors from vertex x to
i and from y to j, respectively. The operation is independent for each edge feature a.
This operation is defined in terms of tensors in (2.21)
A`i,a,j = M
∗
x,iA
`−1
x,a,yM
∗
y,j (2.21)
Note that this operation results in a fully-connected graph, including self-connections.
It is possible to apply thresholds such that only higher valued edges remain, or even
zero out self-connections. These modifications showed no improvement in our exper-
iments so they were not used for simplicity.
2.2.7 Local Graph Pooling
The global graph embed pooling previously defined demonstrated useful for applica-
tions where the number of samples is dynamic but still limited. If the input graph
contains hundreds or more vertices the layer would not able to properly learn a good
representation. This is a result of the globalness of the method, which implies that
each output vertex is a linear combination of all input vertices. We proposed a solu-
19
CHAPTER 2. THESIS - GRAPH-CNN
tion to this issue by adding locality to the definition of the pooling.
The locality information is encoded as a list of clusters. A global pooling method
(e.g. Global max/average pooling, graph representation vector) is applied within each
cluster to obtain an output vertex. We proposed two ways of calculating the clusters,
one using a greedy matching algorithm, and one calculating the maximum weight
matching among the maximum cardinality matchings.
The clusters are encoded as the matrix P ∈ RN×N ′ where each column represents
a cluster, and each row is an input vertex. The entries of matrix P are 0 if the vertex is
not on that particular cluster and 1 otherwise. Note that since the number of output
vertices depends on both the input and the algorithm used, N ′ can be different for each
sample. Clusters must have at least one vertex. Although our proposed clustering
algorithms assign a vertex to a single cluster, there is no restriction on having a vertex
assigned to multiple clusters. A max pooling operation using this method uses (2.22)
and (2.23) to calculate the output vertex and adjacency tensors, respectively. Note
that this operation, like the global graph embed pooling, results in a self-connection
on the pooled vertices. Eliminating these self-connections showed no improvement so
they are allowed for simplicity. Figure 2.13 illustrates a possible local graph pooling.
V`i,d = max
j
(Pj,iV
`−1
j,d ) (2.22)
A`i,a,j = Px,iA
`−1
x,a,yPy,j (2.23)
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Figure 2.13: Illustration of a local graph pooling operation with an input graph (left),
sample local clustering (middle), and the resulting graph (right).
For homogeneous application like images, the matrix P can encode a regular max
pooling operation from images. It is not restricted to grid structures so it could have
any shape. For heterogeneous applications the operation requires an individual P for
each sample.
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(a) Input Sample 1 (b) Pooled Sample 1
(c) Input Sample 2
(d) Pooled Sample 2
Figure 2.14: Samples of inputs and pooling results on the NCI1 dataset. Since there may
be different solutions for the matching algorithms there are multiply possible outputs for
each sample.
22
CHAPTER 2. THESIS - GRAPH-CNN
2.3 Results
We apply our Graph-CNN model to five different problems. First, we compare Graph-
CNN to traditional CNNs using the CIFAR-10 and ImageNet image classification
datasets. Second, we perform gender classification based on Human Connectome
Project (HCP) fMRI data. Third, we classify chemical compounds with the NCI1
and D&D datasets. Fourth, we classify facial expressions based on the Bosphorus 3D
face dataset. Finally, we evaluate document classification with the Cora document
datasets. These problems explore both homogeneous and heterogeneous datasets.
In each investigation, the Graph-CNNs are learned via stochastic gradient descent
or Adam optimization [22] using back-propagation. For learning graph filters, the base
learning rate is 0.01 and we use a momentum of 0.9 during updates. All architectures
use ReLU activation function. Batch Normalization [23] was also used in all but the
last layers of each architecture.
Most of the evaluations attempt graph classification, which attempts to apply a
single label to an entire graph. The Document Classification task is a vertex classifica-
tion task, which means the Graph-CNN attempts to apply a label to each individual
test vertex based on the neighboring training vertices.
2.3.1 Image Classification
For a classification task, an image can be represented as a graph: a two-dimensional
rectangular grid as shown in Figure 2.15. We run image classification experiments to
give empirical evidence to the earlier claim that classical CNN are a subset of Graph-
CNNs and can be modeled with Graph-CNN’s with appropriate adjacency matrices.
We use the CIFAR-10 [24] and the ImageNet dataset [25].
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Figure 2.15: Representation of an image as a gridded graph. Vertices are pixels and lines
are edge connections.
2.3.1.1 CIFAR-10
Every image in CIFAR is 32×32 pixels with RGB channels. They can each be repre-
sented as a graph with 1024 vertices, where every pixel is a vertex in the graph. We
compare classification methods by learning the same number of parameters. Graph-
CNN utilizes the 8-adjacency connection tensor described in Figure 2.7. The CNN3×3
is a standard CNN with 3 × 3 convolution filters. Table 2.2 shows classification ac-
curacy on the CIFAR-10 dataset. We also compare spectral filters to CNNs and
Graph-CNNs in the appendix. All models were trained for 60 epochs.
Table 2.2: CIFAR-10 image graph classification results. nF is a convolution layer with
n filters, P/2 is a max-pooling /2 layer and FC is a fully connected layer with 128 hidden
vertices. All models have a FC-10 layer and a softmax loss layer.
#layers Architecture
Accuracy (%)
Graph-CNN CNN3×3
1
32F-FC 62.51 62.11
64F-FC 64.12 63.4
2
32F-P/2-32F-FC 66.15 67.42
32F-P/2-64F-FC 67.54 68.36
3 3×(32F-P/2)-FC 68.33 68.8
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2.3.1.2 ImageNet
We also evaluate our method on the ImageNet 2012 image classification dataset.
We use the ResNet-152 architecture [5] to demonstrate the compatibility between
Graph-CNN and CNN. We replace the last residual layer (res5) with its Graph-CNN
equivalent. We learn for 20k iterations and measure top-1 accuracy and use no data
augmentation. With the unmodified ResNet we achieve 70.32% accuracy. With the
ResNet modified with Graph-CNN layers, we achieve 70.02% Though the accuracy
we report is less than the actual ResNet performance, there is less than 1% disparity
between the two values. Additionally, the learning curve in Figure 2.16 demonstrate
that both CNN and Graph-CNN learn at the same rate.
Figure 2.16: Comparison of training error for Graph-CNN and CNN architectures. Left:
CIFAR-10 three layer architecture. Right: ImageNet with ResNet-152 architecture. Both
the models show high compatibility between Graph-CNN and CNN.
The CIFAR and ImageNet experiments show that traditional CNN’s can be mod-
eled as Graph-CNN’s. Since the formulation of the adjacency matrices allow for same
number of learnable parameters in the convolution filters, the learning curves for both
the datasets indicate high agreement between Graph-CNN and traditional CNN.
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2.3.2 Human Connectome Project
The Human Connectome Project (HCP) [19] contains resting-state functional Mag-
netic Resonance Imaging (rsfMRI) data from each of 366 male and 454 female sub-
jects. We seek to investigate whether we can reliably identify the subjects’ biological
sex from this data.
We use the rsfMRI data preprocessed according to HCP’s Minimal Preprocessing
Pipeline [26]. We then subsequently apply denoising to the data according to the
FIX protocol [27]. Each FIX-preprocessed rsfMRI is parcellated according to the
Automatic Anatomical Labeling (AAL) atlas [28], which divides the brain into 90
cortical/subcortical regions and 26 cerebellar/vermis regions. The series from voxels
within each region are averaged to form a representative time series for each region.
We introduce four different weighted adjacency matrices modeling the functional
connectivity of each subject based on computing similarities between the representa-
tive time series for each region: Fisher z-transformed Pearson correlation coefficients
(CORR), Fisher z-transformed partial correlations (PCORR), and uniform (UNFM)
and adaptive (ADPT) versions of the structure-aware affinity inference model for
capturing subtle information distributed over discriminative feature subspaces [29].
These weighted adjacency matrices have the same vertices for each subject but dif-
ferent edge weights.
Table 2.3: Comparison with different input graph matrices. All models have the architec-
ture 2x(32F)-FC.
Input data Accuracy(%)
CORR 74.51± 3.74
PCORR 74.75± 3.30
UNFM 83.78± 3.89
ADPT 78.90± 3.18
CORR + PCORR + UNFM + ADPT 74.26± 2.49
UNFM + ADPT 78.90± 3.18
Experiments were run with various types of similarity matrices. These are listed
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Figure 2.17: Graph-based representation of AAL atlas regions. Labels indicate the corre-
sponding brain region, and blue lines correspond to the top 3% most correlated edges (edge
weights) in the groupwise average CORR graph (across all male and female subjects).
in Table 2.3. It also reports results with combinations of the adjacency matrices.
Multiple adjacency matrices are treated as edge features while defining the convolu-
tion filters. Since the number of training samples is less, complex structures formed
through multiple adjacency matrices degrade the performance. The uniform represen-
tation of the similarity are listed in Table 2.4 for this classification task. We observe
that the best-performing model is the 2-layer Graph-CNN model with UNFM input
matrices. We report a maximum accuracy of 83.78% in classifying male vs female us-
ing just fMRI graphs. These findings reveal that differences in intrinsic connectivity
as measured with rs-fMRI exist between subjects. The Graph-CNN filters are capable
of detecting and utilizing these differences for classification and gender prediction.
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With increased number of imaging-based clinical studies on various diseases such
as autism, attention-deficit hyperactivity disorder, etc. [30], the Graph-CNN seems a
promising approach for distinguishing disease states from healthy brains on the basis
of measurable differences in spontaneous activity. As the amount of available rs-fMRI
data increases, learning based methods will be able to extract more meaningful infor-
mation which can be used in complement with human clinical diagnoses to improve
overall efficacy.
Table 2.4: Male-female classification using the UNFM matrices generated from the rsfMRI
graphs. Training of all models is done for 400 epochs using 5-fold cross-validation. Param-
eters is the number of parameters in all layers before the last FC.
Architecture Accuracy(%) Parameters
FC 75.98± 2.05 −
FC-FC 78.05± 2.55 16384
32F-FC 81.09± 2.02 64
64F-FC 81.21± 3.59 128
2×(32F)-FC 83.78± 3.89 128
3×(32F)-FC 82.68± 3.35 192
4×(32F)-FC 81.82± 3.64 256
2.3.3 Chemical Compound Classification
Figure 2.18: Samples of chemical compounds screened for activity against non-small cell
lung cancer from the NCI1 dataset. Different colors and sizes represent different vertex
features and edge features. Left: Negative sample. Right: Positive sample.
A popular task in the pharmaceutical industry is classification and retrieval of
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chemical compounds. The most common approach has been to use descriptors as
inputs to a classifier. These descriptors can be individual fingerprints or substructures
detected through a data mining step [31]. Recently, there has been some work to build
an end-to-end model capable of learning the best descriptors or a suitable classifier
[1, 15]. Deep learning based models were also proposed that extracts sub-structures
by learning latent representations [18]. The main challenge is the inability to use a
fully connected layer as a classifier since the size of input graphs is not constant. To
address this, we used the graph embed pooling representation from Section 2.2.6.
We use Graph-CNNs to address this problem and use the standard benchmark
datasets − NCI1 and D&D, to compare classification performance. NCI1 is a bal-
anced graph dataset of chemical compounds that are screened for activity against
non-small cell lung cancer and ovarian cancer cell lines respectively [31]. D&D graphs
are protein structures that can be classified into enzymes or non-enzymes categories
[32]. These data are highly complex in terms of size and structure of individual sam-
ples. Each graph sample is heterogeneous and contains multiple adjacency matrices
which indicate the presence of a specific bond type between two molecules. Detailed
statistics and classification results on these datasets are listed in Table 2.5. The
Graph-CNN architectures achieve state-of-the-art performance compared with other
recent approaches.
2.3.4 Document Classification
A common form of graph-formatted data is a network of documents. For example,
scientific documents in a database are related to one another through citations and
references. The entire network is a single large graph, rather than a set of disparate
graphs. Each document is a vertex in the graph with a certain features and a citation
is an edge from one vertex to the other. Administrators of such large networks may
desire to automatically label documents according to their relationship to the rest of
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Table 2.5: Comparison of classification accuracy for the chemical compound datasets. 5-
hop DCNN # accuracies are over 3-fold cross validation; all other accuracies are reported
over 10-fold cross validation. GK ∗ and WL ∗ results as reported in [1].
Data set NCI1 D&D
Maximum graph size 111 5748
Average graph size 29.87 284.32
# Graphs 4110 1178
GK ∗ [16] 62.28 ± 0.29 78.45 ± 0.26
WL ∗ [17] 80.22 ± 0.51 77.95 ± 0.70
PSCN [1] 78.59± 1.89 77.12± 2.41
Deep GK [18] 80.31 ± 0.46 −
3×16F-3x32F-GFC32 83.69± 1.40 −
6×32F-GFC32 83.57± 1.99 −
2×64F-Pool32-FC256 84.08± 1.45 −
2×64F-Pool32-32F-Pool8-FC256 84.45± 0.94 81.45± 2.87
2×64F-Pool32-32F-Pool8-64F-FC256 83.48± 1.36 −
2×64F-Pool32-64F-Pool8-FC256 84.35± 1.00 81.88± 3.39
2X64F-LEP(Greedy)-128F-LEP(Greedy)-256E-
GEP(1)-FC(64)
86.15± 2.26 −
2X64F-LEP(Greedy)-Embed(128)-GEP(1)-FC(64)-
FC(2)
85.86± 1.83 −
2X64F-LEP-32F-GEP(8)-FC(256)-FC(2) 85.7± 2.12 −
5-hop DCNN # [15] 62.61 −
2×64F-Pool32-32F-Pool8-FC256 # 81.98± 0.76 −
the literature. We demonstrate the use of Graph-CNN architecture to model such a
vertex classification task. Since the data is organized as a single graph, a label mask
of zeros is applied on the test vertices during training. Hence, the loss layer does not
back-propagate for the test vertices. At test time, only the test labels are used to
compute the accuracy.
Evaluation of Graph-CNN for such an application is focused on the Cora dataset
[20], a large network of scientific publications connected through citations. The vertex
features in this case are binary word vectors that indicate the presence of a word from
a dictionary of 1433 unique words. There are 2708 publications classified under seven
different categories- Case Based, Genetic Algorithms, Neural Networks, Probabilistic
Methods, Reinforcement Learning, Rule Learning and Theory. There is an edge
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connection from a cited article to a citing article and another edge connection from
a citing article to a cited article. These edge features are binary representations. We
perform cross validations with three different settings to form the training and test
set for fair comparison with other recent studies.
Table 2.7 lists document classification accuracies compared with the recent ap-
proaches. Our Graph-CNN architecture (2×48F-7F) contains three Graph-CNN lay-
ers: first two layers with 48 filters and third layer with seven filters. The last Graph-
CNN layer computes the prediction of each vertex. We then expand this network
by adding 0-hop filters after each Graph-CNN. Dropout was also added before each
0-hop filter. We observed that with deeper architectures, the network quickly overfits
on the training set and the performance degrades on the test set. We report these
in Table 2.6. For the model with Dropout and 0−hop, the highest accuracy that
we obtain are 89.14% and 91.51% on 3 and 10 folds, respectively. All models were
trained using Adam optimization [22]. The BatchNorm layers were modified to no
longer use running average for mean and variance since there is only a single large
sample graph.
Table 2.6: Cora document classification accuracy.
Method Accuracy (%)
3-fold 10-fold
2×48F-7F 84.30 ± 1.66 87.11 ± 1.84
+ Dropout, 0−hop 87.55 ± 1.38 89.18 ± 1.96
2.4 Computational Complexity
For a system to be a feasible solution to deep learning applications it must perform
well not only in terms of accuracy but also in terms of required computational re-
sources. It must also be efficiently computed using general purpose computation
resources like CPUs and GPUs. The worst case scenario of our system is an ap-
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Table 2.7: Cora document classification accuracy comparison. 3-fold and 10-fold are cross
validation tests, and “1000 test” is a popular split in the literature where 1000 samples are
used in the test set, and the rest are used in training. Ours is the model with Dropout and
0−hop.
Method Split Accuracy
Yang [33] 1000 test 75.7
Kipf [34] 1000 test 81.5
Monti [35] 1000 test 81.69
DCNN [15] 3-fold 86.77
Ours 1000 test 86.56 ± 0.68
Ours 3 fold 87.55 ± 1.38
Ours 10 fold 89.18 ± 1.96
plication with fully-connected graph samples, where each sample has N vertices, L
adjacencies, C vertex features, and F filters. The time and space complexity for (2.8)
are O(N2CL+NCLF ) and O(N2L+NCL+NF ), respectively.
When using sparsely connected graphs, the adjacency matrices can be sparsely
represented. Doing so reduces time and space complexity to O(EC + NCLF ) and
O(E + NCL + NF ) respectively where E is the number of non-zero edge features
(E < N2L). For a CNN, each vertex has at most one neighbor in each adjacency
matrix so E ≈ LN and the time complexity of Graph-CNN is reduced to O(NCLF )
which is equivalent to that of a CNN.
2.5 Conclusion
Many types of graph data are heterogeneous and cannot be processed using tradi-
tional spectral convolutional filtering techniques. We introduce a general purpose
Graph-CNN paradigm that offers the same breakthrough benefits currently only af-
forded to homogeneous data. Similar to traditional CNN architectures, Graph-CNNs
operate directly in the spatial domain to generate semantically rich features. Our
model operates on both homogeneous and heterogeneous data, learning properties
from both graph vertices and edges. We establish that traditional CNNs are a subset
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of Graph-CNN for image data. We have proposed a graph embed pooling method
that can reduce dimensionality of graphs throughout a network. We have shown
results on graphs of fixed size and connections (images), graphs with fixed size but
variable connections (rsfMRI), graphs with varying size and connections (chemical
compounds, facial expression recognition), and large single-sample graphs (document
classification).
Future work involves extending the flexibility and applications of our Graph-CNN
method. We seek to increase the depth and receptive field of our networks through
more sophisticated pooling methods, residual network formulations, and atrous filter-
ing. The mechanics of these Graph-CNNs should be analyzed through filter visualiza-
tion and more in-depth study of the distributions of graph data across the network.
The theory should be expanded to enable filtering of edges as well as vertices. We
anticipate methods such as Graph-CNN will be applied far and wide to bring the
benefits of automatic feature learning to graph problems throughout the literature.
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Part II
Fully Convolutional Neural
Networks for Intelligent Character
Recognition
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Introduction to FCN-ICR
Convolutional Neural Networks (CNNs) have revolutionized the computer vision field.
It is exciting to imagine what else similar systems can do. Expanding neural-based
systems to graphs while improving overall robustness of neural networks will allow
their use in a broad variety of applications.
CNNs forever changed the computer vision landscape with their remarkable per-
formance in the ImageNet 2012 competition. Since then, CNNs have become ubiq-
uitous winning competitions in traffic sign detection, pedestrian detection, object
recognition, speech recognition, breast cancer detection, and many more applications.
A similar phenomenon occurred recently with Recurrent Neural Networks (RNNs),
or specifically Long Short Term Memory (LSTM) networks. LSTMs demonstrated
breakthrough results in sequence learning problems such as image annotation, Natural
Language Processing (NLP), voice recognition, and image and video understanding
in general.
Classic neural networks limit applications by having a fixed input size with a
fixed number of predictions. Recurrent methods can fix that by adding temporal
information into the system but also adding unnecessary complexity during training
and slow performance during inference. To improve Intelligent Character Recognition
(ICR) methods this work will define the problem as a Segmentation problem solved
using Fully Convolutional Networks (FCNs).
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Thesis - FCN-ICR
4.1 Background
In online handwriting recognition [36], features can be obtained from both pen tra-
jectories and image, whereas in offline handwriting recognition, features can only be
obtained using a still image. In both the cases, input features have traditionally been
extracted from data, then a classifier like Artificial Neural Network (ANN) or Gaus-
sian Mixture Model (GMM), were used to estimate posterior probabilities. These
posterior probabilities were given as an input to a Hidden Markov Model (HMM) to
generate transcriptions. One of the major disadvantages of HMMs is that they fail
to model long term dependencies in input data. However, RNNs such as LSTM units
[37] can help to resolve this drawback. LSTMs can model long dependencies and have
shown remarkable improvement in sequence learning tasks like speech recognition [38],
machine translation [39], video summarization [40], and more.
One of the advantages of using deep neural networks is that inputs can be unpro-
cessed data such as raw pixels of an image, rather than extracting specific features in
previous methods [41]. Input to RNNs is usually 1D. For example, in online handwrit-
ing recognition, it is pen stoke grid values. But in offline recognition, the input is a
2D image. A naive way would be taking every column of an image as a 1D vector and
feeding it as an input to a RNN. However, this cannot handle distortions along the
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vertical axis. The same image will look different if a column is shifted down by one
pixel. Another way to tackle this problem is to use multidimensional RNNs, which
take contextual information from several directions, e.g. left, right, top and bottom.
The idea is to use both spatial and temporal information. The use of CTC enables the
use of inputs without any prior segmentation as opposed to forcefully aligning inputs
in previous approaches [42]. One of the major advantages of the CTC algorithm is
that you do not need properly segmented labeled data. The CTC algorithm takes
care of the alignment of input with the output.
Recognizing handwritten characters in traditional approaches involves extracting
features for classification, extracting features for segmentation, and parsing to map
spatial relationships among characters for recognition. Huang and Srihari [43] de-
scribed an approach to separate a line of handwritten text to words. They proposed
a gap metrics based approach to perform word segmentation task. They extracted
local features like distance between a current pair of components, distance between
previous and next pair of components, width and height of left and right components,
along with global components like average height, width of grouped components and
average distance between components [44].
Rather than segmenting words, some methods segment characters. Gader et al.
[45] proposed character segmentation utilizing information as you move from back-
ground pixels to foreground pixels in horizontal and vertical directions of the character
image. Transition is performed based on traversals in left to right, right to left, top
to bottom and bottom to top direction. Liu and Blumenstein [46] proposed character
recognition using a combination of transition and direction features, which they called
Modified Direction Feature.
Doetsch et al. [47] proposed hybrid RNN-HMM for English offline handwriting
recognition. In order to get frame-wise labeling they applied HMM to the training
data. These frames were then used as an input to an RNN, with corresponding
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target labels. The system was trained to get posterior probabilities which generated
emission probabilities for an HMM, which were used to generate transcriptions for a
given input. They introduced a new technique of scaling gates of a LSTM memory
cell by using a scalar multiple for every gate in each layer of the RNN. The scaling
technique for LSTM gates reduced Character Error Rate (CER) by 0.3%. Bluche
et al. [48] compared Convolutional Neural Network (CNN) and traditional feature
extraction techniques along with HMM for transcription.
One of the difficulties using a sliding window CNN approach is assigning labels
to input sliding windows. GMM-HMM trained on handcrafted features are used to
assign a label to the sliding window portion. Thus, the system can be trained end
to end and the posterior probabilities can be used to estimate emission probabilities
for the HMM, which outputs the final labeling sequence. This technique outperforms
traditional feature extraction methods for offline handwriting recognition.
Pham et al. [49] proposed Multidimensional RNN using dropout to improve offline
handwriting recognition performance. RNNs with dropout prevent over fitting on the
training set, similar to regularization. Using dropout improved accuracy by 3%. Deep
CNNs for offline handwriting recognition have also been used for languages other than
English. Dewan and Srinivasa [50] and Xie et al. [51] used DNNs for offline character
recognition of Telugu and Chinese recognition respectively. [50] used auto encoders,
where the model was trained in a greedy layer wise fashion to learn weights in an
unsupervised fashion, then fine-tuned with supervised data. [51] used CNNs to feed
a multi-layer LSTM network.
4.2 Methods
This work focuses on already extracted handwritten symbol blocks. An input is
defined as a tightly cropped grayscale image of an arbitrary 1D sequence of symbols.
We use the word symbol to emphasize that the model is not limited to latin based
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characters. A space between character could also be part of the possible symbols
predicted but was not used in this work. Preprocessing such as contrast normalization
and deslanting have shown to be effective for handwriting recognition [52] [53], but
are not used in this research.
The algorithm consists of four consecutive stages which will be described next. 1)
An optional dictionary CNN (Section 4.2.4) first tries to find common words. 2) If a
common word is not found, or step ’1)’ is skipped, a word block length prediction CNN
(Section 4.2.2) predicts the length of a word and resamples the word to a canonical
form. 3) Symbol prediction is made using a FCN (Section 4.2.1). 4) An optional
vocabulary matching (Section 4.2.3) is done if a known vocabulary is known. All
CNNs utilize the common architecture as shown in Figure 1.
4.2.1 Symbol Prediction
The core of the algorithm lies in the character prediction model. This model consists
of an FCN with symbols as classification labels. This creates an output of size depen-
dent on the input size. Since each sample is a 1D sequence of symbols it is important
to resize inputs so that the output is also a 1D prediction (width and depth only).
We accomplish this be resizing all samples to a height of 32 pixels. The baseline
FCN used in this research is a variant of a VGG [3] CNN network. Starting with
the input layer our symbol prediction architecture is C(64)-C(64)-C(64)-P(2)-C(128)-
C(128)-P(2)-C(256)-C(256)-P(2)-C(512)-C(512)-C(1024, 4× 4, 1× 2)-C(1024, 3× 9,
0 × 4)-C(111, 1 × 1, 0 × 0), where C(d, h×w, padh×padw) indicates a convolutional
layer with d filters of spatial size h×w (default 3 × 3) of stride 1 with padh×padw
padding (default 1×1) and P(s) is a s×s pooling layer of stride s. We use BatchNorm
and ReLU activation functions after every layer. Our proposed architecture reduces
a 32 ×W input image to a (W/8 + 1) × 111 prediction, where 111 is the number of
symbols (which includes upper and lower English and French alphabets, digits, and
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special characters).
4.2.2 Symbol Alignment
Originally the model was trained using CTC like many other systems. The model
surprisingly was not able to properly converge using CTC achieving poor accuracies.
To overcome this issue we use fixed labels based on the input image. The labels are
equally distributed across the predictions with added blanks in between. Since sam-
ples have arbitrary width this caused a very inconsistent distribution of the blanks
during training. More importantly, some samples were too small and the number of
predictions was smaller than the number of symbols in the label. This was solved
by resizing every sample to 32 × 16N where N is the length of the sequence in the
label. The result is (2N + 1) predictions made per sample. To use softmax as a
loss function the label is computed by adding blank symbols between each symbol in
the known sequence label. An example is shown in Figure 4.1. During training the
length of the label is used to resize the sample. During test, the sample is resized to
32× 128 before running through a CNN trained to predict length of the sequence in
the sample. Following the same pattern from the previous section, our length pre-
diction architecture is C(64)-C(64)-C(64)-P(2)-C(128)-C(128)-P(2)-C(256)-C(256)-
P(2)-C(512)-C(512)-FC(256)-FC(64)-Dropout(0.5)-FC(32), where FC(d) is a fully-
connected layer with d filters. For this architecture we used Maxout over 2 inputs
(C(64) requires computation of 128 filters before the Maxout). This network has 32
classes able to predict sequence lengths from 1-32, which had a small improvement
over a linear regression based network.
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Figure 4.1: Sample label alignment and correct prediction for the label ”meet”. Sample
from the IAM dataset. Note that the FCN has overlapping filters so this does not indicate
receptive field of each prediction.
4.2.3 CER and Vocabulary Matching
The results are reported using normalized character error rate defined in (4.1).
CER =
R +D + I
R +D + I + C
(4.1)
Where R is the number of characters replaced, D is the number of characters
deleted I is the number of characters inserted, and C is the number of correct char-
acters. With respect to an actual vs. predicted word dynamic programming grid,
(4.2) describes the CER computation where C0,0 = 0 and CER = C`,h where ` is the
length of the label and h is the length of the prediction. pi is the i
th character of the
prediction and lj is the j
th character of the label.
Ci,j = min(Ci−1,j + 1, Ci,j−1 + 1, Diag) (4.2)
where:
Diag =

Ci−1,j−1, if pi = lj
Ci−1,j−1 + 1, otherwise
To improve performance in applications that have a known-limited vocabulary,
we applied a CER-based vocabulary matching system using dynamic programming
along with (4.3). Where V is the vocabulary set and W (p) is the word prediction
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based on the sequence prediction p.
W (p) = arg min
L∈V
CER(p, L) (4.3)
The above method improved CER significantly, but discards most of the informa-
tion computed with the neural network. An improvement of the above algorithm, we
call probabilistic CER, uses character probabilities instead of simply the top charac-
ter prediction. (4.4) describes the probabilistic CER equation used when computing
(4.3). P (pi = Lj) is the probability that the character at pi is equal to Lj.
Ci,j = min
(
Ci−1,j + 1− P (pi = Lj),
Ci,j−1 + 1− P (pi = blank),
Ci−1,j−1 + 1− P (pi = Lj)
) (4.4)
Given this method which computes word probabilities from sequence probabilities,
we can combine multiple predictions into the same system. We use the frequency of
occurrence of a given word (C(L)) to further improve the vocabulary matching using
(4.5).
W (p) = arg min
L∈V
CER(p, L) +
1
1 + C(L)
(4.5)
As this method computes a probability of words in a vocabulary, it is possible
to limit the method to only select a word if the probability is high enough. This
allows the system to predict words it has never seen before. Along with the CER,
we also report the Word Error Rate (WER) which determines the average word-level
accuracy of a system.
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4.2.4 Vocabulary based prediction
The system described up until this point is enough on its own, but it reports low
prediction accuracy when short common words, or special characters are present. To
improve performance when those samples are present we introduced a CNN that pre-
dicts a word from a lexicon. The input to this network is a 32×128 sample. The net-
work produces a confidence level for each one of the words present in the lexicon. Our
proposed architecture is C(64)-C(64)-C(64)-P(2)-C(128)-C(128)-P(2)-C(256)-C(256)-
P(2)-C(512)-C(512)-FC(2048)-Dropout(0.5)-FC(V ), where V is the lexicon size. Like
the length prediction model this architecture used Maxout and BatchNormalization
after each layer. Since some entries on the lexicon only appear once on each dataset
we limit predictions from this model by limiting lexicon size and requiring a minimum
confidence for a prediction to be made.
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4.3 Results
We used Caffe [54] to perform all experiments. Custom layers were implemented
in Python to handle labels. We used momentum optimization using a learning rate
of 0.01 decreasing by 10 every 25,000 iterations. The batch size of each iteration
was 64. We also used L2-regularization with λ = 0.0025. The symbol prediction
model and the length prediction model were trained in a combined dataset before
fine-tuning in the reported datasets. A batch from this combined dataset contains 24
samples from the IAM dataset, 24 samples from the RIMES dataset, and 16 samples
generated from the NIST Special Database 19. A summary of all our results is seen
in Table 4.6. Confidence levels are calculated following (4.6), which estimates the
confidence level (estimated probability) of a word prediction based on a sequence of
characters confidences.
P = N
√√√√ N∏
i
pi (4.6)
4.3.1 Datasets
Results are demonstrated on the IAM, RIMES, and NIST offline handwritten datasets.
The IAM dataset contains 115,320 English words, mostly cursive, by 500 authors.
This dataset includes training, validation, and test splits, where an author contribut-
ing to a training set, cannot occur in the validation or test split. The RIMES dataset
contains 60,000 French words, by over 1,000 authors. There are several versions of
the RIMES dataset, where each newer release is a super-set of prior releases. We
utilize the ICDAR 2011 release.
The NIST Handprinted Forms and Characters Database, Special Database 19,
contains NIST’s entire corpus of training materials for handprinted document and
character recognition. Each author filled out one or more pages of the NIST Form-
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based Handprint Recognition System. It publishes Handprinted Sample Forms from
810,000 character images, by 3,600 authors. We used a dictionary of 150,000 words
and 250,000 numbers (3-16 digits) as labels for generated samples. To generate a sam-
ple we concatenate individual characters from the NIST dataset to create a sequence
of characters. Gaussian noise as well as random padding and margins between char-
acters was added to increases variations. The authors were divided into training and
test set in a 9/1 ratio. Samples of this generated dataset can be seen in Figure 4.1.
A small set of special characters was collected by Kodak Alaris to support this work.
Table 4.1: Sample word blocks generated from the NIST Special Databse 19.
4.3.2 IAM Results
We first test our system on the IAM English handwritten dataset. Our model achieves
CER of 4.70% (8.22% WER) on IAM. Table 4.2 shows that our generic model is quite
competitive against the current leaders of this dataset. Table 4.3 shows randomly
selected samples.
Kozielski et al. [52] used HMMs. Drewu et al. [55] and Boquera et al. [56]
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Table 4.2: Comparison of results on IAM dataset to previous methods.
Model WER CER
Dreuw et al. [55] 18.8 10.1
Boquera et al. [56] 15.5 6.90
Kozielski et al. [52] 13.30 5.10
Bluche et al. [57] 11.90 4.90
Doetsch et al. [47] 12.20 4.70
Our work 8.22 4.70
Voigtlaender et al. [53] 9.3 3.5
Poznanski and Wolf [58] 6.45 3.44
use a hybrid neural network and Hidden Markov Model HMM approach. Drewu et
al. [55] showed that Gaussian HMMs outperform HMMs. Bluche et al. [57] used
Gaussian HMMs to initialize neural networks and showed that both deep CNNs and
RNNs could produce state of the art results. Doetsch et al. [47] uses a custom
LSTM topology along with CTC alignment. [47, 57] used all words in a sentence and
paragraph respectively to provide word context. Poznanski and Wolf [58] used deep
CNNs to extract n-gram attributes which feed CCA word recognition. [52, 58, 47, 56]
use deslanting, training augmentation, and an ensemble of test samples.
Our work uses a dictionary CNN of 1,100 words and a minimum confidence of 70%.
The symbol CNN uses 111 symbols, and we use probabilistic CER correction. We did
not preprocess with a deslanting algorithm, and no train or test sample augmentation
was used. Aside from the probabilistic CER correction, no CTC alignment or CCA
post correction was applied. Although our competitive results are not ranked the
best, our processing path can work at both the symbol (i.e. will work just as well on
street address or phone number) and dictionary level, and we include substantially
more symbols (111) than prior methods (e.g. [58] can only recognize upper and lower
case Latin alphabet).
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Table 4.3: Predictions obtained with the symbol sequence prediction model on the IAM
dataset. Some of the examples have a questionable ground truth (e.g. “fitted” and “falling”)
and a prediction that could be considered valid out of context. To obtain a fair comparison
with other methods we did not alter the ground truth in anyway.
Input Label Length Prediction Pred. Length Confidence (%)
, 1 , 1 81.71
. 1 . 1 87.58
... 3 ..1 3 85.05
ultimate 8 ultimate 8 92.36
, 1 ’ 1 78.85
the 3 tho 3 90.05
falling 7 failing 7 99.55
A 1 Tt 2 60.43
swinging 8 Swinging 8 94.30
Big 3 Tsig 4 83.41
fitted 6 fitting 7 98.72
Liverpool 9 liverpool 9 97.41
5Ye-es 6 sye-es 6 96.53
4.3.3 RIMES Results
On RIMES dataset our model obtained a 2.46% CER which is among the state of the
art on the RIMES challenge. Table 4.4 shows the performance of our model against
the current leaders of this dataset.
For the RIMES dataset we used a vocabulary of the top 500 words from the
training set with a minimum confidence level of 70%. Table 4.5 shows examples of
predictions obtained on the RIMES dataset using the symbol sequence prediction.
An interesting result of our vocabulary independent symbol CNN model is that the
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Table 4.4: Comparison of results on RIMES dataset to previous methods.
Database RIMES
Model WER CER
Kozielski et al. [52] 13.70 4.60
Doetsch et al. [47] 12.90 4.30
Bluche et al. [57] 11.80 3.70
Voigtlaender et al. [53] 9.6 2.8
Our work 5.68 2.46
Poznanski and Wolf [58] 3.90 1.90
model reads characters literally. In general, errors can be attributed to character
ambiguity, segmentation artifacts (Samples “effet” and “11/11/06” contain a comma
even though it isn’t part of the labels), or character overlap (Sample “la”).
Table 4.5: Predictions obtained with the symbol sequence prediction model on the RIMES
dataset.
Input Label Length Prediction Pred. Length Conf. (%)
l’ai 4 lai 3 92.48
je 2 le 2 78.07
12/11/06 8 12/1066 7 84.68
nouvelles 9 nouvelles 9 97.33
Madame 6 Madame 6 95.33
meilleures 10 meilleures 10 87.12
est-ce 6 est-ce 6 99.45
j’tais 7 j’tais 7 97.59
Or 2 Or 2 85.36
effet 5 effet 5 99.41
XEXGR52 7 XEXGRS2 7 84.48
action 6 actioon 7 89.12
la 2 le 2 80.50
En 2 con 3 92.96
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Table 4.6: Comparison of results on RIMES and IAM dataset. First column indicates
if the model was fine tuned. Second column indicates if the model included the vocabu-
lary prediction CNN. Third column indicates if the model included vocabulary matching
using probabilistic CER. WER values are in parenthesis. All values are represented as a
percentage.
fine-tuned Voc. CNN prob. CER IAM RIMES
X X X 4.70( 8.22 ) 2.46( 5.68 )
X X 5.05( 8.62 ) 2.55( 5.98 )
X X 6.50( 18.30 ) 4.15( 15.91 )
X 7.09( 17.77 ) 4.74( 19.91 )
8.86( 21.80 ) 5.03( 20.05 )
4.3.4 NIST Results
To better understand the performance of our model, we synthesized a diverse set of
samples using the NIST Special Database 19. This dataset contains images of what
is expected to find on a handwritten form including currency values, dates, phone
numbers, names, addresses, etc. Our best model obtained 9% CER on this dataset.
Table 4.7 contains samples and their corresponding ground truth while Table 4.8
contains the predictions obtained.
4.4 Conclusion
We introduce a novel offline handwriting recognition algorithm using a fully con-
volutional network. Unlike dictionary based methods, our method can recognize
common words as well as infinite symbol blocks such as surnames, phone numbers,
and acronyms. The pairing of word block length prediction along with a family of
even convolution filters enable accurate symbol alignment. Our FCNN method uti-
lizes a large symbol set to recognize both common words as well as virtually any
symbol block and achieves state-of-the-art results on the English-based IAM and
French-based RIMES dictionary datasets. Our generated dataset provided an easy
way of introducing unseen samples into the training without requiring extra sample
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Table 4.7: Samples of the generated dataset including the input image, ground truth label,
and length. Dataset contains a total of 12200 samples.
Input Label Length
OPP 3
irresponsibly 13
Ongoing 7
Jurisprudence 13
QR 2
2D26A10B50DAC53E 16
994.924.5413 12
$14,868.35 10
$1,814,636,596.10 17
$894,487.44 11
558-65-4653 11
10/11/81 7
1/1/05 6
2042-11-05 10
2066-11-23 10
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Table 4.8: Sample predictions from the generated dataset including the input image,
predicted string, predicted length (used to resize image), and confidence of prediction.
Input Prediction Pred. Length Confidence (%)
DPP 3 82.86
irresponsibly 13 98.71
Ongoing 7 98.42
Jurisprudence 13 95.67
OR 2 81.59
2DZGAOBSDAC53E 15 72.85
994.9455413 13 81.89
$14.868.35 10 95.17
$1.81466.696.10 17 81.76
$894,487.44 11 97.17
558-65-4653 11 94.86
10/11/81 7 92.98
11/05 5 89.63
2042-11.05 10 94.72
2066-11-23 10 99.32
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gathering, which is critical for a language and dictionary agnostic application. The
lower accuracy on the synthetic dataset indicates that the generated datasets are an
effective testing tool.
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