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ABRUPT CONVERGENCE FOR STOCHASTIC SMALL
PERTURBATIONS OF ONE DIMENSIONAL DYNAMICAL SYSTEMS
BARRERA, G. AND JARA, M.
Abstract. We study the cut-off phenomenon for a family of stochastic small perturba-
tions of a one dimensional dynamical system. We will focus in a semiflow of a determin-
istic differential equation which is perturbed by adding to the dynamics a white noise of
small variance. Under suitable hypothesis on the potential we will prove that the family
of perturbed stochastic differential equations present a profile cut-off phenomenon with
respect to the total variation distance. We also prove a local cut-off phenomenon in a
neighborhood of the local minima (metastable states) of multi-well potential.
1. Introduction
In the last decades intense research has been devoted to the study of dynamical systems
subjected to random perturbations. Considerable effort has been dedicated to investigate
exit times and exit locations from given domains and how they relate to the respective
deterministic dynamical system. The theory of large deviations provides the usual math-
ematical framework for tackling these problems in case of Gaussian perturbations. This
theory sets up the precise time scales for transitions of non degenerate stochastic systems
between certain regimes. The theory of random dynamical systems, on the other hand,
assigns Lyapunov exponents to linear random dynamical systems. These are the expo-
nential growth rates as time grows large for fixed intensities of the underlying noise. For
details see M. Freidling & A. Wentzell [12], [13], [14], M. Day [15], [16] and W. Siegert
[20]. We will study the relation to the respective deterministic dynamical systems from a
different point of view.
We study the asymptotically behavior or the so-called cut-off phenomenon for a family
of stochastic small perturbations of a given dynamical system. We will focus on the semi-
flow of a deterministic differential equation which is perturbed by adding to the dynamics
a white noise perturbations. Under suitable hypotheses on the vector field (coercivity
assumption) we will prove that the one parameter family of perturbed stochastic differ-
ential equations presents a profile cut-off in the sense of the definition of cut-off given by
J. Barrera & B. Ycart [11].
The term “cut-off” was introduced by D. Aldous and P. Diaconis in [6] in the early
eighties to describe the phenomenon of abrupt convergence of Markov chains introduced
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as models of shuffling cards. Since the appearance of [6] many families of stochastic
processes have been shown to have similiar properties. For a good introduction to the
different definitions of cut-off and the evolution of the concept in discrete time, see J.
Barrera & B. Ycart [11] and P. Diaconis [17]. In [8], L. Saloff-Coste gives an extensive
list of random walks for which the phenomenon occurs. Now, it us a well studied feature
of Markov processes.
What does the “cut-off” phenomenon mean? It refers to an asymptotically drastic
convergence of a family of stochastic processes labeled by some parameter. Before a
certain “cut-off time” those processes stay far from equilibrium in the sense that a suitable
distance in some sense between the distribution at time t and the equilibrium measure is
far from 0; after a deterministic time “the cut-off time” the distance decays exponentially
fast to zero.
The term “cut-off” is naturally associated to such an “all/nothing” or “1/0 behavior”,
but it has the drawback of being used with other meanings in statistical mechanics and
theoretical physics. Alternative names have been proposed, including threshold phenom-
enon and abrupt convergence.
Consider a one parameter family of stochastic processes in continuous time {xǫ}ǫ>0
indexed by ǫ > 0, xǫ := {xǫt}t≥0, each one converging to a asymptotic distribution µǫ
when t goes to infinity. Let us denote by dǫ(t) the distance between the distribution at
time t of the ǫ-th processes, P (xǫt ∈ ·), and its asymptotic distribution as t → +∞, µǫ,
where the “distance” can be taken to being the total variation, separation, Hellinger,
relative entropy, Wasserstein, Lp distances, etc. Following J. Barrera & B. Ycart [11], the
cut-off phenomenon for {xǫ}ǫ>0 can be expressed at three increasingly sharp levels. Let
us denoted by M the diameter of the respective metric space of probability measures in
which we are working. In general, M could be infinite. In our case, we will focus on the
total variation distance so M = 1.
Definition 1.1 (Cut-Off). The family {xǫ}ǫ>0 has a cut-off at {tǫ}ǫ>0 if tǫ → +∞ when
ǫ→ 0 and
lim
ǫ→0
dǫ(ctǫ) =


M if 0 < c < 1,
0 if c > 1.
Definition 1.2 (Window Cut-Off). The family {xǫ}ǫ>0 has a window cut-off at {(tǫ, wǫ)}ǫ>0,
if tǫ → +∞ when ǫ→ 0, wǫ = o (tǫ) and
lim
c→−∞
lim inf
ǫ→0
dǫ(tǫ + cwǫ) = M,
lim
c→+∞
lim sup
ǫ→0
dǫ(tǫ + cwǫ) = 0.
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Definition 1.3 (Profile Cut-Off). The family {xǫ}ǫ>0 has profile cut-off at {(tǫ, wǫ)}ǫ>0
with profile G, if tǫ → +∞ when ǫ→ 0, wǫ = o (tǫ),
G(c) := lim
ǫ→0
dǫ(tǫ + cwǫ)
exists for all c ∈ R and
lim
c→−∞
G(c) = M,
lim
c→+∞
G(c) = 0.
We also give a mathematical description of the phenomenon of metastability when the
potential is a double well potential with some smooth conditions and certain increase rate
at infinity. According to the initials conditions the deterministic trajectories associated to
the differential equation (2.1) converge to the local minima of the potential V or stay in its
local minima. Therefore, no transition between different domains of attraction is possible.
This situation becomes different if we perturb the deterministic differential equation (2.1)
by a small aditive noise whose presence allows transitions between the potential wells.
Depending on the initial conditions of the system and the properties of the noise certain
potential wells may be reached only on appropriated long time scales or stay unvisited.
The phenomenon of metastability roughly speaking means that for different time scales
and initial conditions the system may reach different local statistical equilibria. Dynamical
systems subject to small Gaussian perturbations have been studied extensively, for details
see [12]. The theory of large deviations allows to solve the exit problem from the domain
of attraction of a stable point. It turns out that the mean exit time is exponentially
large in the small noise parameter, and its logarithmic rate is proportional to the height
of the potential barrier the trajectories have to overcome. Consequently, for a multi-
well potential one can obtain a series of exponentially non-equivalent time scales given
by the wells mean exit times. Moreover, one can prove that the normalised exit times
are exponentially distributed and have a memoryless property. For details see [12] for
Gaussian perturbations and [18] for Le´vy-driven diffusions.
This material will be organized as follows. Section 2 describes the model and states
the main results besides establishing the basic notation. Section 3 provides the results
for a linear approximations which is an essential tool in order to obtain the main results.
Section 4 gives the ingredients in order to obtain the main results and provides the proof of
the main results. Section 5 studies a kind of local cut-off phenomenon in a neighborhood
of the local minima (metastable states) of multi-well potential. The Appendix is divided
in three section as follows: Section A gives elementary properties for the total variation
distances of Normal distributions. Section B provides the proofs that we do not proof
in Section 3 and Section 4 in order to the lecture be fluent. Section C gives some useful
results that we use along of this material.
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2. Stochastic Perturbations: One Dimensional Case
On this section, let x0 ∈ R \ {0} be fixed and let us consider the semiflow {ψt}t≥0
associated to the solution of the following deterministic differential equation,
dxt = −V ′(xt)dt(2.1)
for t ≥ 0. The hypothesis made in Theorem 2.1 on the potential V guarantees existence
and uniqueness of solutions of (2.1), as well as all the other (stochastic or deterministic)
equations defined below.
Let us establish some basic notation. Let us take µ ∈ R and let σ2 ∈]0,+∞[ be fixed
numbers. We denote by N (µ, σ2) the Normal distribution with mean µ and variance σ2.
Given two probability measures P and Q which are defined in the same measurable space
(Ω,F), we denote the total variation distance between P and Q by
‖P−Q‖TV := sup
A∈F
|µ(A)− ν(A)|.
Along this paper we always consider ǫ > 0.
Our main Theorem in the one dimensional case is the following:
Theorem 2.1 (General Case). Let V : R → R be an one dimensional potential that
satisfies the following:
i) V ∈ C3.
ii) V (0) = 0.
iii) V ′(x) = 0 if only if x = 0.
iv) There exists δ > 0 such that V ′′(x) ≥ δ for every x ∈ R.
Let us consider the family of processes indexed by ǫ > 0, xǫ = {xǫt}t≥0 which are given by
the the semiflow of the following stochastic differential equation,
dxǫt = −V ′(xǫt)dt+
√
ǫdWt,
xǫ0 = x0
for t ≥ 0, where x0 is a deterministic initial condition in R\{0} and {Wt}t≥0 is a standard
Brownian motion. This family presents profile cut-off in the sense of the Definition 1.3
with respect to the total variation distance when ǫ goes to zero. The profile function
G : R→ R is given by
G(b) :=
∥∥N (c˜e−b, 1)−N (0, 1)∥∥
TV
,
where c˜ is the nonzero constant given by
lim
t→+∞
eV
′′(0)tψt =: c˜.
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The cut-off time tǫ and window time wǫ are given by
tǫ :=
1
2V ′′(0)
[
ln
(
1
ǫ
)
+ ln (2V ′′(0))
]
,
wǫ :=
1
V ′′(0)
+ δǫ,
where δǫ = ǫ
γ for some γ ∈]0, 1[.
This Theorem will be proved at the end of the section 4.
3. The Linearized Case
As an important intermediate step, we prove profile cut-off for a family of processes
satisfying a linear, non-homogeneous stochastic differential equation which we will define
bellow. This result holds for a more general class of potentials that Theorem 2.1, which
we define as follows.
Definition 3.1. We say that V is a regular potential if V : R→ R satisfies
a) V is C3.
b) V (0) = 0.
c) V ′(x) = 0 iff x = 0.
d) V ′′(0) > 0.
e) lim
|x|→+∞
V (x) = +∞.
In order to prove Theorem 2.1 we will prove the analogous result for a “linear approx-
imations” of the potential V .
Theorem 3.2 (The Linearized Case). Let us consider the family of processes indexed
by ǫ > 0, yǫ = {yǫt}t≥0 which are given by the solution of the following linear stochastic
differential equation,
(3.1)
dyǫt = −V ′′(ψt)yǫtdt+
√
ǫdWt,
yǫ0 = y0
for t ≥ 0, where y0 is a deterministic initial condition in R \ {0}, {Wt}t≥0 is a standard
Brownian motion, V is a regular potential and {ψt}t≥0 is given by the solution of the
deterministic differential equation (2.1). This family presents profile cut-off in the sense
of the Definition 1.3 with respect to the total variation distance when ǫ goes to zero. The
profile function G : R→ R is given by
G(b) :=
∥∥N (ce−b, 1)−N (0, 1)∥∥
TV
,
where c is the nonzero constant given by
lim
t→+∞
eV
′′(0)tΦt =: c,
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where Φ = {Φt}t≥0 is the fundamental solution of the non autonomous system
dΦt = −V ′′(ψt)Φtdt
for every t ≥ 0 with initial condition Φ0 = 1. The cut-off time tǫ and window time wǫ are
given by
tǫ :=
1
2V ′′(0)
[
ln
(
1
ǫ
)
+ ln
(
2V ′′(0)y20
)]
,
wǫ :=
1
V ′′(0)
.
Notice that choosing V (x) = αx
2
2
for every x ∈ R, where α > 0 is a fixed constant, we
see that the Ornstein-Uhlenbeck process presents profile cut-off.
In order to prove Theorem 3.2, we will find the qualitative behavior of the semiflow
ψ = {ψt}t≥0 at infinity. The following lemma tells us the asymptotic behavior of the
expectation and variance of the “linear approximations”.
Lemma 3.3. Leu us assume the hypothesis of Theorem 3.2. Then
i) lim
t→+∞
ψt = 0.
ii) lim
t→+∞
Φt = 0.
iii) There exist constants c 6= 0 and c˜ 6= 0 such that
lim
t→+∞
eV
′′(0)tΦt = c,
lim
t→+∞
eV
′′(0)tψt = c˜,
where Φ = {Φt}t≥0 is the fundamental solution of the non autonomous system
dΦt = −V ′′(ψt)Φtdt
for every t ≥ 0 with initial condition Φ0 = 1.
iv)
lim
t→+∞
Φ2t
t∫
0
(
1
Φs
)2
ds =
1
2V ′′(0)
.
For the proof of this lemma, see Lemma B.1.
Remark 3.4. For the items i) and ii) in the Lemma 3.3, we do not need the assumption
that V ∈ C3; we need less regularity, V ∈ C2 is enough.
The following lemma characterizes the distribution of the “linear approximations”.
Lemma 3.5. Under the hypothesis of Theorem 3.2, we have
yǫt = Φty0 +
√
ǫΦt
t∫
0
1
Φ(s)
dWs(3.2)
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for every t ≥ 0, where Φ = {Φt}t≥0 is the fundamental solution of the non autonomous
system
dΦt = −V ′′(ψt)Φtdt
for every t ≥ 0 with initial condition Φ0 = 1.
Proof. It follows from Itoˆ’s formula. For details check [10]. 
Using the decomposition (3.2) of the process yǫ into a deterministic part and a mean-
zero martingale and using Itoˆ’s isometry for Wiener’s integral, we obtain
E [yǫt ] = Φty0,
V [yǫt ] = ǫΦ
2
t
t∫
0
(
1
Φs
)2
ds.
By Lemma 3.5, we have that for each ǫ > 0 and t > 0 fixed, yǫt is a random variable
with Normal distribution with mean
νǫt := Φty0
and variance
ηǫt := ǫΦ
2
t
t∫
0
(
1
Φs
)2
ds.
Corollary 3.6. Let us assume the hypothesis of Theorem 3.2 and let ǫ > 0 be fixed. Then
the random variable yǫt converges in distribution as t→∞ to a Gaussian random variable
N ǫ with mean zero and variance ǫ
2V ′′(0)
.
Proof. It follows from the item ii) and item iv) of Lemma 3.3. 
Now, we have all the tools in order to prove Theorem 3.2.
Proof of Theorem 3.2. For each ǫ > 0 and t > 0, we define
dǫ(t) =
∥∥∥∥N (νǫt , ηǫt)−N
(
0,
ǫ
2V ′′(0)
)∥∥∥∥
TV
and
Dǫ(t) =
∥∥∥∥∥N
(√
2V ′′(0)
ǫ
y0Φt, 1
)
−N (0, 1)
∥∥∥∥∥
TV
.
Using triangle’s inequality and Lemma A.1, for each ǫ > 0 and t > 0 we obtain
dǫ(t) ≤ Dǫ(t) + ∥∥N (0, 2V ′′(0)Φt2It)−N (0, 1)∥∥TV
and
Dǫ(t) ≤ dǫ(t) + ∥∥N (0, 2V ′′(0)Φt2It)−N (0, 1)∥∥TV ,
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where It =
t∫
0
(
1
Φs
)2
ds. Therefore,
|dǫ(t)−Dǫ(t)| ≤ ∥∥N (0, 2V ′′(0)Φt2It)−N (0, 1)∥∥TV .
For each ǫ > 0 let us define
tǫ :=
1
2V ′′(0)
(
ln
(
1
ǫ
)
+ b0
)
and
wǫ :=
1
V ′′(0)
with b0 := ln (2V
′′(0)y20). For every b ∈ R, we define tǫ(b) = tǫ+ bwǫ. We take ǫb > 0 such
that tǫ(b) > 0 for every 0 < ǫ < ǫb. Using Lemma A.4, we obtain
lim
ǫ→0
|dǫ(tǫ(b))−Dǫ(tǫ(b))| = 0
for every b ∈ R. Let us consider the function G : R→ [0, 1] defined by
G(b) :=
∥∥N (ce−b, 1)−N (0, 1)∥∥
TV
,
where c 6= 0 is the constant of item iii) in Lemma 3.3. Observe that
Dǫ(tǫ(b)) =
∥∥∥N(eV ′′(0)tǫ(b)Φtǫ(b)e−b, 1)−N (0, 1)∥∥∥
TV
for every b ∈ R and 0 < ǫ < ǫb. Therefore, by item iii) of Lemma 3.3 and by Lemma A.3,
we have
lim
ǫ→0
Dǫ(tǫ(b)) = G(b)
for every b ∈ R. By Lemma A.2, we have lim
b→+∞
G(b) = 0 and lim
b→−∞
G(b) = 1. Conse-
quently, the theorem is proved. 
Corollary 3.7 (The First Order Approximations). Let us consider the process y = {yt}t≥0
which is given by the solution of the following linear stochastic differential equation,
dyt = −V ′′(ψt)ytdt+ dWt,
y0 = 0
for t ≥ 0, where {Wt}t≥0 is a standard Brownian motion, V is a regular potential and
{ψt}t≥0 is given by the solution of the deterministic differential equation (2.1). For every
ǫ > 0 fixed, let us define zǫt = ψt+
√
ǫyt for every t ≥ 0. Then the family {zǫ}ǫ>0 presents
profile cut-off in the sense of Definition 1.3 with respect to the total variation distance
when ǫ goes to zero. The profile function G : R→ R is given by
G(b) :=
∥∥N (c˜e−b, 1)−N (0, 1)∥∥
TV
,
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where c˜ is the nonzero constant given by
lim
t→+∞
eV
′′(0)tψt =: c˜.
and the cut-off time tǫ and window time wǫ are given by
tǫ :=
1
2V ′′(0)
[
ln
(
1
ǫ
)
+ ln (2V ′′(0))
]
,
wǫ :=
1
V ′′(0)
.
The proof of Theorem 3.2 can be adapted in order to prove this corollary in a straight-
forward way, so we omit it. In what follows, we call the processes {zǫ}ǫ>0 the “linear
approximations”.
Remark 3.8. The constants c and c˜ obtained in the item iii) of Lemma 3.3 depend on
the initial condition of the semiflow ψ = {ψt}t≥0. Theorem 3.2 and Corollary 3.7 remain
true without altering the cut-off time and the profile function if we take as window time
w′ǫ = wǫ + δǫ for each ǫ > 0, where {δǫ}ǫ>0 is any sequence of real numbers such that
lim
ǫ→0
δǫ = 0.
4. The Gradient Case
From now on and up to the end of this section we will use the following notations and
names.
Definition 4.1.
a) The stochastic process xǫ := {xǫt}t≥0 defined in Theorem 2.1 is called the Itoˆ
diffusion.
a) The semiflow ψ := {ψt}t≥0 defined by the differential equation (2.1) is called the
zeroth order approximation of xǫ.
c) The stochastic Markov process zǫ := {zǫt}t≥0 defined in Corollary 3.7 is called the
first order approximation of xǫ.
The following lemma will give us the existence of a stationary probability measure for
the Itoˆ diffusion xǫ = {xǫt}t≥0.
Lemma 4.2. Let V be a regular potential and for every ǫ > 0, let us consider the Itoˆ
diffusion xǫ = {xǫt}t≥0 which is given by the following stochastic differential equation,
dxǫt = −V ′(xǫt)dt+
√
ǫdWt,
xǫ0 = x0
for t ≥ 0, where x0 is a deterministic initial condition in R\{0} and {Wt}t≥0 is a standard
Brownian motion. Let us assume that
lim
|x|→+∞
|V ′(x)| = +∞.
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Then, for every ǫ > 0 fixed, when t → +∞ the probability distribution of xǫt, P(xǫt ∈ ·)
converges in distribution to the stationary probability measure µǫ given by
µǫ(dx) =
e−
2
ǫ
V (x)dx
M ǫ
,
where M ǫ =
∫
R
e−
2
ǫ
V (z)dz.
For the proof of this lemma and further considerations, see [19] and [20]. Now we will
restrict our potential to the class of coercive regular potentials.
Definition 4.3 (Coercive Regular Potential). Let V be a regular potential. We say that
V is a coercive regular potential if there exists δ > 0 such that V ′′(x) ≥ δ for every x ∈ R.
In the class of coercive regular potentials, we restrict ourselves to the class of poten-
tials with bounded second and third derivatives which we call smooth coercive regular
potentials.
Definition 4.4 (Smooth Coercive Regular Potential). Let V be a coercive regular po-
tential. We say that V is a smooth coercive regular potential if
κ2 := ‖V ′′‖∞ := sup
x∈R
|V ′′(x)| < +∞,
and
κ3 := ‖V ′′′‖∞ := sup
x∈R
|V ′′′(x)| < +∞.
The following lemma tells us that the stationary probability measure of the Itoˆ diffusion
{xǫt}t≥0 is well approximated in total variation distance by the Normal distribution with
mean zero and variance ǫ
2V ′′(0)
.
Lemma 4.5. Let V be a coercive regular potential, then
lim
ǫ→0
‖µǫ −N ǫ‖TV = 0,
where N ǫ is a Normal distribution with mean zero and variance ǫ
2V ′′(0)
.
Proof. Let 0 < η < V ′′(0) be fixed. By Lemma 4.2, the µǫ(dx) = e
− 2ǫ V (x)dx
Mǫ
is a well defined
probability measure on (R,B (R)). Then
‖µǫ −N ǫ‖TV =
1
2
∫
R
∣∣∣∣∣e
− 2
ǫ
V (x)
M ǫ
− e
− 2
ǫ
V ′′(0)x2
2
N ǫ
∣∣∣∣∣ dx,
where M ǫ =
∫
R
e−
2
ǫ
V (x)dx and N ǫ =
∫
R
e−
2
ǫ
V ′′(0)x2
2 dx =
√
πǫ
V ′′(0)
.
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By triangle’s inequality, we have
‖µǫ −N ǫ‖TV ≤
1
2
∫
R
∣∣∣∣∣e
− 2
ǫ
V (x)
M ǫ
− e
− 2
ǫ
V (x)
N ǫ
∣∣∣∣∣ dx+ 12
∫
R
∣∣∣∣∣e
− 2
ǫ
V (x)
N ǫ
− e
− 2
ǫ
V ′′(0)x2
2
N ǫ
∣∣∣∣∣ dx
=
|M ǫ −N ǫ|
2N ǫ
+
1
2N ǫ
∫
R
∣∣∣∣e− 2ǫV (x) − e− 2ǫ V ′′(0)x22
∣∣∣∣ dx
≤ 1
N ǫ
∫
R
∣∣∣∣e− 2ǫV (x) − e− 2ǫ V ′′(0)x22
∣∣∣∣ dx.
Recall that V is a coercive regular potential, so there exists δ > 0 such that V ′′(x) ≥
δ > 0 for every x ∈ R. Then, it follows that
lim
ǫ→0
1
N ǫ
∫
{x∈R:|x|≥β}
∣∣∣∣e− 2ǫV (x) − e− 2ǫ V ′′(0)x22
∣∣∣∣ dx = 0
for every β > 0. By the continuity of V ′′ at zero, there exists δη > 0 such that
|V ′′(x)− V ′′(0)| < η
for every |x| < δη.
Also, by Taylor’s Theorem, we have that V ′′(x) = V
′′(ξx)x2
2
for every |x| < δη where
|ξx| < |x|. Then,
1
N ǫ
δη∫
−δη
∣∣∣e− 2ǫ V (x)−e− 2ǫ V ′′(0)x22 ∣∣∣dx = 1
N ǫ
δη∫
−δη
∣∣∣∣e− 2ǫ V ′′(ξx)x22 − e− 2ǫ V ′′(0)x22
∣∣∣∣ dx
≤ 1
ǫN ǫ
δη∫
−δη
x2e−
2
ǫ
δx2
2 |V ′′(ξx)− V ′′(0)| dx
≤ η
ǫN ǫ
δη∫
−δη
x2e−
2
ǫ
δx2
2 dx ≤ η
√
V ′′(0)√
π(2δ)
3
2
δη
√
2δ
ǫ∫
−δη
√
2δ
ǫ
x2e−
x2
2 dx
≤ η
√
V ′′(0)√
π(2δ)
3
2
∫
R
x2e−
x2
2 dx.
Consequently, first taking ǫ→ 0 and then η → 0 we obtain the result. 
The following proposition will give us a quantitative estimation of the distance of the
paths between the Itoˆ diffusion and the zeroth order and first order approximations.
Proposition 4.6 (Zero Order & First Order Approximation). Let us assume that V is a
smooth coercive regular potential. Let us denote Bt = sup
0≤s≤t
|Ws| for every t ≥ 0.
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i) For every ǫ > 0 and t ≥ 0, we have |xǫt − ψt| ≤
√
ǫBt(κ2t + 1). We call this
estimate the zeroth order estimate.
ii) For every ǫ > 0 and t ≥ 0, it follows that |xǫt − ψt −
√
ǫyt| ≤ ǫB2t κ3(κ2t+1)2t. We
call this estimate the first order estimate.
Proof. First we prove item i). Let ǫ > 0 and t ≥ 0 be fixed. It follows that
xǫt − ψt = −
t∫
0
(V ′(xǫs)− V ′(ψs)) ds+
√
ǫWt
= −
t∫
0
V ′′(θǫs) (x
ǫ
s − ψs) ds+
√
ǫWt
= −√ǫ
t∫
0
V ′′(θǫs)Wse
−
t∫
s
V ′′(θǫr)dr
ds+
√
ǫWt,
where the second equality follows from the Mean Value Theorem, θǫs is between the min-
imum of ψs and x
ǫ
s and the maximum of ψs and x
ǫ
s, and the third equality follows from
the variation of parameters method. Therefore, using Gronwall’s inequality we obtain,
|xǫt − ψt| ≤
√
ǫBt(κ2t + 1).
Now we prove item ii). Again, let ǫ > 0 and t ≥ 0 be fixed. It follows that
xǫt − ψt −
√
ǫyt = −
t∫
0
[
V ′(xǫs)− V ′(ψs)− V ′′(ψs)
√
ǫys
]
ds
= −
t∫
0
[
V ′′(θǫs) (x
ǫ
s − ψs)− V ′′(ψs)
√
ǫys
]
ds
= −
t∫
0
V ′′(ψs)(xǫs − ψs −
√
ǫyt)ds−
t∫
0
(V ′′(θǫs)− V ′′(ψs)) (xǫs − ψs)ds,
where the second equality comes from the Mean Value Theorem, θǫs is between the mini-
mum of ψs and x
ǫ
s and the maximum of ψs and x
ǫ
s. Let us define
et :=
t∫
0
(V ′′(θǫs)− V ′′(ψs)) (xǫs − ψs)ds.
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Again, using the Mean Value Theorem and the zeroth order estimate already proved, we
have
|et| ≤
t∫
0
κ3(x
ǫ
s − ψs)2ds ≤ ǫB2t κ3(κ2t + 1)2t
for every t ≥ 0. Consequently, using the variation of parameters method and Gronwall’s
inequality we obtain ∣∣xǫt − ψt −√ǫyt∣∣ ≤ ǫB2t κ3(κ2t + 1)3t.

The next proposition will allows us to prove that the total variation distance of two
first order approximations with (random or deterministic) initial conditions that are close
enough is negligible. In order to do that, we will need to keep track of the initial condition
of the solution of various equations. Let X be a random variable in R and let T > 0. Let
{ψt(X)}t≥0 denote the solution of
dψt(X) = −V ′(ψt(X))dt,
ψ0(X) = X.
Let {yt(X, T )}t≥0 be the solution of the stochastic differential equation
dyt(X, T ) = −V ′′(ψt(X))yt(X, T )dt+ dWt+T ,
y0(X, T ) = 0
and define {zǫt (X, T )}t≥0 as zǫt (X, T ) := ψt(X) +
√
ǫyt(X, T ). In what follows, we will
always take T = tǫ(b) := tǫ + bwǫ > 0 for every ǫ > 0 small enough, so we will omit it
from the notation.
Proposition 4.7 (Linear Coupling). Let us assume that V is a smooth coercive regular
potential. Take δǫ := ǫ
γ, where 0 < γ < 1. Let us denote by zǫ(X) := {zǫt (X)}t≥0 the first
order approximation with initial random condition X. Then, for every b ∈ R it follows
that
lim
ǫ→0
∥∥zǫbδǫ (xǫtǫ(b))− zǫbδǫ (zǫtǫ(b))∥∥TV = 0,
where for each ǫ > 0, tǫ and wǫ are defined in Corollary 3.7 and for each b ∈ R, ǫb > 0 is
small enough so that tǫ(b) := tǫ + bwǫ > 0 for every 0 < ǫ < ǫb.
Proof. By Itoˆ’s formula we obtain
zǫbδǫ
(
xǫtǫ(b)
)
= Φbδǫx
ǫ
tǫ(b) +
√
ǫΦbδǫ
bδǫ∫
0
1
Φ(s)
d
(
Wtǫ(b)+s −Wtǫ(b)
)
,
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zǫbδǫ
(
zǫtǫ(b)
)
= Φbδǫz
ǫ
tǫ(b) +
√
ǫΦbδǫ
bδǫ∫
0
1
Φ(s)
d
(
Wtǫ(b)+s −Wtǫ(b)
)
for every 0 < ǫ < ǫb, where Φ = {Φt}t≥0 is the fundamental solution of the non-
autonomous system
dΦt = −V ′′(ψt + tǫ(b))Φtdt
for every t ≥ 0 with initial condition Φ0 = 1. Applying Lemma A.5 with X := Φbδǫxǫtǫ(b),
Y := Φbδǫz
ǫ
tǫ(b)
and Z :=
√
ǫΦbδǫ
bδǫ∫
0
1
Φ(s)
d
(
Wtǫ(b)+s −Wtǫ(b)
)
, G = σ (X, Y ) and (Ω,F ,P)
the canonical probability space of the Brownian motion, we obtain∥∥zǫbδǫ (xǫtǫ(b))− zǫbδǫ (zǫtǫ(b))∥∥TV ≤ 1√
2πǫ
bδǫ∫
0
(
1
Φ(s)
)2
ds
E
[∣∣xǫtǫ(b) − zǫtǫ(b)∣∣].
Using Proposition 4.6, we obtain
∥∥zǫbδǫ (xǫtǫ(b))− zǫbδǫ (zǫtǫ(b))∥∥TV ≤
√√√√√
ǫ
2π
bδǫ∫
0
(
1
Φ(s)
)2
ds
×
κ3 (κ2tǫ(b) + 1)
3
tǫ(b)E
[
B2tǫ(b)
]
.
Using the fact that for each ǫ > 0, δǫ = ǫ
γ for some 0 < γ < 1, Φ0 = 1, the Intermediate
Value Theorem for integrals and Lemma C.1 we obtain the result. 
The following proposition will permit us to change the probability measure in a small
interval of time in order to compare the total variation distance of the Itoˆ diffusion and
the first order approximation with a random initial condition.
Proposition 4.8 (Short Time Change of Measure). Let us assume the same hypothesis
of Proposition 4.7. Then for each b ∈ R
lim
ǫ→0
∥∥xǫbδǫ (xǫtǫ(b))− zǫbδǫ (xǫtǫ(b))∥∥TV = 0,
where δǫ = ǫ
γ for some γ > 0.
Proof. We will use Cameron-Martin-Girsanov Theorem and Novikov’s Theorem. For the
precise statements of these theorems we use here, see [1] and [9]. Let ǫ > 0, t ≥ 0 and
b ∈ R be fixed. Let us define γǫt := V
′(xǫt)√
ǫ
and Γǫt :=
(V ′(ψt)−V ′′(ψt)ψt+V ′′(ψt)zǫt )√
ǫ
. Then, for
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every ǫ > 0 and t > 0 it follows that
(γǫt )
2 ≤ 2κ22
(xǫt − ψt)2
ǫ
+ 2κ22
(ψt)
2
ǫ
≤ 4κ22B2t
(
κ2t
2 + 1
)
+ 2κ22
(ψt)
2
ǫ
and
(Γǫt)
2 ≤ 2κ22 (yt)2 + 2κ22
(ψt)
2
ǫ
≤ 4κ22B2t
(
κ2t
2 + 1
)
+ 2κ22
(ψt)
2
ǫ
.
Let us define Iǫ(b) := [tǫ(b), tǫ(b) + bδǫ]. Then, for every ǫ > 0 it follows that
∫
I(ǫ)
(γǫt )
2
dt ≤ 4bκ22δǫ
(
κ2 (tǫ(b) + bδǫ)
2 + 1
)
sup
t∈Iǫ(b)
B2t + 2bκ
2
2δǫ
sup
t∈Iǫ(b)
(ψt)
2
ǫ
.
and
∫
I(ǫ)
(Γǫt)
2
dt ≤ 4bκ22δǫ
(
κ2 (tǫ(b) + bδǫ)
2 + 1
)
sup
t∈Iǫ(b)
B2t + 2bκ
2
2δǫ
sup
t∈Iǫ(b)
(ψt)
2
ǫ
.
Using Lemma B.2, there exists a constant c > 0 such that∫
I(ǫ)
(γǫt )
2
dt ≤ 4bκ22δǫ
(
κ2 (tǫ(b) + bδǫ)
2 + 1
)
sup
t∈Iǫ(b)
B2t + 2bcκ
2
2δǫ
and ∫
I(ǫ)
(Γǫt)
2
dt ≤ 4bκ22δǫ
(
κ2 (tǫ(b) + bδǫ)
2 + 1
)
sup
t∈Iǫ(b)
B2t + 2bcκ
2
2δǫ
for ǫ > 0 small enough. Consequently, for any constant ρ > 0 it follows that
E

exp

ρ
tǫ(b)+bδǫ∫
tǫ(b)
(γǫs)
2
ds



 < +∞
and
E

exp

ρ
tǫ(b)+bδǫ∫
tǫ(b)
(Γǫs)
2
ds



 < +∞
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for ǫ > 0 small enough. From Novikov’s Theorem it follows that
dP1tǫ(b)+bδǫ
dPtǫ(b)+bδǫ
:= exp


tǫ(b)+bδǫ∫
tǫ(b)
γǫsdWs −
1
2
tǫ(b)+bδǫ∫
tǫ(b)
(γǫs)
2
ds

 ,
dP2tǫ(b)+bδǫ
dPtǫ(b)+bδǫ
:= exp


tǫ(b)+bδǫ∫
tǫ(b)
ΓǫsdWs −
1
2
tǫ(b)+bδǫ∫
tǫ(b)
(Γǫs)
2
ds

 ,
are well defined and they define true probability measures Pitǫ(b)+bδǫ , i ∈ {1, 2}. From now
on and up to the end of this proof we will use the notation Pi := Pitǫ(b)+bδǫ , i ∈ {1, 2} and
P := Ptǫ(b)+bδǫ . Under the probability measure P
1, W 1t := Wt −
t∫
tǫ(b)
γǫsds is a Brownian
motion on the time interval tǫ(b) ≤ t ≤ tǫ(b) + bδǫ. Also, under the probability measure
P2, W 2t := Wt−
t∫
tǫ(b)
Γǫsds is a Brownian motion on the time interval tǫ(b) ≤ t ≤ tǫ(b)+ bδǫ.
Consequently,
dP1
dP2
=
exp
{
tǫ(b)+bδǫ∫
tǫ(b)
γǫsdWs − 12
tǫ(b)+bδǫ∫
tǫ(b)
(γǫs)
2
ds
}
exp
{
tǫ(b)+bδǫ∫
tǫ(b)
ΓǫsdWs − 12
tǫ(b)+bδǫ∫
tǫ(b)
(Γǫs)
2
ds
}
= exp


tǫ(b)+bδǫ∫
tǫ(b)
(γǫs − Γǫs) dWs −
1
2
tǫ(b)+bδǫ∫
tǫ(b)
(
(γǫs)
2 − (Γǫs)2
)
ds


= exp


tǫ(b)+bδǫ∫
tǫ(b)
(γǫs − Γǫs) dW 1s +
1
2
tǫ(b)+bδǫ∫
tǫ(b)
(Γǫs − γǫs)2 ds

 .
By Pinsker’s inequality and the mean-zero martingale property of the stochastic integral,
we have for every tǫ(b) ≤ t ≤ tǫ(b) + bδǫ
∥∥xǫbδǫ (xǫtǫ(b))− zǫbδǫ (xǫtǫ(b))∥∥TV ≤ EP1


tǫ(b)+bδǫ∫
tǫ(b)
(Γǫs − γǫs)2 ds


= EP

dP1
dP
tǫ(b)+bδǫ∫
tǫ(b)
(Γǫs − γǫs)2 ds

 .
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By Cauchy-Schwarz’s inequality and the mean-one Dole´ans exponential martingale prop-
erty, we have
EP

dP1
dP
tǫ(b)+bδǫ∫
tǫ(b)
(Γǫs − γǫs)2 ds

 ≤
√√√√√√EP

exp


tǫ(b)+bδǫ∫
tǫ(b)
(γǫs)
2
ds




tǫ(b)+bδǫ∫
tǫ(b)
(Γǫs − γǫs)2 ds


2

≤
√√√√√√EP

exp

2
tǫ(b)+bδǫ∫
tǫ(b)
(γǫs)
2
ds



×
√√√√√√EP




tǫ(b)+bδǫ∫
tǫ(b)
(Γǫs − γǫs)2 ds


4

It follows for ǫ > 0 small enough that
exp


tǫ(b)+bδǫ∫
tǫ(b)
(γǫs)
2
ds

 ≤ exp
{
4bκ22δǫ
(
κ2 (tǫ(b) + bδǫ)
2 + 1
)
sup
t∈Iǫ(b)
B2t + 2bcκ
2
2δǫ
}
,
where the last expression is P-integrable for ǫ > 0 small enough. Using the scaling property
of Brownian motion and the distribution of the maximum of the Brownian motion in a
compact interval, the last inequality implies that
lim
ǫ→0
EP

exp

ρ
tǫ(b)+bδǫ∫
tǫ(b)
(γǫs)
2
ds



 = 1.
for any constant ρ > 0. Also, it is true that

tǫ(b)+bδǫ∫
tǫ(b)
(Γǫs − γǫs)2 ds


4
≤
(
bδǫ sup
s∈Iǫ(b)
(Γǫs − γǫs)2
)4
≤ Cb4δ4ǫ
(
sup
s∈Iǫ(b)
(xǫs − ψs)16
ǫ4
+ sup
s∈Iǫ(b)
|xǫs − ψs −
√
ǫyt|8
ǫ4
)
,
where C = C(κ2, κ3) > 0 is a constant. Using the last inequality and Proposition 4.6, we
obtain that
lim
ǫ→0
EP




tǫ(b)+bδǫ∫
tǫ(b)
(Γǫs − γǫs)2 ds


4
 = 0.
Consequently,
lim
ǫ→0
∥∥xǫbδǫ (xǫtǫ(b))− zǫbδǫ (xǫtǫ(b))∥∥TV = 0.
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
Now we have all the tools in order to prove our result for the class of smooth coercive
regular potentials.
Theorem 4.9 (Smooth Coercive Regular Potentials). Let V a smooth coercive regular
potential. Let us consider the family xǫ = {xǫt}t≥0 given by the the semiflow of the following
stochastic differential equation,
dxǫt = −V ′(xǫt)dt+
√
ǫdWt,
xǫ0 = x0
for t ≥ 0, where x0 is a deterministic initial condition in R\{0} and {Wt}t≥0 is a standard
Brownian motion. This family presents profile cut-off in the sense of the Definition 1.3
with respect to the total variation distance when ǫ goes to zero. The profile function
G : R→ R is given by
G(b) :=
∥∥N (c˜e−b, 1)−N (0, 1)∥∥
TV
,
where c˜ is the nonzero constant given by
lim
t→+∞
eV
′′(0)tψt = : c˜.
and the cut-off time tǫ and window time wǫ are given by
tǫ :=
1
2V ′′(0)
(
ln
(
1
ǫ
)
+ ln (2V ′′(0))
)
,
wǫ :=
1
V ′′(0)
+ δǫ,
where δǫ = ǫ
γ for some γ ∈]0, 1[.
Proof. Let ǫ > 0 and t > 0 be fixed. We define
Dǫ(t) := ‖xǫt − µǫ‖TV
and
dǫ(t) := ‖zǫt −N ǫ‖TV ,
where µǫ and N ǫ are given by Lemma 4.2 and Lemma 4.5. For each b ∈ R, take ǫb > 0
such that t∗ǫ (b) := tǫ + b(wǫ + δǫ) = tǫ(b) + bδǫ > 0 for every 0 < ǫ < ǫb. By Corollary 3.7
and Remark 3.8 we know that for each b ∈ R
lim
ǫ→0
dǫ (t∗ǫ (b)) = G(b).(4.1)
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By definition,
Dǫ(t∗ǫ (b)) =
∥∥xǫt∗ǫ (b) − µǫ∥∥TV
≤ ∥∥xǫbδǫ (xǫtǫ(b))− zǫbδǫ (xǫtǫ(b))∥∥TV + ∥∥zǫbδǫ (xǫtǫ(b))− zǫbδǫ (zǫtǫ(b))∥∥TV +∥∥zǫt∗ǫ (b) −N ǫ∥∥TV + ‖N ǫ − µǫ‖TV .
Using Proposition 4.7, Proposition 4.8, Lemma 4.2, the relation (4.1) and the item i) of
Lemma C.2, we have lim sup
ǫ→0
Dǫ(t∗ǫ (b)) ≤ G(b). In order to obtain the converse inequality,
we observe that
dǫ(t∗ǫ(b)) =
∥∥zǫt∗ǫ (b) −N ǫ∥∥TV
≤ ∥∥zǫbδǫ (zǫtǫ(b))− zǫbδǫ (xǫtǫ(b))∥∥TV + ∥∥zǫbδǫ (xǫtǫ(b))− xǫbδǫ (xǫtǫ(b))∥∥TV +∥∥xǫt∗ǫ (b) − µǫ∥∥TV + ‖µǫ −N ǫ‖TV .
Again, using Proposition 4.7, Proposition 4.8, Lemma 4.2, the relation (4.1) and the item
ii) of Lemma C.2 we have lim inf
ǫ→0
Dǫ(t∗ǫ (b)) ≥ G(b). Consequently,
lim
ǫ→0
Dǫ(t∗ǫ (b)) = G(b).

The following proposition will permit us to approximate a coercive regular potential by
a smooth coercive regular potential.
Proposition 4.10 (Removing Boundedness for V ′′ and V ′′′). Let us assume that V is a
coercive regular potential. For every M ∈]0,+∞[, there exists a smooth coercive regular
potential VM(x) which is an approximation of V in the following way: VM(x) = V (x) for
every |x| ≤ √2M .
Proof. By coercivity hypothesis there exists δ > 0 such that V ′′(x) ≥ δ for every x ∈ R.
Let g ∈ C∞ (R, [0, 1]) be an increasing function such that g(u) = 0 for u ≤ 1
2
and g(u) = 1
if u ≥ 1. Let M ∈ [1,∞[ be a fixed number. Let RM : R→ R be a function defined by
RM (x) = g
(
x2
4M2
)
δ +
(
1− g
(
x2
4M2
))
V ′′(x).
Since V ∈ C3 (R,R) and g ∈ C∞ (R, [0, 1]), we have RM ∈ C1 (R,R). We also have that
RM(x) = V
′′(x) for every |x| ≤ √2M , RM(x) = δ for every |x| ≥ 2M , RM(x) ≥ δ for
every x ∈ R, ‖RM‖∞ < +∞ and ‖R′M‖∞ < +∞. Let us define SM(x) :=
x∫
0
RM(y)dy
for every x ∈ R and let us define VM(x) :=
x∫
0
SM(y)dy. Then VM is a smooth δ-coercive
regular potential such that VM(x) = V (x) for every |x| ≤
√
2M . 
The next proposition will tell us that the approximation of the coercive regular potential
by a smooth coercive regular potential also implies an approximation in the total variation
distance of the invariant measures associated to the potential V and VM and the total
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variation distance for the processes at the “cut-off time” associated to the potentials V
and VM .
Proposition 4.11. Let V be a coercive regular potential and for every M > 0 let VM
be the approximation of V obtained from Proposition 4.10. Let xǫ,M =
{
x
ǫ,M
t
}
t≥0
be the
Itoˆ diffusion associated to the smooth coercive potential VM and let µ
ǫ,M be the invariant
probability measure associated to the stochastic process xǫ,M defined in Lemma 4.2. Let
us denote by xǫ = {xǫt}t≥0 the Itoˆ diffusion associated to the coercive potential V and let
us denote by µǫ the invariant probability measure associated to the stochastic process xǫ
defined in Lemma 4.2.
It follows that
i) For every M > 0
lim
ǫ→0
∥∥µǫ − µǫ,M∥∥
TV
= 0
ii) Using the same notation as in Theorem 4.9, for each b ∈ R, take ǫb > 0 such that
t∗ǫ (b) := tǫ + b(wǫ + δǫ) = tǫ(b) + bδǫ > 0 for every 0 < ǫ < ǫb, where δǫ = ǫ
γ for
some γ > 0.
lim
ǫ→0
∥∥∥xǫt∗ǫ (b) − xǫ,Mt∗ǫ (b)
∥∥∥
TV
= 0
for every M > |x0| and every b ∈ R.
Proof. Let us prove item i). Notice that V ′′M(0) = V
′′(0). By triangle’s inequality and
Lemma A.1, we have∥∥µǫ − µǫ,M∥∥
TV
≤ ‖µǫ −N ǫ‖TV +
∥∥N ǫ − µǫ,M∥∥
TV
.
Taking ǫ→ 0 and using Lemma 4.5 we obtain
lim
ǫ→0
∥∥µǫ − µǫ,M∥∥
TV
= 0
for every M > 0. Now let us prove item ii). Let ǫ > 0 and M > |x0| > 0 be fixed. Let us
define τ ǫ,M := inf
{
s ≥ 0 : ∣∣xǫ,Ms ∣∣ > M}. By the variational definition of total variation
distance in terms of couplings∥∥∥xǫt∗ǫ (b) − xǫ,Mt∗ǫ (b)
∥∥∥
TV
≤ Px0
(
τ ǫ,M ≤ t∗ǫ (b)
)
.
Let us define σǫ,M := inf
{
s ≥ 0 : |xǫ,Ms − ψMs | > M − |x0|
}
, where ψM :=
{
ψMt
}
is the
semiflow associated to the autonomous differential equation,
dψMt = −V ′M
(
ψMt
)
for every t ≥ 0 and ψM0 := x0. Using the coercivity hypothesis of VM , we see that the
semiflow ψM is decreasing in norm, and |ψMt | ≤ |x0| for every t ≥ 0. In particular,
σǫ,M ≤ τ ǫ,M . Consequently. Px0
(
τ ǫ,M ≤ t∗ǫ (b)
) ≤ Px0 (σǫ,M ≤ t∗ǫ(b)).
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Therefore, it is enough to prove that lim
ǫ→0
Px0
(
σǫ,M > t∗ǫ (b)
)
= 1. For every s ≥ 0, let us
define zǫ,Ms :=
xǫ,Ms −ψMs√
ǫ
. Then, σǫ,M = inf
{
s ≥ 0 : |zǫ,Ms | > M−|x0|√ǫ
}
. We note that
Px0
(
σǫ,M ≥ t∗ǫ (b)
)
= Px0
(
sup
0≤s≤t∗ǫ (b)
∣∣zǫ,Ms ∣∣ ≤ M − |x0|√ǫ
)
.
Let us define cM := M − |x0| > 0. We have
Px0
(
sup
0≤s≤t∗ǫ (b)
∣∣zǫ,Ms ∣∣ > cM√ǫ
)
= Px0
(
sup
0≤s≤t∗ǫ (b)
(
zǫ,Ms
)2
>
c2M
ǫ
)
.
Using Itoˆ’s formula and the coercivity of VM , we have(
z
ǫ,M
t
)2
≤ t+Πǫ,Mt
for every t ≥ 0, where the process Πǫ,Mt := 2
t∫
0
zǫ,Ms dWs is a martingale. Then,
E
[(
z
ǫ,M
t
)2]
≤ t
for every t ≥ 0. Using Itoˆ’s isometry, we obtain
E
[(
Πǫ,Mt
)2]
≤ 2t2
for every t ≥ 0. Let us take ǫM,b > 0 such that for every 0 < ǫ < ǫM,b, we have
c2M − ǫt∗ǫ (b) > 0. Using Doob’s inequality, we have
Px0
(
sup
0≤s≤t∗ǫ (b)
(
zǫ,Ms
)2
>
c2M
ǫ
)
≤ Px0
(
sup
0≤s≤t∗ǫ (b)
∣∣Πǫ,Ms ∣∣ > c2M − ǫt∗ǫ (b)ǫ
)
≤ ǫ
2
(c2M − ǫt∗ǫ (b))2
E
[(
Πǫ,Mt∗ǫ (b)
)2]
≤ 2ǫ
2 (t∗ǫ (b))
2
(c2M − ǫt∗ǫ (b))2
.
Letting ǫ→ 0 we obtain the desired limit. 
Now, we are ready to prove Theorem 2.1. To stress the fact that Theorem 2.1 is just a
consequence of what we have proved up to here, let us state this as a Lemma:
Lemma 4.12 (From Smooth Coercive Case to the General Case). Let VM be the approx-
imation of V obtained in Proposition 4.10. Profile cut-off for {xǫ,Mt }t≥0 implies profile
cut-off for {xǫt}t≥0 with the same cut-off time, cut-off window and profile function.
Proof. Recall the notation introduced in Proposition 4.7. Let ǫ > 0 and t > 0 be fixed.
Let us take M > max {|x0|, ‖ψ‖∞}. We define
Dǫ,M(t) :=
∥∥∥xǫ,Mt − µǫ,M∥∥∥
TV
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and
Dǫ(t) := ‖xǫt − µǫ‖TV .
By triangle’s inequality, we have
Dǫ,M(t) ≤
∥∥∥xǫ,Mt − xǫt∥∥∥
TV
+Dǫ(t) +
∥∥µǫ − µǫ,M∥∥
TV
.
Recall that tǫ =
1
2V ′′(0)
(
ln
(
1
ǫ
)
+ ln (2V ′′(0))
)
and w′ǫ =
1
V ′′(0)
+ δǫ respectively. Let b ∈ R
be fixed. Recall that t∗ǫ (b) = tǫ+ bw
′
ǫ. Take ǫb > 0 such that for every 0 < ǫ < ǫb we have,
t∗ǫ(b) > 0. Consequently,
Dǫ,M(t∗ǫ (b)) ≤
∥∥∥xǫ,Mt∗ǫ (b) − xǫt∗ǫ (b)
∥∥∥
TV
+Dǫ(t∗ǫ (b)) +
∥∥µǫ − µǫ,M∥∥
TV
.
Therefore, using Proposition 4.11 and Lemma C.2 we have
lim sup
ǫ→0
Dǫ,M(t∗ǫ (b)) ≤ lim sup
ǫ→0
Dǫ(t∗ǫ(b)).
By Theorem 4.9, we know that lim
ǫ→0
Dǫ,M(t∗ǫ (b)) = G(b). Therefore
G(b) ≤ lim sup
ǫ→0
Dǫ(t∗ǫ(b)).
It also follows that
Dǫ(t∗ǫ (b)) ≤
∥∥∥xǫt∗ǫ (b) − xǫ,Mt∗ǫ (b)
∥∥∥
TV
+Dǫ,M(t∗ǫ (b)) +
∥∥µǫ,M − µǫ∥∥
TV
.
Therefore, using Lemma C.2, Proposition 4.11 and Theorem 4.9 we have
lim inf
ǫ→0
Dǫ(t∗ǫ(b)) ≤ G(b).
We conclude that
lim
ǫ→0
Dǫ(t∗ǫ (b)) = G(b).

5. Double Well Potential
We study the situation when the potential V has only two wells of different depths.
In this situation we can observe two statistical different regimes. Firstly, if the horizon
is shorter that the exit time from the shallow well, the system cannot leave the well
where it has started, and therefore stays in the neighborhood of the well’s local minimum.
Secondly, if the time horizon is longer that the exit time from the shallow well, the
system has enough time to reach the deepest well from any starting point, and stays in
a neighborhood of the global minimum. C. Kipnis and C. Newman in [3] proved the
following metastability behavior: there is a time scale on which the dynamical system
converges to a Markov two-state process with one absorbing state corresponding to the
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Using the last fact we can observe the following: Let us denote by x− the shallow well
and by x+ the deepest well. In Theorem 2.1 we prove that on the one-well potential case
under the coercivity assumption we have profile cut-off phenomenon. Given a determin-
istic initial condition x0 in a small neighborhood of the well of x
∗ where x∗ ∈ {x−, x+}.
Recall that {xǫt}t≥0 is the the following differential equation
dxǫt = −V ′(xǫt)dt+
√
ǫdWt,
for t ≥ 0. Let us suppose that V ′′(x∗) > 0. We have that the exit time from the
well associated to the local minimum x∗ is exponentially large and the time of the cut-
off time obtained in the Theorem 2.1 is much smallest. Consequently, we have abrupt
convergence to a “kind local asymptotic distribution”; that is we have a kind of local
cut-off phenomenon with respect to the following distance:
dǫ(t) :=
∥∥∥∥xǫt −N
(
0,
ǫ
2V ′′(x∗)
)∥∥∥∥
TV
,
with time cut-off tǫ =
1
2V ′′(x∗)
ln
(
1
ǫ
)
, window cut-off wǫ =
1
V ′′(x∗)
+ ǫγ for some γ ∈]0, 1[
and profile function G : R→ [0, 1] given by
G(b) :=
∥∥N (c(x∗)e−b, 1)−N (0, 1)∥∥
TV
,
where c(x∗) is the nonzero constant given by
lim
t→+∞
eV
′′(x∗)tΦt = c(x
∗).
Remark 5.1. By the same facts, the last local cut-off phenomenon can also extend for a
multi-well potential.
Appendix A. Properties of the Total Variation Distance of Normal
Distribution
Lemma A.1. Let {µ, µ˜} ⊂ R and {σ2, σ˜2} ⊂]0,+∞[ be fixed numbers.
i) For any constant c 6= 0 we have∥∥N (cµ, c2σ2)−N (cµ˜, c2σ˜2)∥∥
TV
=
∥∥N (µ, σ2)−N (µ˜, σ˜2)∥∥
TV
.
ii) ∥∥N (µ, σ2)−N (µ˜, σ˜2)∥∥
TV
=
∥∥N (|µ− µ˜|, σ2)−N (0, σ˜2)∥∥
TV
.
Proof. This is done using the characterization of the total variation distance between
two probability measures which are absolutely continuous with respect to the Lebesgue
measure on (R,B (R)) and using the Change of Variable Theorem. 
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Lemma A.2. Let µ ∈ R then
‖N (µ, 1)−N (0, 1)‖TV =
2√
2π
|µ|/2∫
0
e−
x2
2 dx ≤ |µ|√
2π
.
Proof. Also, this is done using the characterization of the total variation distance between
two probability measures which are absolutely continuous with respect to the Lebesgue
measure on (R,B (R)) and an straightforward calculations. 
Lemma A.3. Let {µǫ}ǫ>0 ⊂ R be a sequence such that lim
ǫ→0
µǫ = µ ∈ R. Then
lim
ǫ→0
‖N (µǫ, 1)−N (0, 1)‖TV = ‖N (µ, 1)−N (0, 1)‖TV .
Proof. This is done using triangle inequality, the item ii) of Lemma A.1, Lemma A.2 and
the Lemma C.2. 
Lemma A.4. Let {σ2ǫ }ǫ>0 ⊂]0,+∞[ be a sequence such that lim
ǫ→0
σ2ǫ = σ
2 ∈]0,+∞[. Then
lim
ǫ→0
∥∥N (0, σ2ǫ )−N (0, σ2)∥∥TV = 0.
Proof. This is done using the item i) of Lemma A.1, the characterization of the total
variation distance between two probability measures which are absolutely continuous with
respect to the Lebesgue measure on (R,B (R)) and an straightforward calculations. 
Lemma A.5 (Total Variation Bounded). Let (Ω,F ,P) be a probability space and G ⊂ F
be a sub-sigma algebra of F . Let X, Y, Z : (Ω,F) → (R,B(R)) be random variables such
that X and Y are G measurables and X, Y, Z ∈ L1 (Ω,F ,P). Let us consider the following
random variables X∗ = X + Z and Y ∗ = Y + Z. Let us suppose that for some σ2 > 0 we
have P [X∗ ∈ F | G] = P [G(X, σ2) ∈ F ] and P [Y ∗ ∈ F | G] = P [G(Y, σ2) ∈ F ] for every
F ∈ F . Then
‖X∗ − Y ∗‖TV ≤
1√
2πσ
E[|X − Y |].
Proof. Using the the properties of conditional expectation, the item i), item ii) of Lemma
A.1 and Lemma A.2, we have
‖X∗ − Y ∗‖TV = sup
F∈F
∣∣E [1(X∗∈F ) − 1(Y ∗∈F )]∣∣
≤ sup
F∈F
E
[∣∣E [1(X∗∈F ) − 1(Y ∗∈F ) | G]∣∣]
≤ sup
F∈F
E
[∣∣P (N (X, σ2) ∈ F )− P (N (Y, σ2) ∈ F )∣∣]
≤ sup
F∈F
E
[
1√
2πσ
|X − Y |
]
=
1√
2πσ
E[|X − Y |].

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Appendix B. Qualitative and Quantitative Behavior
Lemma B.1. Let us assume the hypothesis of Theorem 3.2. Then
i) lim
t→+∞
ψt = 0.
ii) lim
t→+∞
Φt = 0.
iii) There exist constants c 6= 0 and c˜ 6= 0 such that
lim
t→+∞
eV
′′(0)tΦt = c,
lim
t→+∞
eV
′′(0)tψt = c˜,
where Φ = {Φt}t≥0 is the fundamental solution of the non-autonomous system
dΦt = −V ′′(ψt)Φtdt
for every t ≥ 0 with initial condition Φ0 = 1.
iv) lim
t→+∞
Φ2t
t∫
0
(
1
Φs
)2
ds = 1
2V ′′(0)
.
Proof.
i) By our assumptioms V ′(0) = 0, V ′′(0) > 0 and V ′(x) 6= 0 if x 6= 0. Therefore,
the unique critical point zero is asymptotically stable, so there exists an open
neighboorhood N0 of zero such that for every ψ0 ∈ N0. It follows that ψt goes to
zero as t goes to infinity. Let us consider that ψ0 6∈ N0 and K := V −1 ([0, V (ψ0)]).
Then ψt ∈ K for every t ≥ 0. Also, K is a compact set because of lim|x|→+∞V (x) =
+∞. Because K is bounded, then there exist r > 0 such that K ⊂ B(0, r) where
we denote B(0, r) := {x ∈ R : |x| < r} and B(0, r) := {x ∈ R : |x| ≤ r} so we
we can choose N0 small enough such that N0 ⊂ B(0, r) ⊂ B(0, r). Let us call
Kˆ := B(0, r) then ψt ∈ Kˆ for every t ≥ 0. Let us define δ := inf
x∈Kˆ\N0
(V ′(x))2 > 0.
Let us suppose that ψt 6∈ N0 for every t ≥ 0, then dV (ψt) = − (V ′(ψt))2 ≤ −δ
for every t ≥ 0. Therefore, 0 ≤ t ≤ V (ψ0)
δ
which is a contradiction. Consequently,
there exists τ > 0 such that ψτ ∈ N0 and consequently, ψt goes to zero as t goes
to infinity.
ii) By our assumptions it follows that Φt =
V ′(ψt)
V ′(ψ0)
for every t ≥ 0, where ψ0 = x0 6= 0.
So by item i) and continuity of V ′ we have lim
t→∞
Φt =
V ′(0)
V ′(ψ0)
= 0.
iii) Let us define H(z) =
(
V ′′(0)
V ′(z)
− 1
z
)
1{z 6=0} +
(
−V ′′′(0)
2V ′′(0)
)
1{z=0}, where 1A denotes the
indicator function of the set A ⊂ R. Let us define h : R→ R by
h(x) := x exp

 x∫
0
H(z)dz

.
Since H is everywhere continuous, then it follows that h is well defined. Let us
define Ψt := h(ψt) for every t ≥ 0, then dΨt = −V ′′(0)Ψtdt for every t ≥ 0 and
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Ψ0 = h(ψ0). Therefore,
ψt exp (V
′′(0)t) = h(ψ0) exp

−
ψt∫
0
H(z)dz

(B.1)
for every t ≥ 0. By Intermediate Value Theorem, for every t ≥ 0 there exists
ξt ∈] min{0, ψt},max{0, ψt}[ such that V ′(ψt) = V ′′(ξt)ψt. Because of relation
(B.1), we see that
V ′(ψt) exp (V ′′(0)t) = V ′′(ξt)h(ψ0) exp

−
ψt∫
0
H(z)dz

(B.2)
for every t ≥ 0. Consequently, by the relation (B.2) and item ii), we have
lim
t→+∞
V ′(ψt) exp (V ′′(0)t) = V ′′(0)h(ψ0).
Because sgn(h(x)) = sgn(x) for every x 6= 0, then V ′′(0)h(ψ0) 6= 0.
iv) By item ii), we have
Φ2t
t∫
0
(
1
Φs
)2
ds = (V ′(ψt))2
t∫
0
(
1
V ′(ψs)
)2
ds
for each t ≥ 0. By item iii) and for each 0 < ǫ < c2, we have
lim sup
t→+∞
(V ′(ψt))2
t∫
0
(
1
V ′(ψs)
)2
ds ≤
(
c2 + ǫ
c2 − ǫ
)
1
2V ′′(0)
,
lim inf
t→+∞
(V ′(ψt))2
t∫
0
(
1
V ′(ψs)
)2
ds ≥
(
c2 − ǫ
c2 + ǫ
)
1
2V ′′(0)
.
Letting ǫ→ 0, we obtain
lim
t→+∞
(V ′(ψt))2
t∫
0
(
1
V ′(ψs)
)2
ds =
1
2V ′′(0)
.

Lemma B.2. Let us assume the hypothesis of Theorem 3.2. Let us follow the same
notation as in the proof of Theorem 4.9. It follows that
lim
ǫ→0
sup
tǫ(b)≤t≤t∗ǫ (b)
|ψt|
√
ǫ
= ρ(b) ∈]0,+∞[.
for every b ∈ R.
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Proof. By continuity we have
sup
tǫ(b)≤t≤t∗ǫ (b)
|ψt|
√
ǫ
=
|ψt˜|√
ǫ
for some t˜ ∈ [tǫ(b), t∗ǫ (b)]. Then, using the following relation and Lemma 3.3, it becomes
straightforward.
|ψt˜|√
ǫ
= eV
′′(0)t˜|ψt˜|
e−V
′′(0)t˜
√
ǫ
.

Appendix C. Tools
Lemma C.1. lim
ǫ→0
ǫα
(
ln
(
1
ǫ
))β
= 0 for every α > 0 and β > 0.
Lemma C.2. Let {aǫ}ǫ>0 ⊂ R and {bǫ}ǫ>0 ⊂ R be sequences such that lim
ǫ→0
bǫ = b ∈ R.
Then
i) lim sup
ǫ→0
(aǫ + bǫ) = lim sup
ǫ→0
aǫ + b.
ii) lim inf
ǫ→0
(aǫ + bǫ) = lim inf
ǫ→0
aǫ + b.
Theorem C.3 (Pinsker Inequality). Let µ and ν be two probability measures define in
the measurable space (Ω,F). Then,
‖µ− ν‖2TV ≤ 2H (µ | ν) ,
where H (µ | ν) is the Kullback information of µ respect to ν and it is defined as fol-
lows: if µ ≪ ν then take the Radon-Nikodym derivative f = dµ
dν
and define H (µ | ν) :=∫
Ω
f ln(f)dν, in the case µ 6≪ ν let us define H (µ | ν) := +∞.
For details check [7].
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