Abstract. We study a Loewner type interpolation problem in the framework of matrix-valued H 2 functions. We establish a necessary and sufficient condition for a matrix-valued function given on an arc of circle to be the trace of such an H 2 function subject to some constraint.
Introduction and motivations
The problem of recapturing an analytic function from its values on a subset of the boundary originates with the work of K. Loewner in his 1934 paper [11] , and has been since then considered by a number of authors; we refer to the monographs [1] and [13] for discussion and references. The present work, which is a continuation of [3] , is in particular related to the work of M. G. Krein and P. Ja. Nudelman [10] , of D. Patil [12] and of M. Rosenblum and J. Rovnyak [13] . We consider an interpolation problem of Loewner type for matrix-valued functions. Both the motivation for the problem and the method to solve it stem mainly from the theory of reproducing kernel Hubert spaces. However, part of our interest for this question arise from system theoretic problems related to identification of stable infinite dimensional systems from frequency data. These aspects will be detailed below.
We consider the following problem: 
Problem (P): Given a subset I of the unit circle T, measurable and of positive measure, and given a CP>(mvaluedfunctzon f with components in L 2 (I)
,+00 = Of() f f (tan )exp(-i.\x) dx.
cosh
In the following, H'<m stands for the space of C'"-valued functions with H2 entries.
An interpretation of problem (F) and Theorem 1.1 may be provided as follows in terms of system theory. Let with hkEC'"<m k>O be the power series expansion of h at the origin, and define a discrete time causal system by Yk h,uk,
where (u,) >o is an input sequence in c m and (yk)k>o is the associated output sequence with values in CP . In the present framework, h will be referred to as the transfer function of the system (S). Note that, classically, the transfer function of (S) is h() rather than h(z There are many practical situations where a transfer function h is given only by means of some of its (possibly noisy) values at some frequencies of the bandwidth of the system, obtained by harmonic identification (see [7] ). This corresponds to the knowledge of the non-tangential limits of h at some points contained in an arc of circle I. An interpolant f E L2(I)Pxrn is easily constructed from these values. When the system under study is 11/12 stable and dissipative, its identification will be performed by finding a function h E H'<m satisfying (1.1) such that the restriction h 1 , is as closed as possible to f in L2(I)PXrn. Theorem 1.1 provides an explicit way to verify if I is already the trace on I of an HXrn function. When this holds, h will be an interpolant of f on I while, elsewhere, h is to be viewed as an approximant to I in L2(I)PXm, In any case, an explicit constructive scheme for h goes as follows (see [4] and [7] for details).
Let PH, denote the orthogonal projection from L 2 (T) onto H 2 , Xi the characteristic function of the subset I C T, and 1 the Toeplitz operator on H 2 with symbol XT\I• For any f E L 2 (I), the family of H m functions defined by
for \ > -1 converges to f in L2(I)PXm as A --1. This has been established in [4] in the scalar case p = m = 1 and may be easily generalized to the present multivariable problem. Now, it follows from [12] and a straightforward computation that whenever I is the trace on I of an Hm function h, then (h A ) converges to h in Hp ". Observe that this provides another way to characterize traces on I of H P` functions. Indeed, function (see also [4] and [7] ).
Furthermore, it is proved in [2] (and [15] for the scalar case) that a function h E pxm H 2 satisfies (1.1) if and only if
where S1 and S2 are analytic in ID, and C mxm valued , respectively, and where S = (') is a Schur function, that is
Then h is the transfer function of the following "hereditary" system:
Such a system may be viewed in particular as the discretized analogue of an integrodifferential (continuous) system: where (., .)jj' denotes the inner product in H(K).
There is a one-to-one correspondence between reproducing kernel Hubert spaces and non-negative functions (see [5, 14, 161 for this and for the general theory of such spaces). We will refer to non-negative functions also as kernel functions.
An example which will be of importance in the present framework is the case of functions of the Hardy space H 2 of the disk (see, e.g., [8, 9, 14] for the definition of these spaces). The space H 2 has reproducing kernel' , as it may be deduced from Cauchy's formula. The following theorem gives a characterization of functions of H 2 of norm less than 1; for a proof of it, as well as for a proof of its matrix-valued counterpart (Theorem 2.2), we refer to [2] .
Theorem 2.1: Let h be analytic in the unit disk 1D. Then, h is in H2 and lIhIIH2

if and only if the function
Kh( z , w) = 1 -1 zw -h(z)h(w) is non-negative in 1D.
When one considers elements of the space H 2 pXm of C xm -valued functions with entries in H 2 , the preceding result has to be suitably modified. Let us first define on
Hp " a matrix-valued Hermitian form by
2,T [h, h] = -k--1 h( e i t )*h(& t )dt. (2.2)
The space HXrn is a Hilbert space when endowed with the norm /Tr [h, h]. [M, h9, the condition (1.1) would then be equivalent to the condition
Theorem 2.2: Let h be a CP)<mvalued function analytic in ID. Then, it belongs p to H2
Xm and [h, h] < I m if and only if the function Kh(z, w) -'p -h(z)h(w)
.
with the above property. Let h(z) = h(z). Since Tr [h, h] = Tr
2,r -i-I h(e t )h(& t )dt <I,. (2.4) 2ir 0
To check that this is false take for instance Let us assume that a function h E H P` exists satisfying (1. 
00
On the other hand,
f(e't) dt
where the first equality follows from the fact that, when h E H m and 0 < r < 1, the functions z i-+ h(rz) tend to h in the H2 pxm norm and where we use (1.2) to go from the first line to the second one. Equality (1.3) follows now from 4. Proof of Theorem 1.1: The sufficiency
We follow the arguments of [3] , suitably adapted to the vector case. We first introduce two scalar functions Ko(,i) and K1 (0), which are non-negative on the set ci of Cr-valued functions continuous on I, by ( 
1, f(e")*O(e")ds). (4.2)
The associated reproducing kernel Hilbert spaces are readily seen to be characterized We denote by (lflo and (l") the subspaces of finite sequences of these spaces. This concludes the proof since finite sequences are dense in li" 1
Theorem 5.1: Let T (l"') -(la ") be the operator defined by (S). Then, T extends to a contraction l -* la " if and only if
