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Abstract
We extend some classical theorems in the theory of orthogonal polynomials on the unit circle to
the matrix case. In particular, we prove a matrix analogue of Szego˝’s theorem. As a by-product, we
also obtain an elementary proof of the distance formula by Helson and Lowdenslager.
1 Historical background and motivation
The classical work [15] of Szego˝ was the first to address the asymptotics of orthogonal polynomials on
the unit circle T under the assumption that the entropy of the underlying measure σ is finite, i.e.,∫
T
log σ′
dθ
2π
> −∞.
Further aspects of Szego˝’s theory were developed by Geronimus, Verblunsky and others, which led to
a number of other formulas, in various setups, involving the entropy such as the formula of Helson-
Lowdenslager [8] for multivariate random processes (for a historical account, see [14, §1.1]).
Verblunsky [16, formulas (v) and (vi)] showed that, for any probability measure σ on the unit circle
T,
lim
n
n∏
k=0
(1− |ak|
2) = exp
∫
T
log σ ′
dθ
2π
. (1)
Here {ak}k≥0 is a sequence of points in the unit disc D called the parameters of σ [11, §8.3] and σ
′ =
2πdσ/dθ is the Lebesgue derivative of σ. The numbers {ak}k≥0 have different names depending on the
area where they are considered. In the theory of orthogonal polynomials they are known as the Szego˝
recurrence coefficients, Verblunsky parameters, Geronimus parameters, in Schur’s theory they are Schur’s
parameters, in inverse scattering problems they are reflection coefficients, see [14, §1.1].
In the matrix setting, σ is a Borel measure on T with values in the setM+ℓ of all nonnegative definite
matrices in Mℓ, the set of all ℓ × ℓ matrices with complex entries. We denote by Pℓ(T) the set of all
matrix-valued nonnegative measures σ on T that are normalized, i.e.,
σ(T) = 1
to the unit matrix 1 in M+ℓ . We refer to Pℓ(T) as the class of matrix probability measures.
The matrix case is important in multivariate Time Series and Prediction Theory [7, 8, 12, 13, 17].
As far as we know, the first Szego˝-type results on matrix-valued orthogonal polynomials were obtained
by Delsarte, Genin and Kamp [4]; this line of research was continued by Aptekarev and Nikishin [2].
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Our method is a combination of the recent theory of matrix orthogonal polynomials presented in
[5] and the approach to Szego˝’s theory developed in [10, 11]. This combination allows us to avoid
using factorization theory in matrix Hardy classes. Instead, we use only methods of Real Analysis and
Matrix/Operator Theory.
Our main goal is to respond to the following challenge of Damanik, Pushnitski, and Simon [5]:
Among the deepest and most elegant methods in OPUC are those of Khrushchev [125, 126, 101]. We
have not been able to extend them to MOPUC! We regard their extension as an important open question...
Below we provide a full matrix-valued version of Szego˝’s theorem, yielding the previously known trace
versions as corollaries of our matrix formula.
Throughout the paper, we mostly follow the notation and terminology of [5].
2 Main results
In the matrix case, the parameters αk are matrices inMℓ with norms ‖αk‖ not exceeding 1. Here ‖α‖ is
the norm of the linear operator defined by the matrix α subordinate to the usual Euclidean vector norm
(2-norm) on Cℓ. This operator norm is also known as the spectral or the Euclidean norm. This norm
is well known to equal the largest singular value of the matrix α; in particular, if α is self-adjoint, the
norm ‖α‖ equals the spectral radius of α.
We denote by α† the Hermitian conjugate of α ∈ Mℓ. The symbol
∗ is reserved for the Szego˝ dual,
so we do not use it for the adjoint (see (4)).
We assume that the matrix ∫
T
p(eiθ)†dσ(θ)p(eiθ) (2)
is positive (definite) for any polynomial p with coefficients in Mℓ. Condition (2) is equivalent to the
requirement that dσ has full rank ℓ for infinitely many points in T. Under this condition, the right
(left) orthogonal matrix polynomials ϕRn (ϕ
L
n) are uniquely determined by the standard Gram-Schmidt
orthonormalization. It is important to notice that the left orthogonal matrix polynomials are obtained
with respect to the left quadratic ‘form’: ∫
T
p(eiθ)dσ(θ)p(eiθ)†. (3)
Every σ ∈ Pℓ(T) is uniquely determined by the sequence of its parameters {αk}k≥0. These parameters
are contractive matrices in Mℓ. If σ is a matrix-valued measure with parameters {αk}k≥0, then the
parameters {α†k}k≥0 correspond to the measure σ such that
σ(E) = σ(E), E = {z : z ∈ E},
for any Borel set E, where z stands for the complex conjugate of a complex number z. We write ϕn(z, σ)
for the orthogonal polynomials if the dependence on σ is important.
For a matrix polynomial Pn of degree n, we define the reversed (or Szego˝ dual) polynomial P
∗
n by
P ∗n(z) = z
nPn(1/z¯)
†. (4)
The relationship between the left orthogonal polynomials ϕLn and the right orthogonal polynomials ϕ
R
n
is given by the formula
ϕLn(e
iθ, σ)=ϕRn (e
−iθ, σ)† (5)
(see Corollary 16). The nth left normalized orthogonal polynomial ϕLn(z, σ) depends on the parameters
α†0, α
†
1, . . ., α
†
n−1. Hence, the nth right polynomial ϕ
R
n (z, σ) can be obtained from the left ϕ
L
n(z, σ) by
replacing each α†k by αk, replacing z ∈ T by z and applying the conjugation †.
The main result of this paper is the following theorem.
Theorem. Every matrix probability measure σ ∈ Pℓ(T) satisfies the following matrix equality:
lim
n→+∞
∫ 2π
0
log([ϕR,∗n (e
iθ)†ϕR,∗n (e
iθ)]−1)
dθ
2π
=
∫
T
log σ ′
dθ
2π
. (6)
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If the parameters αk of σ form a family of commuting normal matrices, then (6) can be simplified to
∞∏
k=0
(
1− αkα
†
k
)
= exp
∫
T
log σ ′
dθ
2π
. (7)
Remark. Alternatively, the commuting case reduces to the diagonal and hence to the scalar case.
Regardless of the normality or commutativity of {αk}, the following determinantal-trace version [4]
follows from (6):
∞∏
k=0
det
(
1− αkα
†
k
)
= exp
∫
T
tr log σ ′
dθ
2π
. (8)
The symmetry z 7→ z keeps the Lebesgue measure on T invariant. Hence, combining (5) and a simple
formula ∫
T
log σ ′
dθ
2π
=
∫
T
log σ ′
dθ
2π
,
we also obtain the left version of (6):
lim
n→+∞
∫ 2π
0
log([ϕL,∗n (e
iθ)ϕL,∗n (e
iθ)†]−1)
dθ
2π
=
∫
T
log σ ′
dθ
2π
. (9)
3 Matrix preliminaries
Recall that we denote by Mℓ the ring of all ℓ × ℓ complex-valued matrices, its identity matrix by 1
and its zero matrix by 0. Along with the Euclidean norm ‖ · ‖ on Mℓ, we also consider the trace norm
|α|1 = tr(α
†α)1/2 and the Hilbert-Schmidt norm |α|2 = (tr(α
†α))1/2. It is easy to see that
‖α‖ ≤ |α|2 ≤ |α|1 ≤ ℓ‖α‖. (10)
We say that a self-adjoint matrix A(= A†) ∈ Mℓ is nonnegative (positive) if the corresponding
quadratic form x 7→ x†Ax is nonnegative definite (positive definite). We denote the class of all non-
negative self-adjoint ℓ × ℓ matrices by M+ℓ . The corresponding partial order is known as the Loewner
ordering and is denoted by ≻: A ≻ B means that A−B is positive, i.e., A−B ≻ 0, and A  B means
that A−B  0, or A−B ∈M+ℓ .
Here is the first fact about the Loewner ordering that we will use later:
Lemma 1. Let 0  Aj  Bj for j = 1, . . . k. Then 0  A1 + · · ·+Ak  B1 + · · ·+Bk.
Proof. Evaluate and compare the quadratic forms of both sums.
We will also need the following result connecting traces of self-adjoint matrices and their Loewner
ordering:
Lemma 2. Suppose A  B and trA = trB. Then A = B.
Proof. By the linearity of traces, this is equalent to the statement: Suppose A  0 and trA = 0. Then
A = 0. The latter follows from the fact that trA =
∑ℓ
j=1 e
†
jAej, so if the trace of A is zero, the action
of A on all standard unit vectors (hence on the entire space) must be trivial.
Another fact about traces we will need is the following:
Lemma 3. If A ≻ 0, then log det(A) = tr(logA).
Proof. Without loss of generality, A is a diagonal matrix with positive diagonal elements, since the
formula is invariant under unitary similarity. But then logA is the diagonal matrix whose elements are
the logarithms of the diagonal elements of A. The conclusion of the Lemma is thus straightforward.
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Corollary 4. Let A1, . . ., An ≻ 0 and let A := A1 · · ·An ≻ 0. Then
tr log(A1 · · ·An) = log det(A1 · · ·An) =
n∑
k=1
tr(logAk).
Proof. Apply Lemma 3 to the product A = A1 · · ·An.
Finally, we will need the following interesting characterization of the determinant via the trace (also
used by Helson and Lowdenslager in [8], also see, e.g., [9, Exercise 19, p.486]):
Lemma 5. Let A be the set of all matrices in Mℓ with determinant 1. Then every positive matrix C
satisfies
inf
A∈A
1
ℓ
tr
(
ACA†
)
= [det(C)]1/ℓ. (11)
Proof. Let U be a unitary matrix such that C = UDU †, where D is the diagonal matrix with eigenvalues
λ1, . . . λℓ. Then λ = det(U) ∈ T. It follows that ACA
†=(AλU)D(AλU)†, implying that we may assume
without loss of generality that C = D. Then
tr(ADA†) = λ1‖a1‖
2 + λ2‖a2‖
2 + · · ·+ λℓ‖aℓ‖
2,
where ak denotes the kth column of A. By the arithmetic-geometric mean inequality,
λ1‖a1‖
2 + λ2‖a2‖
2 + · · ·+ λℓ‖aℓ‖
2
ℓ
≥ ℓ
√
λ1 · · ·λℓ‖a1‖2 · · · ‖aℓ‖2. (12)
By Hadamard’s inequality [9, Inequality 7.8.2],
‖a1‖ · · · ‖aℓ‖ ≥ det(A) = 1. (13)
The equality in (12) occurs if and only if
λ1‖a1‖
2 = · · · = λℓ‖aℓ‖
2.
The equality in (13) occurs if and only if the columns ak form an orthogonal system in C
ℓ. It follows
that the equality in (11) is attained for the diagonal matrix A with aλ
−1/2
1 , . . . , aλ
−1/2
ℓ on the diagonal.
Here a is chosen so as to make the determinant of A equal 1.
4 Matrix measures
A matrix-valued nonnegative measure µ on the unit circle T is a countably additive mapping of the Borel
σ-algebra B(T) on T into the set M+ℓ of all nonnegative ℓ× ℓ matrices µ : B 7→ µ(B) ∈M
+
ℓ . It follows
that for any E ∈ B(T)
0 ≤ µ(E) ≤ µ(E) + µ(T \ E) = µ(T).
Then ν(E) = µ(T)−1/2µ(E)µ(T)−1/2 is also a matrix-valued nonnegative measure which is called the
normalization of µ. As before, we assume that µ is normalized: µ(T) = 1.
Recall that Pℓ(T) denotes the set of all matrix probability measures, i.e., the normalized matrix-
valued nonnegative measures on T. Let {ej}
l
j=1 be the standard basis in C
ℓ. Then for every E ∈ B(T)
we obtain the matrix of µ(E)
µ(E) =


µ11(E) µ12(E) · · · µ1ℓ(E)
µ21(E) µ22(E) · · · µ2ℓ(E)
...
...
. . .
...
µℓ1(E) µℓ2(E) · · · µℓℓ(E)

 . (14)
Since |α|1 = tr(α) for every α ∈ M
+
ℓ , we see that
|µij(E)| = |(µ(E)ej , ei)| ≤ ‖µ(E)‖ ≤ |µ(E)|1 = tr(µ(E)). (15)
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It follows that the entries µij(E) of µ(E) are finite complex measures on T which are absolutely continuous
with respect to tr(µ). Thus any element µ of Pℓ(T) is nothing but a table of measures (14) subject to
positivity conditions and domination by the tr(µ). We say that µ ∈ Pℓ(T) is absolutely continuous
(discrete, singular) if so is its trace measure. It follows that any µ ∈ Pℓ(T) can be uniquely decomposed
into the sum
µ = µa + µd + µs, (16)
where µa is absolutely continuous with respect to the Lebesgue measure dθ/(2π), µd is the discrete part
of µ and µs is its singular part. Indeed, taking the Hahn-Lebesgue decomposition of the trace measure,
we can associate three matrix-valued measures with it. Namely, the entries of µa are the absolutely
continuous parts of µij with respect to tr(µ)a, and similarly the enties of µd and µs for the discrete and
singular parts, respectively. Since Borel supports of tr(µ)a, tr(µ)d, tr(µ)s can be chosen to be disjoint,
the positivity of the corresponding matrices follows immediately. Moreover dµ = M(µ, ζ)tr(dµ) where
M(µ, ζ) ∈M+ℓ for ζ ∈ T.
The measure µa can be found by Lebesgue’s differentiation theorem:
µ′(eiθ) = lim
ǫ→0+
µ(Iǫ)
2ǫ
a.e. on T, (17)
where Iǫ denotes the arc of length 2ǫ on T centered at e
iθ. Then
µa(E) =
∫
E
µ′(eiθ)
dθ
2π
.
We say that a sequence {µ(n)}n≥0 in Pℓ(T) converges to µ ∈ Pℓ(T) in ∗-weak topology if
∗ − lim
n
µ
(n)
ij = µij (18)
for every pair of indices (i, j). For our class Pℓ(T), we need matrix analogues of two Helley’s lemmas as
they are stated in [11, Lemma 8.5, Theorem 8.6] for scalar measures:
Theorem 6. If ∗− limn µ
(n) = µ in Pℓ(T), then
lim
n
µ(n)(I) = µ(I) (19)
for any open arc I on T such that µ vanishes at the endpoints of I.
Proof. Let x be an arbitrary fixed column-vector in Cℓ; as usual, x† denotes its conjugate transpose
(row-vector). Let t 7→ f(t) be a nonnegative continuous function with values in [0, 1] supported on an
open arc I. Then
x†µ(n)(I)x =
∫
I
x†dµ(n)(t)x ≥
∫
I
f(t)x†dµ(n)(t)x. (20)
By (18)
lim
n
∫
I
f(t)x†dµ(n)(t)x = lim
n
∫
I
f(t)
ℓ∑
i,j=1
xi dµ
(n)
ij xj =
ℓ∑
i,j=1
lim
n
∫
I
f(t)xi dµ
(n)
ij xj =
∫
I
f(t)x†dµ(t)x.
This and (20) imply
lim sup
n
x†µ(n)(I)x ≥ lim inf
n
x†µ(n)(I)x ≥ sup
f
∫
I
f(t)x†dµ(t)x =
∫
I
x†dµ(t)x = x†µ(I)x. (21)
Similarly for the complementary arc J to the closure of I in T we have
lim sup
n
x†µ(n)(J)x ≥ lim inf
n
x†µ(n)(J)x ≥ sup
f
∫
J
f(t)x†dµ(t)x =
∫
J
x†dµ(t)x = x†µ(J)x. (22)
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Since µ vanishes at the endpoints of I and µ(n) ∈ Pℓ(T) we obtain that
µ(n)(I) + µ(n)(J)  1 , µ(I) + µ(J) = 1. (23)
Combining (21) and (22) with (23) we conclude that
x†x = x†1x ≥ lim sup
n
x†(µ(n)(I) + µ(n)(J))x ≥ lim inf
n
x†(µ(n)(I) + µ(n)(J))x
≥
∫
I
x†dµ(t)x +
∫
J
x†dµ(t)x = x†µ(I)x + x†µ(J)x = x†µ(T)x = x†x.
This is only possible if equalities hold in (21) and in (22). Since the vector x was arbitrary, this implies
the conclusion of the theorem.
Theorem 7. Let {µ(n)}n≥0 be a sequence in Pℓ(T) and µ ∈ Pℓ(T). Then ∗− limn µ
(n) = µ if and only
if limn µ
(n)(I) = µ(I) for any open arc I on T such that µ does not have point masses at the endpoints
of I.
Proof. One direction has been already proved in Theorem 6. Suppose now that limn µ
(n)(I) = µ(I) for
any open arc I on T such that µ does not have point masses at the endpoints of I. Then for every x ∈ Cℓ,
‖x‖ = 1, the sequence of usual probability measures x†µ(n)x converges to x†µx on any interval which
does not have point masses of µ (and therefore of x†µx since it is absolutely continuous with respect to
µ). Then by Theorem 8.6 of [11] the sequence x†µ(n)x converges to x†µx in the ∗-weak topology. Now
the polarization identity implies ∗− limn x
†µ(n)y = x†µy for any pair of vectors (x, y). Setting x := ei,
y := ej for all pairs i, j, we obtain the weak limits for all entries of µ.
Theorem 8. Suppose that νn = hndθ/(2π) where hn are matrix-valued functions on T. Suppose that
there is a positive constant C such that ∫
T
‖hn‖
2 dθ
2π
< C.
Then any ∗-weak limit point of {νn} is an absolutely continuous matrix-valued measure.
Proof. By norm equivalence (10) in Mℓ, we can replace the operator norm of hn by its Hilbert-Schmidt
norm. For each matrix entry, the result of this theorem is standard, so it holds for the Hilbert-Schmidt
(and hence the spectral) norm of the entire matrix as well.
Every µ ∈ Pℓ(T) defines two positive definite quadratic forms on the two-sided module C(T,Mℓ) over
Mℓ of all continuous functions with values in Mℓ. They correspond to the right and left multiplication
and are defined as matrix-valued ‘inner products’ by
〈〈f, g〉〉R :=
∫
f(x)† dµ(x)g(x), (24)
〈〈f, g〉〉L :=
∫
g(x) dµ(x)f(x)†. (25)
Let P denote the set of all polynomials in z ∈ C with coefficients fromMℓ. For a nonnegative integer
n, Pn will denote the set of polynomials in P of degree at most n. Note that, to generate an infinite
sequence of orthogonal polynomials, µ must satisfy (2) for every nonzero polynomial p. This is equivalent
to the condition that the non-negative Borel measure
det (M(µ, ζ)) tr(dµ)
has infinite Borel support, see [5, 17].
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5 Analysis of operator functions
In this section we list some properties of the logarithm as an operator function. We start with the
definitions of operator monotone, convex, and concave functions defined on the half real line (0,∞).
Let H be an infinite-dimensional (separable) Hilbert space. Let B+(H) denote the set of all positive
operators in B(H). A continuous real function f on (0,∞) is said to be operator monotone (or, more
precisely, operator monotone increasing) if A  B implies f(A)  f(B) for A,B ∈ B+(H), and operator
monotone decreasing if −f is operator monotone increasing, i.e., if A  B implies f(A)  f(B), where
f(A) and f(B) are defined via functional calculus as usual. Also, f is said to be operator convex if
f(λA + (1 − λ)B)  λf(A) + (1 − λ)f(B) for all A,B ∈ B+(H) and λ ∈ (0, 1), and operator concave if
−f is operator convex (see also [3]).
One should not expect that the operator monotonicity and the operator convexity of f follow from
the same properties of the scalar function f . For example, a power function tα on (0,∞) is operator
monotone if and only if α ∈ [0, 1], operator monotone decreasing if and only if α ∈ [−1, 0], and operator
convex if and only if α ∈ [−1, 0] ∪ [1, 2] (see, for instance, [3, Chapter V]). Moreover, the function
f(t) = exp(t) is neither operator monotone nor operator convex on any (spectral) interval.
As is known, the operator monotone functions are generated by holomorphic functions that map the
upper half plane into the upper half plane. Clearly, if one fixes a branch of the logarithm so that it is
real on (0,∞) then the corresponding holomorophic function maps the upper half plane into the upper
half plane.
Proposition 9. The functions log t and −1/t are operator monotone increasing on (0,∞).
A detailed proof can be found in [3, Section V.4].
So, 1/t is operator monotone decreasing on (0,∞). Furthermore, it follows from [3, Exercise V.3.14]
that the integration of an operator monotone decreasing function gives an operator concave function.
Proposition 10. The function log t is operator concave on (0,∞).
This statement can also be verified by means of [1, Theorem 3.1].
Now, we are in a position to formulate the matrix Jensen inequality for the logarithm. Namely,
Proposition 10 and [6, Theorem 4.2] yield the following statement.
Proposition 11. Let f : T→ B+(Mℓ) be a measurable function. Then the following inequality holds:∫
T
log f(θ)
dθ
2π
 log
(∫
T
f(θ)
dθ
2π
)
. (26)
Besides monotonicity and convexity, we will also deal with operator continuity. Recall that a function
f defined on (0,∞) is operator continuous if the relation ‖An−A‖H → 0 implies ‖f(An)− f(A)‖H → 0
for any A,An ∈ B+(H).
Proposition 12. The function log t is operator continuous on (0,∞).
Proof. Since log t can be extended to a holomorphic function on C \ (−∞, 0), the statement follows
directly from the Dunford-Schwarz operator calculus.
6 Matrix orthogonal polynomials on the unit circle
We begin by recalling some basic facts from [5] for convenience of the reader. Let σ ∈ Pℓ(T) be a matrix
probability measure such that det(M(σ, ζ))tr(dσ(ζ)) has infinite Borel support. We define right and left
monic orthogonal matrix polynomials ΦRn ,Φ
L
n by applying the Gram–Schmidt procedure in C(T,Mℓ)
with respect to the ‘inner products’ (24) and (25) to the sequence {1, z1, z21, . . .}. In other words, ΦRn
is the unique matrix polynomial zn1+ lower order terms satisfying the orthogonality conditions
0 = 〈〈zk1,ΦRn 〉〉R =
∫ (
zk1
)†
dσ(x)ΦRn , k = 0, 1, . . . , n− 1. (27)
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Similarly ΦLn is the unique matrix polynomial z
n1+ lower order terms satisfying
0 = 〈〈zk1,ΦLn〉〉L :=
∫
ΦLn dσ(x)
(
zk1
)†
, k = 0, 1, . . . , n− 1. (28)
The normalized orthogonal matrix polynomials are defined by
ϕL0 = ϕ
R
0 = 1, ϕ
L
n = κ
L
nΦ
L
n and ϕ
R
n = Φ
R
nκ
R
n (29)
where the κ’s are defined according to the normalization conditions
〈〈ϕRn , ϕ
R
m〉〉R = δnm1, 〈〈ϕ
L
n , ϕ
L
m〉〉L = δnm1, (30)
along with the following positivity conditions:
κLn+1(κ
L
n)
−1 ≻ 0 and (κRn )
−1κRn+1 ≻ 0. (31)
Note that the κLn are determined by the normalization condition up to multiplication on the left by
unitary matrices. It can be shown that these unitaries can always be uniquely chosen so as to satisfy
(31), see [5].
Now define
ρLn := κ
L
n(κ
L
n+1)
−1 and ρRn := (κ
R
n+1)
−1κRn .
Being inverses of positives matrices, ρLn and ρ
R
n are positive definite as well. In particular, we have that
κLn = (ρ
L
0 · · · ρ
L
n−1)
−1 and κRn = (ρ
R
n−1 · · · ρ
R
0 )
−1. (32)
In the matrix case as well as in the scalar case we have the Szego˝ recursion. Before stating it,
we recall that, for a matrix polynomial Pn of degree n, we define the reversed polynomial P
∗
n by (4):
P ∗n(z) = z
nPn(1/z¯)
†.
Theorem 13 ([5]). There is a sequence of contractive matrices αn in Mℓ such that
zϕLn − ρ
L
nϕ
L
n+1 = α
†
nϕ
R,∗
n , (33)
zϕRn − ϕ
R
n+1ρ
R
n = ϕ
L,∗
n α
†
n, (34)
where ρLn and ρ
R
n are defined as follows
ρLn = (1− α
†
nαn)
1/2, ρRn = (1− αnα
†
n)
1/2. (35)
Setting z = 0 in (33) and using (29), we derive the following formulas for the parameters:
αn = −(κ
R
n )
−1ΦLn+1(0)
†(κLn)
† = −(κRn )
†ΦRn+1(0)
†(κLn)
−1. (36)
Alternatively, one can also set z = 0 in formulas (3.11) of [5].
Lemma 14. The left and right monic orthogonal polynomials of σ and σ are related by
ΦLn(e
iθ, σ)=ΦRn (e
−iθ, σ)†. (37)
Proof. For k < n we have, by (27),
0 =
(∫ (
zk1
)†
dσ(z)ΦRn (z, σ)
)†
=
∫ (
ΦRn (z, σ)
)†
dσ(z)
(
zk1
)
=
∫ (
ΦRn (z, σ)
)†
dσ(z)
(
zk1
)
=
∫ (
ΦRn (z, σ)
)†
dσ(z)
(
zk1
)†
=
∫
ΦLn(z, σ) dσ(z)
(
zk1
)†
,
which implies (37) by (28).
Proposition 15. If {αk}k≥0 are the parameters of σ, then {α
†
k}k≥0 are the parameters of σ.
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Proof. By (37), the matrix coefficients of the polynomial ΦLn(e
iθ, σ) are the matrices adjoint to the
coefficients of the polynomial ΦRn (e
iθ, σ). In particular,
ΦLn+1(0, σ) = Φ
R
n+1(0, σ)
†. (38)
Since κR0 = κ
L
0 = 1, we see that
α0(σ) = −Φ
L
1 (0, σ)
† = −ΦR1 (0, σ) = α0(σ)
†.
Suppose that we already proved that αk(σ) = αk(σ)
† for k < n. Then, by the induction hypothesis and
by (32),
κRn (σ) = κ
L
n(σ)
†, κLn(σ) = κ
R
n (σ)
†. (39)
It follows that
αn(σ) = −(κ
R
n (σ))
−1ΦLn+1(0, σ)
†(κLn(σ))
† = −(κLn(σ)
†)−1ΦRn+1(0, σ)κ
R
n (σ)
=
(
−κRn (σ)
†ΦRn+1(0, σ)
†(κLn(σ))
−1
)†
= αn(σ)
†,
see (36).
Corollary 16. The left and right orthogonal polynomials are related by formula (5).
Proof. We have
ϕLn(e
iθ, σ) = κLn(σ)Φ
L
n(e
iθ, σ) = κRn (σ)
†ΦRn (e
−iθ, σ)† = ϕRn (e
−iθ, σ)†.
We next recall the notion of Bernstein-Szego˝ approximation. We begin with a list of properties of
matrix orthogonal polynomials.
Theorem 17 ([5, Theorem 3.8]). The polynomials ϕL, ϕR satisfy the following conditions:
(i) For z ∈ T, all of ϕR,∗n (z), ϕ
L,∗
n (z), ϕ
R
n (z), ϕ
L
n(z) are invertible.
(ii) For z ∈ D, ϕR,∗n (z) and ϕ
L,∗
n (z) are invertible.
(iii) For any z ∈ T,
ϕRn (z)ϕ
R
n (z)
† = ϕLn(z)
†ϕLn(z) . (40)
Given a finite sequence {αj}
n−1
j=0 of contractive matrices, we can always use the Szego˝ recursion to
define the polynomials ϕRj , ϕ
L
j for j = 0, 1, . . . , n. Analogously to the scalar case, let us define a measure
dµn on T by
dµn(θ) = [ϕ
R
n (e
iθ)ϕRn (e
iθ)†]−1
dθ
2π
. (41)
In view of (40), we also see that
dµn(θ) = [ϕ
L
n(e
iθ)†ϕLn(e
iθ)]−1
dθ
2π
. (42)
Also, directly from the definition of the right orthogonal polynomials, we have
dµn(θ) = [ϕ
R,∗
n (e
iθ)†ϕR,∗n (e
iθ)]−1
dθ
2π
. (43)
The measure dµn in (43) is called the right Bernstein-Szego˝ approximation to σ. The left Bernstein-Szego˝
approximation to σ is given by
dµLn(θ) = [ϕ
L,∗
n (e
iθ)ϕL,∗n (e
iθ)†]−1
dθ
2π
. (44)
Now we are in a position to formulate the main result of this section.
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Theorem 18 ([5]). The matrix-valued measure dµn is normalized and its right matrix orthogonal
polynomials for j = 0, . . . , n are {ϕRj }
n
j=0. The Verblunsky coefficients for dµn are
αj(dµn) =
{
αj , j ≤ n,
0, j ≥ n+ 1.
(45)
Moreover, ∗− limn→∞ dµn = dσ.
Following [5], we associate the matrix
AL(α, z) =
(
z(ρL)−1 −(ρL)−1α†
−z(ρR)−1α (ρR)−1
)
(46)
to a given matrix parameter α. Then(
ϕLn
ϕR,∗n
)
= AL(αn−1, z) · · ·A
L(α0, z)
(
1
1
)
. (47)
Applying the adjoint † to both sides and taking the product over αj for j = 0, . . . , n− 1, we obtain
ϕLn
†
ϕLn + ϕ
R,∗
n
†
ϕR,∗n =
(
1 1
)
AL(α0, z)
†
· · ·AL(αn−1, z)
†
AL(αn−1, z) · · ·A
L(α0, z)
(
1
1
)
.
Note that (42) and (43) imply that the equality
ϕLn
†
ϕLn = ϕ
R,∗
n
†
ϕR,∗n (48)
holds on the circle T, implying that
ϕR,∗n
†
ϕR,∗n =
1
2
(
1 1
)
AL(α0, z)
†
· · ·AL(αn−1, z)
†
AL(αn−1, z) · · ·A
L(α0, z)
(
1
1
)
. (49)
Using the fact ρRα = αρL, the matrix in (46) can be factored as follows:
AL(α, z) =
(
(ρL)−1 0
0 (ρR)−1
)(
z1 −α†
−zα 1
)
=
(
z1 −α†
−zα 1
)(
(ρL)−1 0
0 (ρR)−1
)
. (50)
To factor the non-diagonal matrix in (50), we apply Schur’s factorization(
A B
C D
)
=
(
1 0
CA−1 1
)(
A 0
0 D − CA−1B
)(
1 A−1B
0 1
)
(51)
with
A = z1 B = −α†
C = −zα D = 1
.
Then
AL(α, z) =
(
(ρL)−1 0
0 (ρR)−1
)(
1 0
−α 1
)(
z1 0
0 1− αα†
)(
1 −(z)−1α†
0 1
)
. (52)
Since det ρL = det ρR, we conclude that
detAL(α, z) = zℓ. (53)
It is easy to check that
ϕL1 (z) = (ρ
L
0 )
−1(z − α†0), ϕ
R
1 (z) = (z − α
†
0)(ρ
R
0 )
−1.
Further, forming the Szego˝ dual, we obtain
ϕL,∗1 (z) = (1− zα0)(ρ
L
0 )
−1, ϕR,∗1 (z) = (ρ
R
0 )
−1(1− zα0).
After pertinent multiplications, this produces
ϕR,∗1 (z)
†ϕR,∗1 (z) = (1− zα
†
0)(ρ
R
0 )
−2(1− zα0),
ϕL,∗1 (z)ϕ
L,∗
1 (z)
† = (1− zα0)(ρ
L
0 )
−2(1− zα†0).
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Proposition 19. For every α ∈ Mℓ and z ∈ T
(1− zα†)(1− αα†)−1(1− zα) =
[
(1− zα†)−1 + (1− zα)−1 − 1
]−1
.
Proof. Consider the matrix polynomial
p(z) = (1− zα†)(1− αα†)−1(1− zα). (54)
Since zz = 1, we have
1− αα† = 1− zzαα† = (1− zα)(1+ zα†) + zα− zα†. (55)
Similarly,
1− αα† = 1− zzαα† = (1+ zα)(1− zα†)− zα+ zα†. (56)
The sum of the expressions (55) and (56) yields
2(1− αα†) = (1+ zα)(1− zα†) + (1− zα)(1+ zα†)
= (2− (1− zα))(1− zα†) + (1− zα)(2− (1− zα†)).
(57)
Let us denote 1− zα by B for brevity. From (54) and (57) we obtain
p(z) = B†(1− αα†)−1B = 2B†
[
B(2−B†) + (2−B)B†
]−1
B
= 2
[
(2−B†)B−† +B−1(2−B)
]−1
= 2
[
2B−† − 2+ 2B−1
]−1
=
[
(1− zα†)−1 + (1− zα)−1 − 1
]−1
.
7 The Bernstein–Szego˝ approximation
In this section we obtain a formula for the Bernstein–Szego˝ approximation of a matrix probability
measure.
Lemma 20. Let βn be the matrix defined by
βn = exp
∫ 2π
0
log([ϕR,∗n (e
iθ)†ϕR,∗n (e
iθ)]−1)
dθ
2π
. (58)
Then log βn is self-adjoint and nonpositive.
Proof. Since [ϕR,∗n (e
iθ)†ϕR,∗n (e
iθ)]−1 is a positive matrix for every θ its logarithm is self-adjoint as well
as the integral log βn of the logarithm of this matrix. By Proposition 11,
log βn =
∫ 2π
0
log([ϕR,∗n (e
iθ)†ϕR,∗n (e
iθ)]−1)
dθ
2π
 log
(∫ 2π
0
[ϕR,∗n (e
iθ)†ϕR,∗n (e
iθ)]−1)
dθ
2π
)
= logµn(T) = 0
since µn is normalized: µn(T) = 1.
The standard operator calculus and Lemma 20 imply that the matrix βn = exp log βn is self-adjoint
and satisfies
0 ≺ βn  1. (59)
Lemma 21. For βn, we have
log detβn = tr log βn = log
n−1∏
k=0
det
(
1− αkα
†
k
)
=
n−1∑
k=0
tr log
(
1− αkα
†
k
)
. (60)
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Proof. Applying elementary transformations and formula (35), we obtain
tr(log βn) =
∫ 2π
0
tr log([ϕR,∗n (e
iθ)†ϕR,∗n (e
iθ)]−1)
dθ
2π
=
∫ 2π
0
log det([ϕR,∗n (e
iθ)†ϕR,∗n (e
iθ)]−1)
dθ
2π
=
∫ 2π
0
log det([ϕR,∗n (e
iθ)†]−1)
dθ
2π
+
∫ 2π
0
log det([ϕR,∗n (e
iθ)]−1)
dθ
2π
= 2Re
∫ 2π
0
log det([ϕR,∗n (e
iθ)]−1)
dθ
2π
= 2Re log det([ϕR,∗n (0)]
−1) = 2 log det
(
ρR0 · · · ρ
R
n−1
)
= log
n−1∏
k=0
det
(
1− αkα
†
k
)
since the function z 7→ log det
(
[ϕR,∗n (z)]
−1
)
is analytic in the closed unit disc.
Remark. In general, log(AB) cannot be written as logA + logB if A and B are matrices. So, the
integral in Lemma 20 cannot be evaluated by the mean value theorem. In other words, the function
log([ϕR,∗n (e
iθ)†ϕR,∗n (e
iθ)]−1) is in general not a restriction of a harmonic function to the unit circle. Our
next lemma addresses the easy case when the logarithm in question does split.
If {α1, . . . , αn−1} is a commuting family of normal matrices, then the self-adjoint matrix βn can be
evaluated explicitly as follows:
Lemma 22. Let {α1, . . . , αn−1} be a commuting family of normal matrices. Then
βn =
n−1∏
k=0
(
1− αkα
†
k
)
.
Proof. The proof follows the proof of Lemma 21 since in this case ϕR,∗n (z) is a normal matrix for any
value of z.
8 The Matrix Szego¨ Theorem
Definition 23. A matrix probability measure σ ∈ Pℓ(T) is said to be a Szego¨ measure if∫
T
tr log σ′
dθ
2π
> −∞. (61)
Theorem 24. For any matrix probability measure σ ∈ Pℓ(T) and any n ∈ N,∫
T
tr log σ′
dθ
2π
≤ tr log βn = log
n−1∏
k=0
det(1− α†kαk). (62)
Proof. If
∫
T
tr log σ′ dθ2π = −∞, the conclusion of the theorem holds trivially, so assume that σ is a Szego˝
measure, i.e., the corresponding integral is not −∞. Jensen’s matrix inequality from Proposition 11
implies∫
T
log
(
β1/2n [ϕ
R,∗
n (e
iθ)†σ′ϕR,∗n (e
iθ)β1/2n ]
) dθ
2π
 log
(∫
T
β1/2n [ϕ
R,∗
n (e
iθ)†σ′
dθ
2π
ϕR,∗n (e
iθ)]β1/2n
)
. (63)
Now we replace σ′ by σ, which is larger in the Loewner ordering, according to (16). Since σ is absolutely
continuous with respect of tr(σ), there exist two disjoint Borel sets E and F and a Borel matrix function
x 7→ M(x) such that
dσ = MχE tr(σa) + MχF tr(dσd + dσs)
where E is a Borel support of tr(dσa), F is a Borel support of tr(dσd+dσs) and χE , χF are the indicators
of E and F correspondingly. Notice that
β1/2n [ϕ
R,∗
n (e
iθ)†MχE tr(σa)ϕ
R,∗
n (e
iθ)]β1/2n = β
1/2
n [ϕ
R,∗
n (e
iθ)†σ′
dθ
2π
ϕR,∗n (e
iθ)]β1/2n ;
β1/2n [ϕ
R,∗
n (e
iθ)†MχF tr(dσd + dσs)ϕ
R,∗
n (e
iθ)]β1/2n = β
1/2
n [ϕ
R,∗
n (e
iθ)†(dσd + dσs)ϕ
R,∗
n (e
iθ)]β1/2n .
(64)
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Combining (64) with the result of Lemma 1, we obtain
∫
T
β1/2n [ϕ
R,∗
n (e
iθ)†σ′
dθ
2π
ϕR,∗n (e
iθ)]β1/2n =
∫
T
β1/2n [ϕ
R,∗
n (e
iθ)†MχE tr(σa)ϕ
R,∗
n (e
iθ)]β1/2n

∫
T
β1/2n [ϕ
R,∗
n (e
iθ)†MχE tr(σa)ϕ
R,∗
n (e
iθ)]β1/2n +
∫
T
[ϕR,∗n (e
iθ)†MχF tr(dσd + dσs)ϕ
R,∗
n (e
iθ)]β1/2n
=
∫
T
β1/2n [ϕ
R,∗
n (e
iθ)†dσϕR,∗n (e
iθ)]β1/2n .
By (63) and by the operator monotonicity of the logarithm from Lemma 9, we obtain
∫
T
log
(
β1/2n [ϕ
R,∗
n (e
iθ)†σ′ϕR,∗n (e
iθ)]β1/2n
) dθ
2π
 log
(∫
T
β1/2n [ϕ
R,∗
n (e
iθ)†dσϕR,∗n (e
iθ)]β1/2n
)
= log
(
β1/2n
∫
T
[ϕR,∗n (e
iθ)†dσϕR,∗n (e
iθ)]β1/2n
)
= log
(
β1/2n 1β
1/2
n
)
= log βn , (65)
in view of the orthonormality of the polynomials ϕRn . Next, we have
tr log
(
β1/2n [ϕ
R,∗
n (e
iθ)†σ′ϕR,∗n (e
iθ)]β1/2n
)
= log det
(
β1/2n [ϕ
R,∗
n (e
iθ)†σ′ϕR,∗n (e
iθ)]β1/2n
)
= log
[
det(βn) det([ϕ
R,∗
n (e
iθ)†ϕR,∗n (e
iθ)]) det(σ′)
]
= log det(βn)+log det([ϕ
R,∗
n (e
iθ)†ϕR,∗n (e
iθ)])+log det(σ′)
= tr log βn + tr log[ϕ
R,∗
n (e
iθ)†ϕR,∗n (e
iθ)] + tr log σ′.
Integrating the above equality and taking into account (58), (60) and (65), we arrive at
tr log βn ≥
∫
T
tr log
(
β1/2n [ϕ
R,∗
n (e
iθ)†σ′ϕR,∗n (e
iθ)]β1/2n
) dθ
2π
= tr log βn +
∫
T
tr log
(
[ϕR,∗n (e
iθ)†ϕR,∗n (e
iθ)]
) dθ
2π
+
∫
T
tr log σ′
dθ
2π
=
∫
T
tr log σ′
dθ
2π
.
It remains to apply Lemma 21.
Corollary 25. If σ is a Szego˝ measure, then∫
T
tr log σ′
dθ
2π
≤ inf
n
tr log βn ≤ − sup
n
log ‖β−1n ‖ ≤ 0, (66)
in particular, supn ‖β
−1
n ‖ < +∞.
Proof. Since βn satisfies (59), all its eigenvalues λk, 1 ≤ k ≤ ℓ, must lie in the interval (0, 1]. In addition,
‖β−1n ‖ = max
1≤k≤ℓ
λ−1k .
By (62) and Lemma 3
−∞ <
∫
T
tr log σ′
dθ
2π
≤ log det (βn) = tr log βn ≤ 0,
implying that
log ‖β−1n ‖ = max
k
logλ−1k <
ℓ∑
k=1
logλ−1k = tr log β
−1
n ≤ −
∫
T
tr log σ′
dθ
2π
< +∞.
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By compactness of closed balls in the finite-dimensional space Mℓ, a bounded sequence of matrices
has a limit point. It follows that if {β−1n }n≥0 is uniformly bounded, then any of its limit points β
−1 in
Mℓ satisfies
‖β−1‖ ≤ sup
n
‖β−1n ‖ < +∞. (67)
We denote by C(T,M+ℓ ) the set of all continuous matrix functions on T with values inM
+
ℓ , by L
2(T,M+ℓ )
the set of all square-integrable matrix functions on T with values in M+ℓ , and by M(T,M
+
ℓ ) the set of
all finite Borel measures with values in M+ℓ .
Let µ be a finite Borel measure with values in M+ℓ . Suppose that, for any open arc I ⊂ T whose
endpoints do not carry point masses of σ, the inequality
µ(I)  σ(I)
holds. Then we write dµ  dσ.
Theorem 26. Let σ ∈ Pℓ(T) satisfy supn ‖β
−1
n ‖ < +∞, with βn defined as above, and let {fn}n≥0 be
a sequence in C(T,M+ℓ ) such that fn(e
iθ) ≻ 0 on T and let∫
T
fn
dθ
2π
 1; (68)
∗− lim
n
fn
dθ
2π
 dσ; (69)
log βn 
∫
T
log fn
dθ
2π
. (70)
Then
lim
n
log βn =
∫
T
log σ ′
dθ
2π
(71)
in Mℓ.
Proof. By (59) and (67), the sequence of negative operators log βn is uniformly bounded. Suppose that
log β is a limit point of this sequence of matrices in Mℓ. Then there is an infinite subset Λ of N such
that
lim
n∈Λ
log βn = log β. (72)
Let
log+ x = max(log x, 0) , log− x = log+ x− log x .
Then log+ x ≤ x for every x > 0. The Spectral Theorem applied to a (strictly) positive operator A yields
log+(A)  A. (73)
We apply (73) to A := fn(e
iθ) pointwise in θ and obtain the operator inequality
log+(fn(e
iθ))  fn(e
iθ). (74)
Integrating (74) and taking into account (68), we obtain∫
T
log+(fn(e
iθ))
dθ
2π
 1. (75)
Observing that log = log+− log− and using (75) and (70), we see that∫
T
log−(fn(e
iθ))
dθ
2π
 1+ log β−1n . (76)
Let
dν+n := log
+(fn(e
iθ))
dθ
2π
, dν−n := log
−(fn(e
iθ))
dθ
2π
. (77)
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Since {β−1n }n≥0 is bounded, (76) implies that {ν
−
n }n≥0 has a ∗-weak limit point ν
− ∈M(T,M+ℓ ):
dν− = ∗− lim
n∈Λ′
dν−n = (ν
−)′
dθ
2π
+ dν−s for some Λ
′
⊂ Λ, (78)
where dν−s is the singular part of dν
− (it may include the discrete part as well), (ν−)′ = dν−/( dθ2π ). It
follows from the inequality (log+ x)2 ≤ x and (68) that∫
T
(
log+(fn(e
iθ)
)2 dθ
2π
 1 , (79)
By (79), the function dν+n /(
dθ
2π ) is in the unit ball of L
2(T,Mℓ), which is compact in the weak topology
of L2(T,Mℓ), see Theorem 8. It follows that any ∗-limit point ω of {ν
+
n }n≥0 in M(T,Mℓ) is absolutely
continuous with respect to the Lebesgue measure and, moreover, belongs to L2(T,M+ℓ ). Then there
exist a subset Λ
′′
⊂ Λ
′
and some ω′ in the unit ball of L2(T,M+ℓ ) such that
dν+ := ∗− lim
n∈Λ′′
dν+n = ω
′ dθ
2π
, ∗− lim
n∈Λ′′
dν−n = dν
− ,
dν := dν+ − dν− = (ω′ − (ν−)′)
dθ
2π
− dν−s ,
(80)
see (78). Let I be an open arc on T such that its endpoints do not carry point masses of dν−s or dσs. By
matrix Jensen’s inequality from Proposition 11, we get
1
|I|
∫
I
log(fn(e
iθ))
dθ
2π
 log
{
1
|I|
∫
I
fn(e
iθ)
dθ
2π
}
. (81)
Applying Helly’s Theorem 6 separately to {ν+n }n∈Λ′′ and to {ν
−
n }n∈Λ′′ , we obtain
lim
n∈Λ′′
1
|I|
∫
I
log(fn(e
iθ))
dθ
2π
=
ν(I)
|I|
. (82)
Applying Helly’s Theorem 6, we derive from (69) the inequality
lim
n
1
|I|
∫
I
fn(e
iθ)
dθ
2π

σ(I)
|I|
. (83)
A substitution of (82) and (83) into (81) results in the inequality
ν(I)
|I|
 log
(
σ(I)
|I|
)
(here we use the operator continuity of the logarithm, see Proposition 12). It follows from Lebesgue’s
theorem on differentiation and the operator continuity of the logarithm that
ν′  log(σ′) (84)
almost everywhere on T. In view of (84) and (70), we obtain
log β + ν−s (T) 
∫
T
dν + ν−s (T) =
∫
T
ν′
dθ
2π

∫
T
log σ′
dθ
2π
. (85)
Combining (62) with (85), we see that ∫
T
tr log σ′
dθ
2π
= tr log β. (86)
and tr νs(T) = 0, so ν
−
s = 0 by the nonnegativity of the measure ν
−
s . It follows that
log β 
∫
T
log σ′
dθ
2π
.
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Since the traces of the operators on both sides are equal by (86), we invoke Lemma 2 and conclude that
log β =
∫
T
log σ′
dθ
2π
.
Since log β is an arbitrary limit point of {logβn}n≥0, we obtain (71).
Theorem 27. Let σ ∈ Pℓ(T) satisfy supn ‖β
−1
n ‖ < +∞. Then
lim
n
log βn =
∫
T
log σ ′
dθ
2π
.
Proof. Set
fn(e
iθ) = [ϕR,∗n (e
iθ)†ϕR,∗n (e
iθ)]−1
in Theorem 26. Then (68) and (69) follow from Theorem 18. Finally, (70) follows from (58).
Theorem 28 ([4, Theorem 18]). For any σ ∈ Pℓ(T),
log
∞∏
k=0
det(1− α†kαk) =
∫
T
tr log σ′
dθ
2π
. (87)
Proof. Since det(1− α†kαk) < 1 for all k, the sum of the series
∞∑
k=0
log det(1− α†kαk)
with negative terms satisfies
∞∑
k=0
log det(1− α†kαk) ≥
∫
T
tr log σ′
dθ
2π
(88)
by Theorem 24. We have two cases. If the series on the left-hand side of (88) diverges, then σ is not a
Szego¨ measure and both sides of (87) equal −∞. If the series on the left-hand side of (88) converges,
then
lim
k
log det(1− α†kαk) = limk
tr log(1 − α†kαk) = 0.
Since the spectral norm ‖ · ‖ is the largest eigenvalue of a positive self-adjoint matrix, it follows that
lim
k
‖α†kαk‖ = 0.
Since −x ≥ log(1− x) for 0 < x < 1, we see that
−‖α†kαk‖ ≥ log(1− ‖α
†
kαk‖) ≥ tr log(1 − α
†
kαk),
implying that
∞∑
k=0
‖α†kαk‖ < +∞.
Lemma 21 implies that the ‖β−1n ‖ are bounded. An application of Theorem 27 now completes the
proof.
Corollary 29 ([4, Theorem 19]). A measure σ ∈ Pℓ(T) is a Szego¨ measure if and only if
∞∑
k=0
‖α†kαk‖ < +∞.
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One direction of this corollary was already proved in Theorem 28; the other direction can be obtained
analogously to [4]
Corollary 30. Let σ be a Szego¨ measure and let {ϕn}n≥0 be the orthogonal polynomials in L
2(dσ).
Then
∗ − lim
n
dµn = ∗− lim
n
log
(
[ϕR,∗n (e
iθ)†ϕR,∗n (e
iθ)]−1
) dθ
2π
= log(σ′)
dθ
2π
(89)
in the weak topology of M(T,Mℓ).
Proof. Apply the proof of Theorem 26 to the measures
dν+n := dµ
+
n := log
+
(
[ϕR,∗n (e
iθ)†ϕR,∗n (e
iθ)]−1
) dθ
2π
,
dν−n := dµ
−
n := log
−
(
[ϕR,∗n (e
iθ)†ϕR,∗n (e
iθ)]−1
) dθ
2π
.
Taking (85) into account, we obtain
ν′ = log σ′ a.e. on T . (90)
The substitution of (90) into the last formula of (80) results in
dν = log σ′
dθ
2π
= (ω′ − (ν−)′)
dθ
2π
.
Since ω in the proof of Theorem 26 was an arbitrary ∗-limit point of {ν+n }n∈Λ, this implies that
∗− limn∈Λ′ dν
+
n = ω
′ dθ
2π . Since ν
− was an arbitrary ∗-limit point of {ν−n }n∈Λ, we conclude that ∗− limn dµn =
log σ′ dθ2π .
9 The Helson-Lowdenslager Theorem
Since ΦR,∗n is left orthogonal to z1, . . . , z
n1 (see [5, Lemma 3.2]), it is also left orthogonal to any linear
combination p of these matrix functions with the coefficients inMℓ. Take any such combination p. Then
〈〈ΦR,∗n −p,Φ
R,∗
n −p〉〉L = 〈〈Φ
R,∗
n ,Φ
R,∗
n 〉〉L+〈〈p, p〉〉L−〈〈Φ
R,∗
n , p〉〉L−〈〈Φ
R,∗
n , p〉〉
†
L = 〈〈Φ
R,∗
n ,Φ
R,∗
n 〉〉L+〈〈p, p〉〉L.
Since every polynomialQ satisfyingQ(0) = 1 is of the formQ = ΦR,∗n −p we obtain the matrix inequality
〈〈ΦR,∗n ,Φ
R,∗
n 〉〉L  〈〈Q,Q〉〉L. (91)
These facts are also derived for the real line in [5, Formula (2.10)].
It is therefore natural to call the square root of the positive matrix in the left-hand side of (91) the
left operator distance from 1 to zPn−1. Consequently, the usual distance in the left Hilbert space is equal
to
distL (1, zPn−1)
2 = tr
(
〈〈ΦR,∗n ,Φ
R,∗
n 〉〉L
)
. (92)
One easily verifies (see also [5, Lemma 3.1]) that
〈〈ΦR,∗n ,Φ
R,∗
n 〉〉L = 〈〈Φ
R
n ,Φ
R
n 〉〉
†
R = 〈〈Φ
R
n ,Φ
R
n 〉〉R = (κ
R
n )
−†〈〈ϕRn , ϕ
R
n 〉〉R(κ
R
n )
−1
= (κRn )
−†1(κRn )
−1 = (κRn )
−†(κRn )
−1.
(93)
It follows from (32) that
((κRn )
−†(κRn )
−1)1/2 = ρRn−1 · · · ρ
R
0 = (1− αn−1α
†
n−1)
1/2 · · · (1− α0α
†
0)
1/2 (94)
is the left matrix distance from 1 to zPn−1.
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Corollary 31. The identity polynomial 1 is in the left closure of the sets of matrix polynomials zPn−1
if and only if
exp
∫
T
log σ ′
dθ
2π
= 0.
The distance formula (94) is useful if the parameters {αk}k≥0 of σ are known. If this is not the case,
then one can apply an estimate for (κRn )
−1 from below which was obtained by Helson-Lowdenslager in
[8].
Now we are in a position to prove the main result of [8].
Theorem 32 ([8]). For every σ ∈ Pℓ(T)
exp
∫
T
1
ℓ
tr log σ ′
dθ
2π
= inf
A,P
∫
T
1
ℓ
tr
[
(A+ P )†dσ(A + P )
]
, (95)
where A runs over all matrices with determinant one, and P over all trigonometric polynomials of the
form
P (eiθ) =
∑
k>0
Ake
ikθ.
Proof. Combining Lemma 5 with formula (94), we get
inf
A∈A
1
ℓ
trA
(
(κRn )
−†(κRn )
−1
)
A† = [det((κRn )
−†(κRn )
−1)]1/ℓ
= exp

1ℓ
n−1∑
j=0
log det(1− αjα
†
j)

 = exp
{
1
ℓ
tr(log βn)
}
.
Combining this formula with (92), we obtain
inf
A∈A,P∈zPn−1
∫
T
1
ℓ
tr
[
(A+ P )dσ(A + P )†
]
= inf
A∈A,P∈zPn−1
∫
T
1
ℓ
trA(1+ zA−1P )dσ(1 + zA−1P )†A†
= inf
A
1
ℓ
trA
(
(κRn )
−†(κRn )
−1
)
A† = exp
{
1
ℓ
∫ 2π
0
tr log([ϕR,∗n (e
iθ)†ϕR,∗n (e
iθ)]−1)
dθ
2π
}
.
Passing to the limit, we arrive at (95), which was initially proved via a different method in [8, Theorem 8].
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