For measurements of turbulent heat transport in Rayleigh-Bénard convection the correction for the sidewall conductance is usually neglected or based on measurements or estimates for the empty cell. It is argued that the lateral thermal coupling between the fluid and the wall can invalidate these approaches, and that corrections based on calculations of the two-dimensional temperature fields are required in some cases. One of the important issues in turbulent convection of a fluid heated from below is the global heat transport of the system ͓1͔, as expressed by the Nusselt number
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Here q is the heat-current density, L the sample height, ⌬T ϭT h ϪT c the temperature difference, and the conductivity of the quiescent fluid. Usually a powerlaw
is fitted to the data. Here Rϵ␣gL 3 ⌬T/ is the Rayleigh number, with ␣ the isobaric thermal expansion coefficient, g the gravitational acceleration, the thermal diffusivity, and the kinematic viscosity. Various data sets for Prandtl numbers ϵ/տ0.66 yielded values of ␥ from 0.28 to 0.31 ͓1,2͔. Several theoretical models made predictions of ␥ in a similar range ͓1͔.
To determine N from Eq. ͑1͒, the heat current applied to the cell bottom must be corrected for the part passing through the sidewall. In all cases I know of this correction is based on measurements or estimates for the empty cell or assumed to be negligible. Unfortunately, in several cases neither is a good approximation. The reason is that the vertical temperature variation in the fluid is mostly across boundary layers ͑BLs͒ near the top and bottom, with a nearly uniform temperature over most of the cell interior. The thermal coupling of the temperature profile of the wall to that of the fluid then yields relatively large temperature gradients in the wall near the ends. Consequently the current entering ͑leaving͒ the wall at the cell bottom ͑top͒ usually is much larger than for an empty cell. Although this may seem obvious, its neglect significantly reduced the results for ␥ in several experiments. Corrections based on numerical calculations of the two-dimensional temperature field in the cell and wall increase ␥ by 0.02 or more for some experimental wall-fluid combinations, yielding values well above most theoretical predictions ͓1͔.
For a more quantitative examination, let the vertical z axis be pointing downward with its origin at the cell center, and define HϵL/2. Let a fixed current QϭQ F ϩQ W be applied at zϭH, with Q F and Q W flowing through the fluid and sidewall respectively. Numerical calculations ͓3͔ of the temperature field based on simplified models of the turbulent system were carried out for several sidewall-fluid combinations with sidewalls of uniform width d W , which terminated abruptly at the top and bottom plates. These plates were assumed to provide constant-temperature boundary conditions T h ϭ1 and T c ϭϪ1 below and above the system respectively. The fluid was represented by three quiescent BLs of conductivity and an interior of uniform temperature T 0 ϭ(T h ϩT c )/2. Two BLs were of thickness lϭL/2N and located near zϭϮH parallel to the top and bottom plates ͓4͔. The third was parallel to the sidewall, but its nature is more ambiguous. One model ͑Mod. 1͒ assumes a laminar viscous BL ͓5͔ and assigns to it a fixed average thickness ͓2͔ l ϭ0.25LR e Ϫ1/2 which is determined by the Reynolds number ͓2͔ R e ϭ0.039R 1/2 Ϫ5/6 (R e ϭ0.037R
) of a largescale flow for տ2 (Ӎ0.7). Although this is in good agreement with measurements of the time-averaged velocity for ϭ7 ͓6͔, the velocity in the BL fluctuates ͓6͔. Presumably the fluctuations enhance the effective thermal conductivity. Thus, assigning the fluid conductivity to this BL probably overestimates the thermal barrier provided by it between the turbulent interior and the wall. Another problem may be that for large L and modest R the model predicts values of l in excess of 1 cm. It seems unlikely that such a thick vertical layer will be stable in the presence of the vigorously turbulent flow adjacent to it, and in the presence of gravity. Thus, as an alternative, a thin BL of fixed l ϭ0.1 cm with conductivity was used as a second model ͑Mod. 2͒. This one probably underestimates the thermal barrier, with the physical case somewhere between the two models. The lateral coupling between the wall and the fluid assures that Q W (z) ͓and thus also Q F (z)͔ depends on z. It was assumed that the relevant correction is Q W (ϪH)ϭQ W (H) at the ends where the horizontal BLs in the fluid are located, although this may be an issue deserving further consideration. The cylindrical sample was approximated by a two-dimensional thin-slab model which may be viewed as a sheet of unit width and uniform temperature in the y direction, with a length in the x direction equal to d W (1ϩA/A W ) (A W and A are the cross sectional areas of the wall and the fluid͒, and a height L in the z direction. This preserves the ratio of the cross sectional areas of the wall and the fluid, and should be a good approximation when the cell diameter is much larger than the wall thickness. Only the lower half 0рzрH was simulated, since the problem is symmetric about the horizontal midplane. Only a horizontal section 0рxр(d W ϩl ϩ4l) was solved numerically. The contribution from x Ͼ(d W ϩl ϩ4l) was represented by a constant temperature gradient in the BL and TϭT 0 above it. The current density q(x,zϭH)ϭ(x)(dT/dz) zϭH with (x) the conductivity of the material at lateral position x ͑either wall or fluid͒ was computed. Examples are shown in Fig. 1 . The sums of q(x,H), separately over the wall and fluid domain of x, gave Q W (H) and Q F (H). The fractions
were then calculated. The corrected N is given by Nϭ f F Ñ if the wall current was originally neglected, i.e., if Ñ ϭQL/A⌬T ͓7͔. Examples of the calculated temperature fields for N ϭ15 (RӍ5ϫ10 6 ) and 50 (RӍ4ϫ10 8 ) for case 2 of Table I and Mod. 1 are presented in Fig. 2 . The vertical line extending throughout the entire system is the fluid-wall boundary.
To the left and below the ''L''-shaped line the fluid is assumed to be quiescent, with a conductivity . Above and to the right of it TϭT 0 . One sees that the temperature variation in the wall is largest near the cell bottom, leading to an enhanced wall current near zϭH. This is seen more clearly in Fig. 1 , which gives q(x,H) for the example in Fig. 2͑a͒ (Nϭ15) with a high-density polyethylene ͑HDPE͒ sidewall ͑solid and dash-dotted lines͒, and for the same geometry with a Plexiglas sidewall ͑dashed line͒. The dotted line is the current that would prevail for HDPE if the entire system had a uniform vertical temperature gradient equal to ⌬T/L. Near the right-hand side of the figure the convection enhances the heat transport by a factor Nϭ15 regardless of the wall. In the range 0.635ϽxՇ0.9 the effect of the viscous boundary layer of width 0.21 cm ͑solid line, Mod. 1͒ or 0.1 cm ͑dash-dotted line, Mod. 2͒ is noticed. At xϭ0.635 the temperature gradient at zϭH is continuous but, because of the discontinuity of the conductivity, the current density q(x,H) is discontinuous. In the wall (xϽ0.635) the current decreases as x decreases, but because of the adiabatic boundary condition at the outside of the wall the horizontal gradient has to vanish there. For Mod. 1, integration of q(x,H) for these examples yields f F ϭ0.869 ͑0.924͒ for HDPE ͑Plexiglas͒. For comparison, the ͑inappropriate͒ constant-temperature-gradient approximation would yield 0.970 ͑0.982͒ for HDPE ͑Plexi-glas͒.
To demonstrate the relevance of f F , Fig. 3 shows new measurements corresponding to cases 1 and 2 in Table I in the form of log 10 (NR Ϫ2/7 ) versus log 10 (R). The closed ͑open͒ symbols are for a HDPE ͑Plexiglas͒ sidewall. For the circles the sidewall correction was neglected. The two data sets differ from each other by about 5%. The squares were obtained after multiplying by f F based on Mod. 1. The agreement is very good. The diamonds result when Mod. 2 is used. The agreement now is perfect for RՇ7ϫ10 7 . The small deviations of 1.5% or less for larger R are not understood, but may be asociated with inadequacies of the model The above analysis suggests that the nature of the wall near the top and bottom plates matters much more than the central section. Unfortunately, complicated and often unpublished sidewall geometries involving flanges and seals, as well as the approximations in the treatment of the vertical BL, prevent a quantitative calculation of the correction appropriate for published values of N. Nonetheless it is possible to get a rough idea about the effect of f F on the data. Thus, f F (N ) for the cases listed in Table I and Mod. 1 is shown in Fig. 4 as solid lines. Cases 3, 4, and 5 correspond approximately to the experiments of the references in the last column of the table. One sees that the correction is relatively large for the gaseous helium experiments. This is so because the conductivity ratio W / is relatively large. But even for them f F is close to one and the wall correction less than a few percent for Nտ10 3 ( Rտ5ϫ10 12 ). At the other extreme, an exceptionally thin low-conductivity Plexiglas wall and a relatively high-conductivity fluid ͑water͒ yield a nearly negligible correction for all N ͑case 6͒. Figure 4 also illustrates the dependence of f F on l . The broken lines are for Mod. 2 for cases 1 to 5 ͑see the caption͒.
In order to get an estimate of the impact which the wall correction has on published data, the original as well as the corrected ͓7͔ results from Refs. ͓8-10͔ are shown in Fig. 5 . A fit over the range 10 8 рRр10 12 of Eq. ͑2͒ yields ␥ ϭ0.314, 0.306, and 0.289 for the original data, 0.327, 0.320, and 0.304 for the corrected data using Mod. 1, and 0.334, 0.334, and 0.317 for the corrected data using Mod. 2 for Refs. ͓8-10͔ respectively. The corrected values are larger than the pure powerlaw exponents predicted by various theoretical models ͓1͔. Of course a more quantitative evaluation, which can only be carried out with consideration of the precise experimental sidewall geometry and a more quantitative treatment of the BL along the wall, would be desirable. Table I . Open ͑closed͒ symbols are for a HDPE ͑Plexiglas͒ wall. Circles, without sidewall correction; squares, with correction using Mod. 1; diamonds, with correction using Mod. 2 ͑the data were shifted downward by 0.01͒. Table I . The solid lines, labeled by the cases of Table I , are for Mod. 1. The broken lines are for Mod. 2 and correspond to case 1 ͑long dashed line͒, 2 ͑short dashed line͒, 3 ͑dotted line͒, 4 ͑dash-dotted line͒, and 5 ͑dash-double-dotted line͒. Chavanne et al. ͓͑8͔, closed circles͒, Niemela et al. ͓͑9͔, open squares͒, and Wu ͓͑10͔, open circles͒. ͑a͒, original data; ͑b͒, after wall correction using Mod. 1; ͑c͒, after wall correction using Mod. 2.
FIG. 5. Measurements of N(R) by
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number is reduced by the wall effect and the effective exponents are increased. For Rϭ10 7 , 10 9 , and 10 10 , for instance, the ⌫ϭ3, 1.0, and 0.5 data give ␥ϭ0.253 ͑0.272 and 0.280͒, 0.282 ͑0.288 and 0.295͒, and 0.301 ͑0.308 and 0.314͒ respectively when the wall conductance is ignored ͑included with Mod. 1 and with Mod. 2͒. For comparison, the corrected data of Refs. ͓8͔ and ͓9͔ for ⌫ϭ0.5 using Mod. 1 are shown as well ͑those of Ref. ͓10͔ were omitted to avoid overcrowding͒.
One of the main conclusions of Ref. ͓11͔ was that data for N(R) cannot be fit by a single powerlaw over a wide range of R, but that nonetheless there exists a scaling function F(R)ϭN(R,⌫)/ f (⌫) with f (⌫)ϭO(1). Within their uncertainty the corrected data are also consistent with these conclusions. However, for 7.3Շlog(R)Շ9.3 they can also be interpreted to imply that a powerlaw with ␥ϭ0.289 (0.292) is applicable when Mod. 1 ͑Mod. 2͒ is used. The data are then consistent with a transition at log(R)Ӎ9.3 to a regime with ␥ϭ0.309 ͑0.316͒ for Mod. 1 ͑Mod. 2͒ which was obscured in the original data by rounding due to the wall contribution. This issue will require more careful study in the future. Another conclusion ͓11͔ was that the Grossmann-Lohse prediction ͓2͔ Nϭa
R 3/7 fits the data. This is still true for the corrected data within their possible systematic errors, albeit only for Rտ10 8 . The new coefficients a ϭ0.312 ͑0.298͒ and bϭ0.00256 ͑0.00291͒ for Mod. 1 ͑Mod. 2͒ differ slightly from the original estimates ͓11͔ aϭ0.326 and bϭ0.00236.
In this Rapid Communication it was argued that the lateral thermal coupling between the fluid and the wall in turbulent Rayleigh-Bénard convection can require that the correction for the current passing through the wall be based on a two-dimensional calculation of the temperature field of the system. Simply subtracting the conductance of the empty cell can lead to errors of 20% or more of the Nusselt number N in unfavorable cases, and can yield a systematic underestimate by 0.02 or more of the exponent ␥ obtained from a power-law fit to the data. The wall correction can be significant for Rayleigh numbers up to 10 12 or so. This work also suggests improvements in the design of future convection cells which will minimize the wall current. Obviously the sidewalls must be made as thin as possible and constructed of the lowest-conductivity material consistent with the fluid to be used. Equally important, the sidewall should extend parallel to the sides of the top and bottom plates with any flanges, seals, or gaskets located well away from the active surface of these plates.
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