The purpose of this paper is to study the problem of computing unitary eigenvalues (U-eigenvalues) of non-symmetric complex tensors. By means of symmetric embedding of complex tensors, the relationship between unitary eigenpairs (U-eigenpairs) of a non-symmetric complex tensor and unitary symmetric eigenpairs (US-eigenpairs) of its symmetric embedding tensor is established. An algorithm (Algorithm 3.1) is given to compute the U-eigenvalues of non-symmetric complex tensors by means of symmetric embedding. Another algorithm, Algorithm 3.2, is proposed to directly compute the U-eigenvalues of non-symmetric complex tensors, without the aid of symmetric embedding.
cal examples. These algorithms are applied to compute the geometric measure of its symmetric embedding. Based on symmetric embedding, Algorithm 3.1 is proposed to compute U-eigenpairs of non-symmetric complex tensors. Due to symmetric embedding, the size of the resulting tensor used in Algorithm 3.1 is usually very large, which significantly affects the computational efficiency of Algorithm 3.1. To circumvent this difficulty, Algorithm 3.2 is proposed to compute the U-eigenpairs of non-symmetric complex tensors directly. Convergence of Algorithms 3.1 and 3.2 are established. Finally, Algorithm 3.3, a tensor version of the Gauss-Seidel method, is proposed.
Quantum entanglement was first introduced by Einstein and Schrödinger [18, 19] , and it is regarded as one of the most important and fundamental notions in quantum information [20] . The geometric measure of entanglement (GME) is one of the most important and widely used measures for quantum entanglement [20] [21] [22] [23] [24] [25] [26] [27] . The GME was first proposed by Shimony [28] in 1995 for bipartite states and generalized to multipartite states by Wei and Goldbart [29] in 2003. Mathematically, a quantum pure state can be described in terms of a tensor (or hypermatrice), and thus the problem of computing the GME of a pure state can be converted into a tensor eigenvalue computation problem [3, 16, [30] [31] [32] [33] [34] . Theorem 1 in [31] indicates that the GME of a symmetric pure state is equal to the largest Z-eigenvalue of the corresponding non-negative tensor. Ni et al. [3] found that for some real tensors, the largest absolutevalue of Z-eigenvalue may not be equal to the entanglement eigenvalue. Hence, Ni et al. [3] introduced the concept of U-eigenvalue of complex tensors, and showed that the problem of computing the entanglement eigenvalue of a pure state is equivalent to the problem of computing the largest U-eigenvalue of the corresponding tensor. As an application, we apply Algorithms 3.1-3.3 to compute the GME of quantum pure states.
The paper is organized as follows. In Section 2, we introduce the concept of GME of multipartite pure states, U-eigenpairs of tensors, and tensor blocking. In Section 3, we propose three algorithms to compute the U-eigenvalues of non-symmetric complex tensors, and some basic theorems are also proved.
In Section 4, we present numerical examples for various non-symmetric pure states, and compare the efficiency of these three algorithms. Section 5 concludes this paper.
Preliminaries
This section introduce the geometric measure of entanglement of quantum multipartite pure states, U-eigenvalues of complex tensors, and tensor blocking. Interested reader may refer to [3, 31, 33, 35] for details.
Geometric measure of entanglement of multipartite pure states
Quantum states are fundamental quantities in a quantum system. Assume that H = ⊗ m k=1 C n k is a tensor product space. Then a pure state in an mpartite quantum system is an element of H. Let {|e 
where X * i1...im is the complex conjugate of X i1...im . If |||ϕ || = 1, then the state |ϕ is a normalized state, also called unit state. 
G(|ψ ) is called the maximal overlap of a given m-partite pure state, and it is also called entanglement eigenvalue in [29] . By [32] , the geometric measure of entanglement of |ψ is equal to
Clearly, the smaller the maximal overlap is, the larger the geometric measure of entanglement of |ψ is. In quantum physics, a large geometric measure usually indicates that the state |ψ is more entangled.
Complex tensors and their U-eigenpairs
For the pure state |ψ defined in (2.1), one can define an mth-order complex tensor X = (X i1···im ). In other words, each quantum pure state corresponds to a complex tensor. Hence, we can calculate the GME of a quantum state by means of its corresponding complex tensor. If X i1...im remains the same for all permutations of indices {i 1 , ..., i m }, then X is called symmetric. For X , Y ∈ H = C n1×···×nm , the inner product and norm are defined as
A tensor can be geometrically viewed as a multi-liner function, and it can be represented by a linear combination of outer products of vectors. Let
is called a rank-one tensor, whose components are
When
x is called a symmetric rank-one complex tensor, simply written as x m .
By the notation in [3] , for T ∈ H = C n1×···×nm , we denote the inner product between T and a rank-one tensor ⊗ m i=1 x (i) by a homogenous polynomial
We define a new complex vector
The definition of U-eigenpair of T , introduced in [3] , is given below. Definition 2.2 For an mth-order tensor T ∈ H = C n1×···×nm , a tuple {λ, (x (1) , · · · , x (m) )} with λ ∈ R, x (i) ∈ C ni , i = 1, · · · , m is called a U-eigenpair of T if λ and the rank-one tensor ⊗ m i=1 x (i) are solutions of the following system of equations:
In fact, (2.5) is equivalent to
When S is a symmetric tensor, we call the tuple {λ, x} a US-eigenpair of S if the scalar λ and the vector x satisfy
Given a tensor T ∈ H = C n1×···×nm , A rank-one complex tensor ⊗ m i=1 x (i) is called the best complex rank-one approximation to T if it is the minimizer of the optimization problem min
It is proved in [3, 36] that for a symmetric mth-order complex tensor S, its best symmetric complex rank-one approximation is also the best complex rankone approximation, in other words, for a symmetric complex tensor S, the optimization problem (2.10) reduces to the following one
As pointed out by [33] , (2.10) is equivalent to the following maximization
(2.12)
Moreover, let (z (1) , · · · , z (m) ) be a solution to (2.12) . It is shown in [33] that the largest U-eigenvalue of the tensor T is actually max | T , ⊗ m i=1 z (i) | and (z (1) , · · · , z (m) ) are the corresponding U-eigenvector. Also, the rank-1 tensor
is the best complex rank-one approximation of T .
The following result has been proved in [33] .
Theorem 2.1 Assume that T is the corresponding tensor of a multipartite pure state |ψ under an orthonormail basis as in (2.1) . Let λ max be the largest U-eigenvalue of T . Then
This theorem makes it possible to investigate the geometric measure of entanglement of multipartite pure states by the U-eigenpairs of complex tensors.
Tensor blocking
We introduce how to block a complex tensor, in analog to the real tensor case proposed in [35] . Let T ∈ C n1×···×nm be an mth-order tensor. If a and b
are integers with a ≤ b, then let a : b denote the row vector [a, a + 1, · · · , b].
Blocking the tensor T is the act of partitioning its index range vectors 1 : n 1 , 1 : n 2 , · · ·, 1 : n m in the following way. For each k = 1, · · · , m, let r (k) ≡ 1 : n k .
Partition r (k) into b k blocks as
The i-th block is denoted as
To be specific,
(2.14) Definition 2.3 Let T ∈ C n1×···×nm be an mth-order tensor, p = {p 1 , · · · , p m } be a permutation of 1 : m. The p-transpositional tensor of T denoted by T <p> is defined as
by the partition (2.13) . Let p = {p 1 , · · · , p m } be a permutation of 1 : m,
The proof of Lemma 2.1 is essentially the same as that of Lemma 2.1 in [35] , hence it is omitted.
3 Iterative methods for computing U-eigenpairs of non-symmetric complex tensors
In this section, we first introduce how to embed a non-symmetric complex tensor A into a symmetric complex tensor S, and illustrate the relationship between the U-eigenpairs of A and the US-eigenpairs of S. Then we propose three iterative algorithms to compute the eigenpairs of a non-symmetric tensor.
The extended embedding operation
The sym(·) operator means to construct an n × · · · × n block tensor denoted by S = sym(A) ∈ C n×···×n , n = n 1 + · · · + n m , and the i-th block
is called the symmetric embedding of A.
Proof The proof is similar to Lemma 2.2 in [35] .
The following theorem illustrates the relationship between the U-eigenpairs of a complex non-symmetric tensor A and the US-eigenpairs of its symmetric embedding S = sym(A).
Then the following hold:
Proof (a) Since λ S is a US-eigenvalue of S associated with the US-eigenvector
x ∈ C n , then we have
By the definition of the inner product of complex tensors, we have
Comparing the right-hand sides of (3.1) and (3.2), we have that
It follows that
On the other hand, there is
(3.5)
Since λ S = 0, by (3.4) and (3.5), we have that
for all i = 1 : m.
(b) According to (3.3) and (3.6), we have √ mx (i) = 1, and
(3.7)
By the definition of the U-eigenvalue of complex tensors, it follows that
is a U-eigenvalue of A associated with the eigenvectors { √ mx (1) , · · · , √ mx (m) }.
This completes the proof.
Iterative methods
When an n 1 × · · · × n m tensor A is non-symmetric, we can use Algorithm 4.1
in [17] to compute the US-eigenpairs of its symmetric embedding S = sym(A), and obtain the U-eigenpairs of the non-symmetric complex tensor A through Theorem 3.2. Hence, we have the following algorithm.
Algorithm 3.1 Computing the U-eigenpairs of an n 1 ×· · ·×n m non-symmetric complex tensor A.
Step 1 (Initial step): Let S = sym(A), and n = n 1 + · · · + n m . Choose a starting point x 0 ∈ C n with x 0 = 1, and 0 < α S ∈ R. Let λ 0 = S * x m 0 .
Step 2 (Iterating step):
for k = 1, 2, · · ·, dô
end for.
return:
Given a non-symmetric tensor A, the size of the symmetric embedding tensor S = sym(A) is much larger that of the tensor A itself. This affects the computational efficiency of Algorithm 3.1 proposed above. Motivated by this, we propose a new iterative algorithm.
Algorithm 3.2 Computing the U-eigenpairs of an mth-order non-symmetric complex tensor A.
Step 1 (Initial step): Choose starting pointsx
for k = 1, 2, · · ·, do for i = 1, 2, · · · , m, dô
The following Theorem establishes the relationship between Algorithms 3.1 and 3.2. 
(3.9)
(3.10)
In the following, we will use the mathematical induction to prove Theorem 3.3.
Let k=0. By the assumption of x 0 and {x (1) 0 , x
0 , · · · , x (m) 0 }, we have that
By (3.10),
Hence, the results holds for k = 0. Assume that the result holds for k − 1.
That is
Then by Algorithm 3.1, we havê
Then,
Hence,x
Hence, the result holds for k. This completes the proof.
Remark 1. The convergence of Algorithm 3.1 has already been proved in [17] . By Theorem 3.3, Algorithm 3.2 is also convergent.
Remark 2. In [32] an algorithm is proposed to compute the U-eigenpairs of non-symmetric complex tensors. The difference between it and Algorithm 3.2 is that they use different normalization conditions. To be specific, in Algorithm 3.2, the normalization condition is x
, while the normalization condition used in the algorithm of [32] is x
. This is a key difference as the new normalization condition enables us to establish the convergence of Algorithm 3.2.
Inspired by the well-known Gauss-Seidel method, we propose the following algorithm which may improve computational efficiency of Algorithm 3.2.
Algorithm 3.3 Tensor Gauss-Seidel method for computing U-eigenpairs of non-symmetric complex tensors.
Step 1 (Initial step): Choose starting points x
Numerical examples
In this section, we present numerical studies of using Algorithms 3.1-3.3 to find the geometric measure of entanglement of pure quantum states. These algorithms can find the maximum U-eigenvalue of a complex tensor. Then by Theorem 2.1, we can calculate the geometric measure of entanglement of the corresponding pure state. As Algorithm 3.1 is based on tensor symmetric embedding, the size of the symmetric tensor obtained is usually very large, which may significantly reduce the computational efficiency in applications.
In the first three examples, we will compare the computational efficiency of these three algorithms. It can be observed that when the size of quantum states increases, Algorithms 3. 
It corresponds a 2 × 2 × 2 non-symmetric tensor A with nonzero entries A 112 = 1 3 , A 211 = 2 3 .
We apply Algorithms 3.1-3.3 to get the maximum U-eigenvalue λ A of A and the geometric measure of entanglement (Abbreviated as GME) of the state |ψ respectively. The iteration is terminated when the numerical error is less than 10 −9 . The computational results are shown in The GME of the state |ψ is 0.6058 with the closest product state calculated by Algorithm 3.3
where |φ 1 = ( 0.8350 − 0.5502i)|1 ,
We can observe from It corresponds a 2 × 3 × 3 non-symmetric tensor A with nonzero entries A 111 = A 212 = A 123 = A 221 = A 132 = A 233 = 1 6 . We apply Algorithms 3.1-3.3 to get the maximum U-eigenvalue λ A of A and the GME of the state |ψ respectively. The iteration is terminated when the numerical error is less than 10 −9 . The computational results are shown in 
It corresponds a 2 × 2 × 2 × 2 × 2 non-symmetric tensor A with nonzero entries
We apply Algorithms 3.1-3.3 to get the maximum U-eigenvalue λ A of A and the GME of the state |ψ respectively. The iteration is terminated when the numerical error is less than 10 −9 . The computational results are shown in 
It corresponds to an n × n × n non-symmetric tensor A with For a range of values of n from 2 to 50, we apply Algorithms 3.2 and 3.3
to get the maximum U-eigenvalue λ A of A and the GME of the state |ψ .
The iteration is terminated when the numerical error is less than 10 −9 . The computational results are presented in Table 4 .4.
We can observe from We can observe from Tables 4.5 and 4.6 that the same GME values of the state |ψ are obtained by both Algorithm 3.2 and Algorithm 3.3 within a reasonable time. When the order m or dimension n increases, it will take more time to find the GME of the state |ψ . And it is clear that Algorithm 3.3 is always more efficient than Algorithm 3.2.
We end this section with a final example. 
Conclusion
In this paper, we have proposed three different methods to compute U-eigenvalues 
