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INCIDENCE GEOMETRY IN A WEYL CHAMBER II: SLn
MBOYO ESOLE, STEVEN GLENN JACKSON, RAVI JAGADEESAN, AND ALFRED G. NOE¨L
Abstract. We study the polyhedral geometry of the hyperplanes orthogonal to the weights
of the first and the second fundamental representations of sln inside the dual fundamental
Weyl chamber. We obtain generating functions that enumerate the flats and the faces of a
fixed dimension. In addition, we describe the extreme rays of the incidence geometry and
classify simplicial faces.
From the perspective of supersymmetric gauge theories with 8 supercharges in five dimen-
sional spacetime, the poset of flats is isomorphic to the network of mixed Coulomb-Higgs
branches. On the other hand, the poset of faces is conjectured to be isomorphic to the
network of crepant partial resolutions of an elliptic fibration with gauge algebra sln and
“matter representation” given by the sum of the first two fundamental representations.
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1. Introduction
The theory of hyperplane arrangements has connections to many different areas of pure
and applied mathematics [1, 2, 3]. A new type of hyperplane arrangement [4] defined by a
representation R of a reductive Lie algebra g has emerged from string geometry [5] and is
relevant in the study of elliptic fibrations [6, 7, 8, 9]. Its hyperplanes are the kernels of the
weights of R. Moreover, the arrangement lives in a dual fundamental Weyl chamber of g
instead of a full Cartan subalgebra. We will review the physical motivation for considering
such hyperplane arrangements before discussing our results.
1.1. Physical motivation. In classical quantum field theory, interactions between funda-
mental particles are modeled by gauge theories, which are characterized by a reductive Lie
group G called the gauge group. The gauge theory is said to be non-abelian when G is. A
non-abelian gauge theory is said to be in a Coulomb phase when its gauge group is broken to
a Cartan subgroup. In the Coulomb phase, the gauge theory is effectively an abelian gauge
theory that can be thought as a generalization of electro-magnetic theory in which there are
r distinct electromagnetic fields. Charged particles transform according to representations
of the gauge group. Fundamental particles correspond to irreducible representations of G.
In a Coulomb phase of such a theory, the possible charges of particles with respect to the
Cartan subalgebra are the weights of the representation under which the particles transform.
In string geometry, compactifications of M-theory on a Calabi-Yau threefold naturally give
rise to gauge theories and particles called hypermultiplets. The resulting gauge theories are
minimal supersymmetric in five dimensional spacetime [5, 11].
For minimal supersymmetric gauge theories in five dimensional spacetime, the Coulomb
phase is characterized by a real function F : h→ R called the Intriligator-Morrison-Seiberg
potential [5]. The relevant term of F(ϕ), namely
F(ϕ) = · · ·+ 1
12
(∑
α
|α · ϕ|3 +
∑
λ
|λ · ϕ|3
)
,
depends on the Higgs field ϕ, the positive roots α of the gauge algebra and the weights λ of
the matter representation. The potential is singular along the hyperplanes that are kernels
of the weights of the representation R. A phase of the Coulomb branch of the theory is a
connected region in which the quantities α · ϕ and λ · ϕ each take fixed signs. We fix the
sign of α · ϕ by requiring ϕ to be in the dual fundamental Weyl chamber. This motivates
the following definition.
Definition 1.1 ([4, Definition 1.1]). Let g be a reductive Lie algebra over C, let h be a
split, real form of a Cartan subalgebra of g, and let R be a representation of g. We denote
by I(g,R) the real hyperplane arrangement consisting of the kernels of the weights of R
restricted to a dual fundamental Weyl chamber in h.
Remark 1.2. Because all Cartan subalgebras are conjugate and all fundamental Weyl cham-
bers canonically related by the Weyl group action, the incidence geometry I(g,R) is inde-
pendent of the choice of h and of a dual fundamental Weyl chamber in h.
INCIDENCE GEOMETRY IN A WEYL CHAMBER II: SLn 3
Remark 1.3. In the rest of the paper, we call the “dual fundamental Weyl chamber” the
Weyl chamber.
The condition that λ · ϕ 6= 0 for all λ ∈ R in a given phase implies a correspondence
between Coulomb phases and chambers of I(g,R). Flats of I(g,R) correspond to to the
mixed Coulomb-Higgs branches of the gauge theory. A general framework to discuss the
chamber structure of the Coulomb branch appeared in [6] (see [20] for the chambers of
I(sl5, V ⊕
∧
2)), and the case relevant to this paper is described in Proposition 2.1. The idea
was to use box diagrams to represent the sign vectors for the chambers of I(g,R). Allowing
zero entries lets the box diagrams describe arbitrary faces [7, 8].
When the Calabi-Yau variety is elliptically fibered, it has been conjectured that the gauge
algebra g and the representation R can be determined from the singular fibers of the elliptic
fibration over points of codimensions one and two in the base of the fibration, respectively
[5, 12, 13, 14, 15, 16, 17]. Chambers are conjectured to correspond to crepant resolutions of
the Weierstrass model of the elliptic fibration, and the resolutions corresponding to chambers
that share a facet are conjectured to be related by an (extremal) flop [6, 7, 8, 9, 10, 18, 20].
An important example arises when the generic fiber degenerates to a Kodaira fiber of type
Isn over a divisor on the base of the fibration. Since the dual graph of a Kodaira fiber of type
Isn is the affine Dynkin diagram of type A˜n−1, the corresponding Lie algebra is sun, which is
the compact real form of sln. If in addition, the elliptic fibration has a Mordell-Weil group
of rank one, the gauge algebra is un, which is the compact real form of gln.
The representation R = V ⊕ ∧2 given by the sum of the defining representation of gln
and its second exterior power are conjectured to appear as the matter representations of the
SU(N) and U(N) gauge theories engineered from many Weierstrass models with codimension
1 singular fibers of type Isn. This motivates the study of the incidence geometries I(gln, V⊕
∧
2)
and I(sln, V ⊕
∧
2).
1.2. Connection to the literature. In a recent paper [4], we studied the incidence geom-
etry I(gln, V ⊕
∧
2). A formula for the number of chambers appeared already in [6] where
the techniques of box graphs were also introduced. The chambers of the very important
special case I(sl5, V ⊕
∧
2) were discussed in [20]. In [4], we proved that all the chambers of
I(gln, V ⊕
∧
2) (and therefore faces) are simplicial and its extreme rays have the structure
of a finite partial ordered set (poset) isomorphic to E∗n = {(x, y) ∈ N2 | 0 < x + y ≤ n}
equipped with the Cartesian order induced from the usual order in N [4, Theorem 1.21].
Under the identification of the set of extreme rays with E∗n, the k-faces of I(gln, V ⊕
∧
2) are
in bijection with the k-chains of the poset E∗n, while the k-flats are identified with certain
unions of intervals of E∗n called k-ensembles [4, Definition 1.25]. These identifications [4,
Theorems 1.23 and 1.26] reduce the enumeration of the k-faces and k-flats of I(gln, V ⊕
∧
2)
to the study of the poset E∗n. It was proved that the generating functions of the numbers of
k-faces and k-flats are simple rational functions [4, Theorems 1.4 and 1.10].
1.3. Results of this paper. The aim of this paper is to study the combinatorial properties
of the family of hyperplane arrangements I(sln, V ⊕
∧
2), building on the results of [4] regard-
ing the incidence geometry of the family I(gln, V ⊕
∧
2). Figures 1,2,3,4, and 5 on pages 5
and 6 show the geometry of I(sln, V ⊕
∧
2) for n ≤ 5 [7, 8]. We study the chambers, extreme
rays, faces, flats of I(sln, V ⊕
∧
2) by relating I(sln, V ⊕
∧
2) to I(gln, V ⊕
∧
2). This allows
us to exploit the partial order on the extreme rays of I(gln, V ⊕
∧
2).
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We prove closed-form expressions for the generating functions of the number of k-faces
and k-flats in Theorems 3.1 and 3.8. In contrast to the case of I(gln, V ⊕
∧
2), the generating
functions are not rational: the generating function for the number of k-flats (resp. k-faces)
of I(sln, V ⊕
∧
2) generates a quadratic (resp. quartic) extension of the field of rational
polynomials in two variables. As a result, we can easily obtain counts of the numbers of
k-faces and k-flats in I(sln, V ⊕
∧
2) for small n and k.
Example 1.4. After a Taylor expansion from Theorem 3.1, we can read off the number b(n, k)
of k-faces in I(sln, V ⊕
∧
2) as the coefficient of xnyk in the generating function B(x, y). This
yields the values
b(n, k) 0 1 2 3 4 5 6 7 8 9
0 1
1 1
2 1 1
3 1 3 2
4 1 6 9 4
5 1 14 37 36 12
6 1 23 87 133 92 24
7 1 43 219 467 502 270 58
8 1 64 414 1152 1713 1428 632 116
9 1 104 826 2864 5501 6300 4300 1620 260
10 1 145 1382 5814 13865 20461 19140 11092 3644 520
.
Example 1.5. After a Taylor expansion from Theorem 3.8, we can read off the number f(n, k)
of k-flats in I(sln, V ⊕
∧
2) as the coefficient of xnyk in the generating function F (x, y). This
yields the values
f(n, k) 0 1 2 3 4 5 6 7 8 9
0 1
1 1
2 1 1
3 1 1 1
4 1 2 3 1
5 1 4 9 9 1
6 1 7 15 22 13 1
7 1 13 41 70 58 20 1
8 1 20 72 137 161 99 26 1
9 1 34 156 357 489 396 178 35 1
10 1 49 258 669 1072 1126 734 271 43 1
.
We also study the chambers in I(sln, V ⊕
∧
2). Figures 6, 7 and 8 on pages 7 and 8
describe the chambers of I(sl6, V ⊕
∧
2) and I(sl7, V ⊕
∧
2), including when two chambers
share a common facet. We classify the extreme rays and simplicial chambers of I(sln, V ⊕
∧
2)
in Theorem 3.10. In contrast to the case of I(gln, V ⊕
∧
2), most chambers of I(sln, V ⊕
∧
2)
are not simplicial for n  0. Figure 9 on page 9 describes the simplicial chambers of
I(sl6, V ⊕
∧
2).
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{3} {2, 1}
(a) The 2 chambers of I(sl3, V ⊕
∧
2).
{4} {4, 1} {3, 2} {3, 2, 1}
(b) The 4 chambers of I(sl4, V ⊕
∧
2).
{5} {5, 1} {5, 2} {5, 3} {5, 4} {5, 2, 1}
{4, 3, 2, 1} {4, 3, 2} {4, 3, 1} {4, 2, 1} {3, 2, 1} {4, 3, 2}
(c) The 12 chambers of I(sl5, V ⊕
∧
2). See [6, Figure 9].
Figure 1. Chambers of I(sl3, V ⊕
∧
2), I(sl4, V ⊕
∧
2), I(sl5, V ⊕
∧
2). Each
chamber is labeled by a subset of [n] = {1, 2, . . . , n}. Elements of the labeling
subset counts the number of boxes with + signs in the rows of the diagram, and
sign flows (see Proposition 2.1) ensure that the numbers of + signs are pairwise
distinct. There is a Z2 symmetry connecting a chamber defined by a subset S
to a chamber defined by the complementary subset SC . The adjacency graph
of the chambers is shown in Figure 5 on page 6.
O
Figure 2. I(sl2, V ⊕
∧
2) consists of a half-line. See [7, Figure 8].
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O
µ1
µ2
Figure 3. I(sl3, V ⊕
∧
2) con-
sists of two chambers separated
by a half-line. See [7, Figure 1].
µ2
µ3
µ1
O
Figure 4. I(sl4, V ⊕
∧
2) con-
sists of four chambers. The ad-
jacency graph of these cham-
bers is a linear chain. See [7,
Figure 2].
53
43
431
421
521
52
432
51
4321
5
321
54
Figure 5. Adjacency graph of the chambers of I(sl5, V ⊕
∧
2). See [20, Figure
2] and [10, Figure 17] for the central hexagon. Each node represents a chamber
characterized by a subset S = {a1 > a2 > · · · > as} of {1, 2, 3, 4, 5}. All the
chambers are simplicial. The adjacency graph of the chambers of I(sl5, V ⊕
∧
2)
is realized by explicit resolutions of singularities of a SU(5) Weierstrass model
in [8].
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{6} {6, 1} {6, 2} {6, 3} ?{6, 4} ?{6, 5}
{6, 2, 1} {6, 3, 1} {6, 4, 1} {6, 3, 2} {6, 3, 2, 1} {6, 5, 1}
{5, 4, 3} {5, 4, 2} {5, 3, 2} {5, 4, 1} {5, 4} {4, 3, 2}
{5, 4, 3, 2, 1} {5, 4, 3, 2} {5, 4, 3, 1} {5, 4, 2, 1} ?{5, 3, 2, 1} ?{4, 3, 2, 1}
Figure 6. The 24 chambers of I(sl6, V ⊕
∧
2). The four non-simplicial
chambers of I(sl6, V ⊕
∧
2) are marked with a star (see Figure 9 on page 9).
65
651
641
541542
543
5431
5421
5321
431
432
532
632 631
621
62
63
64
61
6
5432
54321
54
6321
Figure 7. Adjacency graph of the 24 chambers of I(sl6, V ⊕
∧
2). The
four colored nodes are the non-simplicial chambers.
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72
65431
721
6543
73
71
7
65421
65421
6542
74
75
76
761
762
763
753
754
654
6541
6542
65321
64321
54321
5432
5431
5421
6421
6321
7321
732
731
741
751
752
652
653
6531
6532
6432
6431
7431
7421
742
764
765
4321
5321
65
74321
743
6521
651
7432
543
7621
643
7521
Figure 8. Adjacency graph for the 58 chambers of I(sl7, V ⊕
∧
2). The
18 colored nodes are the non-simplicial chambers.
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{6, 5} {6, 4} {4, 3, 2, 1} {5, 3, 2, 1}
(a) The four non-simplicial chambers of I(sl6, V ⊕
∧
2). For each chamber, we denote by `+, `−,
`0, the number of extreme rays above, below, and on the diagonal y = x respectively. These are
chambers of I(sl6, V ⊕
∧
2) since they cross the diagonal line. However, these chambers are not
simplicial since `± > 1. The number of extreme rays of the chamber is `+ · `− + `0.
{6} {6, 3} {5, 4, 3, 2, 1} {5, 4, 2, 1}
(b) Simplicial chambers are such that min{`+, `−} = 1.
Figure 9. Example of simplicial and non-simplical chambers of
I(sl6, V ⊕
∧
2). A chamber of I(gl6, V ⊕
∧
2) gives a chamber of I(sl6, V ⊕
∧
2)
if and only if (`+ · `− 6= 0). The chamber is simplicial if and only if
min{`+, `−} = 1. The number of extreme rays of the chamber is `+ · `− + `0.
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1.4. Outline of the paper. In Section 2, we review some of the results of [4] and fix
notation. In Section 3, we formally state our main results. In Section 4, we prove Theorem
3.3. In Section 5, we prove bijections to connect flats and faces of I(sln, V ⊕
∧
2) to I(gln, V ⊕∧
2), which we use in Appendix A to complete the proof of Theorem 3.1 and Theorem 3.8
modulo two technical combinatorial results (Propositions A.3 and A.7), which are proved in
the appendices.
1.5. Acknowledgments. M.E. is grateful to David Morrison and Sakura Scha¨fer-Nameki
for explaining different aspects of [6]. M.E. would also like to thank Shu-Heng Shao, and
Shing-Tung Yau for helpful discussions. M.E. and A.N. thank William Massey and all the
organizers of the 20th Conference for African American Researchers in Mathematical Sciences
(CAARMS 20) where this work started. M.E. is supported in part by the National Science
Foundation (NSF) grant DMS-1406925 “Elliptic Fibrations and String Theory”. R.J. was
supported by the Harvard College Research Program.
2. Preliminaries
Basic notions of hyperplane arrangements are reviewed in section Section 2.1 and details
regarding the Lie algebras gln and sln are reviewed in Section 2.2. In Section 2.3, we recall
the combinatorial descriptions of faces, flats, and chambers in terms of extreme rays from
[4]. In Section 2.4, we fix further notation for this paper.
2.1. Introduction to hyperplane arrangements: chambers, flats, and faces. In this
subsection, we give several basic notions related to hyperplane arrangements. For more
details on hyperplane arrangements, we refer to [1, 2, 3].
2.1.1. Essential and central arrangements. A hyperplane of Rd is a (d−1)-dimensional affine
subspace defined as the vanishing locus of a polynomial equation of degree one. A real
hyperplane arrangement A is a finite set of linear hyperplanes λ⊥i cut out by polynomials of
degree one λi in the real affine space Rd. A hyperplane arrangement is called essential if the
normal vectors of its hyperplanes span the ambient space Rd. A hyperplane arrangement is
said to be central if the intersection of all its hyperplanes is non-empty. For a central and
essential arrangement, the intersection of all the hyperplanes is a single point that we take
to be the origin of Rd.
2.1.2. Flats, chambers, and faces. A flat of an arrangement A is an intersection ⋂ I of all
the elements of a subset I of A. The ambient space itself is a flat corresponding to the
intersection of the empty family of hyperplanes of A. The set of all flats form a semi-lattice
L(A) ordered by reverse inclusion. The smallest element is the full ambient space. The
hyperplanes are the atoms of L(A).
The connected components of Rd \ ⋃i λ⊥i are the chambers of the arrangement. Each
chamber is an open convex polyhedron. For central arrangements, the faces are open convex
polyhedral cones. A (closed) face of the hyperplane arrangement A is by definition the
closure of a chamber or its intersection with a flat of the arrangement A. We denote by
F 0 the relative interior of a face F in a hyperplane arrangement. The set of all faces of a
hyperplane arrangement A form a poset with F1 ≤ F2 if the face F1 lies in the closure of the
face F2.
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The number of chambers and the number of k-faces of a hyperplane arrangement can be
computed using an elegant theorem of Zaslasky using Tutte-Grotendieck invariants such as
the Mo¨bius function and characteristic polynomial on the intersection semi-lattice [3].
The dimension of a face or a flat is defined as the dimension of its linear span. A k-face
(resp. k-flat) is a face (resp. a flat) of dimension k. A 0-face is a vertex, a 1-face is an edge.
A half-line that is a face is called an extreme ray. For a central arrangement, the only vertex
is the origin and the only edges are lines and extreme rays.
In an essential central hyperplane arrangement in Rd, a chamber is said to be simplicial
if it is the positive span of d independent vectors. A hyperplane arrangement is said to be
simplicial if all its chambers are simplicial.
2.1.3. Sign vectors. For a hyperplane arrangement, we choose linear forms λ such that each
hyperplane of A is the kernel λ⊥ of a form λ. Geometrically, this is a choice of a normal
direction for the hyperplane λ⊥. We denote by λ+ (resp. λ−) the half-space on which λ is
non-negative (resp. non-positive). For any point p in the ambient space h, we attach a sign
vector of dimension |A| whose components are parametrized by the elements of A. The λ
component of the sign vector is the sign sign(λ(p)) ∈ {−1, 0,+1} of λ ∈ A evaluated at p.
We often write ± for ±1. The sign vector is an element of {−, 0,+}|A| uniquely determined
by the relative position of p with respect to all the hyperplanes of the arrangement. The
set of points having the same sign vector determines uniquely a face of the hyperplane
arrangement.
2.2. Weyl chambers, roots and weights for gln and sln. Let h ⊆ gln denote the vector
space of real, diagonal n × n matrices, which is the split, real form of a Cartan subalgebra
of gln. Let xi ∈ h∗ denote the function that returns the (i, i)th entry of an element of gln.
The signature of a vector (x1, . . . , xn) is denoted by
σ(x1, . . . , xn) = x1 + . . .+ xn.
The hyperplane hs of elements of h of signature zero is the split, real form of a Cartan
subalgebra of sln. The space hs ⊂ gln is the set of n×n real diagonal matrices of trace zero.
The inclusion hs → h gives rise to a surjection h∗ → h∗s by which we can obtain functionals
on hs from functionals on h. We abuse notation and identify functionals on h with their
restrictions to hs.
A set of positive roots of gln and of sln is the set of differences xi − xj for 1 ≤ i < j ≤ n.
The open fundamental Weyl chamber W 0 of gln for this set of positive roots is the locus of
points of h whose coordinates (x1, . . . , xn) form a non-increasing sequence
W 0 = { (x1, . . . , xn) ∈ h | x1 > x2 > · · · > xn}.
Its closure is the dual fundamental Weyl chamber denoted by W . The open fundamental
Weyl chamber of sln and its closure are respectively denoted by W
0
s and Ws. They are the
intersections of W 0 and Ws with hs.
The weights of V are the xi (i ∈ [n]), while those of
∧2 are xi + xj (1 ≤ i < j ≤ n).1 We
denote by W ⊂ h∗ the set of weights of V ⊕∧2. We can naturally regard W as a subset of
h∗s for n > 2.
1Recall that V restricts to the the first fundamental representation and
∧2
to the second fundamental
representation of sln.
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(1,1) (1,2) (1,3) ￿ (1, n)
(2,2) (2,3) ￿ (2, n)
(3,3) ￿ (3, n)
￿ ⋮
(n,n)
+ +
+
− −
−
Figure 10. Sign vectors of I(gln, V ⊕
∧
2). The sign vectors of I(gln, V ⊕
∧
2)
can be organized in a right-justified tableau [6, Section 2.4]. The box labeled
by (i, j) corresponds to the sign of the weight xi + xj (resp. xi) when i 6= j
(resp. i = j). A sequence of signs corresponds to a chamber of I(gln, V ⊕
∧
2)
if and only if it satisfies the sign flow condition of Proposition 2.1: positive
(resp. negative) signs flow North and West (resp. South and East).
2.3. Structure of chambers, faces, flats, and extreme rays of I(gln, V ⊕
∧
2). For
more details regarding the results recalled in this section, see [4].
A face is determined by an assignment of signs to xi + xj for all values of (i, j) such that
i, j ∈ {1, 2, · · · , n}. These weights can be organized in a right-justified Young tableau as in
Figure 10. It is important to realize that not all sign patterns are allowed. Since we are in
the Weyl chamber, we have
i < j ⇐⇒ xi − xj > 0.
Using the identities
xi + xj+1 = xi + xj − (xj − xj+1)
xi+1 + xj = xi + xj − (xi − xi+1),
one can prove the following simple sign rules called sign flows in the physics literature [6]:
Proposition 2.1 ([6, Section 2.4]). The signs in a tableau corresponding to a chamber satisfy
the following conditions:
• All the boxes above or on the left of a box with positive entries are also positive.
• All the boxes below or on the right of a box with negative entries are also negative.
A tableau satisfying these two rules corresponds to a unique chamber of I(gln, V ⊕
∧
2).
Remark 2.2. A different notation for chambers will be more convenient for dealing with
extreme rays. The sign rules imply that the positive entries of each row are next to each other
and start on the left border of the table. It is therefore efficient to denote a given chamber by
the numbers of positive entries on each row. The sign rules are then automatically satisfied
if these numbers form a decreasing sequence {a1 > a2 > · · · > ak}, where we denote by ai
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the number of positive entries on the ith row of the tableau. We don’t count the rows that
do not have any positive entries. An entry of the tableau located on the ith row and the jth
column (with i ≤ j) is positive if and only if i ≤ k and j ≤ ai. It is negative otherwise. This
justifies the following definition.
Definition 2.3 ([4, Definition 1.15]). For S = {a1 > · · · > ak} ⊆ [n], define a chamber
C(S) of I(gln, V ⊕
∧
2) as the subset of h on which for 1 ≤ i ≤ j ≤ n.
xi + xj ≥ 0 if i ≤ k and j ≤ ai
xi + xj ≤ 0 otherwise.
We can equivalently write a subset S ⊆ [n] as a characteristic vector s ∈ {−1, 1}n, where
s = (s1, . . . , sn) and si = 2χS(n)−1. A characteristic vector s = (s1, . . . , sn) defines a subset
S ⊂ [n] such that i ∈ S (resp. i /∈ S) if and only if si = 1 (resp. si = −1).
See Table 1 on page 14 for explicit examples of this notation in the case of I(gl3, V ⊕
∧
2).
The notation of Definition 2.3 allows us to state the following classification of chambers and
extreme rays.
Theorem 2.4 ([4, Theorem 1.16]). The chambers and extreme rays of I(gln, V ⊕
∧
2) satisfy
the following properties.
(a) The map S 7→ C(S) defines a bijection from 2[n] to the set of chambers of I(gln, V ⊕
∧
2).
In particular, I(gln, V ⊕
∧
2) has 2n chambers.
(b) The extreme rays of C(S) are generated by the vectors eS1 , . . . , e
S
n, where
eS` = (1, . . . , 1︸ ︷︷ ︸
piS`
, 0, . . . , 0︸ ︷︷ ︸
n−`
,−1, . . . ,−1︸ ︷︷ ︸
`−piS`
),
where piS` = |S ∩ [n− `+ 1,∞)| counts the elements of S that are greater or equal to
n−`+1, and the vectors eS1 , . . . , eSn non-negatively span C(S). In particular, the geometry
I(gln, V ⊕
∧
2) is simplicial.
In light of Theorem 2.4, we can introduce additional structure on the set of extreme
rays of I(gln, V ⊕
∧
2). We will equip the set of extreme rays with a partial order and use
the combinatorics of the resulting partially ordered set (poset) to study faces and flats in
I(sln, V ⊕
∧
2).
The following definitions describe the posets that will be relevant to us.
Definition 2.5 ([4, Definition 1.18]). The discrete quarter plane poset is the set N2 endowed
with the Cartesian order induced by the usual order of the set N of non-negative integers:
(a, b) ≤ (c, d) ⇐⇒ (a ≤ c) and (b ≤ d), a, b, c, d ∈ N.
This is a graded poset with grading function `(a, b) = a + b. We call `(a, b) the level of
(a, b).
Example 2.6. Consider I(gl6, V ⊕
∧
2) and the chamber C(S) with S = {4, 3, 2, 1} (see Figure
11 on page 15). The corresponding tableaux and extreme rays are presented in Figure 11 on
page 15. To find eS1 , we count the number of elements of S greater or equal to 6− 1 + 1 = 6.
That gives piS1 = 0. Since 1− piS1 = 1, we have eS1 = ~v (0, 1) = (0, 0, 0, 0, 0,−1). In the same
way, piS` = 0 for ` = 2 since there are no elements of S greater or equal to 5. That means
that eS2 = ~v (0, 2) = (0, 0, 0, 0,−1,−1). The first non vanishing value of piS` is for ` = 3. For
eS3 , we have pi
S
3 = 1 since there is a unique element of S greater or equal to 6− 3 + 1 = 4.
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Tableau Subset of [n] Characteristic vector Interior points of the chamber
− − −
− −
−
∅ (−1,−1,−1) (−a1,−a1 − a2,−a1 − a2 − a3)
+ − −
− −
−
{1} ( 1,−1,−1) (a1,−a1 − a2,−a1 − a2 − a3)
+ + −
− −
−
{2} (−1, 1,−1) (a1 + a2,−a1,−a1 − a2 − a3)
+ + +
− −
−
{3} (−1,−1, 1) (a1 + a2 + a3,−a1 − a2,−a1 − a2 − a3)
+ + +
+ −
−
{3, 1} ( 1,−1, 1) (a1 + a2 + a3, a1,−a1 − a2)
+ + −
+ −
−
{2, 1} ( 1, 1,−1) (a1 + a2, a1,−a1 − a2 − a3)
+ + +
+ +
−
{3, 2} (−1, 1, 1) (a1 + a2 + a3, a1 + a2,−a1)
+ + +
+ +
+
{1, 2, 3} ( 1, 1, 1) (a1 + a2 + a3, a1 + a2, a1)
Table 1. Chambers of I(gl3, V ⊕
∧
2). See [4]. We show several different
notations for the chambers. In describing the sets of interior points, the vari-
ables a1, a2, a3 denote positive real numbers. In the rest of the paper, we use a
color code in which positive entries are in color while negative entries are left
empty.
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eS1 = ~v (0, 1) = ( 0, 0, 0, 0, 0,−1)
eS2 = ~v (0, 2) = ( 0, 0, 0, 0,−1,−1)
eS3 = ~v (1, 2) = ( 1, 0, 0, 0,−1,−1)
eS4 = ~v (2, 2) = ( 1, 1, 0, 0,−1,−1)
eS5 = ~v (3, 2) = ( 1, 1, 1, 0,−1,−1)
eS6 = ~v (4, 2) = ( 1, 1, 1 , 1,−1,−1)
Figure 11. The chamber C(S) of I(gl6, V ⊕
∧
2) with S = {4, 3, 2, 1}
and its extreme rays. An extreme ray ~v (a, b) is pictured by the colored dot
(a, b) in the poset E6. The extreme rays of a chamber of I(gln, V ⊕
∧
2) for a
maximal chain of En. The positive entries of the tableau are denoted in blue.
The elements of S are the number of positive entries in each row disregarding
the rows with no positive entries. The determination of the extreme rays are
discussed in Example 2.6 on page 13.
Definition 2.7 ([4, Definition 1.19]). We denote by En the subset of the discrete quarter
plane that consists of points at level less or equal to n. En is a poset with the order induced
by the Cartesian order defined above. We denote by Ên the poset En unionsq {∞} where ∞ is
greater than all the elements of En. We denote by E∗n the poset En with the origin removed:
En = {(a, b) ∈ N2 | 0 ≤ a+ b ≤ n}, Ên = En unionsq {∞}, E∗n = En \ {(0, 0)}.
We are now ready to relate E∗n to the set of extreme rays of I(gln, V ⊕
∧
2).
Definition 2.8 ([4, Definition 1.20]). Define a function ~v : E∗n → W by
~v (a, b) = (1, · · · , 1︸ ︷︷ ︸
a
, 0, · · · , 0︸ ︷︷ ︸
n−a−b
,−1, · · · ,−1︸ ︷︷ ︸
b
).
The following theorem follows directly from Theorem 2.4.
Theorem 2.9 ([4, Theorem 1.21]). The extreme rays of I(gln, V ⊕
∧
2) satisfy the following
properties.
(a) The function ~v defines a bijection from E∗n to the set of extreme rays of I(gln, V ⊕
∧
2).
(b) The set of extreme rays that lie in a chamber C(S) are the extreme rays ~v
(
piS` , `− piS`
)
,
where piS` = |S ∩ [n− `+ 1,∞)|.
We will characterize faces and flats by the extreme rays they contain. For that reason we
define a function which returns the extreme rays lying in a given subset of the Weyl chamber.
Definition 2.10 ([4, Definition 1.22]). Define a function ExtRays from 2W to the power set
of the set of extreme rays of I(gln, V ⊕
∧
2) as follows. For S ⊆ W, let ExtRays(S) be the
set of extreme rays of I(gln, V ⊕
∧
2) that lie in S.
The following theorem relates faces in I(gln, V ⊕
∧
2) to the combinatorics of E∗n.
Theorem 2.11 ([4, Theorem 1.23]). For all k, the function ~v−1◦ExtRays induces a bijection
from the set of k-faces of I(gln, V ⊕
∧
2) to the set of k-chains in E∗n.
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Remark 2.12. Here, we say that S ⊆ E∗n is a k-chain if S is a chain and |S| = k.
To state an analogue of Theorem 2.11 for flats, we will need to define structures called
ensembles that will play the role of chains.
Definition 2.13 ([4, Definition 1.25]). An ensemble is the restriction to E∗n of a union( ⋃
0≤i≤k
[Ai, Bi]
)
∩ E∗n
of intervals [Ai, Bi] of Ên satisfying the following four conditions:
(1) A0 = 0;
(2) Ai ≤ Bi for 0 ≤ i ≤ k;
(3) Bi + (1, 1) ≤ Ai+1 for 0 ≤ i ≤ k − 1; and
(4) `(Bk) < n or Bk =∞.
We say that E is a k-ensemble if k = |`(E)|, so that k counts the number of distinct levels
of elements of E.
Theorem 2.14 ([4, Theorem 1.26]). For all k, the function ~v−1◦ExtRays induces a bijection
from the set of k-flats of I(gln, V ⊕
∧
2) to the set of k-ensembles of E∗n.
2.4. Notation. See Table 3 on page 54 for an exhaustive list.
We can naturally regard W as a multiset of elements of h∗s as well. Given λ ∈ h∗, define
λ⊥ = {v ∈ h | λ(v) = 0}
λ+ = {v ∈ h | λ(v) ≥ 0}
λ− = {v ∈ h | λ(v) ≤ 0}.
Denote by F (resp. Fs) the set of faces and by L (resp. Ls) the set of flats of I(gln, V ⊕
∧
2)
(resp. I(sln, V ⊕
∧
2)).
Given a subset A ⊂ h, define following subsets of W:
W0(A) = {λ ∈W | λ(A) = 0}
W+(A) = {λ ∈W | λ(A) ≥ 0} \W0(A)
W−(A) = {λ ∈W | λ(A) ≤ 0} \W0(A).
For all faces F of I(sln, V ⊕
∧
2) or I(gln, V ⊕
∧
2), it follows from the definition of a face that
W = W0(F ) unionsqW+(F ) unionsqW−(F )
and that
W(F ) = W({u})
for all u ∈ F and  ∈ {0,+,−}.
Given a set E of extreme rays of I(gln, V ⊕
∧
2) or a subset E ⊂ E∗n, denote by E0 (resp.
E+, E−) the set of elements of E with zero (resp. positive, negative) signature.
3. Formal statements of results
In Section 3.1, we present generating functions for the numbers of chambers, k-faces and
k-flats of I(sln, V ⊕
∧
2). In Section 3.2, we discuss the structure of the set of extreme rays
upon which the theorems of 3.1 depend; as a corollary, we classify simplicial chambers in
I(sln, V ⊕
∧
2).
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3.1. Enumerations of chambers, faces, and flats of I(sln, V ⊕
∧
2). First, we recall the
notation for formal power series. Given a ring A and a set X, we denote by AJXK the ring
of formal power series with coefficients in A in the alphabet X. Let R = QJx, yK. We denote
by
√
F the principal square root of F for F ∈ R such that F (0, 0) = 1 (resp. F ∈ RJzK such
that F (0, 0, 0) = 1), whose existence and uniqueness are guaranteed by Hensel’s Lemma.2
We denote by b(n, k) the number of k-faces of I(sln, V ⊕
∧
2) and by
B(x, y) =
∞∑
n=0
∞∑
k=0
b(n, k)xnyk
the corresponding generating function.
Theorem 3.1. The generating function for the number of k-faces of I(sln, V ⊕
∧
2) is
B(x, y) =− 4
y (1− 2x+ x2 − 2xy + x2y +√α)
+
2− 2x− 2x2 + 2x3 + y − 3xy − 3x2y + 3x3y − 2xy2 − x2y2 + x3y2
y(1− 2x+ 2x3 − x4 − 2xy + 4x3y − 2x4y + 2x3y2 − x4y2)
in the fraction field of R, where α ∈ R is the polynomial defined as
α = 1− 2x2 + x4 − 6x2y + 2x4y − 4x2y2 + x4y2
Theorem 3.1 is proved in Appendix A.
Definition 3.2. Suppose that C is a chamber of I(gln, V ⊕
∧
2) with characteristic vector
s = (s1, . . . , sn) ∈ {−1, 1}n. We say that an index 1 ≤ i ≤ n is a null (resp. positive,
negative) level for C if sn−i+1 + · · ·+ sn is zero (resp. positive, negative).
In Proposition 4.7, we will see that k is a null (resp. positive, negative) level for C if and
only if the kth extreme ray of ek of C has signature zero (resp. positive signature, negative
signature), where ek is the extreme ray of C defined in Theorem 2.4(b).
Theorem 3.3. The chambers of I(sln, V ⊕
∧
2) satisfy the following properties.
(a) For n ≥ 3, every chamber of I(sln, V ⊕
∧
2) is uniquely expressible as C ∩ hs, where C is
a chamber of I(gln, V ⊕
∧
2).
(b) The number of chambers in I(sln, V ⊕
∧
2) is
2n − 2
(
n⌊
n
2
⌋)+ δn,0 + δn,1 + δn,2,
which is the coefficient of xn in the generating function
1
1− 2x −
√
1− 4x2 + 2x− 1
x(1− 2x) + 1 + x+ x
2 =
2x4 + x3 + x2 +
√
1− 4x2 − 1
x(2x− 1) .
Suppose that C is a chamber of I(gln, V ⊕
∧
2) and that
S = {a1 > · · · > ak} ⊆ [n]
corresponds to C under the bijection of Definition 2.3. Assume that n ≥ 3. Then:
2Recall the statement of Hensel’s Lemma: suppose that A is a complete local ring with maximal ideal m
and residue field k and that p ∈ A[z]. Let r ∈ k be such that p(r) = 0 (as an element of k). If p′(r) 6= 0 (as
an element of k), then there exists a unique r˜ ∈ A reducing to r modulo m such that p(r˜) = 0 (as an element
of A).
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x1 x1 + x6
x2 x2 + x5
x3 x3 + x4
x4
x5
x6
x1 x1 + x7
x2 x2 + x6
x3 x3 + x5
x4
x5
x6
x7
Figure 12. Sign rules for chambers of I(sln, V ⊕
∧
2).Theorem 3.3(c). For
any n ≥ 3, a tableau corresponds to a chamber of I(sln, V ⊕
∧
2) if and only
if (1) it corresponds to a chamber of I(gln, V ⊕
∧
2) (it satisfies the sign rules
discussed in Figure 10); (2) The NE-SW diagonal (shaded in the figures) have
entries of both positive and negative signs. The second condition is clearly
necessary since the elements of the NE-SW diagonal add up to x1 + · · ·+ xn,
which has to be zero. The condition is also sufficient as proven in Theorem
3.3(c). The figure on the left (resp. right) illustrate the NE-SW diagonal for
n even (resp. n odd). See for example Figure 1 on page 5, Figure 6 on page 7,
and Figure 9 on page 9.
(c) The space C ∩ hs is a chamber of I(sln, V ⊕
∧
2) if and only if there exist indices 1 ≤
i, j ≤ ⌈n
2
⌉
such that
ai ≥ n+ 2− 2iaj < n+ 2− 2j.
This occurs if and only if C has a positive level and a negative level.
See Figure 12 on page 18 for a geometric formulation of Theorem 3.3(c).
Theorem 3.3 is proved in Section 4. We present a proof of Theorem 3.3(b) that is similar
to that of [6] in order to explain the structure of the more delicate proofs of Theorems 3.1
and 3.8.
Remark 3.4. Theorem 3.3(c) characterizes the chambers of I(sln, V ⊕
∧
2). It can be reformu-
lated as follows. For n even (resp. odd), we denote by ~n the
⌈
n
2
⌉
-vector (n, n−2, n−4, · · · , 2)
(resp. ~n = (n, n − 2, · · · , 1)) whose components are the first ⌈n
2
⌉
even (resp. odd) positive
integers rearranged in decreasing order. We denote by Testn (S) the decreasing vector whose
components are the first
⌈
n
2
⌉
elements of S rearranged in decreasing order and padded with
zeros at the end if S has less than
⌈
n
2
⌉
elements. For n ≥ 3, a subset S ∈ 2[n] corresponds to
a chamber or I(sln, V ⊕
∧
2) if and only if
Testn (S) 6< ~n and Testn (S) 6≥ ~n,
componentwise.
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Example 3.5. If n = 5, we identify the subsets that correspond to elements of I(sln, V ⊕
∧
2) by
comparing the vector formed by their first 3 bigger elements (padded with zeros at the end if
necessary) with the vector~5 = (5, 3, 1). The subset {5, 4, 2} does not correspond to a chamber
of I(sl5, V ⊕
∧
2) since componentwise (5, 4, 2) ≥ (5, 3, 1). The subset {5} corresponds to a
chamber of I(sl5, V ⊕
∧
2) since Test5 ({5}) = (5, 0, 0) and 5 ≥ 5 while 0 < 3. The subset
{4, 3, 2, 1} corresponds to a chamber of I(sl5, V ⊕
∧
2) since Test5 ({4, 3, 2, 1}) = (4, 3, 2) and
4 ≤ 5 but 2 > 1.
Example 3.6. For I(sl6, V ⊕
∧
2), ~6 = (6, 4, 2). The subset {5, 4, 2} does not correspond to a
chamber of I(sl6, V ⊕
∧
2) since (5, 4, 2) ≤ (6, 4, 2). {5} does not correspond to a chamber of
I(sl6, V ⊕
∧
2) since (5, 0, 0) < (6, 4, 2). The subset {6, 5} does correspond to a chamber of
I(sl6, V ⊕
∧
2) since 6 ≥ 6 but 5 > 4.
Remark 3.7. Theorem 3.3(b) can be derived directly from Theorem 3.1. Recall that for
n ≥ 1, a chamber of I(sln, V ⊕
∧
2) is defined to be a (n − 1)-face of I(sln, V ⊕
∧
2). In
particular, there are b(n, n − 1) chambers of I(sln, V ⊕
∧
2). Using residues to compute an
integral, we obtain that
∞∑
n=1
b(n, n− 1)xn = Res
z=0
xB(z, xz−1)
z2
=
2x4 + x3 + x2 +
√
1− 4x2 − 1
x(2x− 1) ,
and therefore recover Theorem 3.3(b).
We denote by f(n, k) the number of k-flats of I(sln, V ⊕
∧
2) and by
F (x, y) =
∞∑
n=0
∞∑
k=0
f(n, k)xnyk
the corresponding generating function. We will prove the following formula for f(n, k).
Theorem 3.8. The generating function counting flats of I(sln, V ⊕
∧
2) by dimension is
given by
F (x, y) =
2
y(1− x) +
1− x+ 2x3 − 2x4 − x5 + x6 − 2x2y + x3y + x4y − x5y
(1− x) (1− x2(1 + y))2
+
x− x3 + x4 − x2y + 2x3y − x4y
(1− x)(1− 2x+ x2 − 2xy + 3x2y − 2x3y + x2y2 − 2x3y2 + x4y2)
− 8 (1 + x
2 − xy − x3y + x4y + x2y2 + x3y2 − x3y3 + x4y3 − x5y3 + x6y3)
y
(
β + x
√
γ +
√
ζ + η
√
γ
) (
β − x√γ +√ζ − η√γ)
in the fraction field of R, where β, γ, ζ, η ∈ R are polynomials defined as
β = 1− x+ x2 − xy − x2y − x3y + x2y2 − x3y2 + x4y2
γ = 1− 2y − 2x2y + y2 + 8x2y2 + x4y2 − 2x2y3 − 2x4y3 + x4y4
ζ = 1 + x4 − 2x2y − 2x4y − 7x4y2 − 2x4y3 − 2x6y3 + x4y4 + x8y4
η = x2(1 + y)(1 + x2y)
Theorem 3.8 is proved in Appendix A.
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3.2. Extreme rays and simplicial chambers of I(sln, V ⊕
∧
2). First, we generalize the
function ~v to the case of I(sln, V ⊕
∧
2).
Definition 3.9. Let B be the set of ordered pairs of elements of E∗n with distinct (non-
vanishing) signature
B = {(p, q) ∈ (E∗n)2 | p < q and σ(p)σ(q) < 0},
and let N denote the set of elements of E∗n of signature zero. We refer to elements of N as
null vectors and to elements of B as bisigned pairs. The function ~v : B → hs associates to
each pair (p, q) ∈ B, the unique convex combination of ~v (p) and ~v (q) with signature zero.
For (p, q) ∈ B, the vector ~v (p, q) is defined as follows
~v (p, q) =|σ(q)|~v (p) + |σ(p)|~v (q)
=(µ, . . . , µ︸ ︷︷ ︸
a
, ν, . . . , ν︸ ︷︷ ︸
c−a
, 0, . . . , 0︸ ︷︷ ︸
n−c−d
,−ν, . . . ,−ν︸ ︷︷ ︸
d−b
,−µ, . . . ,−µ︸ ︷︷ ︸
b
),
where p = (a, b), q = (c, d), µ = |a− b|+ |c− d| and ν = |a− b|.
If E is any subset of E∗n and (p, q) ∈ B, we abuse notation and write (p, q) ∈ E to denote
that p ∈ E and q ∈ E. The analogue of Theorem 2.4(b) for I(sln, V ⊕
∧
2) is the following
result.
Theorem 3.10. The function ~v induces a bijection from N unionsqB to the set of extreme rays
of I(sln, V ⊕
∧
2).
Theorem 3.10 is proved in Appendix B. We will now apply Theorem 3.10 to obtain results
regarding the extreme rays of a chamber of I(sln, V ⊕
∧
2).
Theorem 3.11. The chambers of I(sln, V ⊕
∧
2) satisfy the following properties.
(a) The number of simplicial chambers in I(sln, V ⊕
∧
2) is
2
(
n− 1⌊
n−1
2
⌋)− δn,1 − δn,2 − 2δn,3 − 2δn,4
It follows that the generating function for the number of simplicial chambers of I(sln, V ⊕∧
2) is
4x5 + 2x4 + 3x2 +
√
1− 4x2 − 1
1− 2x
Suppose that C is a chamber of I(gln, V ⊕
∧
2) with characteristic vector s = (s1, . . . , sn) ∈
{−1, 1}n. Assume that n ≥ 3 and that C ∩ hs is a chamber of I(sln, V ⊕
∧
2). Let `+ (resp.
`−,`0) denote the number of positive (resp. negative, null) levels for C. Let ek denote the
extreme ray of C at level k.
(b) Let 1 ≤ i ≤ ⌊n
2
⌋
. The ray ~v (i, i) lies in C ∩ hs if and only if ~v (i, i) is an extreme ray of
C. This occurs if and only if 2i is a null level for C.
(c) Let (p1, p2) ∈ B. The ray ~v (p1, p2) lies in C ∩ hs if and only if ~v (p1) and ~v (p2) are
extreme rays of C. This occurs if and only if the equality
σ(e`i) = σ(pi),
holds for i = 1, 2 and `i = `(pi).
(d) The number of extreme rays of C is `+ · `−+ `0. In particular, C ∩hs is simplicial if and
only if min{`+, `−} = 1.
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Chamber C Extr. rays of C I(gl6, V ⊕
∧
2) Extr. rays of C ∩ hs in I(sl6, V ⊕
∧
2)
~v (1, 0)
~v (2, 0)
~v (2, 1)
~v (2, 2)
~v (2, 3)
~v (2, 4)
~v (2, 2) = (1, 1, 0, 0,−1,−1)
~v ((1, 0), (2, 3)) = (2, 1, 0,−1,−1,−1)
~v ((1, 0), (2, 4)) = (3, 1,−1,−1,−1,−1)
~v ((2, 0), (2, 3)) = (3, 3, 0,−2,−2,−2)
~v ((2, 0), (2, 4)) = (2, 2,−1,−1,−1,−1)
~v ((2, 1), (2, 3)) = (2, 2, 0,−1,−1,−2)
~v ((2, 1), (2, 4)) = (3, 3,−1,−1,−1,−3)
Table 2. Example of a non-simplicial chamber of I(sl6, V ⊕
∧
2). The
chamber C defined by the subset {6, 5} of {1, 2, . . . , 6} is simplicial as all the
chambers of I(gl6, V ⊕
∧
2). Its extreme rays are listed in the second column
of the table. Its intersection of C with the hyperplane hs : x1 + · · · + x6 = 0
determines a chamber C ∩ hs of I(sl6, V ⊕
∧
2). The chamber C ∩ hs is not
simplicial as discussed in Example 3.13 on page 21. The extreme rays of
C ∩ hs as a chamber of I(sl6, V ⊕
∧
2) are listed on the third column and their
construction is discussed in Example 3.13.
Theorem 3.11(a) is proven in Appendix B.3 and the rest of theorem is proven in Appendix
B.2.
Remark 3.12. For n ≤ 5, all chambers of I(sln, V ⊕
∧
2) are simplicial, so that I(sln, V ⊕
∧
2)
is simplicial. Non-simplicial chambers exist for n ≥ 6. This can be verified directly for n ≤ 2,
and follows from Theorem 3.3(b) and Theorem 3.11(a) for n ≥ 3.
Example 3.13. We give an explicit example of a non-simplicial chamber of I(sl6, V ⊕
∧
2).
Consider the chamber C defined by the subset {6, 5} of {1, 2, . . . , 6} or equivalently by the
characteristic vector (−,−,−,−,+,+). See Table 2. Note that C has positive, null, and
negative levels as follows (see Table 2 on page 21)
positive levels for C : 1, 2, 3
null level for C : 4
negative levels for C : 5, 6.
Theorem 3.3(c) guarantees that C∩hs is a chamber of I(sln, V ⊕
∧
2). Theorem 3.11(d) implies
that C ∩ hs is not simplicial, and furthermore that it has 7 extreme rays in I(sln, V ⊕
∧
2).
It follows from Theorem 3.11(b) and Theorem 3.11(c) that the extreme rays of C ∩ hs in
I(sln, V ⊕
∧
2) are
~v (2, 2) and (~v (p, q) for p ∈ {(1, 0), (2, 0), (2, 1)} and q ∈ {(2, 3), (2, 4)}) .
The resulting seven extreme rays are given in the third column of Table 2. Theorem 3.3(b)
and Theorem 3.11(a) guarantee that I(sl6, V ⊕
∧
2) has 4 non-simplicial chambers. A direct
calculation similar to the one presented in the previous paragraph shows that they are the
chambers C ∩ hs when C is a chamber of I(gln, V ⊕
∧
2) defined by one of the subsets
{6, 5}, {6, 4}, {4, 3, 2, 1}, and {5, 3, 2, 1}.
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4. Chambers of I(sln, V ⊕
∧
2) : proof of Theorem 3.3
In Section 4.1, we prove Part (a) and (b) of Theorem 3.3. In Section 4.2, we derive
Theorem 3.3(c) from the auxiliary results of Section 4.1.
4.1. Counting chambers of I(sln, V ⊕
∧
2). The goal of this section is to prove Part (a)
and (b) Theorem 3.3 by relating I(sln, V ⊕
∧
2) to I(gln, V ⊕
∧
2). The proof of Theorem 3.3
is the prototype for the proofs of Theorems 3.1 and 3.8: the later proofs are more delicate,
but follow a similar structure to the proof presented in this section.
Definition 4.1. We say that a chamber C of I(gln, V ⊕
∧
2) is bi-signed if C0∩hs 6= ∅. (This
terminology is justified by Lemma 4.4.) We denote by Cbi(n) the set of bi-signed chambers
of I(gln, V ⊕
∧
2) and by Cs(n) the set of chambers of I(sln, V ⊕
∧
2).
First, we relate chambers of I(sln, V ⊕
∧
2) to those of I(gln, V ⊕
∧
2).
Lemma 4.2. If C is a bi-signed chamber of I(gln, V ⊕
∧
2), then C ∩ hs is a chamber of
I(sln, V ⊕
∧
2).
Proof. We see immediately that C ∩ hs is a face of I(sln, V ⊕
∧
2). Because C is a chamber,
the set C0 is open in h. Therefore, the set C0 ∩ hs = (C ∩ hs)0 is open in hs. It follows that
C ∩ hs is a chamber of I(sln, V ⊕
∧
2). 
Proposition 4.3. The map φ : Cbi(n) → Cs(n) defined by φ(C) = C ∩ hs is a bijection for
n ≥ 3.
Proof. The map φ is well-defined by Lemma 4.2. To prove surjectivity assume that D is in
Cs. Because n ≥ 3, the subspace hs ⊂ h is not contained in any of the gln-walls. Hence,
there exists a x ∈ D that does not lie on any of the gln-walls. There exists a unique chamber
C ∈ C of I(gln, V ⊕
∧
2) containing x. Because x lies in the interior of C, the chamber C
must contain elements lying on both sides of hs. It follows that C ∈ Cbi and φ(C) = D.
Suppose that φ(C1) = φ(C2) = D. Let x1 ∈ C01∩hs and x2 ∈ C02∩hs then by convexity the
segment [x,x2] lie in D. Also it does not intersect any wall. It follows that x1 and x2 belongs
to the same gln-chamber. In other words, we have C1 = C2, which proves the injectivity of
φ. 
Next, we characterize the elements of Cbi in terms of extreme rays.
Lemma 4.4. A chamber of I(gln, V ⊕
∧
2) is bi-signed if and only if it has extreme vectors
of positive and negative signatures.
Proof. Let C be a chamber of I(gln, V ⊕
∧
2). Consider the set E = ExtRays(C) of extreme
rays of C. Theorem 2.4(b) guarantees that |E| = n. We see immediately that |E0| ≤
⌊
n
2
⌋
<
n. It follows that |E+|+ |E−| > 0.
Suppose that |E−| = 0, so that |E+| > 0. A direct calculation from Theorem 2.4(b) shows
that σ(C) = R≥0. It follows that C∩hs lies on the boundary of C, so that C is not bi-signed.
By symmetry, we can also conclude that |E+| > 0 if C is bi-signed. The lemma follows. 
We are now ready to prove Theorem 3.3(a).
Proposition 4.5. Suppose that n ≥ 3. A chamber C of I(gln, V ⊕
∧
2) is bi-signed if and
only if C ∩ hs is a chamber of I(sln, V ⊕
∧
2).
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Proof. Lemma 4.2 proved the “only if direction.” We now prove the “if” direction.
Suppose that C is a chamber of I(gln, V⊕
∧
2) that is not bi-signed and let E = ExtRays(C).
Without loss of generality, in light of Lemma 4.4, assume that all the extreme rays of C have
non-negative signature. A direct calculation from Theorem 2.4(b) shows that C ∩ hs is non-
negatively spanned by E0. Note that |E0| ≤
⌊
n
2
⌋
due to Theorem 2.4(b). It follows that
C ∩ hs has dimension at most
⌊
n
2
⌋
. Because
⌊
n
2
⌋
< n − 1 for n ≥ 3, it is not possible for
C ∩ hs to be a chamber of I(sln, V ⊕
∧
2). 
Proof of Theorem 3.3(a). Proposition 4.5 ensures that C ∩ hs is not a chamber of I(sln, V ⊕∧
2) when C is not bi-signed, and so we can restrict to the case when C is a bi-signed chamber
of I(gln, V ⊕
∧
2). Proposition 4.3 ensures that every chamber in I(sln, V ⊕
∧
2) is uniquely
expressible in the form C ∩ hs, where C is a bi-signed chamber of I(gln, V ⊕
∧
2), for n ≥ 3,
which is what was to be proved. 
Lemma 4.4 motivates the following definition, which will be useful in later sections as well.
Definition 4.6. We say that a subset of E∗n is mono-signed if all of its elements have non-
negative signature or all of its elements have non-positive signature. On the other hand,
we say that a subset of E∗n bi-signed if it is not mono-signed: that is, if it has at least one
element of negative signature and at least one element of positive signature.
To complete the proof of Theorem 3.3, we simply need to count bi-signed n-chains in E∗n
in light of the preceding results and Theorem 2.11.
Proof of Theorem 3.3(b). The theorem is obvious for n ≤ 2. For the remainder of the proof,
we assume that n ≥ 3.
Proposition 4.3 and Lemma 4.4 guarantee that there are the same number of chambers of
I(sln, V ⊕
∧
2) as there are bi-signed n-chains in E∗n. Theorems 2.4 and 2.11 guarantee that
2n counts the number of n-chains in E∗n. Therefore, it suffices to prove that there are 2
(
n
bn2 c
)
mono-signed n-chains.
First, we count n-chains in E∗n all of whose elements have non-negative signature. Follow-
ing [4], we can regard n-chains in E∗n as lattice paths from (0, 0) to the line x + y = n with
permissible steps (1, 0) and (0, 1) by regarding E∗n as a subset of Z2. An n-chain consists
solely of elements of non-negative signature if and only if the corresponding lattice path lies
in the half-plane y ≤ x. Proposition E.6 therefore implies that ( nbn2 c) counts the number of
n-chains in E∗n consisting solely of elements of non-negative signature. By symmetry,
(
n
bn2 c
)
is also the number of n-chains in E∗n consisting solely of elements of non-positive signature.
Because n ≥ 1, any n-chain in E∗n must contain one of (1, 0) and (0, 1). Hence, it is not
possible for a n-chain in E∗n to consist solely of elements of signature 0. Therefore, the set
of n-chains in E∗n consisting of elements of non-negative signature is disjoint from the set
of n-chains in E∗n consisting of elements of non-positive signature. It follows that there are
2
(
n
bn2 c
)
mono-signed n-chains in E∗n, as desired. We have to introduce the correction terms
δn,0 + δn,1 + δn,2 in order to deal with the case of n ≤ 2. 
4.2. Simple criterion for a chamber of I(gln, V ⊕
∧
2) to be bi-signed. To prove Theo-
rem 3.3(c), we translate the bi-signed condition of the previous subsection to a constraint on
the subset of [n] corresponding to a chamber of I(gln, V ⊕
∧
2) using the following proposition.
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Proposition 4.7. Suppose that C is a chamber of I(gln, V ⊕
∧
2). A level k ∈ [n] is a null
(resp. positive, negative) level for C if and only if σ(ek) = 0 (resp. σ(ek) > 0, σek < 0),
where ek is the extreme ray of C defined in Theorem 2.4(b).
Proof. It follows from the definition of ek and the definition of the signature that
σ(ek) = sn−k+1 + · · ·+ sn,
where (s1, . . . , sn) ∈ {−1, 1}n is the characteristic vector of C. We obtain the proposition
immediately from the definition of a null (resp. positive, negative) level for C. 
Proof of Theorem 3.3(c). Let s = (s1, . . . , sn) ∈ {−1, 1}n denote the characteristic vector of
C, which is also by definition the characteristic vector of a subset S = {a1 > a2 > . . . > ar}
of [n]. Let e1, . . . , en denote the extreme rays of C defined in Theorem 2.4(b). For n ≥ 3,
Lemma 4.4 and Proposition 4.5 ensure that C ∩hs is a chamber of I(sln, V ⊕
∧
2) if and only
if there exist i, j such that σ(ei) > 0 > σ(ej). It follows from Proposition 4.7 that C ∩hs is a
chamber of I(sln, V ⊕
∧
2) if and only if C has a positive level and a negative level, provided
that n ≥ 3.
Since σ(e`) = 2pi` − `, the extreme ray e` has positive signature if and only if there are
at least b`/2c + 1 elements of S in [n − ` + 1, n]. As the elements ai of S are in decreasing
order, we deduce that
` is a positive level for C ⇔ ab `2c+1 ≥ n− `+ 1,
` is a negative level for C ⇔ ad `2e < n− `+ 1.
In particular, if an even level ` is positive (resp. negative), so is the odd level ` + 1 (resp.
`−1). It is therefore enough to consider only the signature of odd levels. A direct calculation
using the odd level ` = 2i− 1 shows that there exists a positive (resp. negative) level for C
if and only if there exists i such that ai ≤ n − 2i + 2 (resp. aj < n − 2i + 2). The theorem
follows. 
5. Relating faces and flats of I(sln, V ⊕
∧
2) to faces and flats of I(gln, V ⊕
∧
2)
We would like to prove analogues of Proposition 4.3 for faces and flats. We do so in
Sections 5.1 and 5.2, respectively. The arguments of this section are more delicate that
those of Section 4.1 because the natural analogue of Proposition 4.5 does not hold any
longer. For this reason, we will construct mappings from faces (resp. flats) in I(sln, V ⊕
∧
2)
to faces (resp. flats) in I(gln, V ⊕
∧
2) instead of dealing with maps in the other direction. In
the notation of Definition 4.1, we work with φ−1 instead of φ.
5.1. Bijection for faces. We define a map ψ from the set Fs of faces of I(sln, V ⊕
∧
2) to
the set F of faces of I(gln, V ⊕
∧
2), prove that it is injective, and determine its image.
Definition 5.1. Define a function ψ : Fs → F by
ψ(Fs) = W ∩
 ⋂
λ∈W0(Fs)
λ⊥
 ∩
 ⋂
λ∈W+(Fs)
λ+
 ∩
 ⋂
λ∈W−(Fs)
λ−
 ,
so that ψ(Fs) is the intersection of all half-spaces (bounded by a weight hyperplane) and all
weight hyperplanes containing Fs.
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Remark 5.2. We could define ψ more succinctly as
ψ(Fs) =
⋂
λ∈W0(Fs)
λ+,
but we will not need this definition.
Lemma 5.3. The correspondence ψ is a well-defined function and satisfies the following
properties.
(a) ψ is injective;
(b) W(ψ(Fs)) = ψ(Fs) for all  ∈ {0,+,−};
(c) ψ(Fs) ∩ hs = Fs; and
(d) ψ(Fs) is the smallest face of I(gln, V ⊕
∧
2) containing Fs;
for all faces Fs of I(sln, V ⊕
∧
2).
Proof. Suppose that F is a face of I(sln, V ⊕
∧
2). Recall that because F is a face of I(sln, V ⊕∧
2), (2.4) guarantees that the sets W0(F ),W+(F ),W−(F ) form a partition of W. The
definition of ψ ensures that ψ(F ) is the subset of the Weyl chamber on which elements
of W0(F ) (resp. W+(F ), W−(F )) are zero (resp. non-negative, non-positive). The fact
W = W0(F ) unionsqW+(F ) unionsqW−(F ) implies that each weight is assigned a unique sign, which
ensures that ψ(F ) is a face of I(gln, V ⊕
∧
2). Therefore, ψ is well-defined.
A direct calculation from the definition of ψ shows that Property (b) holds. The definition
of faces of I(sln, V ⊕
∧
2) and Property (b) imply that Property (c) holds as well. Property
(a) follows immediately from Property (c).
We now prove Property (d). Suppose that Fs is a face of I(sln, V ⊕
∧
2) and let F = ψ(Fs).
Property (c) implies that F ⊇ Fs. Suppose that G ⊃ Fs is a face of I(gln, V ⊕
∧
2) that
contains Fs. We see immediately that W(G) ⊇ W(Fs) for  ∈ {+,−} and W0(G) ⊆
W0(Fs). Property (b) yields that W(G) ⊇W(F ) for  ∈ {+,−} and W0(G) ⊆W0(F ), so
that F is a sub-face of G. In particular, we have G ⊇ F, as desired. 
The following definition will help us characterize the extreme rays of elements of the image
of ψ.
Definition 5.4. A subset of h is null if all the extreme rays it contains have signature
zero. It is said to be mono-signed if the signatures of its extreme vectors are either all
non-negative or all non-positive, and bi-signed if it is not mono-signed. Let Fnull(n, k) (resp.
Fbi(n, k)) denote the set of null (resp. bi-signed) k-faces of I(gln, V ⊕
∧
2). Let Lnull(n, k)
(resp. Lbi(n, k)) denote the set of null (resp. bi-signed) k-flats of I(gln, V ⊕
∧
2).
We are now ready to determine the image of ψ.
Lemma 5.5. Let F be a k-face of I(gln, V ⊕
∧
2). Exactly one of the following holds.
(1) F is mono-signed but neither null nor an element of the image of ψ.
(2) F is null and ψ−1(F ) consists of a single k-face of I(sln, V ⊕
∧
2).
(3) F is bi-signed and ψ−1(F ) consists of a single (k − 1)-face of I(sln, V ⊕
∧
2).
The idea of lemma is that condition (1) (resp. (2), (3)) indicates that F lies on one side
of hs (resp. lies on hs, straddles both sides of hs). The proof simply converts this intuitive
dichotomy into a rigorous argument.
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Proof. Suppose that F is a k-face of I(gln, V ⊕
∧
2). Denote by E the set ExtRays(F ) of
extreme rays of F . Theorem 2.4(b) guarantees that E non-negatively spans F .
The fact that all the hyperplanes in I(gln, V ⊕
∧
2) pass through the origin and the fact
that W is closed under multiplication by R≥0 ensure that F is closed under multiplication
by R≥0. Because σ is linear, it follows that σ(F ) must be closed under multiplication by
R≥0. This leaves very few possibilities for σ(F ), namely
σ(F ) ∈ {R≥0,R≤0, {0},R}.
We divide into cases to account for all possibilities to prove the lemma.
• Case 1: σ(F ) = R≥0 or σ(F ) = R≤0. We prove that F satisfies the conditions of (1).
Without loss of generality, assume that σ(F 0) = R≥0. Because F does not contain
any element of negative signature, the set E− is empty.
Because E non-negatively spans F and all the extreme rays lie on one of the closed
half-spaces determined by hs, the set E0 = E ∩ hs non-negatively spans Fs = F ∩ hs.
However, the non-negative span of E0 is a sub-face of F because F is a cone over a
simplex with extreme ray set E by Theorem 2.4(b).. It follows that Fs = F ∩ hs is a
sub-face of F in I(gln, V ⊕
∧
2). Because Fs ⊆ hs, we have σ(Fs) = 0. In particular,
the face Fs is a strict sub-face of F in I(gln, V ⊕
∧
2).
It follows from Lemma 5.3(c) that ψ−1(F ) ⊆ {Fs}. However, the contrapositive
of Lemma 5.3(d) implies that F 6= ψ(Fs), because Fs is a strict sub-face of F (in
I(gln, V ⊕
∧
2)) that contains Fs. Therefore, F does not lie in the image of ψ, as
claimed.
• Case 2: σ(F ) = 0. We prove that F satisfies the conditions of (2). Because σ(F ) = 0,
we have F ⊆ hs. In particular, every extreme ray of F must have signature zero, so
that F is null. The fact that F ⊂ hs implies that F is a k-face of I(sln, V ⊕
∧
2).
Lemma 5.3(b) ensures that ψ(F ) = F while Lemma 5.3(a) guarantees that ψ−1(F )
consists of at most one element. Therefore, we have ψ−1(F ) = {F} with F a k-face
of I(sln, V ⊕
∧
2), as desired.
• Case 3: σ(F ) = R. We prove that F satisfies the conditions of (3). First, we prove
that F is bi-signed. Because E non-negatively spans F , the set E must contain
elements of both negative and positive signatures, which is precisely the fact that F
is bi-signed.
Let p ∈ F 0 ∩ hs be an interior point of F with signature zero. A direct calculation
using the fact that F 0 intersects hs shows that Fs = F ∩ hs is a (k − 1)-face of
I(sln, V ⊕
∧
2). Note that p ∈ F 0s . (2.4) guarantees that
W(Fs) = W({u}) = W(F )
for all  ∈ {0,+,−}, so that Fs and F have the same sign vector. Lemma 5.3(b) and
the fact that a face is determined by its sign vector ensure that ψ(Fs) = F. The fact
that ψ−1(F ) = {Fs} follows due to Lemma 5.3(a).
(5.1) ensures that the cases are exhaustive, which completes the proof of the lemma. 
We can simply apply Theorem 2.11 to the statement of Lemma 5.5 into the language of
the poset E∗n in order to obtain the desired bijection.
Definition 5.6. We say that a subset of E∗n is null if it consists of elements of signature
zero. Let Chnnull(n, k) (resp. Chnbi(n, k)) denote the set null (resp. bi-signed) of k-chains in
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E∗n. Let Ensnull(n, k) (resp. Ensbi(n, k)) denote the set null (resp. bi-signed) k-ensembles in
E∗n.
Proposition 5.7. The function ψ satisfies following properties.
(a) We have ExtRays(ψ(F )) ( ExtRays(ψ(G)) if and only if F ( G, where F and G are
faces of I(sln, V ⊕
∧
2).
(b) If F ∈ Fnull(n, k) ∪ Fbi(n, k + 1), then ψ(F ∩ hs) = F .
(c) The function ~v−1◦ExtRays ◦ψ induces a bijection from the set of k-faces of I(sln, V ⊕
∧
2)
to the set of chains Chnnull(n, k) ∪ Chnbi(n, k + 1).
Proof. Suppose that F ( G are faces of I(sln, V ⊕
∧
2). Lemma 5.3(d) implies that ψ(G) is
a face of I(gln, V ⊕
∧
2) containing G, hence F . Applying Lemma 5.3(d) yields that ψ(G) ⊇
ψ(F ). Because ψ is injective (as proven in Lemma 5.3(a)), it follows that ψ(G) ) ψ(F ).
Suppose on the other hand that ψ(F ) ( ψ(G). Intersecting with hs yields that F ⊆ G.
Because ψ is well-defined (by Lemma 5.3), it follows that F ( G. We have proved that
ψ(F ) ( ψ(G) if and only if F ( G. Theorem 2.11 therefore implies Property (a).
We now prove Property (c). It follows from Lemma 5.5 that ψ induces a bijection from
the set of k-faces of I(sln, V ⊕
∧
2) to the Fnull(n, k)∪Fbi(n, k+ 1). Theorem 2.11 guarantees
that ~v−1 ◦ExtRays induces bijections from Fnull(n, k) to Chnnull(n, k) and from Fbi(n, k+ 1)
to Chnbi(n, k + 1), which implies Property (c).
It remains to prove Property (b). We already saw that ψ induces a bijection from the set
of k-faces of I(sln, V ⊕
∧
2) to the Fnull(n, k)∪Fbi(n, k+1). In particular, there exists a unique
face Fs of I(sln, V ⊕
∧
2) such that ψ(Fs) = F . Lemma 5.3(c) implies that Fs = F ∩ hs, and
Property (b) follows. 
We immediately obtain the following corollary from Proposition 5.7(c).
Corollary 5.8. We have
b(n, k) = |Chnnull(n, k)|+ |Chnbi(n, k + 1)| .
5.2. Bijection for flats. In the previous subsection, we exploited the fact that faces of
I(gln, V ⊕
∧
2) are simplicial in the proof of Lemma 5.5. The replacement for this condition
in the case of flats is the following lemma.
Lemma 5.9. For i = 1, 2, let Li be a ki-flat of I(sln, V ⊕
∧
2) or of I(gln, V ⊕
∧
2) (it is
allowed that L1, L2 are flats of different incidence geometries). If L1 ( L2 then k1 < k2.
Proof. The proof is elementary linear algebra. Let Λi denote the R-span of L1. It follows
from the definitions of flats of I(sln, V ⊕
∧
2) and I(gln, V ⊕
∧
2) that Li = Λi ∩W and that
ki = dimLi (where dim denotes the dimension of a vector space over R). It follows that
Λ1 ( Λ2 so that dim Λ1 < dim Λ2. The lemma follows. 
We follow the structure of the previous subsection to establish an analogue of Proposition
5.7(c) for flats: we define a map τ from the set of flats of I(sln, V ⊕
∧
2) to the set of flats of
I(gln, V ⊕
∧
2), prove that it is injective, and determine its image.
Definition 5.10. Define a function τ : Ls → L by
τ(Ls) = W ∩
 ⋂
λ∈W′(Ls)
λ⊥
 ,
so that τ(Fs) is the intersection of all the weight hyperplanes containing Ls.
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Lemma 5.11. The corrrespondence τ is a well-defined function and satisfies the following
properties.
(a) τ is injective;
(b) W0(τ(Ls)) = τ(Ls);
(c) τ(Ls) ∩ hs = Ls; and
(d) τ(Ls) is the smallest flat of I(gln, V ⊕
∧
2) containing Ls
for all flats Ls of I(sln, V ⊕
∧
2).
Proof. Suppose that L is a flat of I(sln, V ⊕
∧
2). The definition of τ ensures that τ(F ) is
the subset of the Weyl chamber on which elements of W0(F ) vanish, so that τ(F ) is a flat
of I(gln, V ⊕
∧
2). Therefore, τ is well-defined.
A direct calculation from the definition of τ shows that Property (b) holds. The definition
of flats of I(sln, V ⊕
∧
2) and Property (b) imply that Property (c) holds as well. Property
(a) follows immediately from Property (c).
We now prove Property (d). Suppose that Ls is a flat of I(sln, V ⊕
∧
2) and let L =
ψ(Ls). Property (c) implies that L ⊇ Ls. Suppose that M ⊃ Ls is a flat of I(gln, V ⊕
∧
2)
that contains Ls. We see immediately that W0(M) ⊆ W0(Ls). Property (b) yields that
W0(M) ⊆W0(L), so that L is a subflat of M . In particular, we have M ⊇ L, as desired. 
The analysis of null flats (and hence of non-null mono-signed flats) is more complicated
than the analysis of null faces because the non-negative span of a set of extreme rays of a
flat is not necessarily a sub-flat. In order to handle this difficulty, we need to use the explicit
description of flats (Theorem 2.14).
Lemma 5.12. Suppose that S is a set of extreme rays of I(gln, V ⊕
∧
2) of signature zero.
Then, the non-negative span of S is a |S|-flat with extreme ray set S.
Proof. Recall that the extreme rays of signature zero are the elements ~v (i, i) for 1 ≤ i ≤ ⌊n
2
⌋
.
The definition of an ensemble and the fact that an extreme ray of signature zero is uniquely
determined by its level imply that ~v−1 (S) is a |S|-ensemble. Theorem 2.14 guarantees the
existence of a unique flat L in I(gln, V ⊕
∧
2) such that ExtRays(L) = S. It follows from
Theorem 2.4(b) that L is the non-negative span of S. 
The analysis of flats is more delicate than the analysis of faces partly due to the possibility
that a bi-signed flat contains an element outside the image of τ . We need to introduce an
additional condition in order to deal with this subtlety: the correct analogue of the condition
of being bi-signed in the context of flats is the condition of being bi-signed and unbalanced.
Definition 5.13. We say that a k-flat L in I(gln, V ⊕
∧
2) is balanced if L has k− 1 extreme
rays of signature zero and unbalanced otherwise. We denote by Lbi,unbal(n, k) the set of
bi-signed unbalanced k-flats of I(gln, V ⊕
∧
2).
We now prove a lemma to illustrate the geometric meaning of unbalancedness.
Lemma 5.14. Suppose that L is an unbalanced k-flat in I(gln, V ⊕
∧
2) and that Ls = L∩hs
is k′-flat in I(gln, V ⊕
∧
2). Then, we have k 6= k′ + 1.
Proof. Let E = ExtRays(L) denote the set of extreme rays of L. The definition of Ls ensures
that E0 = ExtRays(Ls). Because Ls is assumed to be a flat in I(gln, V ⊕
∧
2), Theorem 2.4(b)
guarantees that Ls is the non-nonegative span of E0. Lemma 5.12 implies that k
′ = |E0|.
The unbalancedness of L ensures that |E0| 6= k − 1, and the lemma follows. 
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We are now ready to determine the image of τ .
Lemma 5.15. Let L be a k-flat of I(gln, V ⊕
∧
2). Exactly one of the following holds.
(1) L is mono-signed but neither null nor an element of the image of τ .
(2) L is null and τ−1(L) consists of a single k-face of I(sln, V ⊕
∧
2).
(3) L is bi-signed and unbalanced and τ−1(F ) consists of a single (k−1)-face of I(sln, V ⊕
∧
2).
(4) L is bi-signed, balanced, and does not lie in the image of τ .
The statement of Lemma 5.15 is more complicated than that of Lemma 5.5 due to the
additional sublety involving the minimality condition. The intuition behind the lemma and
the structure of the proof are similar to those of Lemma 5.5.
Proof. We follow the proof of Lemma 5.5. Suppose that L is a k-face of I(gln, V ⊕
∧
2).
Denote by E the set ExtRays(L) of extreme rays of F . Theorem 2.4(b) guarantees that E
non-negatively spans L.
The fact that L is closed under multiplication by R≥0 ensures, as in the proof of Lemma
5.5, that
(5.1) σ(L) ∈ {R≥0,R≤0, {0},R}.
We divide into cases to account for all possibilities to prove the lemma.
• Case 1: σ(L) = R≥0 or σ(L) = R≤0. We prove that L satisfies the conditions of (1).
Without loss of generality, assume that σ(L0) = R≥0. Because L does not contain
any element of negative signature, the set E− is empty.
It follows from Theorem 2.4(b) that E0 non-negatively spans Ls = L∩ hs. Lemma
5.12 guarantees that E0 non-negatively spans a flat of I(gln, V ⊕
∧
2). It follows that
Ls = F ∩hs is a sub-flat of F in I(gln, V ⊕
∧
2). Because Ls ⊆ hs, we have σ(Ls) = 0.
In particular, the flat Ls is a strict sub-flat of L in I(gln, V ⊕
∧
2).
It follows from Lemma 5.11(c) that τ−1(L) ⊆ {Ls}. However, the contrapositive
of Lemma 5.11(d) implies that L 6= ψ(Ls), because Ls is a strict sub-flat of L (in
I(gln, V ⊕
∧
2)) that contains Ls. Therefore, L does not lie in the image of τ , as
claimed.
• Case 2: σ(L) = 0. We prove that L satisfies the conditions of (2). Because σ(L) = 0,
we have L ⊆ hs. In particular, every extreme ray of L must have signature zero,
so that L is null. The fact that L ⊂ hs implies that L is a k-flat of I(sln, V ⊕
∧
2).
Lemma 5.11(b) ensures that τ(L) = L while Lemma 5.11(a) guarantees that ψ−1(L)
consists of at most one element. Therefore, we have ψ−1(L) = {L} with L a k-flat of
I(sln, V ⊕
∧
2), as desired.
• Case 3: σ(L) = R. We prove that L satisfies the conditions of exactly one of (3),
(4). First, we prove that F is bi-signed. Because E non-negatively spans L, the set
E must contain elements of both negative and positive signatures, which is precisely
the fact that L is bi-signed. The definition of a flat of I(sln, V ⊕
∧
2) ensures that
Ls = L ∩ hs is a flat of I(sln, V ⊕
∧
2). It follows from the fact that σ(L) = R that
Ls has codimension 1 in L, so that Ls is actually a (k− 1)-flat of I(sln, V ⊕
∧
2). We
need to divide into cases based on whether Ls is a flat for I(gln, V ⊕
∧
2).
– Subcase 3.1: Ls is not a flat of I(gln, V ⊕
∧
2). We prove that L satisfies the
conditions of (3). Let L′s denote the non-negative span of E0, which is a |E0|-flat
in I(gln, V ⊕
∧
2) by Lemma 5.12. Note that L′s ⊆ L ∩ hs = Ls. Because Ls is
not a flat in I(gln, V ⊕
∧
2), we obtain that L′s ( Ls. Because Ls is a (k− 1)-flat
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in I(sln, V ⊕
∧
2), Lemma 5.9 guarantees that |E0| < k − 1, which implies that
L is unbalanced.
Suppose that τ(Ls) is a k
′-flat. Lemma 5.11(d) guarantees that that τ(Ls) is
the smallest flat of I(gln, V ⊕
∧
2) that contains Ls, so that k
′ ≤ k. Because Ls
is not a flat of I(gln, V ⊕
∧
2), we know that τ(Ls) ) Ls. Lemma 5.9 guarantees
that k − 1 < k′ because Ls is a (k − 1)-flat of I(sln, V ⊕
∧
2). It follows that
k = k′. The contrapositive of Lemma 5.9 and the fact that τ(Ls) ⊆ L imply
that τ(Ls) = L. Lemma 5.11(a) then ensures that τ
−1(L) = {Ls}, as desired.
– Subcase 3.2: Ls is a flat of I(gln, V ⊕
∧
2). We prove that L satisfies the conditions
of (4). Note that Ls is a (k− 1)-flat of I(gln, V ⊕
∧
2) because it is a (k− 1)-flat
of I(sln, V ⊕
∧
2) that is a flat of I(gln, V ⊕
∧
2). The contrapositive of Lemma
5.14 implies that L is balanced.
Lemma 5.11(c) guarantees that τ−1(L) ⊆ {Ls}. Because Ls is a strict sub-flat of
L (in I(gln, V ⊕
∧
2)) that contains Ls, Lemma 5.11(d) implies that τ(Ls) 6= Ls.
Hence, we obtain that L is not in the image of Ls, which completes the proof
that L satisfies the conditions of (4).
Subcases 3.1 and 3.2 clearly exhaust all the possibilities encompassed by Case 3.
(5.1) ensures that the cases are exhaustive, which completes the proof of the lemma. 
We can simply apply Theorem 2.14 to the statement of Lemma 5.15 into the language of
the poset E∗n in order to obtain the desired bijection.
Definition 5.16. We say that a k-ensemble E in E∗n is balanced if E has k − 1 elements of
signature zero and unbalanced otherwise. We denote by Ensbi,unbal(n, k) the set of bi-signed
unbalanced k-ensembles in E∗n.
Proposition 5.17. The function ~v−1 ◦ExtRays ◦τ induces a bijection from the set of k-flats
of I(sln, V ⊕
∧
2) to the set of ensembles Ensnull(n, k) ∪ Ensbi,unbal(n, k + 1).
Proof. It follows from Lemma 5.15 that the function τ induces a bijection from the set of
k-flats of I(sln, V ⊕
∧
2) to Lnull(n, k) ∪ Lbi,unbal(n, k + 1). Theorem 2.14 guarantees that
~v−1 ◦ ExtRays induces bijections from Lnull(n, k) to Ensnull(n, k) and from Lbi,unbal(n, k + 1)
to Ensbi(n, k + 1). The proposition follows. 
We immediately obtain the following corollary.
Corollary 5.18. We have
f(n, k) = |Ensnull(n, k)|+ |Ensbi,unbal(n, k + 1)| .
Appendix A. Proofs of Theorems 3.1 and 3.8
In Appendices A.1 and A.2, we complete the enumeration of faces and flats of I(sln, V ⊕∧
2) modulo two technical results, Propositions A.3 and A.7, whose proofs are deferred to
Appendix D.2.
A.1. Proof of Theorem 3.1. In order to apply Corollary 5.8 to prove Theorem 3.1, we
need to enumerate null chains and bi-signed chains. First, we enumerate null chains.
We denote by d(n, k) the number of null k-chains in E∗n and by
D = D(x, y) =
∞∑
n=0
∞∑
k=0
d(n, k)xnyk
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the corresponding generating function.
Proposition A.1. For all n, k ≥ 0, the number of null k-chains in E∗n is
d(n, k) =
(⌊
n
2
⌋
k
)
,
and therefore the corresponding generating function is
D =
1 + x
1− x2(1 + y) .
Furthermore, d(n, k) counts the number of null ensembles.
Proof. Because the set N of elements of signature zero in E∗n is a chain, any subset of N is
a chain. Any null chain is by definition a subset of N . The expression for d(n, k) follows
because |N | = ⌊n
2
⌋
.
The expression for the generating function D can be obtained from the formula for d(n, k)
by dividing into cases based on the parity of n:
d(2m, k) = d(2m+ 1, k) =
(
m
k
)
for all m ≥ 0. Using the identity
∞∑
m=0
∞∑
k=0
(
m
k
)
xmyk =
1
1− x(1 + y) ,
we obtain that
D(x, y) =
∞∑
m=0
∞∑
k=0
(
m
k
)
(x2)myk + x
∞∑
m=0
∞∑
k=0
(
m
k
)
(x2)myk =
1 + x
1− x2(1 + y) .
Because every null chain is an ensemble and every ensemble a chain, d(n, k) also counts
null k-ensembles in E∗n. 
It remains to enumerate bi-signed chains, which we do indirectly by enumerating mono-
signed chains and using the enumerations of null chains and all chains. First, we recall the
enumeration of all chains from [4]. Define g(n, k) to be the number of k-chains in E∗n, and
denote by
G(x, y) =
∞∑
n=0
∞∑
k=0
g(n, k)xnyk
the corresponding generating function. In light of Theorem 2.11, the following result was
proven in [4].
Theorem A.2 ([4, Theorem 1.4]). The generating function for the number of k-chains in
E∗n is
G(x, y) =
1− x
1− 2x+ x2 − 2xy + x2y .
To enumerate mono-signed chains, it suffices to enumerate chains of elements of non-
positive signature. In order to write a recursion to count such chains, we need to generalize
the problem slightly.
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We denote by Chn′(n, k, σ) the set of k-chains in E∗n all of whose elements have signature
at most σ and by
Chn(n, k, σ) =
{
Chn′(n, k, σ) if σ ≥ 0
∅ otherwise
the restriction of Chn′(n, k, σ) to σ ≥ 0. The size of Chn(n, k, σ) is denoted by
a(n, k, σ) = |Chn(n, k, σ)|
In particular, a(n, k, 0) counts the number of k-chains in E∗n consisting of elements of non-
positive signature.
As usual, we pass to generating functions to perform the enumeration. For w ∈ Z, define
Aσ = Aσ(x, y) =
∞∑
n=0
∞∑
k=0
a(n, k, σ)xnyk
and let
A = A(x, y, z) =
∞∑
σ=0
Aσ(x, y)z
σ
It is clear that Aσ ∈ ZJx, y, zK and A ∈ ZJx, y, zK so that a fortiori Aσ ∈ R and A ∈ RJzK.
The enumeration of chains consisting solely of elements of non-positive signature is achieved
by the following result.
Proposition A.3. The generating function for the number of k-chains in E∗n consisting of
elements of non-positive signature is
A0 =
2
1− 2x+ x2 − 2xy + x2y +√α
in R, where α ∈ R is the polynomial defined in Theorem 3.1.
The proof of Proposition A.3 is technical and is therefore deferred to Appendix D.2.
Proof of Theorem 3.1 assuming Proposition A.3. Note that a(n, k, 0) counts the number of
k-chains in E∗n all of whose elements have non-negative (resp. non-positive signature). A
chain is null precisely if all of its elements simultaneously have non-negative and non-positive
signature. Therefore, there are
2a(n, k, 0)− d(n, k)
monosigned k-chains in E∗n. It follows that there are
g(n, k)− 2a(n, k, 0) + d(n, k)
bi-signed k-chains in E∗n. Corollary 5.8 implies that
b(n, k) = g(n, k + 1)− 2a(n, k + 1, 0) + d(n, k + 1) + d(n, k).
Passing to generating functions yields the identity
B =
G− 2A0 +D
y
+D.
After some algebra, we obtain the theorem from the formulae for the series G,A0, D given
in Theorem A.2 and Propositions A.3 and A.1, respectively. 
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A.2. Proof of Theorem 3.8. In order to apply Corollary 5.18 to prove Theorem 3.8, we
need to enumerate null ensembles and bi-signed unbalanced ensembles. We have already enu-
merated the null ensembles in Proposition A.1. In order to enumerate bi-signed unbalanced
ensembles, we instead count bi-signed balanced ensembles and all bi-signed ensembles.
First, we count bi-signed balanced ensembles. We denote by v(n, k) the number of bi-
signed balanced k-ensembles in E∗n and by
V = V (x, y) =
∞∑
n=0
∞∑
k=0
v(n, k)xnyk
the corresponding generating function.
Proposition A.4. For all n, k ≥ 0, the number of bi-signed balanced ensembles is
(A.1) v(n, k) = (k − 1 + χ2Z+1(n))
(⌊
n
2
⌋− 1
k − 2
)
+ δn,1δk,1
and therefore the corresponding generating function is
(A.2) V =
xy (1− x2) (1 + xy − x2)
(1− x2(y + 1))2 .
In order to prove Proposition A.4, we exploit grading of E∗n by level. Given S ⊂ E∗n, write
S(k) = {p ∈ S | `(p) = k}
for the set of elements of S lying in level k. The following lemma relates S(k) to S(k+1) when
S is an ensemble.
Lemma A.5. Let S be an ensemble in E∗n and suppose that 1 ≤ k ≤ n− 1. We have
−1 ≤ |S(k+1)| − |S(k)| ≤ 1.
Proof. The statement is clearly true if S is an interval. The corresponding assertion for
ensembles follows because every ensemble can be (canonically) expressed as disjoint union
of non-empty intervals I1, . . . , Im such that
max
p∈Ij
`(p) + 1 < min
p∈Ij+1
`(p)
for all 1 ≤ j ≤ m− 1. 
Proof of Proposition A.4. One can easily verify the proposition for n = 1, 2. Assume hence-
forth that n ≥ 3. Denote by Ensbi,bal(n, k) the set of bi-signed balanced k-ensembles in E∗n.
Recall that an k-ensemble S is balanced if and only if the k = |S0| + 1, and recall that
by definition k = |`(S)|. We see immediately |`(S0)| = |S0| because a null extreme ray
is determined by its level. It follows that |`(S) \ `(S0)| = 1 for all balanced ensembles S.
Define a function µ : Ensbi,bal(n, k) → [1, n] ∩ Z by defining µ(S) to be the unique element
of `(S) \ `(S0). The preceding remarks guarantee that µ is a function.
For S ⊂ E∗n, let
ν(S) = (`(S+) ∪ `(S−)) ∩ `(S0).
We use the functions µ and ν to understand the structure of bi-signed unbalanced ensembles.
Suppose that S is a bi-signed balanced ensemble in E∗n. We claim that exactly one of the
following holds:
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• µ(S) = 2t+ 1 is odd with 0 ≤ t ≤ ⌊n−1
2
⌋− χ2Z(n), ν(S) = ∅, and
S+ = {(t+ 1, t)}
S− = {(t, t+ 1)}
S0 ⊇
(
{(t, t), (t+ 1, t+ 1)} ∩
[
1,
n
2
]2)
.
In this case, we say that S is of type I.
• n = 2t is even, µ(S) = n− 1, ν(S) = {n}, and
S+ = {(t, t− 1), (t+ 1, t− 1)}
S− = {(t− 1, t), (t− 1, t+ 1)}
S0 ⊇ {(t− 1, t− 1), (t, t)}.
In this case, we say that S is of type II.
We see immediately that S cannot be simultaneously of type I and of type II. We prove that
S must be of type I or type II by dividing into cases based on whether ν(S) is empty.
• Case I: ν(S) = ∅. Suppose that µ(S) = j. Because
`(S−) ∪ `(S+) = ν(S) ∪ (`(S−) ∪ `(S+) \ `(S0)) = {j}
and S is bi-signed, `(S−) = `(S+) = {k}. In particular, we have |S(j)| ≥ 2 and
|S(m)| ≤ 1 for all m 6= j with equality only if m is even.
If j ≥ 2, then Lemma A.5 implies that 1 ≥ |S(j−1)| ≥ |S(j)| − 1 ≥ 2, so that
|S(j) = 2, j − 1 is even, and
(
j−1
2
, j−1
2
) ∈ S. Similarly, if j ≤ n − 1, it follows from
Lemma A.5 that |S(j)| = 2, j + 1 is even, and
(
j+1
2
, j+1
2
) ∈ S. Because n ≥ 3, we
must have j ≥ 2 or j ≤ n − 1, so that j is odd and |S(j)| = 2 unconditionally. In
particular, we have |S+| = |S−| = 1. Define j = 2t+ 1.
It follows from the definition of an ensemble implies that the set of x-coordinates
of S(j) forms an interval in Z. Because S(j) contains one element of positive signature
and one element of negative signature, we obtain that |S(j)| = {(t + 1, t), (t, t + 1)},
as claimed.
It only remains to prove that 0 ≤ t ≤ ⌊n−1
2
⌋ − χ2Z(n). The fact that 1 ≤ j ≤ n
implies that 0 ≤ t ≤ ⌊n−1
2
⌋
. Therefore, we may assume that n is even and need only
prove that j < n− 1. Because j is odd and n even, we know that j ≤ n− 1. Assume
for sake of deriving a contradiction that j = n − 1. Because {(t, t), (t + 1, t), (t, t +
1), (t + 1, t + 1)} ⊂ S and 2t + 2 = n, the definition of an ensemble implies that
(t+ 2, t) ∈ S (as no upper end-point of a constituent interval of a flat in E∗n can have
level n). This contradicts the fact that |S+| = 1.
• Case II: ν(S) 6= ∅. Let u ∈ ν(S) be arbitrary. In particular, u ∈ `(S0) so that u is
even and u > 1. The definition of g guarantees that |S(u)| ≥ 2, hence |S(u−1)| ≥ 1 by
Lemma A.5. The fact that u − 1 is odd implies that u − 1 /∈ `(S0). It follows that
µ(S) = u− 1.
The fact that u + 1 is odd implies that u + 1 /∈ `(S0), so that S(u+1) = 0. The
contrapositive of Lemma A.5 guarantees that u = n. Since u was an arbitrary element
of ν(S), we obtain that ν(S) = {u}. It follows that n = u ∈ `(S0) ⊂ 2Z, so that S is
of type II.
We are now ready to determine the fibers µ−1(e) by casework on e.
INCIDENCE GEOMETRY IN A WEYL CHAMBER II: SLn 35
• Case 1: e = 2t + 1 is odd and e ∈ [1, n − 2]. In this case, µ−1(e) consists solely of
elements of type I. In particular, every element of E is of the form
SET = {(t, t), (t+ 1, t), (t, t+ 1), (t+ 1, t+ 1)} ∪ {(v, v) | v ∈ T}
for a unique T ⊂ {1, . . . , t−1}∪{t+ 1, . . . , ⌊n
2
⌋}
with |T | = k−3. We see immediately
that S1T is a bi-signed balanced k-ensemble in E∗n with µ(SET ) = e for such sets T . It
follows that |µ−1(e)| = (bn2 c−2
k−3
)
.
• Case 2: e = 1. In this case, µ−1(e) consists solely of elements of type I. In particular,
every element of E is of the form
S1T = {(1, 0), (0, 1), (1, 1)} ∪ {(v, v) | v ∈ T}
for a unique T ⊂ {2, . . . , ⌊n
2
⌋}
with |T | = k − 2. We see immediately that S1T is a
bi-signed balanced k-ensemble in E∗n with µ(S1T ) = 1 for such sets T . It follows that
|µ−1(e)| = (bn2 c−1
k−2
)
.
• Case 3: e = n and n = 2u+ 1 is odd. In this case, µ−1(e) consists solely of elements
of type I. In particular, every element of E is of the form
SnT = {(u, u), (u+ 1, u), (u, u+ 1)} ∪ {(v, v) | v ∈ T}
for a unique T ⊂ {1, . . . , u} with |T | = k− 2. A direct calculation shows that SnT is a
bi-signed balanced k-ensemble in E∗n with µ(SnT ) = 1 for such sets T . It follows that
|µ−1(e)| = (bn2 c−1
k−2
)
.
• Case 4: e = n− 1 and n = 2u is even. In this case, µ−1(e) consists solely of elements
of type II. In particular, every element of E is of the form
SnT = {(u− 1, u− 1), (u, u− 1), (u− 1, u), (u+ 1, u− 1), (u, u), (u− 1, u+ 1)}
∪ {(v, v) | v ∈ T}
for a unique T ⊂ {1, . . . , u− 2} with |T | = k− 3. A direct calculation shows that SnT
is a bi-signed balanced k-ensemble in E∗n with µ(SnT ) = 1 for such sets T . It follows
that |µ−1(e)| = (bn2 c−2
k−3
)
.
• Case 5: e is even. The classification of bi-signed balanced ensembles by type implies
that µ−1(e) = ∅.
Summing the results of the casework, we obtain that
|Ensbi,bal(n, k)| =
(⌊n
2
⌋
− 1
)(⌊n
2
⌋− 2
k − 3
)
+ (1 + χ2Z+1(n))
(⌊
n
2
⌋− 1
k − 2
)
= (k − 2)
(⌊
n
2
⌋− 1
k − 2
)
+ (1 + χ2Z+1(n))
(⌊
n
2
⌋− 1
k − 2
)
= (k − 1 + χ2Z+1(n))
(⌊
n
2
⌋− 1
k − 2
)
for n ≥ 3, as desired. The dependency on the parity of n comes from Case 3. We have to
introduce the correction term δn,1δk,1 in order to deal with the case of n ≤ 2.
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The formula for the generating function V can be obtained from the recurrence relation
by dividing into cases based on the parity of n. Indeed, note that
v(2m, k) = (k − 1)
(
m− 1
k − 2
)
for m ≥ 1(A.3)
v(2m+ 1, k) = k
(
m− 1
k − 2
)
for m ≥ 1(A.4)
v(1, k) = δk,1.(A.5)
The formula for V follows from (A.3), (A.4), and (A.5) after some algebra. 
It remains to enumerate bi-signed ensembles, which we do indirectly by enumerating mono-
signed ensembles and using the enumerations of null ensembles and all ensembles. First, we
recall the enumeration of all ensembles from [4]. Define h(n, k) to be the number of k-
ensembles in E∗n, and denote by
H(x, y) =
∞∑
n=0
∞∑
k=0
h(n, k)xnyk
the corresponding generating function. In light of Theorem 2.14, the following result was
proven in [4].
Theorem A.6 ([4, Theorem 1.10]). The generating function for the number of k-ensemble
in E∗n is
H(x, y) =
1− x− xy + 2x2y − x3y
1− 2x+ x2 − 2xy + 3x2y − 2x3y + x2y2 − 2x3y2 + x4y2
in R.
To enumerate mono-signed ensembles, it suffices to enumerate ensembles all of whose
elements have non-positive signature. In order to write a recursion to count such chains, we
need to generalize the problem slightly.
We denote by Ens′(n, k, σ) the set of k-ensembles in E∗n all of whose elements have signature
at most σ and by
Ens(n, k, σ) =
{
Ens′(n, k, σ) if σ ≥ 0
∅ otherwise.
the restriction of Ens′(n, k, σ) to σ ≥ 0. The size of Ens(n, k, σ) is denoted by
c(n, k, σ) = |Ens(n, k, σ)|
In particular, there are c(n, k, 0) ensembles in E∗n consisting of elements of non-positive
signature.
As usual, we pass to generating functions to perform the enumeration. For w ∈ Z, define
Cσ = Cσ(x, y) =
∞∑
n=0
∞∑
k=0
c(n, k, σ)xnyk
and let
C = C(x, y, z) =
∞∑
σ=0
Cσ(x, y)z
σ
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It is clear that Cσ ∈ ZJx, y, zK and C ∈ ZJx, y, zK so that a fortiori Cσ ∈ R and C ∈ RJzK.
The enumeration of chains of elements of non-positive signature is achieved by the following
result.
Proposition A.7. The generating function for the number c(n, k, 0) of k-ensembles in E∗n
consisting of elements of non-positive signature is
C0 =
4 (1 + x2 − xy − x3y + x4y + x2y2 + x3y2 − x3y3 + x4y3 − x5y3 + x6y3)(
β + x
√
γ +
√
ζ + η
√
γ
) (
β − x√γ +√ζ − η√γ) ,
in R, where β, γ, ζ, η ∈ R are the polynomials defined in Theorem 3.8.
The proof of Proposition A.7 is technical and therefore deferred to Appendix D.2.
Proof of Theorem 3.8 assuming Proposition A.7. Note that c(n, k, 0) counts the number of
k-ensembles in E∗n all of whose elements have non-negative (resp. non-positive signature).
An ensemble is null precisely if all of its elements simultaneously have non-negative and
non-positive signature. Proposition A.1 ensures that there are
2a(n, k, 0)− d(n, k)
monosigned k-ensembles in E∗n. It follows that there are
h(n, k)− 2c(n, k, 0) + d(n, k)− v(n, k)
bi-signed unbalanced k-ensembles in E∗n. Corollary 5.18 implies that
f(n, k) = h(n, k + 1)− 2c(n, k + 1, 0) + d(n, k + 1)− v(n, k + 1) + d(n, k).
Passing to generating functions yields the identity
F =
H − 2C0 +D − V
y
+D.
We obtain the theorem from the formulae for the series H,C0, D, V given in Theorem A.6
and Propositions A.7, A.1 and A.4, respectively. 
Appendix B. Extreme rays and simplicial chambers of I(sln, V ⊕
∧
2)
In Appendix B.1, we prove Theorem 3.10, and in Appendix B.2, we prove the last three
parts of Theorem 3.11 and analogues for faces. In Appendix B.3, we prove Theorem 3.11(a).
B.1. Classification of extreme rays in I(sln, V ⊕
∧
2). Most of the work in proving
Theorem 3.10 has already been done: we deduce Theorem 3.10 by specializing Proposition
5.7 to the case of 1-faces.
Work in the notation of Section 5.1. Because extreme rays are 1-faces, we will need to deal
with the set of chains Chnnull(n, 1) ∪ Chnbi(n, 2) in order to apply Proposition 5.7(c). Note
that Chnnull(n, 1) contains exactly the chains that consist of one element of E∗n of signature
0, while Chnbi(n, 2) contains exactly the chains that consist of two comparable elements of
E∗n that have signatures of opposite signs. In particular, the maps ω : N→ Chnnull(n, 1) and
ω : B→ Chnbi(n, 2) defined as
ω(p) = {p}
ω(p, q) = {p, q}
are bijective. Therefore, ω induces a bijection from N ∪ B to Chnnull(n, 1) ∪ Chnbi(n, 2).
Note that u ∈ C if and only if ωu ⊆ C for all C ⊆ E∗n and u ∈ N ∪B.
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We will use the following lemma repeatedly when discussing extreme rays of I(sln, V ⊕
∧
2)
in order to relate the function ~v : N ∪B→ hs to the function ψ.
Lemma B.1. For all u ∈ N ∪ B, the ray ~v (u) is an extreme ray of I(sln, V ⊕
∧
2) and
satisfies ~v−1 (ExtRays(ψ(~v (u)))) = ω(u).
Proof. Recall that extreme rays of an incidence geometry are 1-faces.
First, suppose that u ∈ N. Theorem 2.4(b) guarantees that ~v (u) is an extreme ray, hence
of 1-face, of I(gln, V ⊕
∧
2). Because σ(u) = 0, we see immediately that σ(~v (u)) = 0 so
that ~v (u) lies in hs. In particular, it follows that ~v (u) defines a 1-face, hence an extreme
ray, of I(sln, V ⊕
∧
2). Because ~v (u) is null, Proposition 5.7(b) guarantees that ~v (u) =
ψ(~v (u) ∩ hs) = ψ(~v (u)). In particular, we obtain that
ExtRays(ψ(~v (u))) = ExtRays(~v (u)) = {u} = ω(u),
as desired.
Next, suppose that u ∈ B, and suppose that u = (p, q). Let Fs denote the ray ~v (u) and
let F denote the unique face of I(gln, V ⊕
∧
2) such that ~v−1 ◦ ExtRays(F ) = {p, q}, whose
existence and uniqueness are guaranteed by Theorem 2.11. Theorem 2.4(b) implies that F
is non-negatively spanned by ~v (p) and ~v (q). It follows from the definition of ~v on elements
of B that Fs = F ∩ hs. The definition of B implies that F is bi-signed, and therefore
Proposition 5.7(b) guarantees that F = ψ(Fs). In particular, we obtain that
ExtRays(ψ(~v (u))) = ExtRays(ψ(Fs)) = ExtRays(F ) = ω(u),
as desired. 
Proof of Theorem 3.10. It follows from Lemma B.1 that ~v defines an injection from N ∪B
to the set of extreme rays of I(sln, V ⊕
∧
2).
To finish the proof, we need to show that every extreme ray of I(sln, V ⊕
∧
2) is of the form
~v (u) for some u ∈ N ∪B. Recall that extreme rays of an incidence geometry are 1-faces.
Suppose that r is an extreme ray of I(gln, V ⊕
∧
2). Let u = ω−1 (~v−1 (ExtRays(ψ(r)))),
which exists by Proposition 5.7(c). Lemma B.1 guarantees that
~v−1 (ExtRays(ψ(~v (u)))) = ω(u) = ~v−1 (ExtRays(ψ(r))) .
Because ~v (u) and r are 1-faces of I(sln, V ⊕
∧
2), Proposition 5.7(c) implies that r = ~v (u).
The theorem follows. 
B.2. Extreme rays in chambers and faces of I(sln, V ⊕
∧
2). To classify the extreme
rays of I(sln, V ⊕
∧
2) that lie in a given face, we will use Lemma B.1. We will prove the
following generalization of Parts (b), (c), and (d) of Theorem 3.11.
Theorem B.2. Let F be a k-face of I(sln, V ⊕
∧
2) and let C = ExtRays (ψ(F )), where ψ
denotes the bijection defined in Definition 5.1.
(a) An extreme ray r of I(sln, V ⊕
∧
2) lies in F if and only if ~v−1 (r) ∈ C.
(b) F has |C+| · |C−|+ |C0| extreme rays in I(sln, V ⊕
∧
2). In particular, F is simplicial if
and only if min{|C+|, |C−|} ≤ 1.
Proof. Suppose that r is an extreme ray of I(sln, V ⊕
∧
2). Lemma B.1 implies that
~v−1 (ExtRays(ψ(r))) = ω(~v−1 (r)).
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Because r and F are faces of I(sln, V ⊕
∧
2), 5.7(a) implies that
r ⊆ F ⇔ ~v−1 (ExtRays(ψ(r))) ⊆ C.
It follows
r ⊆ F ⇔ ω(~v−1 (r)) ⊆ C ⇔ ~v−1 (r) ∈ C,
which is Part (a).
It remains to prove Part (b). Note that C ∩N = |C0|. Proposition 5.7(c) guarantees that
C is either a null k-chain or a bi-signed (k+ 1)-chain in E∗n. Because C is a chain, every pair
of elements of C is comparable. We see immediately that |B ∩ C2| = |C+| · |C−|. It follows
that C contains |C+| · |C−|+ |C0|. Part (a) implies that F contains |C+| · |C−|+ |C0| extreme
rays of I(sln, V ⊕
∧
2).
A direct calculation shows that F is the non-negative span of the extreme rays of I(sln, V ⊕∧
2) that it contains. It follows that F is simplicial if and only if |C+| · |C−|+ |C0| = k. We
divide into cases based on whether C is null to prove that |C+| · |C−|+ |C0| = k if and only
if min{|C+|, |C−|} ≤ 1.
• Case 1: C is a null k-chain. Then, we have C+ = C− = ∅ by definition, so that
min{|C+|, |C−|} ≤ 1. We also obtain that
|C+| · |C−|+ |C0| = |C0| = |C| = k
so that F is simplicial.
• Case 2: C is a bi-signed (k + 1)-chain. Note that
|C+|+ |C−| = |C| − |C0| = k + 1− |C0|.
A direct calculation shows that
|C+| · |C−|+ |C0| = k ⇔ (|C+| − 1)(|C−| − 1) = 1.
Therefore, F is simplicial if and only if 1 ∈ {|C+|, |C−|}. The fact C is bi-signed
implies that |C+|, |C−| ≥ 1, so that F is simplicial if and only if min{|C+|, |C−|} ≤ 1.
Proposition 5.7(c) guarantees that the cases exhaust all the possibilities for the chain C.
The theorem follows. 
In order to connect extreme rays of I(gln, V ⊕
∧
2) to subsets, we will need the following
simple lemma.
Lemma B.3. Suppose that C is a chamber of I(gln, V ⊕
∧
2) and that p ∈ E∗n. Then, p is
an extreme ray of C if and only if
σ(p) =
n∑
k=n−`(p)+1
sk.
Proof. Immediate from Theorem 2.4(b). 
Interpreting Theorem B.2 in the language of subsets and characteristic vectors of a chamber
yields Parts (b), (c), and (d) of Theorem 3.11.
Proof of Parts (b), (c), and (d) of Theorem 3.11. Note that because n ≥ 3, there are no null
(n − 1)-chains in E∗n. It follows from Proposition 4.3 and Proposition 5.7(b) that φ and ψ
define inverse bijections between the set Cbi of bi-signed chambers of I(gln, V ⊕
∧
2) and the
set Cs of chambers of I(sln, V ⊕
∧
2), where φ was defined in Definition 4.1 and ψ was defined
in Definition 5.1.
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Suppose that C is a bi-signed chamber of I(gln, V ⊕
∧
2) and let Cs = φ(C) = C ∩ hs
denote the corresponding chamber of I(sln, V ⊕
∧
2). Let M = ~v−1 (ExtRays(C)) denote the
n-chain in E∗n corresponding to C. Theorem B.2(a) implies that an extreme ray ~v (u) (with
u ∈ N∪B) of I(sln, V ⊕
∧
2) lies in Cs if and only if u ∈M . In particular, we obtain that if
p ∈ N (resp. (p1, p2) ∈ B), then ~v (p) ∈ Cs (resp. ~v (p1, p2) ∈ Cs) if and only if p ∈M (resp.
p1, p2 ∈ M), which occurs if and only if ~v (p) ∈ C (resp. ~v (pi) ∈ C for i = 1, 2). A direct
calculation from Lemma B.3 yields Parts (b) and (c) of the theorem.
It remains to prove Part (d). Note that `0 (resp. `+, `−) counts the number of elements
of M of zero (resp. positive, negative) signature. Therefore, Theorem B.2(b) implies that
Cs has `+ · `− + `0 extreme rays in I(sln, V ⊕
∧
2) and that Cs is simplicial if and only if
min{`+, `−} ≤ 1. Recall that M is bi-signed (because n ≥ 3) so that `+, `− ≥ 1. It follows
that Cs is simplicial if and only if min{`+, `−} ≤ 1, and the theorem follows. 
B.3. Simplicial chambers of I(sln, V ⊕
∧
2). We now apply a bijective argument to deduce
Theorem 3.11(a) from Theorem B.2(b).
Proof of Theorem 3.11(a). The theorem is obvious for n ≤ 4. We assume for the remainder
of the proof that n ≥ 5.
As in the proof of Parts (b), (c), and (d) of Theorem 3.11, the assumption that n ≥ 3
ensures that ~v ◦ExtRays ◦ψ defines a bijection from the set Cs of chambers of I(sln, V ⊕
∧
2)
to the set Chnbi(n, n) of bi-signed n-chains in E∗n. In light of Theorem B.2(b), it suffices
to count bi-signed n-chains C ⊂ E∗n such that min{|C+|, |C−|} ≤ 1. We call such chains
admissible and let a(n) denote the number of admissible chains in E∗n so that a(n) is the
number of simplicial chambers in I(sln, V ⊕
∧
2).
For all bi-signed chains C, we have |C+|, |C−| ≥ 1 so that min{|C+|, |C−|} = 1. Note
that every element of E∗n of odd level has non-zero signature because `(p) + σ(p) is even for
all p ∈ E∗n. It follows that if C is an n-chain, then |C+| + |C−| ≥
⌈
n
2
⌉ ≥ 3 because n ≥ 5
and C, being an n-chain, contains an element of every level in [n]. This discussion motives
the following definition. Call an n- chain C ⊂ E∗n negatively (resp. positively) admissible if
|C−| = 1. The discussion of this paragraph shows the set of admissible chains is the disjoint
union of the set of positively admissible chains and the set of negatively admissible chains.
Let a+(n) denote the number of positively admissible chains in E∗n. By symmetry, there are
also a+(n) negatively admissible chains in E∗n, so that there are 2a+(n) admissible chains in
E∗n in total.
We compute a+(n) by using a bijection. A northeastern lattice path of length n starting at
the origin can be represented by a n-sequence of plusses and minuses (1, 2, . . . , n). When
i = +1 (resp. i = −1) indicates that the ith step is a translation by (1, 0) (resp. (0, 1)).
We call A+(n) the set of lattice paths of En that cross the line y = x + 1 exactly at one
point. They are in bijection with the set of positively admissible n-chains. We call A0(n)
the set of lattice paths of E∗n that do not cross the line y = x, but are allowed to touch it.
A lattice path does not cross the line y = x if and only if for all i in [n] the partial sum
Si = 1 + · · · + i is nonnegative. A lattice path crosses the line y = x exactly once if and
only if there is one and only one index i ∈ [n] such that the partial sum Si = −1. We define
a bijection between A+(n) and A0(n− 1).
The image of a path of A+(n) defined by the sequence (1, . . . , n) is the sequence obtained
by removing the unique entry i for which the partial sum Si is equal to −1. The inverse
image consists of identifying the last entry j of a sequence of A0(n− 1) at which Sj is zero
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Figure 13. A Negative admissible chain corresponding to a simplicial chamber.
and introducing the entry −1 just before j. If the sequence does not have a vanishing partial
sum, introduce an entry −1 in front of the first entry of the sequence.
Proposition E.6 asserts that ∣∣A0(n)∣∣ = ( ndn/2e
)
.
It follows from the bijection between A+(n) and A0(n) that
a+(n) =
∣∣A+(n)∣∣ = ∣∣A0(n− 1)∣∣ = (n− 1⌊n−1
2
⌋).

Appendix C. Recursions to count chains and ensembles with bounds on
signature
To prove Proposition A.3 (resp. Proposition A.7), we will derive recurrence relations sat-
isfied by the sequence a(n, k, σ) in Appendix C.1 (resp. c(n, k, σ) in Appendix C.2). As a
result, we will recover in Appendix C.3 the enumerations of faces and flats of I(gln, V ⊕
∧
2)
first proven in [4]. In the next section, we will manipulate generating to solve the recursions.
C.1. Recursions to count chains with bounds on signature. The following lemma is
an unsimplified version of the recursion satisfied by the sequence a(n, k, σ) that counts the
number of elements of the set Chn(n, k, σ). We will simplify the formula in Proposition C.2.
Lemma C.1. For all n ≥ 1 and σ ≥ 0, the number a(n, k, σ) of k-chains in E∗n all of whose
elements have signature at most σ satisfy the following recurrence relation
a(n, k, σ) = δk,0 +
n∑
j=1
j∑
t=0
a(n− j, k − 1, σ + 2t− j).
The strategy of the proof is to sum over the possible minima of an element of Chn(n, k, σ).
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n − `(p)  −  (p)
n
n
p
   (p) `(p)
Figure 14. The geometry behind the recursion formula for a(n, k, σ)
(Lemma C.1). Given a point p = (px, py) ∈ E∗n. The elements of Chn(n, k, σ)
starting at p are in bijection with the set Chn(n − `(p), k−, σ − σ(p)). This
is because all the points of the chain are inside the colored triangle which
corresponds to the interval (p,∞)∩E∗n. Since p is already accounted for, there
are k − 1 points left to determine. They are all in the interval (p,∞) ∩ E∗n,
which is in bijection with E∗n−`(p). The bijection is a translation θn,k,σ. Under
such a translation, the signature is shifted by −σ(p).
Proof. The lemma is obvious for k ≤ 0 since Chn(n, k, σ) is empty for k < 0 and consists
of one point when k = 0. Assume for the remainder of the proof that k ≥ 1. Define
µn,k,σ : Chn(n, k, σ) → E∗n by µn,k,σ(S) = minS, which is defined because Chn(n, k, σ)
consists of chains. We will enumerate the fibers µ−1n,k,σ(p).
Suppose that p ∈ E∗n. Define a function θn,k,σ : µ−1n,k,σ(p)→ Chn(n− `(p), k − 1, σ − σ(p))
by
θn,k,σ(S) = (−p+ S) \ {(0, 0)}.
The function θn,k,σ translates a chain S by shifting p to 0ˆ, and then removes 0ˆ from the
result. After a shift by p, the level (resp. signature) is shifted by −`(p) (resp. −σ(p)). Thus,
translation by p induces a bijection from the set Chn(n− `(p), k − 1, σ − σ(p)) to the set of
chains of Chn(n, k, σ) that start at p. Define a function ωn,k,σ : Chn(n−`(p), k−1, σ−σ(p))→
µ−1n,k,σ(p) by
ωn,k,σ(S) = (p+ S) ∪ {p}.
The function ωn,k,σ translates a chain S by shifting 0ˆ to p, and then includes p in the
result. We see immediately that θn,k,σ and ωn,k,σ are well-defined and form a pair of inverse
bijections. It follows that∣∣µ−1n,k,σ(p)∣∣ = a(n− `(p), k − 1, σ − σ(p)).
We sum this equation over p ∈ E∗n to complete the proof of the lemma. Note that
{σ(p) | `(p) = j} = {−j, 2− j, . . . , j − 2, j} = {j − 2t | 0 ≤ t ≤ j}.
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It follows that∑
`(p)=j
a(n− `(p), k − 1, σ − σ(p)) =
∑`
t=0
a(n− `, k − 1, σ + 2t− `).
Summing over the possible levels j yields that
a(n, k, σ) =
n∑
`=1
∑`
t=0
a(n− `, k − 1, σ + 2t− `)
for k ≥ 1. We have to introduce the correction term δk,0 in order to deal with the case of
k ≤ 0. 
The following proposition simplifies the recursive formula of Lemma C.1 to contain only
finitely many terms.
Proposition C.2. The number a(n, k, σ) of k-chains in E∗n all of whose elements have
signature at most σ satisfies the following recursion relation
(a) For all n ≥ 3 and σ ≥ 1, we have
a(n, k, σ) = a(n− 1, k, σ − 1) + a(n− 1, k, σ + 1)− a(n− 2, k, σ)
+ a(n− 1, k − 1, σ − 1) + a(n− 1, k − 1, σ + 1)− a(n− 2, k − 1, σ)
(b) For all n ≥ 2, we have
a(n, k, 0) = a(n− 1, k, 1) + a(n− 1, k − 1, 1)
Proof. First, we prove Proposition C.2(a). For n ≥ 2 and σ ≥ 0, subtracting the results of
the applications of Lemma C.1 to (n, k, σ) and (n− 1, k, σ + 1) yields that
(C.1) a(n, k, σ)− a(n− 1, k, σ + 1) = a(n− 1, k − 1, σ + 1) +
n∑
j=1
a(n− j, k − 1, σ − j).
Subtracting the results of the applications of the previous equation (C.1) to (n, k, σ) and
(n− 1, k, σ − 1) yields that
a(n, k, σ)− a(n− 1, k, σ − 1)− a(n− 1, k, σ + 1) + a(n− 2, k, σ)
= a(n− 1, k − 1, σ + 1)− a(n− 2, k − 1, σ) + a(n− 1, k − 1, σ − 1),
and the Proposition Proposition C.2(a) follows.
Next, we prove Proposition C.2(b). Applying (C.1) to (n, k, 0) yields that
a(n, k, 0)− a(n− 1, k, 1) = a(n− 1, k − 1, 1)
because a(n, k, σ) = 0 for σ < 0, and Proposition C.2(b) follows. 
C.2. Recursions to count ensembles with bounds on signature. We now perform the
analogous calculations for ensembles. The following lemma is an unsimplified version of the
recursion satisfied by the sequence c(n, k, σ). We will simplify the formula in Proposition
C.4.
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Lemma C.3. For all n ≥ 1 and σ ≥ 0, we have
c(n, k, σ) = c(n− 1, k − 1, σ − 1) + c(n− 1, k − 1, σ + 1)− c(n− 2, k − 2, σ)
+ δk,0 +
n∑
j=2
j−1∑
t=1
c(n− j, k − 1, σ + 2t− j).
The strategy of the proof of Lemma C.3 is the same as that of Lemma C.1, but the analysis
is more delicate due to the subtleties involved in the definition of an ensemble. Indeed, the
functions µn,k,σ,θn,k,σ, and ωn,k,σ from the proof of Lemma C.1 reappear in similar contexts,
albeit with different domains and codomains.
Proof. The lemma is obvious for k ≤ 0. Assume for the remainder of the proof that k ≥ 1.
Define a function µn,k,σ : Ens(n, k, σ) → En by µn,k,σ(S) = inf S, where inf S is defined
because En is a clearly a finite meet-semilattice. We will enumerate the fibers of µn,k,σ using
several slightly different bijections. Let p ∈ En.
• Case 1: `(p) > 1 and σ(p) ∈ [1 − `(p), `(p) − 1] ∩ Z. Define a function θn,k,σ :
µ−1n,k,σ(p)→ Ens(n− `(p), k − 1, σ − σ(p)) by
θn,k,σ(S) = (−p+ S) \ {(0, 0)}.
The function θn,k,σ translates an ensemble S by shifting p to 0ˆ, and then removes 0ˆ
from the result. Define a function ωn,k,σ : Ens(n − `(p), k − 1, σ − σ(p)) → µ−1n,k,σ(p)
by
ωn,k,σ(S) = (p+ S) ∪ {p}.
The function ωn,k,σ translates an ensemble S by shifting 0ˆ to p, and then includes p
in the result. A direct calculation shows that θn,k,σ and ωn,k,σ are well-defined and
mutually inverse. It follows that∣∣µ−1n,k,σ(p)∣∣ = c(n− `(p), k − 1, σ − σ(p)).
• Case 2: `(p) = 0 or (`(p) = 1 and σ(p) = 1). We group the two possibilities
together. Let Ξn,k,σ = µ
−1
n,k,σ(0, 0) ∪ µ−1n,k,σ(1, 0). Define a function θ′n,k,σ : Ξn,k,σ →
Ens(n− 1, k − 1, σ − 1) by
θ′n,k,σ(S) = (−(1, 0) + S) ∩ E∗n−1.
The function θ′n,k,σ translates an ensemble S by shifting (1, 0) to 0ˆ, then removes
0ˆ and any elements of the translate with negative x-coordinate. Define a function
φ′n,k,σ : Ens(n− 1, k − 1, σ − 1)→ Ξn,k,σ by
φ′n,k,σ(S) = ((1, 0) + S) ∪ {q ∈ S | σ(q) = −`(q)} ∪ {(1, 0)}
The function φ′n,k,σ translates an ensemble S by shifting 0ˆ to (1, 0), then includes
(1, 0) in the result and completes the lowest interval of the result to have minimum 0ˆ.
The subtlety of completing the lowest interval arises because intervals with minima
along the x-axis are not permitted in the definition of an ensemble. Because the
additional elements
{q ∈ S | σ(q) = −`(q)}
all have negative signature, their signatures cannot exceed the upper bound σ involved
in the definition of Ens(n, k, σ).
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It follows from the definition of an ensemble that θ′n,k,σ and φ are well-defined and
mutually inverse. It follows that
|Ξn,k,σ| = c(n− 1, k − 1, σ − 1).
• Case 3: `(p) = 1 and σ(p) = −1. Define θn,k,σ as in Case 1. Note that (1, 1) /∈ S for all
S ∈ µ−1n,k,σ(p). Indeed, if (1, 1) ∈ S and inf S = (0, 1), the axioms defining ensembles
imply that (0, 1) ∈ S and hence (1, 0) ∈ S, which contradicts the hypothesis that
inf S = (0, 1). It follows that (1, 0) /∈ θn,k,σ(S) for all S ∈ µ−1n,k,σ(p).
Therefore, θn,k,σ gives rise to a function
θn,k,σ : µ
−1
n,k,σ(p)→ (Ens(n− 1, k − 1, σ + 1) \ Ξn−1,k−1,σ+1) .
Define
ωn,k,σ : (Ens(n− 1, k − 1, σ + 1) \ Ξn−1,k−1,σ+1)→ µ−1n,k,σ(p)
as in Case 1. The functions θn,k,σ and ωn,k,σ both clearly behave exactly as they did
in Case 1. We see immediately that θn,k,σ and ωn,k,σ are mutually inverse. Case 2
then implies that∣∣µ−1n,k,σ(p)∣∣ = c(n− 1, k − 1, σ + 1)− c(n− 2, k − 2, σ).
• Case 4: `(p) > 1 and σ(p) ∈ {−`(p), `(p)}. The definition of an ensemble ensures
that µ−1n,k,σ(p) = ∅.
Summing the results of the casework yields the proposition. We have to introduce the
correction term δk,0 in order to deal with the case of k ≤ 0. 
The following proposition simplifies the recursive formula of Lemma C.3 to contain only
finitely many terms. It is analogous to Proposition C.2.
Proposition C.4. For all n ≥ 3 and σ ≥ 1, we have
(C.2) c(n, k, σ) = c(n− 1, k, σ − 1) + c(n− 1, k, σ + 1)− c(n− 2, k, σ)
+ c(n− 1, k − 1, σ − 1) + c(n− 1, k − 1, σ + 1) + c(n− 1, k − 1, σ + 1)
− c(n− 2, k − 1, σ − 2)− c(n− 2, k − 1, σ)− c(n− 2, k − 1, σ + 2)
+ c(n− 3, k − 1, σ − 1) + c(n− 3, k − 1, σ + 1)− c(n− 2, k − 2, σ)
+ c(n− 3, k − 2, σ + 1) + c(n− 3, k − 2, σ − 1)− c(n− 4, k − 2, σ).
For all n ≥ 2, we have
(C.3) c(n, k, 0) = c(n− 1, k, 1) + c(n− 1, k − 1, 1)− c(n− 2, k − 1, 2)
− c(n− 2, k − 2, 0) + c(n− 3, k − 2, 1).
The proof of Proposition C.4 is very similar to that of Proposition C.2.
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Proof. First, we prove (C.2). For n ≥ 2 and σ ≥ 0, subtracting the results of the applications
of Lemma C.3 to (n, k, σ) and (n− 1, k, σ + 1) yields that
(C.4) c(n, k, σ)− c(n− 1, k, σ + 1) = c(n− 1, k − 1, σ − 1) + c(n− 1, k − 1, σ + 1)
− c(n− 2, k − 1, σ + 2)− c(n− 2, k − 2, σ)
+ c(n− 3, k − 2, σ + 1) +
n∑
j=3
c(n− j, k − 1, σ + 2− j).
Subtracting the results of the applications of (C.4) to (n, k, σ) and (n − 1, k, σ − 1) yields
that
(C.5) c(n, k, σ)− c(n− 1, k, σ − 1)− c(n− 1, k, σ + 1) + c(n− 2, k, σ)
= c(n− 1, k − 1, σ − 1) + c(n− 1, k − 1, σ + 1) + c(n− 1, k − 1, σ + 1)
− c(n− 2, k − 1, σ − 2)− c(n− 2, k − 1, σ)− c(n− 2, k − 1, σ + 2)
+ c(n− 3, k − 1, σ − 1) + c(n− 3, k − 1, σ + 1)− c(n− 2, k − 2, σ)
+ c(n− 3, k − 2, σ + 1) + c(n− 3, k − 2, σ − 1)− c(n− 4, k − 2, σ),
and (C.2) follows.
Next, we prove (C.3). Applying (C.4) to (n, k, 0) yields that
c(n, k, 0)− c(n− 1, k, 1) = c(n− 1, k − 1, 1)− c(n− 2, k − 1, σ)
− c(n− 2, k − 2, 0) + c(n− 3, k − 2, 1)
because c(n, k, σ) = 0 for w < 0, and (C.3) follows. 
C.3. Recovering the enumerations of faces and flats for I(gln, V ⊕
∧
2). We can spe-
cialize recursions for a(n, k, σ) and c(n, k, σ) to recursions for g(n, k) and h(n, k), respectively,
due to the following observation.
Lemma C.5. For all σ ≥ n, we have
a(n, k, σ) = g(n, k)
c(n, k, σ) = h(n, k).
Proof. Simply recall that every element of E∗n has signature at most n. 
In light of Lemma C.5, the recursions of Propositions C.2 and C.4 can be specialized to
yield recursive formulas for g(n, k) and h(n, k), respectively.
Proposition C.6. For all n ≥ 3, the number of k-flats and k-faces in I(gln, V ⊕
∧
2) satisfy
respectively the following recurrence relations
(a)
g(n, k) = 2g(n− 1, k)− g(n− 2, k) + 2g(n− 1, k − 1)− g(n− 2, k − 1)
(b)
h(n, k) = 2h(n− 1, k)− h(n− 2, k) + 2h(n− 1, k − 1)− 3h(n− 2, k − 1)
+ 2h(n− 3, k − 1)− h(n− 2, k − 2) + 2h(n− 3, k − 2)− h(n− 4, k − 2).
Proof. (a) follows from Proposition C.2 and Lemma C.5. (b) follows from Proposition C.4
and Lemma C.5. 
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We can recover the enumerations of faces and flats of I(gln, V ⊕
∧
2) from Proposition C.6
(see [4, Theorems 1.4 and 1.10]).
Alternative Proof of Theorem A.2. Consider the polynomial
P1 = 1− 2x+ x2 − 2xy + x2y ∈ R×.
By explicit computation of g(n, k) for n ≥ 3, one can verify that
G(x, y) = 1 + (1 + 2y)x+ (1 + 5y + 4y2)x2 + (1 + 9y + 16y2 + 8y3)x3 +O(x4)
so that
P1 ·G = 1− x+O(x4).
It follows from Proposition C.6(a) in Proposition C.6 that the product P1 ·G has no terms
of degree at least 4 in x. Therefore, we have
P1 ·G = 1− x
which yields that
G =
1− x
P1
=
1− x
1− 2x+ x2 − 2xy + x2y ,
as desired. 
Alternative Proof of Theorem A.6. Consider the polynomial
Q1 = 1− 2x+ x2 − 2xy + 3x2y − 2x3y + x2y2 − 2x3y2 + x4y2 ∈ R×.
By explicit computation of h(n, k) for n ≤ 3, one can verify that
H(x, y) = 1 + (1 + y)x+ (1 + 3y + y2)x2 + (1 + 5y + 6y2 + y3)x3 +O(x4)
so that
Q1 ·H = 1− x− xy + 2x2y − x3y +O(x4).
It follows from Proposition C.6(b) in Proposition C.6 that Q1 ·H has no terms of degree at
least 4 in x. Therefore, we have
Q1 ·H = 1− x− xy + 2x2y − x3y,
which yields that
H =
1− x− xy + 2x2y − x3y
Q1
,
as desired. 
Appendix D. Algebraic manipulations to prove Propositions A.3 and A.7
In Section D.1, we convert Propositions D.1 and D.3 into equations satisfied by A,C,
respectively. In Appendix D.2, we solve the equations to prove Propositions A.3 and A.7.
48 ESOLE, JACKSON, JAGADEESAN, AND NOE¨L
D.1. Functional equations satisfied by the generating functions. Translating Propo-
sition C.2 into generating function form and incorporating initial conditions for the recursion
yields the following result.
Proposition D.1. We have
A · P + A0(K0z − J0z − J1x) = ρ · z,
in RJzK, where ρ is an auxiliary series defined as
ρ = ρ(x, y, z) =
1− xz
1− z ∈ RJzK
and J0, K0, P are auxiliary polynomials defined as
J0 = 1 + x
2 + x2y, J1 = −(1 + y) K0 = 1, P = J1x+ J0z + J1xz2.
In order to prove Proposition D.1, we will need to show that the coefficient of xnykzσ
in the left-hand-side stabilizes as σ → ∞. One step in the proof of this stabilization is
established in the following lemma, which we will also use later in the proof of the analogue
of Proposition D.1 for flats (Proposition D.3).
Lemma D.2. For all σ ≥ 0, we have
Aσ − Aσ−1 = O(xσ)
Cσ − Cσ−1 = O(xσ).
Proof. Suppose that n < σ. Because every element of E∗n has signature at most n, every k-
chain (resp. k-ensemble) in E∗n lies in Chn(n, k, σ− 1) (resp. Ens(n, k, σ− 1)). In particular,
we have Chn(n, k, σ − 1) = Chn(n, k, σ) (resp. Ens(n, k, σ − 1) = Ens(n, k, σ)), so that
a(n, k, σ − 1) = a(n, k, σ) (resp. c(n, k, σ − 1) = c(n, k, σ)). The lemma follows. 
Proof of Proposition D.1. We need the Taylor expansion of ρ in z to prove the proposition.
Define
(D.1) ρσ = ρσ(x, y) =
{
1 if σ = 0
1− x if σ > 0. ∈ Z[x, y]
so that
ρ =
∞∑
σ=0
ρσ(x, y)z
σ ∈ RJzK.
For σ ∈ Z≥0, define the series ρ′σ ∈ R by
ρ′σ =
{
J1Aσ−1x+ J0Aσ + J1Aσ+1x if σ ≥ 1
K0A0 + J1A1x if σ = 0.
Here, we define A−1 = 0. The definitions of A and P ensure that
A− A0
z
· P + A0(K0 + J1z) =
∞∑
σ=0
ρ′σz
σ.
Multiplying by z and grouping together terms involving A0 yields the identity
A · P + A0(K0z − J0z − J1x) =
∞∑
σ=0
ρ′σz
σ+1.
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Therefore, it suffices to prove that ρσ = ρ
′
σ in order to prove the proposition.
It follows from Lemma D.2 that
ρ′σ − ρ′σ−1 = J1x(Aσ−1 − Aσ−2 + Aσ+1 − Aσ) + J0(Aσ − Aσ−1)
= J1x ·O(xσ−1) + J0 ·O(xσ) = O(xσ).
Proposition C.4 implies that ρ′σ contains no terms with degree at least 4 in x for all σ. It
follows that ρ′3 = ρ
′
σ for all σ ≥ 3. In light of (D.1) and the fact that ρ′σ contains no terms
with degree at least 4 in x, it suffices to prove the equalities
(D.2) ρ′0 = 1 +O(x
4), ρ′1 = 1− x+O(x4), ρ′2 = 1− x+O(x4), ρ′3 = 1− x+O(x4).
We can the compute ρ′0, ρ
′
1, ρ
′
2, ρ
′
3 by using an expansion of A to order x
3. Explicit enumer-
ation of chains in E∗n for n ≤ 3 yields that
(D.3)
A0 = 1 + x(1 + y) + x
2(1 + 3y + 2y2) + x3(1 + 5y + 7y2 + 3y3) +O(x4)
A1 = 1 + x(1 + 2y) + x
2(1 + 4y + 3y2) + x3(1 + 7y + 12y2 + 6y3) +O(x4)
A2 = 1 + x(1 + 2y) + x
2(1 + 5y + 4y2) + x3(1 + 8y + 14y2 + 7y3) +O(x4)
A3 = 1 + x(1 + 2y) + x
2(1 + 5y + 4y2) + x3(1 + 9y + 16y2 + 8y3) +O(x4)
It follows from the definition of ρ′σ that
ρ′0 = 1 +O(x
4), ρ′1 = 1− x+O(x4), ρ′2 = 1− x+O(x4), ρ′3 = 1− x+O(x4),
which are precisely the identities (D.2) that we needed to prove. 
The analogue of Proposition D.1 for flats is the following result.
Proposition D.3. We have
(D.4) C ·Q+ C1(M1z2 − L1xz2 − L2x2z) + C0(M0z2 − L0z2 − L1xz − L2x2) = ξ · z2
in RJzK, where ξ is an auxiliary series defined as
ξ = ξ(x, y, z) = x− x2y + x3y + 1− x− xy + 2x
2y − x3y
1− z ∈ RJzK.
and L0, L1, L2,M0,M1, P are auxiliary polynomials defined as
L0 = 1 + x
2 + x2y + x2y2 + x4y2
L1 = −(1 + y + x2y + x2y2)
L2 = y
M0 = 1 + x
2y2
M1 = −(x+ xy + x3y2)
Q = L2x
2 + L1xz + L0z
2 + L1xz
3 + L2x
2z4.
The proof of Proposition D.3 is similar to that of Proposition D.1.
Proof. We need the Taylor expansion of ξ in z to prove the proposition. Define
(D.5) ξσ = ξσ(x, y) =
{
1− xy + x2y if σ = 0
1− x− xy + 2x2y − x3y if σ > 0. ∈ Z[x, y]
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so that
ξ =
∞∑
σ=0
ξσ(x, y)z
σ ∈ RJzK.
For w ∈ Z≥0, define series ξ′σ ∈ R by
ξ′σ =
{
L2Cσ−2x2 + L1Cσ−1x+ L0Cσ + L1Cσ+1x+ L2Cσ+2x2 if σ ≥ 1
M0C0 +M1C1 +M2C2 if σ = 0.
Here, we define C−1 = 0. The definitions of C and Q ensure that
C − C1z − C0
z2
·Q+ C1(M1z2 + L0z + L1xz2 + L2x2z3) + C0(M0 + L1xz + L2x2z2)
=
∞∑
σ=0
ξ′σz
σ.
Multiplying by z2 and grouping together terms involving C0, C1 yields the identity
C ·Q+ C1(M1z2 − L1xz2 − L2x2z) + C0(M0z2 − L0z2 − L1xz − L2x2) =
∞∑
σ=0
ξ′σz
σ+2.
Therefore, it suffices to prove that ξσ = ξ
′
σ in order to prove the proposition.
It follows from Lemma D.2 that
ξ′σ − ξ′σ−1 = L2x
2(Cσ−2 − Cσ−3 + Cσ+2 − Cσ+1)
+L1x(Cσ−1 − Cσ−2 + Cσ+1 − Cσ) + L0(Cσ − Cσ−1)
= L2x
2 ·O(xσ−2) + L1x ·O(xσ−1) + L0 ·O(xσ) = O(xσ).
Proposition C.4 implies that ξ′σ contains no terms with degree at least 4 in x for all σ. It
follows that ξ′3 = ξ
′
σ for all σ ≥ 3. In light of (D.5) and the fact that ξ′σ contains no terms
with degree at least 4 in x, it suffices to prove the equalities
(D.6)
ξ′0 = 1− xy + x2y +O(x4) ξ′1 = 1− x− xy + 2x2y − x3y +O(x4)
ξ′2 = 1− x− xy + 2x2y − x3y +O(x4) ξ′3 = 1− x− xy + 2x2y − x3y +O(x4).
We can the compute ξ′0, ξ
′
1, ξ
′
2, ξ
′
3 by using an expansion of C to order x
3. Explicit enumeration
of ensembles in E∗n for n ≤ 3 yields that
C0 = 1 + x+ x
2(1 + 2y) + x3(1 + 3y + 2y2) +O(x4)
C1 = 1 + x(1 + y) + x
2(1 + 3y) + x3(1 + 5y + 5y2) +O(x4)
C2 = 1 + x(1 + y) + x
2(1 + 3y + y2) + x3(1 + 5y + 6y2) +O(x4)
C3 = 1 + x(1 + y) + x
2(1 + 3y + y2) + x3(1 + 5y + 6y2 + y3) +O(x4)
C4 = 1 + x(1 + y) + x
2(1 + 3y + y2) + x3(1 + 5y + 6y2 + y3) +O(x4)
C5 = 1 + x(1 + y) + x
2(1 + 3y + y2) + x3(1 + 5y + 6y2 + y3) +O(x4)
It follows from the definition of ξ′σ that
ξ′0 = 1− xy + x2y +O(x4), ξ′1 = 1− x− xy + 2x2y − x3y +O(x4)
ξ′2 = 1− x− xy + 2x2y − x3y +O(x4), ξ′3 = 1− x− xy + 2x2y − x3y +O(x4),
which are precisely the identities (D.6) that we needed to prove. 
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D.2. Solving the functional equations. To compute A0, we reduce the equation of D.1
modulo P . In order to work with the quotient ring RJzK/(P ) explicitly, we find a zero z = κ
of P (x, y, z) with κ ∈ R.
It is convenient to change coordinates from z to t at various points during the proof of
Propositions A.3 and A.7 in order to exploit the symmetries P (x, y, z) = z2P (x, y, z−1) and
Q(x, y, z) = z4Q(x, y, z−1). Define the series
t =
z
z2 + 1
∈ QJzK,
so that
(D.7) z =
1−√1− 4t2
2t
=
2t
1 +
√
1− 4t2 ∈ QJtK
by the formal inverse function theorem.
Proof of Proposition A.3. Work in the notation of Proposition D.1. Note that
P = (z2 + 1)J0
(
t+
J1
J0
x
)
∝ a(z − κ),
where
κ =
−2J1x
J0 +
√
J20 − 4J21x2
and u ∝ v denotes u ∈ v · (RJzK)× .
Because κ lies in the maximal ideal of R, the universal property of RJzK guarantees the
existence of a unique R-algebra homomorphism pi : RJzK→ R given by evaluation at z = κ.
Applying pi to the equation of Proposition D.1 yields the identity
A0(K0κ− J0κ− J1x) = ρ(x, y, κ)κ
in R. It follows that
A0 =
κ · ρ(x, y, κ)
K0κ− J0κ− J1x
because K0κ− J0κ− J1x 6= 0 and R is an integral domain. Simplifying the equation yields
the theorem. 
Remark D.4. Note that one can apply Proposition A.3 and Proposition D.1 to determine A.
The expression for A is complicated and not used in this paper, and so we do not give its
explicit form.
The computation of C0 is similar, but slightly more delicate. We will reduce the equation
of Proposition D.3 modulo P . In order to work with an explicit basis for the quotient ring
RJzK/(P ) as an R-module, we will find a monic polynomial in R[z] that differs from P only
by multiplication by a unit in (RJtK)×. The existence of such a polynomial is guaranteed by
the Weierstrass Preparation Theorem, but we find such a polynomial explicitly by exploiting
the symmetry Q(x, y, z) = z4Q(x, y, z−1). The symmetry allow us to avoid having to apply
the quartic formula.
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Proof of Proposition A.7. Work in the notation of Proposition D.3. The quadratic formula
yields that
Q = (z2 + 1)2(L0 − 2L2x2) ·
(
t2 +
L1x
L0 − 2L2 t+
L2x
2
L0 − 2L2x2
)
= (z2 + 1)2(L0 − 2L2x2)(t− r1)(t− r2)
where
r1, r2 = x · −L1 ±
√
L21 − 4L2(L0 − 2L2x2)
2(L0 − 2L2x2) .
Note that r1, r2 ∈ R because
L21 − 4L2(L0 − 2L2x2)
∣∣
(x,y)=(0,0)
= 1.
Combined with (D.7), it follows that
Q ∝ (z − υ1)(z − υ2),
where
{υi} =
x
(
−L1 ±
√
L21 − 4L2(L0 − 2L2x2)
)
L0 − 2L2x2 +
√
(L0 − 2xL1)2 − x2
(
−L1 ±
√
L21 − 4L2(L0 − 2L2x2)
)2
and u ∝ v denotes u ∈ v · (RJzK)×. Note that υ1, υ2 ∈ R because all the expressions under
the radical signs evaluate to 1 at (x, y) = (0, 0) and the denominators of υ1, υ2 evaluate to
1 at (x, y) = (0, 0). The fact that the numerators of υ1, υ2 are divisible by x ensures that
υi(0, 0) = 0 for i ∈ {1, 2}.
Because υ1, υ2 lie in the maximal ideal of R, the universal property of RJzK guarantees
the existence of unique R-algebra homomorphisms pi1, pi2 : RJzK→ R given by evaluation at
z = υ1 and z = υ2, respectively. Applying pi1, pi2 to the equation of Proposition D.3 yields
the identities
C1(M1υ
2
i − L1xυ2i − L2x2υi) + C0(M0υ2i − L0υ2i − L1xυi − L2) = ξ(x, y, υi)υ2i
in R for i = 1, 2. This is a system of two linear equations in the two unknowns C0, C1, which
we can solve explicitly. When the sand settles, we obtain the theorem. 
Remark D.5. The proof of Proposition A.7 also explains how to determine C1. One can then
apply Proposition D.3 to determine C. The expressions for C1 and C are complicated and
not used in this paper, and so we do not give their explicit forms. (See also Remark D.4).
Appendix E. Basic combinatorics of northeastern lattice paths
We review some basic results on enumerative combinatorics of northeastern lattice paths
that were of use in the paper. For a general review, see [19] and references within.
Definition E.1. A northeastern lattice path is a sequence of lattice points (p0, p1, . . . , pm)
of N2 such that the difference of two consecutive points is (1, 0) or (0, 1). The point p0 and
pm are respectively called the start and the end of the path.
Proposition E.2. For any a, b ∈ Z≥0, there are
(
a+b
a
)
northeastern lattice paths connected
(0, 0) to (a, b).
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Proof. Such paths are defined by choosing a (1, 0) steps within a total of a+ b steps. Those
not selected are (0, 1) steps. 
Proposition E.3. Northeastern lattice paths of length m starting at the origin are in bijec-
tion with the power-set {−1,+1}[m].
Proof. Given a northeastern lattice path (p0, . . . , pm) starting at the origin, we define an
element of {−1,+1}[m] by (s1, . . . , sm) such that si = +1 if pi − pi−1 = (1, 0) and si = −1 if
pi − pi−1 = (0, 1). The inverse is given by
p0 = (0, 0), pi+1 =
{
pi + (1, 0) if si = +1
pi + (0, 1) if si = −1
where i ∈ [m] and (s1, . . . , sn) ∈ {−1, 1}[m]. 
Recall that the level (resp. the signature) of a lattice point (a, b) is a+ b (resp. a− b).
Proposition E.4. Given a point (a, b) of nonnegative signature, there are(
a+ b
a
)
−
(
a+ b
a+ 1
)
=
a− b+ 1
a+ b+ 1
(
a+ b
a
)
lattice paths connected (0, 0) and (a, b) while staying weakly below the diagonal y = x.
Proof. The total number of paths from the origin to the point (a, b) is
(
a+b
a
)
as stated in
Proposition E.2. We only have to remove those paths that cross the line y = x. These are
the paths that intersect the line y = x+1. Given a path from the origin to (a, b) that touches
the line y = x+ 1, we call the initial portion of the path, the path obtained by removing all
the steps after it touches the line y = x + 1 for the first time. For any northeastern path
that touches the line y = x+1, consider the path obtained by replacing the initial portion of
the path by its mirror image with respect to the line y = x+ 1 while keeping the rest of the
path unchanged. All such paths start at (−1, 1), the mirror-image of (1, 0). This shows that
the paths that cross the diagonal are in bijection with the paths that start at (−1, 1) and
reach the point (a, b). There are
(
a+b
a+1
)
of them. Taking the difference gives the result. 
Remark E.5. The numbers a−b+1
a+b+1
(
a+b
a
)
(a ≥ b) are called ballot numbers since they are
solutions to the classical ballot problem. When a = b = n, the ballot numbers become the
Catalan numbers
1
n+ 1
(
2n
n
)
.
The following result was used in the enumeration of bi-signed n-chains and simplicial
chambers of I(sln, V ⊕
∧
2).
Proposition E.6. There are (
n⌊
n
2
⌋)
lattice paths connecting the origin to an arbitrary point of level n while staying weakly below
the diagonal y = x.
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Proof. Let e(k) denote the number of such paths that end on (k, n− k). Furthermore, note
that e(k) = 0 for k <
⌊
n
2
⌋
because (k, n− k) lies above the line y = x for k < ⌊n
2
⌋
. For the
others we have
e(k) =
(
n
k
)
−
(
n
k + 1
)
.
It follows that
n∑
k=bn2 c
e(k)
counts the number of northeastern lattice paths from (0, 0) to the line x+ y = n that lie in
the half-plane y ≤ x. The formula for E(k) yields that
n∑
k=bn2 c
e(k) =
(
n⌊
n
2
⌋),
and the proposition follows. 
Table 3. List of notations
[n] : the set {1, 2, · · · , n}
R : the set of real numbers
R≥0 : the set of non-negative real numbers
N : the set of non-negative integers
|A| : the cardinality of a (finite) set A
2A : the power set of a set A
χS : the characteristic function of the set S
 : an element of {0,+,−}
h : the split real form of the usual Cartan subalgebra of gln
hs : the split real form of the usual Cartan subalgebra of sln
h∗ : the linear dual of h
σ : the signature function x1 + · · ·+ xn ∈ h∗
E0 : the set of elements of E of signature 0
E+ : the set of elements of E of positive signature
E− : the set of elements of E of negative signature
W : the Weyl chamber in h
Ws : the Weyl chamber in hs
V : the defining (vector) representation of gln and sln∧2 : the antisymmetric representation of gln and sln
λ⊥ : the vanishing locus in h of λ ∈ h∗
λ+ : the locus in h where λ is non-negative
λ− : the locus in h where λ is non-positive
W : the set of weights of V ⊕∧2
W0(S) : the set of elements of W that vanish on S
Continued on next page
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Table 3 – Continued from previous page
W+(S) :
the set of elements of W that are non-negative
on S but do not vanish on S
W−(S) :
the set of elements of W that are non-positive
on S but do not vanish on S
I(g,R) :
the hyperplane arrangement in the dual
Weyl chamber of g given by weights of R
C : the set of chambers of I(gln, V ⊕
∧
2)
Cbi : the set of bi-signed chambers of I(gln, V ⊕
∧
2)
Cs : the set of chambers of I(sln, V ⊕
∧
2)
F : the set of faces of I(gln, V ⊕
∧
2)
Fnull(n, k) : the set of null k-faces of I(gln, V ⊕
∧
2)
Fbi(n, k) : the set of bi-signed k-faces of I(gln, V ⊕
∧
2)
Fs : the set of faces of I(sln, V ⊕
∧
2)
L : the set of flats of I(gln, V ⊕
∧
2)
Lnull(n, k) : the set of null k-flats of I(gln, V ⊕
∧
2)
Lbi(n, k) : the set of bi-signed k-flats of I(gln, V ⊕
∧
2)
Lbi,unbal(n, k) : the set of bi-signed unbalanced k-flats of I(gln, V ⊕
∧
2)
Ls : the set of flats of I(sln, V ⊕
∧
2)
Span≥0({v1, . . . , vn}) : R≥0 v1 + . . .+ R≥0 vn
ExtRays(S) : the set of extreme rays of I(gln, V ⊕
∧
2) lying in S
~v (a, b) : the vector (1, . . . , 1︸ ︷︷ ︸
a
, 0, . . . , 0︸ ︷︷ ︸
n−a−b
,−1, . . . ,−1︸ ︷︷ ︸
b
) ∈ h
~v ((a, b), (c, d)) :
the vector (µ, . . . , µ︸ ︷︷ ︸
a
, ν, . . . , ν︸ ︷︷ ︸
c−a
, 0, . . . , 0︸ ︷︷ ︸
n−c−d
,−ν, . . . ,−ν︸ ︷︷ ︸
d−b
,−µ, . . . ,−µ︸ ︷︷ ︸
b
) ∈ hs,
where µ = |b− a|+ |d− c| and ν = |b− a|
`(p) : the level a+ b of p = (a, b)
σ(p) : the signature a− b of p = (a, b)
E∗n : the poset of elements of Z2≥0 with level in [1, n]
En : the poset E∗n unionsq {(0, 0)}
Ên : the poset En unionsq {∞}
Chnnull(n, k) : the set of null k-chains in E∗n
Chnbi(n, k) : the set of bi-signed k-chains in E∗n
Chn′(n, k, σ) : the set of k-chains of elements of signature at most σ in E∗n
Chn(n, k, σ) : the set Chn′(n, k, σ) if σ ≥ 0 and ∅ otherwise
Ensnull(n, k) : the set of null k-ensembles in E∗n
Ensbi(n, k) : the set of bi-signed k-ensembles in E∗n
Ensbi,bal(n, k) : the set of bi-signed balanced k-ensembles in E∗n
Ensbi,unbal(n, k) : the set of bi-signed unbalanced k-ensembles in E∗n
Ens′(n, k, σ) : the set of k-ensembles of elements of signature at most σ in E∗n
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Table 3 – Continued from previous page
Ens(n, k, σ) : the set Ens′(n, k, σ) if σ ≥ 0 and ∅ otherwise
φ : the bijection from Cs to C defined in Definition 4.1
ψ : the injection from Fs to F defined in Definition 5.1
τ : the injection from Ls to L defined in Definition 5.10
a(n, k, σ) : the size of Chn(n, k, σ)
b(n, k) : the number of k-faces of I(sln, V ⊕
∧
2)
c(n, k, σ) : the size of Ens(n, k, σ)
d(n, k) : the number of null k-faces of I(gln, V ⊕
∧
2)
f(n, k) : the number of k-flats of I(sln, V ⊕
∧
2)
g(n, k) : the number of k-faces of I(gln, V ⊕
∧
2)
h(n, k) : the number of k-flats of I(gln, V ⊕
∧
2)
R : the formal power series ring QJx, yK
Aσ(x, y) : the generating function for a(n, k, σ)
A(x, y, z) : the 3-variable generating function for a(n, k, σ)
B(x, y) : the generating function for b(n, k)
Cσ(x, y) : the generating function for c(n, k, σ)
C(x, y, z) : the 3-variable generating function for c(n, k, σ)
D(x, y) : the generating function for d(n, k)
F (x, y) : the generating function for f(n, k)
G(x, y) : the generating function for g(n, k)
H(x, y) : the generating function for h(n, k)
α : 1− 2x2 + x4 − 6x2y + 2x4y − 4x2y2 + x4y2
β : 1− x+ x2 − xy − x2y − x3y + x2y2 − x3y2 + x4y2
γ : 1− 2y − 2x2y + y2 + 8x2y2 + x4y2 − 2x2y3 − 2x4y3 + x4y4
ζ : 1 + x4 − 2x2y − 2x4y − 7x4y2 − 2x4y3 − 2x6y3 + x4y4 + x8y4
η : 2(x2 + x2y + x4y + x4y2)
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