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Abstract
We investigate η/s in linear scalar fields modified Gauss-Bonnet theory that breaks
translation invariance. We first calculate η/s both analytically and numerically and
show its relationship with temperature in log-log plot. Our results show that η/s ∼ T 2
at low temperatures. The causality is also considered in this work. We then find that
causality violation still happens in the presence of the linear scalar field and we suggest
there is a Gauss-Bonnet coupling dependent lower limit for the effective mass of the
graviton. If the effective mass of the graviton is big enough, then there will be no
causality violation and hence no constraints for the Gauss-Bonnet coupling.
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1 Introduction
Over the past decade, the anti-de Sitter (AdS)/ conformal field theory (CFT) correspon-
dence has allowed us to stimulate much work on the dynamics of strongly coupled gauge
theories. One of the most attractive among them is the ratio of the shear viscosity to the en-
tropy density, as the black holes naturally have a good feature of thermodynamic properties
[1], for example, entropy and temperature, which was analyzed in [2]. For many strongly
interacting quantum field theories, the dual holographic description of whom involves black
holes in AdS space, we have a universal bound reading[3–7]
η
s
≥ 1
4pi
~
kB
. (1)
This is the well-known Kovtun-Starinets-Son (KSS) bound. It is well supported by the
fact that all known fluids whose η/s has been measured satisfy the bound [8] including the
quark-gluon plasma created at the Relativistic Heavy-Ion Collider (RHIC) [9–13]. In[14]
and [15], it has been further conjectured that in the dual theory the bound (1) is related to
the minimum entropy production of the black hole. In most cases, one can obtain the shear
viscosity with a retarded Green function through the Kubo formula which takes the form
η = lim
ω→0
1
2ω
∫
dtdxeiωt < [Txy(t,x), Txy(0,0)] >, (2)
where Txy is the xy component of the stress-tensor. There provides a prescription in [16]
that enables one to calculate the Green function from gravity in Minkowski spacetime.
Interestingly, from the point of view of AdS/CFT, generic small corrections to Einstein
gravity could obviously violate the bound (1) because of the fact that the KSS bound is
saturated by Einstein gravity [17]. For type-IIB supergravity, [18] and [19] demonstrate
that the viscosity bound is challenged when considering the stringy correction to the low-
energy effective action. Furthermore, the causality would be violated as well in [17]. In [20],
the charge dependence of η/s has been computed for Gauss-Bonnet theory, after which the
analysis of causality violation and instability of charged black brane has also been done.
Ref. [21] makes a careful analysis of the heat and thermal diffusion constants in models
with momentum dissipation. Different from the simplest holographic model with a bulk
massive graviton, the model added a dilaton field shows a linear-in-T resistivity and a
constant electric susceptibility [21]. The work of [8] also adds the graviton mass term and
illustrates the impact of it on the viscosity. Ref. [8] additionally hold the point of view
that the viscoelastic nature of the mechanical response in materials as the physical reason
is responsible for the bound violation. Different from the slight violation caused by higher
2
derivative gravity, great impact can result from anisotropic models for strongly coupled
N = 4 Super-Yang-Mills plasma derived from type-IIB supergravity as another example
in Einstein gravity [22–28], whose anisotropic background is based on the solution given
and analyzed in [29] and [30]. Ref. [31] gives a precise explanation of the causes of shear
viscosity violation in anisotropic black branes. It is claimed that the equation of motion for
the metric fluctuations failed to be written in the same form as the massless Klein-Gordon
equation hyx = 0. Since in higher derivative gravity, the Gauss-Bonnet coupling constant
is constrained due to the causality [32, 33], the bound violation will not be so great as that
in anisotropic black branes.
More recently, much progress has been made in the research on η/s. Further research
has been done in [34] on gravity/fluid duality in an anisotropic gravitational system with
Petrov-like boundary condition. Refs. [20], [35] and [36] have showed the upper bound of
the Gauss-Bonnet coupling constant. In [37], however, the standard hydrodynamic formula
above is no longer valid if the scalar fields are included in the constitutive relation. Ref. [37]
argues that the shear viscosity η may not be the only cause of entropy production according
to the modified constitutive relation. Considering more generic cases, the shear viscosity is
evaluated with Gauss-Bonnet corrections in an anisotropic system, which comes after the
calculation for the black brane solution in such a background [38].
Focusing on four-dimensional bulk spacetimes where the mass of the fluctuations of the
metric components δgxy does not vanish, the authors of [39] have found that the viscosity to
entropy density ratio η/s would tend to a constant at low temperatures. It was suggested
that the ratio of shear viscosity to entropy density is equal to the logarithmic increase
of the entropy production per ‘Planckian time’ [39, 40]. Suppose there exists a scale ∆
in the zero temperature IR theory, it is reasonable to consider the presence of a different
temperature-independent source δg0xy = t∆ that bounds the entropy production, in [39], it
is given that
η
s
&
(
T
∆
)2
,
T
∆
→ 0. (3)
This new bound, however, is violated in [41]. Given the bound for viscosity that reads
η/s ∼ T κ, it has been found that κ could be larger than 2 in hyperscaling violating geometry
with lattice structure and a conjecture is made that the bound violation exists because of
the behaviours of entanglement entropy in hyperscaling violating theories [41]. Different
natures of ground states lead to different bounds.
When there exists momentum dissipation, η/s will violate the KSS bound and Gauss-
Bonnet gravity has its own special bound for η/s [18], which reads 4piη/s = (1− 4λ), where
3
λ is the Gauss-Bonnet coupling constant. There exists a constraint that λ < 0.09 because of
the causality [18]. We would like to find out whether the viscosity bound violation and the
constraint for λ will change if the effective mass of perturbations of the metric components
is not vanishing. It is also our interest to find the answer to such a question: Is the new
viscosity bound (3) also true for Gauss-Bonnet gravity?
In this paper, we add both effective mass and Gauss-Bonnet term, computing viscosity
to entropy density η/s in higher derivative gravity with linear scalar fields adding to Gauss-
Bonnet term. Causality structure analysis is also included. The body of this work involves
two main parts. In section 2, we are going to evaluate the viscosity to entropy density ratio
with the weaker horizon formula given in [39]. The calculation is consist of both analytic
and numerical solutions. In particular, we obtain the analytic results with expansions for
small and large α/T separately. It turns out that our results are in good agreement with
the bound (3). In section 3, we would like to find whether there exists causality violation in
our cases. We find that there exists a constraint for the effective mass, and the constraint
is a function of λ. The conclusions and discussions are provided in section 4.
2 Viscosity to entropy density ratio
2.1 Background
We start with the black brane solutions in Einstein-Maxwell-Gauss-Bonnet gravity with
linear scalar fields. The five-dimensional action of gravity with three scalar fields is
S =
1
2κ2
∫
M
d5x
√−g
(
R− 2Λ + λ
2
LGB − 1
2
3∑
i=1
(∂φi)
2 − 1
4
FµνF
µν
)
, (4)
where the cosmological constant Λ = −6, the five-dimensional coupling 2κ2 = 16piG5, and
λ represents Gauss-Bonnet coupling constant. In addition, following the conventions of
curvatures as in [42], the Gauss-Bonnet term reads
LGB =
(
RµνρσR
µνρσ − 4RµνRµν +R2
)
. (5)
The equations of motion take the form
∇µFµν = 0,
∇µ∇µφi = 0,
4
Rµν − 1
2
gµν
(
R+ 12 +
λ
2
(R2 − 4RρσRρσ +RλρστRλρστ )
)
+
λ
2
(
2RRµν − 4RµρR ρν − 4RµρνσRρσ + 2RµρσλR ρσλν
)
−
3∑
i=1
(
1
2
∂µφi − gµν
4
(∂φi)
2
)
− 1
2
(
FµλF
λ
ν −
gµν
4
FλρF
λρ
)
= 0. (6)
Now we are going the find the viscosity to entropy density ratio with the following
metric,
ds2 =
r+
(−f(u)N2dt2 + d~x2 + 2h(t, z, u)dxdy)
u
+
du2
4u2f(u)
, (7)
with N found to be [20]
N2 =
1
2
(
1 +
√
1− 4λ
)
, (8)
and
φi = αxi, i = 1, 2, 3. (9)
Simply quoting the results in [43, 44] and taking the charge parameter a to be zero, we have
f(u) =
1
2λ
(
1−
√
1− λ(1− u)(4 + 4u− β2u)
)
, (10)
where we have performed a change of coordinates u = (r+/r)
2 and set β = α/r+. In general,
the metric fluctuation takes the form
(δg)xy = h(u)e
−iωt+ikz. (11)
The Kubo formula (2) provides us a clear definition for the shear viscosity in a relativistic
quantum field theory. One can obtain η/s from horizon data when in a translation invariant
background [45]. However, when the translation invariance is broken, the methods will not
apply and a new formula is needed. We shall quote the ’weaker horizon formula’ for η/s in
[39], whose derivation has been appeared in [46] and [47]. In cases where the perturbation
is massive, we have
η
s
=
1
4pi
h0(1)
2. (12)
According to the Kubo Formula (2), ω in equation (11) should be taken to be zero and thus
we have the h0(u) in equation (12), which is the solution to the equation at zero frequency.
In our cases, the equation(6) yields the equation for h(u) after we change the coordinates
0 = h′′(u) +
g′(u)
g(u)
h′(u) +
ω2
4uf2(u)N2r2+
h(u)
−k
2
(
1− 2λu2 (2u(u−1f(u))′′ + 3(u−1f(u))′))
4r2+uf(u) (1 + 2λu
2(u−1f(u))′)
− β
2
8u2g(u)
h(u), (13)
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where g(u) is given by
g(u) = u−1f(u)
[
1 + 2λu2(u−1f(u))′
]
. (14)
and the related Hawking temperature is
T =
α
pi
(
1
β
− β
8
)
. (15)
Since one can take the momentum to be zero(k = 0) and the solution for h(r) that we need
is the solution at zero frequency(ω = 0), the equation (13) now takes the form
h′′(u) +
g′(u)
g(u)
h′(u)− β
2
8u2g(u)
h(u) = 0, (16)
where we drop the subscript and call h0(u) as h(u). Here
′ denotes the differentiation with
respect to u. It is obvious that the CFT is perturbed by the slope of the axion source α and
the temperature T . When considering the higher derivative gravity, the viscosity bound is
given [18]
η
s
≥ 1
4pi
(1− 4λ). (17)
As we have linear scalar fields, the bounds (17) will probably be violated and there will
be some changes. Now we are going to solve the equation analytically respectively in low
and high temperature expansions. We will give the numerical results as well.
2.2 High temperature expansion
First we calculate the high temperature expansion, which means β2 ∼ 0. We expand the
function h(u) as
h(u) =
+∞∑
i=0
β2ih2i(u), (18)
and we expand the equation of motion for h(u) in β2. One could find that to first order,
where i is taken to be zero, the equation (16) becomes
[
g(u)h
′
0(u)
]′
= 0. (19)
It vindicates that
g(u)h
′
0(u) = C1, (20)
where C1 is an arbitrary constant.
6
Now one could claim that C1 must be zero as g(u) goes to zero at the horizon, which could
be implied by the regularity of h(u) at the horizon. Therefore, one finds the differentiation
of h0(u) with respect to u to be zero and thus
h0(u) = C =
√
1− 4λ. (21)
According to equation (17), we choose C to be
√
1− 4λ since it is the only solution satisfying
the boundary conditions [18].
At the second order, one obtains
0 = −√1− 4λ− 1
λ(1− 4λ+ 4u2λ) 32
(
(4− 4
√
1− 4λ+ 4u2λ
+λ(16u2(−1 + 4λ)(−2 +
√
1− 4λ+ 4u2λ)
−32(−1 + 2λ)(−1 +
√
1− 4λ+ 4u2λ)))h′2(u)
− 2u(2− 8λ)(−1 + 4λ− 4u2λ)(−1 +
√
1− 4λ+ 4u2λ)h′′2(u)
)
, (22)
with the boundary conditions reading
h2(0) = 0,
h′2(1) = −
1
16
√
1− 4λ. (23)
To solve the equation, letting U =
√
1 + 4(−1 + u2)λ, one finds the equation (22) now
becomes
0 = −8(U − 2)(−1 + 4λ)(−1 + U2 + 4λ) 32h′2(U)
+U
(
−U3
√
λ(1− 4λ) + 8(U − 1)(−1 + 4λ)(−1 + U2 + 4λ) 32h′′2(U)
)
. (24)
Solve the equation and finally the solution for h2(u) is written as
h2(u) =
1
16
√
1− 4λ
(√
1− 4λ+ 4uλ− 2u2λ−
√
1 + 4(u2 − 1)λ−
√
λ log(1− 4λ)
+ log(1−√1− 4λ− 4λ)− log(1− 4λ− 4uλ)−
√
1 + 4(−1 + u2)λ
+ 2
√
λ log(2u
√
λ+
√
1 + 4(−1 + u2)λ)
)
. (25)
We have now found the function for h(u) and we now move to the calculation for shear
viscosity to entropy density ratio. According to the definition of T in equation(15), one
finds in the high temperature limit
T =
α
pi
(
1
β
− β
8
)
∼ α
piβ
, (26)
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and thus,
β2 =
(
1
pi
)2 (α
T
)2
. (27)
Using equation (27) and (12), we obtain the result for the shear viscosity to entropy density
ratio at high temperature expansion as follows:
4pi
η
s
= 1− 4λ+ 1
8pi2
(
−1 +√1− 4λ+ 2λ+ 2
√
λ log(1 + 2
√
λ)
−
√
λ log(1− 4λ) + log(1−√1− 4λ− 4λ)− log(−8λ)
)(α
T
)2
. (28)
One finds that the coefficient of (α/T )2 term is always negative, so it is obvious that η/s
would decrease as the temperature goes down. This means the KSS bound is violated.
2.3 Low temperature expansion
Let us now continue to solve the equation in the low temperature expansion. Letting T = 0,
one finds
T =
α
pi
(
1
β
− β
8
)
= 0. (29)
Here one obtains β2 = 8. Hence when dealing with the low temperature expansion, one
could expand h(u) around β2 ∼ 8 as
h(u) =
+∞∑
i=0
(
β2 − 8)i hi(u). (30)
Expanding the equation of motion (16) at β2 ∼ 8, one could get the equations for h0(u)
and h1(u). As the concrete forms of the equations are too cumbersome, we would not press
them here. At zeroth order the boundary conditions are given by
h0(0) =
√
1− 4λ,
h0(1) = 0. (31)
Then, at first order, one finds the boundary conditions read
h1(0) = 0,
h1(1) =
1
4
h′0(1). (32)
Similarly, with formula (15), one gets
β2 − 8 = −8
√
8pi
T
α
. (33)
8
For η/s, we have
4pi
η
s
= h2(1) =
(
h0(1) + (β
2 − 8)h1(1)
)2
=
1
16
(
β2 − 8)2 (h′0(1))2 , (34)
where we use the boundary conditions (31) and (32), so all that we need is to find the value
for h′0(1). To this end, we solve the equation for h0(u) at the horizon (u = 1) and in the
region u = 0, and then find the value for h′0(1) by matching these two solutions.
2.3.1 Solution near u = 1
First, we expand h(u) near the horizon in a Taylor series and call it h01(u):
h01(u) = h
′
01(u− 1) +
1
2
h′′01(u)(u− 1)2. (35)
From the equation of motion for h(u) (16), h01(u) can be expressed as
h′′01(u) =
1
u(1 + 4(u− 1)λ)(−1 + 4(−1 + u)2λ)
(
−1 +√1− 4(−1 + u)2λ)
·
(
2λ(1− 4(−1 + u)2λ) 32h01(u) − (−1 +
√
1− 4(−1 + u)2λ
+16(−1 + u)2λ2(−1 + u+
√
1− 4(−1 + u)2λ)− 4λ(u(3− 2
√
1− 4(−1 + u)2λ)
+ u2(−2 +
√
1− 4(−1 + u)2λ) + 2(−1 +
√
1− 4(−1 + u)2λ)))h′01(u)
)
. (36)
Taking the denominator of the expression (36) to be zero, one obtains
0 = u(1 + 4(u− 1)λ)(−1 + 4(−1 + u)2λ)
(
−1 +
√
1− 4(−1 + u)2λ
)
. (37)
One would find that u = 1 is a double root of this equation so it is necessary to use
L’Hospital’s rule twice if one wants to evaluate h′′01(u) at u = 1. Therefore, after the
necessary procedure, we have
h′′01(1) = −
2
5
(
h′01(1) + 12λh
′
01(1)
)
. (38)
Substituting equation (38) into the expression (35), we obtain
h01(u) = −1
5
(u− 1)(−6 + u− 12λ+ 12uλ)h′01(1). (39)
2.3.2 Solution near u = 0
Therefore, we have the expression for h0(u) at the horizon. We then continue to find the
solution at u = 0 called h00(u). Letting u to be zero, one finds
f(u) = f(0) =
1−√1− 4λ
2λ
, (40)
9
and
g(u) =
1
2uλ
(
1−√1− 4λ
)√
1− 4λ. (41)
Hence, according to the equation (16) the equation of motion for h00(u) now reads,
0 = 8h00(u) +
4
(
1−√1− 4λ)√1− 4λh′00(u)
λ
− 4u
(
1−√1− 4λ)√1− 4λh′′00(u)
λ
, (42)
with the boundary condition given
h00(0) =
√
1− 4λ. (43)
One could obtain the solution for h00(u) written as
h00(u) =
4uλ
−1 +√1− 4λ+ 4λ
(
I2(
2
√
2uλ√
−1 +√1− 4λ+ 4λ
) C
+
√
1− 4λK2( 2
√
2uλ√
−1 +√1− 4λ+ 4λ
)
)
, (44)
where I2 is the modified Bessel function of the first kind, K2 is the modified Bessel function
of the second kind, and C is a constant to be fixed.
2.3.3 Matching
We are now going to match the solutions (39) and (44) above at um, which is allowed to be
an arbitrary number from 0 to 1. In order to connect them smoothly, it is required that
h00 (um) = h01 (um) , (45)
h′00 (um) = h
′
01 (um) . (46)
With these equations, one can easily find the exact expression of h′0(1) as a combination
of hypergeometric functions of λ. We here simply give the direct result for η/s at low
temperature expansion:
4pi
η
s
= 32pi2
(
h′0(1)
)2(T
α
)2
, (47)
where
h′0(1) = 25(1− 4λ)/
(
16
(
(um − 1)(−6 + um + 12(um − 1)λ)
0F1(2;
2λum
−1+4λ+√1−4λ)
Γ(2)
)
+um(7− 2um − 24(um − 1)λ)
0F1(3;
2λum
−1+4λ+√1−4λ)
Γ(3)
))2
, (48)
10
and 0F1 is the confluent hypergeometric limit function related to Bessel functions. From
the equation above, one could find that the value for h′0(1) would go up with um increasing.
Indeed the um that one chooses will not change the main features of the solution [48], and
here we would like to take um to be 1/10. At um = 1/10, we have
h′0(1) = −
500
√
1− 4λ
9(59 + 108λ)0F1(; 2;
λ
5(−1+4λ+√1−4λ)) + 2(17 + 54λ)0F1(; 3;
λ
5(−1+4λ+√1−4λ))
.
(49)
We combine the results for high temperature expansion and low temperature expansion
into Figure 1 in a log-log plot. We choose 4piη/(1−4λ)s as the vertical axis and α/T as the
horizontal axis. The perturbative results for small α/T is shown as red dashed line, while
the results close to extremality is shown as the green line.
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Figure 1: Log-log plot of 4piη/s as a function of α/T , in a background with higher derivative
Gauss-Bonnet gravity. The dotted red line represents the analytical results at small α/T ,
and the green one shows that for large α/T . Here we set λ = 0.1 and um = 1/10.
2.4 Numerical results
With numerical methods, one can solve the equation (16) for any value of β. At the
boundary, we still require h(0) =
√
1− 4λ and at the horizon, the equation of motion yields
h′(1) =
β2h(1)
(β2 − 8) (2 + (β2 − 8)λ) . (50)
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As shown in Figure 2, we also give the chart in log-log plot for the numerical solutions of
the equation in three dashed lines, with no less than 500 points on the each locus. The blue,
red and green lines (from top to bottom) correspond to λ = −0.1, 0.08, 0.15 respectively.
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Figure 2: Log-log plot of the numerical results for the equation (16). Here we set λ = −0.1,
0.08, and 0.15. The blue line represents the results for λ = −0.1, the red disks are data for
λ = 0.08, and the green ones are the numerical data obtained when λ is set to be 0.15.
3 Causality
It has been mentioned that one could find that the causality could be violated when intro-
ducing Gauss-Bonnet terms [17, 20]. Now let us here continue to analyze whether there is
causality violation if we add linear scalar fields together with Gauss-Bonnet term.
We rewrite the wave function as
h(x, u) = e−iωt+ikz+ikuu. (51)
Then we take large momenta limit, which means kµ → ∞, and the equation (13) can be
rewritten into
0 = 4u2f(u)k2u +
c2gu
r2+N
2f(u)
k2 − u
r2+N
2f(u)
ω2 (52)
+
f(u)
2g(u)
β2 − 4u
2f(u)g′(u)
g(u)
(iku).
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One could simplify the equation into
kµkνg
µν
eff ∼ 0, (53)
where the effective metric reads
ds2eff = g
eff
µν dx
µdxν =
N2f(u)r2+
u
(
−dt2 + 1
c2g
dz2
)
+
1
4u2f(u)
du2. (54)
Note that N2 =
(
1 +
√
1− 4λ) /2, and the terms of iku and β2 vanish as kµ is taken to
be infinity. Here c2g could indicate the local speed of graviton and it has the expression as
follows:
c2g(u) =
N2f(u)
(
1− 2λu2(2u(u−1f(u))′′ + 3(u−1f(u))′))
1 + 2λu2(u−1f(u))′
. (55)
Expanding c2g at the boundary (u = 0), one finds
c2g − 1 =
2λ
1−√1− 4λ
(
− β
2u
4
√
1− 4λ
)
+O(u2). (56)
It is reasonable to expand c2g at the boundary only to the first order of u, since u is taken
to be a very small number. As the local speed of light of boundary CFT is specified to be
unity (c = 1), the local speed of graviton c2g should be no larger than 1. One could find
that the term on the right-hand side would always be negative as long as λ < 1/4 for any
real number valued of β.
However, when the effective mass vanishes (β2 = 0), the result will be different. The
term to the first order of u in equation (56) will be vanishing as β2 is set to be zero, so one
has to expand c2g to the second order which reads
c2g − 1 =
2λ
1−√1− 4λ
(
−((−5 + 4
√
1− 4λ+ 20λ)(−16 + 64λ))u2
16(1− 4λ) 52
)
. (57)
As we have mentioned above, the local speed of graviton should be smaller than 1. This
yields the constraint for λ from the equation (57), say λ < 0.09. Therefore, one recovers
the results in [17, 20], claiming that c2g is larger than 1 in the regime λ > 0.09 for either
neutral or charged black holes.
A through study of the causality structure calls for the analysis of the bulk speed of
the gravitons. Interestingly, it seems that c2g in equation (55) could be greater than 1 in
the bulk when λ > 0.09, which is illustrated in Figure 3 and Figure 4. According to the
analysis above, one confirms that when λ < 0.09, there is no causality violation, no matter
how small β2 is. When one deals with the case in which λ > 0.09, however, c2g might be
larger than 1 because of the value chosen for β2. To analyze the behavior of cg, we would
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Figure 3: Diagram for the local speed of graviton as a function of u. Here λ = 0.05. The
bottom blue line corresponds to β2 = 1/4, the middle red one represents c2g for β
2 = 1, and
the top green line illustrates the case where β2 = 4.
now study in the regime λ > 0.09 and see how the causality is violated. Following the
procedure in [17, 20], one could change the equation into equation (52) for geodesic motion
of gravitons,
dxµ
ds
dxν
ds
geffµν = 0, (58)
after using the relation dx
µ
ds = g
µν
eff . Furthermore, ω and k are defined by
ω =
(
dt
ds
)
fN2r2+
u
, k =
(
dz
ds
)
fN2r2+
uc2g
. (59)
As shown in Figure 4, starting at the boundary, the geodesic line of the gravitons would
bounce back to the boundary. There is a turning point, say u0, where ω
2/k2 = c2g(u0). Here
r0 corresponds to u0 as the turning point. For a light-like geodesic line, one finds
∆t = 2
∫ ∞
r0
dt
ds˜
s˜
dr
dr =
2
N
∫ ∞
r0
dr
ζ
f(r)
√
ζ2 − c2g
, (60)
∆z = 2
∫ ∞
r0
dz
ds˜
s˜
dr
dr =
2
N
∫ ∞
r0
dr
c2g
f(r)
√
ζ2 − c2g
, (61)
where ζ2 = ω2/k2 and s˜ = ks/N . Call the maximum value that c2g could reach as cg,max.
When ∆z∆t > 1, there happens microcausality violation according to [17, 20]. As cg(u0) →
cg,max, one thus obtains
∆z
∆t
→ cg,max > 1. (62)
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2
Figure 4: The local speed of graviton for λ = 0.2. The blue, red and green lines (from
bottom to top) are corresponding to β2 = 1/4, 1, 4 respectively.
Then we change the wave function into a Schro¨dinger form,
− d
2ψ
dr2∗
+ V (r(r∗))ψ =
(
ω
2r+
)2
ψ,
r∗
r
=
r2+
Nf(r)
, (63)
where
ψ = K(r)φ, K(r) ≡
√
g(u)
u−1f(u)
= 1− λ r
r+
∂(f(r)/r2+)
∂r
,
V = k2c2g + V1(r), V1(r) ≡
N2
r2+
[(
f(r)
∂lnK(r)
∂r
)2
+ f(r)
∂
∂r
(
f(r)
∂lnK(r)
∂r
)]
.
Here the Bohr-Sommerfeld quantization condition is applied and one has
k
2r+
∫ 0
r∗0
dr∗
√
ζ2 − c2g = (n−
1
4
)pi, (64)
where n is integer. Following [17, 20], we finally get the group velocity of the graviton which
takes the form
vg =
dω
dk
=
∆z
∆t
. (65)
One would find that signals in the CFT may propagate outside of the light cone. Hence, we
verify that in regime λ > 0.09, the causality could still be violated. On the other hand, the
theory with both Gauss-Bonnet term and effective mass is safe in regime λ < 0.09. We also
make a contour plot of c2g labeled Figure 5, and u is set to be 0.5. From Figure 5, one finds
there should also a new constraint for β2 which reads β2 ≥ β2m. One could see that β2m is a
function of λ, that is, the constraint for β2 depends on the value of λ that one chooses. As
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a result, β2m should be written as β
2
m(λ). Since the equation is rather complex and c
2
g is a
function of u, λ and β2, we are unable to give an explicit expression for the time being.
0.10 0.15 0.20 0.25
0.5
1.0
1.5
2.0
λ
β2
Figure 5: Contour plot of c2g as a function of β
2 and λ. From bottom to top, the lines
correspond to c2g = 1.2, 1.0, ..., 0.4 respectively. Here u is chosen to be 0.5.
4 Conclusions and discussions
In this work, we have investigated the shear viscosity to entropy density ratio with massive
perturbation in the higher derivative gravity by adding the Gauss-Bonnet term. We quoted
the formula in [39] which can be deduced from Kubo Formula to calculate η/s. The ratio is
found to be less than (1−4λ)/4pi, that is, it violates the bounds (17). Our results illustrates
that when the temperature is high, η/s tends to be constant (1−4λ)/4pi, while it decreases
obviously when the temperature goes down. The results obtained (28) and (47) indeed obey
the formula (3). It shows that η/s ∼ T 2 at the lowest temperature as ∆ = α. Admittedly,
the methods we use to calculate the low temperature expansion and the numerical solutions
can be somehow improved to achieve more precise results, but the qualitative features will
not change.
16
When the effective mass of the graviton vanishes, we recover the results of [17, 20],
which tells us that in the boundary CFT, causality violation will happen if λ > 0.09. For
nonvanishing effective mass of the graviton case, we then investigate further into the whole
bulk on the geodesic motion of the graviton and find that there exists a lower limit β2m(λ)
for β2 which depends on the Gauss-Bonnet constant λ. This means that causality imposes
strong constraints on the value of the effective mass β2 in the Gauss-Bonnet gravity theory.
Furthermore, as we have mentioned above, in this paper, we take the charge density
a to be zero. It is also our interests for future task to evaluate η/s after adding charge
together with linear scalar fields in Gauss-Bonnet gravity and to investigate whether there
is causality violation. It is reasonable to expect that there exist more general bounds for
transport coefficients and characterize the black hole.
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