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Introduction générale
C’
    J L B fait la première démonstration publique du
principe de la télévision noir et blanc. Depuis, le concept de base est toujours
le même. Un système de télévision permet la transmission d’images animées et
de sons qui sont reproduits à la réception par un appareil appelé téléviseur. Si le
concept n’a pas bougé, des évolutions sont apparues au cours du temps. En  a lieu la première
diﬀusion française de télévision en couleur. En , la télévision numérique terrestre (TNT) apparait.
Quand nous avons débuté nos travaux, la diﬀusion de services de télévision numérique haute déﬁnition
(TVHD) n’existait que dans quelques pays comme les États-Unis, le Japon ou l’Australie. Aujourd’hui,
les premiers services sont apparus en Europe et le média représente la nouvelle évolution majeure dans
le domaine de la télévision grand public.
Évaluer la qualité en télévision haute déﬁnition
Le passage à la TVHD est motivé par des raisons à la fois psychologiques, techniques et éco-
nomiques. Pour l’usager, le nouveau format permet une meilleure immersion dans l’action, grâce
à un élargissement du champ visuel excité par l’image. La sensation de présence de l’appareil de
restitution est réduite, au proﬁt d’un impact psychologique plus important. Techniquement, les der-
nières évolutions en termes de capture, de compression, de transmission et de restitution permettent
aujourd’hui d’envisager un déploiement de la TVHD au niveau continental. Enﬁn, les constructeurs
et les diﬀuseurs y voient la possibilité d’élargir les services commerciaux proposés aux usagers.
La haute déﬁnition génère une grande quantité de données à transmettre. Pour assurer une qualité
d’usage satisfaisante, les stratégies mises en place consistent d’une part à allouer des débits conséquents,
d’autre part à se reposer sur les techniques les plus récentes et les plus performantes en termes de
codage, de transmission, de traitements et de visualisation d’images. En conséquence, de nouveaux
types de dégradations du service apparaissent. Ajoutés à la nécessité de maintenir la qualité d’usage à
un haut niveau, cela conduit à un important besoin de techniques de mesure de la qualité d’usage
adaptées à la TVHD. La problématique ainsi énoncée est multimodale, dans le sens où l’usage de la
télévision fait au minimum intervenir son et image. Pourtant, l’image étant la modalité qui permet
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la plus grande réception d’information, dans un premier temps, il est possible de restreindre cette
qualité d’usage à la seule qualité visuelle.
Sans faire appel aux techniques de compression d’information, diﬀuser de la télévision haute
déﬁnition entrelacée nécessite le transport d’un ﬂux vidéo d’environ  Mbps. C’est environ cinq
fois plus que la télévision standard (TVSD). La compression est donc indispensable à la mise en
place d’un tel service. Les débits visés pour la diﬀusion sont de l’ordre de  Mbps. Il faut donc
réduire de façon très importante la quantité d’information à transmettre d’un facteur d’au moins
. La première génération de TVHD actuellement utilisée aux États-Unis ou au Japon utilise la
norme de compression MPEG-. Pour sa généralisation en Europe, il est prévu d’utiliser la norme
H., aussi appelée MPEG-/AVC (Advanced Video Coding). Plus récente et plus performante
que MPEG-, celle-ci permet de diviser par deux les débits sortie d’un codage MPEG- à qualité
visuelle équivalente. Évidemment, une telle compression des données aﬀecte quelque peu le rendu
visuel. En eﬀet, les techniques de compression sans perte ne réduisent le débit que d’un facteur deux
environ, taux de compression très insuﬃsant. Il faut se résoudre à utiliser, comme le font MPEG- et
MPEG-/AVC, des techniques de compression avec pertes. Étant donnés les taux de compression
utilisés, les distorsions dues à la compression deviennent visibles. La qualité visuelle de l’image est donc
aﬀectée. La perte d’information est alors perçue par l’observateur comme l’apparition de phénomènes
dégradants spatiaux et temporels non réalistes. Une technique de mesure de la qualité visuelle doit
pouvoir convertir le jugement de ces dégradations en une estimation quantitative. Deux voies sont
possibles pour réaliser cela. La première est de faire intervenir des observateurs humains dont la tâche
est d’évaluer des séquences lors de tests subjectifs. La seconde est de concevoir et développer une
méthode qui modélise le jugement humain de manière automatique.
Jugement humain, évaluation subjective et tests psychophysiques
La première partie de nos travaux s’intéresse à la problématique de l’évaluation subjective de
la qualité visuelle dans le contexte de la télévision numérique haute déﬁnition. Il existe plusieurs
méthodologies d’évaluation de cette qualité, dont certaines sont normalisées. Cependant, ces normes
sont adaptées à la télévision au format standard (TVSD) et ne prennent pas en compte les changements
induits par la télévision haute déﬁnition. Dans ce contexte particulier, la qualité visuelle proposée
par la TVHD doit être sensiblement supérieure à celle de la TVSD. Proche de l’excellence, elle se
situe dans une gamme de valeurs très réduite. Le choix d’une méthodologie d’évaluation est donc
crucial car elle doit être capable de fournir une mesure précise. Le problème est de sélectionner la
méthodologie la plus adaptée au contexte, suivant les impératifs de précision requis.
Les méthodologies existantes sont globales, dans la mesure où les observateurs fournissent une
évaluation de la qualité visuelle d’une séquence dans son ensemble. Des approches plus originales
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permettent de proposer des méthodologies plus ﬁnes. Par exemple, Farias [Farias, ] évalue une
séquence en distinguant les types de dégradations subies lors du codage. Cela permet de découper la
problématique et de concevoir une méthodologie d’évaluation par parties. Les deux points déterminant
la pertinence de l’approche sont alors la réalisation des évaluations partielles et leur cumul en une
évaluation globale.
La nécessité de proposer un service de qualité sensiblement supérieure à celui oﬀert par la TVSD
est également motivée par le fait que les deux systèmes vont devoir cohabiter pendant un temps de
transition de quelques années. Le succès du déploiement d’un service de TVHD est conditionné au
fait que les observateurs le préfère signiﬁcativement à la TVSD. Assurer une telle préférence n’est pas
trivial étant donnée la quantité d’information à transmettre et les dégradations visuelles imputables à
l’étape de compression. Il convient donc d’envisager des moyens eﬃcaces de mesure de cette préférence
entre TVSD et TVHD, ce qui est un aspect non traité dans la littérature.
Enﬁn, les technologies d’aﬃchage sont également en pleine mutation. Les écrans plats de techno-
logie LCD (Liquid crystal display), plasma ou PDP (Plasma display panel) sont aujourd’hui les seuls
considérés pour la diﬀusion de la TVHD en Europe. Exploitée depuis les débuts de la télévision,
la technologie CRT ne sera pas utilisée, en raison de son fort encombrement et de sa gamme de
luminosité réduite. Cependant, le temps de réponse des écrans plats et certains défauts de restitution
inhérents à chaque technologie ont un impact important sur la perception de la qualité. Par exemple,
le mouvement sur un écran LCD s’accompagne d’un ﬂou visuel caractéristique.
Modélisation de la qualité, métriques objectives et validation de critères
Avant même la réalisation d’une métrique objective de qualité vidéo, il convient de s’interroger
sur la manière d’évaluer ses capacités à prédire le jugement humain. Pour cela, il existe des indicateurs
de performance basés sur la mesure de précision, de monotonie ou de cohérence. Cependant, peu
d’auteurs fournissent plus de deux ou trois de ces indicateurs pour leurs métriques. Cela ne permet
pas de situer ses propres performances par rapport aux diﬀérentes approches existantes. De plus, la
comparaison d’indicateurs est rarement considérée de manière statistique, c’est-à-dire en déﬁnissant
une mesure de précision prenant en compte le nombre de séquences utilisées. La deuxième partie de
nos travaux propose tout d’abord d’aborder cette problématique.
Nous nous intéresserons ensuite à la conception de métriques objectives de qualité visuelle, aussi
appelées critères objectifs. Il en existe un grand nombre dans la littérature. Pourtant, aucun d’eux
n’a été spéciﬁquement conçu pour la télévision haute déﬁnition. Diﬀérentes stratégies de conception
sont possibles. Hormis les approches purement mathématiques comme le rapport signal à bruit
crête (PSNR), les plus anciennes sont basées sur la modélisation du système visuel humain. Bien
qu’attirante, cette approche trouve ses limites dans le manque de considérations haut niveau. Plus
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récentes, les approches basées sur la mesure de dégradations considèrent les impacts du codage. Plus
gourmandes en ressources, ces approches connaissent un certain succès, notamment grâce à VQM.
Nous apporterons plusieurs contributions à ce domaine dans le deuxième partie de nos travaux.
Organisation du mémoire
Comme le reﬂète le titre de la thèse, ce mémoire est composé de deux parties. La première,
composée des chapitres  à , traite de l’évaluation subjective de la qualité visuelle dans un contexte de
télévision haute déﬁnition. La seconde, composée des chapitres  à , est le pendant objectif de cette
évaluation, où nous présentons les critères conçus.
Le chapitre  traite des diﬀérentes méthodologies d’évaluation subjective de la qualité vidéo,
classées suivant la grandeur qu’elles mesurent. Nous les comparerons aﬁn de déterminer des diﬀérences
structurelles et opératoires. Nous introduirons également diﬀérents outils permettant d’analyser les
résultats récoltés lors de tests psychophysiques. Enﬁn, nous présenterons quelques applications de ce
type de méthodologie à la télévision haute déﬁnition.
Le chapitre  pose d’abord la problématique de la mesure de qualité visuelle dans notre contexte
spéciﬁque. Puis, nous étudierons l’impact de la méthodologie d’évaluation subjective sur les résultats
obtenus. Ensuite, les deux formats de télévision numériques simple (TVSD) et haute déﬁnition
(TVHD) seront comparés aﬁn d’analyser l’impact de la transition du premier au second. Enﬁn, nous
mettrons en évidence l’inﬂuence de l’aﬃchage utilisé sur la qualité perçue.
Le chapitre  propose la conception d’une méthodologie d’évaluation de l’impact d’un système
dégradant sur la qualité visuelle. Nous y décrirons l’approche adoptée, sa réalisation pratique et les
résultats obtenus.
Le chapitre  débute la seconde partie par un état de l’art sur les critères objectifs de qualité vidéo.
Nous utiliserons une classiﬁcation de haut niveau pour les distinguer et montrer intérêts et défauts de
chaque approche.
Le chapitre  répond dans un premier temps à la problématique de la validation des critères
de qualité. Pour cela, nous proposerons l’usage de plusieurs indicateurs de performance. Puis, nous
présenterons l’évaluation de deux critères de qualité connus sur une base de séquences haute déﬁnition.
Le premier est une adaptation à la vidéo du critère pour images ﬁxes SSIM [Wang et al., b]. Le
second est le VQM de Wolf et Pinson [Wolf et Pinson, ].
Enﬁn, les chapitres  et  présentent nos critères objectifs de qualité vidéo. Tous exploitent
diﬀérents résultats de l’approche proposée au chapitre . Nous chercherons notamment à valider
l’une des techniques proposées dans une application concrète. Les performances de ces critères seront
évaluées et comparées à celles obtenues par les critères évalués au chapitre .
orn
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visuelle en télévision haute déﬁnition
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1
Évaluation subjective de la qualité visuelle
et applications à la télévision haute déﬁnition
M
    d’une vidéo est une tâche complexe. À l’heure actuelle,
il n’existe pas de meilleur évaluateur que l’œil humain, couplé à son cerveau. Ainsi,
il est courant d’estimer de visu le résultat du traitement d’une vidéo. C’est pourquoi
dans le cadre de l’évaluation d’un service de télévision, il peut être intéressant de
faire intervenir des observateurs humains et de leur demander leur jugement qualitatif. Cependant,
la réalisation de tels tests subjectifs soulèvent de nombreuses questions quand à leur mise en place.
La variabilité du jugement humain, le contrôle des conditions d’évaluation ou encore la quantité de
jugements nécessaire à une représentabilité donnée du jugement sont autant de paramètres à maitriser.
Certains de ces points ont fait l’objet de travaux de recherche, allant même jusqu’à leur normalisation
au niveau international.
Dans un premier temps, nous présenterons les méthodologies normalisées d’évaluation de la
qualité visuelle. Nous nous interrogerons ensuite sur les aspects qui les distingue les unes des autres.
Puis, nous introduirons quelques outils statistiques utiles à l’analyse des résultats fournis par les
méthodologies. Enﬁn, nous présenterons l’état des recherches sur l’évaluation subjective de la qualité
dans le contexte particulier de la télévision haute déﬁnition.
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. À chaque méthodologie sa grandeur mesurée
Le jugement humain n’étant pas stable d’un individu à l’autre, il est nécessaire d’utiliser des
conditions d’expérimentations déﬁnies précisément et répétables d’un individu à l’autre et d’un
environnement de test à l’autre. C’est dans ce but que l’ITU (International Telecommunication Union)
a normalisé l’ensemble des éléments intervenant dans une telle expérimentation. La ﬁgure . introduit
ces éléments sous forme de questions : qui mesure la qualité ? dans quelles conditions expérimentales ?
suivant quelle méthodologie ? Dans ce contexte, le terme méthodologie désigne la manière dont les
séquences sont évaluées pendant le test.
les observateurs
qui ?
– combien ?
– quelles capacités visuelles ?
l’environnement
où ?
– quelles conditions ?
– quel aﬃchage ?
la méthodologie
comment ?
– quelle grandeur ?
– quelle échelle ?
– quelle interface d’évaluation ?
– quelle sélection des observateurs ?
Figure . – Les diﬀérents éléments d’une évaluation subjective de qualité.
Les recommandations ITU-R BT.- [ITU, a] et ITU-R BT.- [ITU, ] sont res-
pectivement destinées à l’évaluation de la qualité de séquences de télévision de déﬁnition standard et
de télévision haute déﬁnition. La première a été très utilisée pour la TVSD, notamment par VQEG
(Video Quality Experts Group) [VQEG, ], alors que la seconde n’a pas été très développée car
elle repose en grande partie sur la première. D’autres recommandations pour l’évaluation subjec-
tive de qualité existent. Par exemple, l’ITU en propose pour la qualité du son [ITU, a], de la
voix [ITU, c], du télétexte [ITU, ] ou du multimédia [ITU, , ITU, ]. Signalons
également l’approche originale de Suresh [Suresh et Jayant, ]. Il mesure la qualité vidéo subjective
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à partir de la notion de MTBF (Mean time between failure). Utilisé pour mesurer la ﬁabilité d’un
produit, le MTBF est calculé comme la moyenne des temps entre deux pannes. Surech l’utilise comme
une probabilité, une panne correspondant à l’apparition d’une dégradation. Les observateurs signalent
chaque dégradation qu’ils perçoivent. Cette notation est binaire : soit ils perçoivent une dégradation,
soit ils n’en perçoivent pas. La note de qualité ﬁnale de la séquence est calculée comme l’inverse de la
probabilité de dégradation moyenne fournie par les observateurs.
Nous nous intéressons particulièrement aux diﬀérentes méthodologies d’évaluation subjective de
la qualité vidéo mises à notre disposition par les recommandations internationales. Plusieurs types de
grandeurs sont mesurables suivant ce que le test est sensé caractériser, ce qui implique une grande
diversité de méthodologies. La ﬁgure . rassemble les méthodologies les plus courantes suivant la
grandeur qu’elles mesurent. Dans un premier temps, nous présenterons les éléments communs à
toutes les méthodologies. Puis, suivant la grandeur qu’elles mesurent, des méthodologies normalisées
et utilisées pour la TVSD seront décrites.
échelle
catégorielle
échelle
catégorielle
échelle
continue
évaluation de. . . gêne DSIS
qualité ACR
SSCQE
DSCQS
SAMVIQ
préférence SDSCE
SCACJ
Figure . – Vue d’ensemble des méthodologies d’évaluation subjective de la qualité vidéo.
.. Conditions communes
Bien qu’étant destinées à diﬀérentes mesures, les méthodologies normalisées que nous présen-
tons partagent certaines conditions d’expérimentation. Ces conditions sont le panel d’observateurs,
l’environnement d’observation et le déroulement global de la séance.
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Les observateurs
Nous savons que pour une même séquence observée, les jugements donnés par diﬀérents in-
dividus ne sont généralement pas identiques. En d’autres termes, l’évaluation n’est pas stable d’un
individu à un autre. Plusieurs facteurs en sont la cause comme l’état de fatigue, la connaissance
de la séquence en question, l’expérience générale de l’observateur en évaluation de la qualité vidéo
ou l’appréciation personnelle. C’est pourquoi les observateurs peuvent être regroupés en catégories.
Usuellement, la première catégorisation eﬀectuée est la séparation entre les experts et les personnes
n’ayant aucune expérience de la qualité visuelle. Suivant le type de mesure eﬀectué et l’application
visée, l’âge, l’acuité visuelle et le sexe peuvent également être des critères de sélection. Par exemple,
Fullerton [Fullerton et al., ] sélectionne spéciﬁquement des observateurs ayant une acuité vi-
suelle comprise entre / et ,/. Ainsi, il peut comparer l’impact de dégradations MPEG sur ces
observateurs et sur des observateurs ayant une vision normale. Usuellement, les observateurs sont
sélectionnés sans défauts visuels majeurs. Pour le déterminer, il est recommandé d’eﬀectuer des tests
visuels. Par exemple, une échelle optométrique de Monoyer [Monoyer, ] peut servir à mesurer
l’acuité visuelle.
Un groupe d’évaluation idéal doit donc être constitué d’un ensemble représentatif de la population
visée, selon les catégories énoncées. La recommandation ITU-R BT.- [ITU, a] préconise
ainsi la sélection d’au moins quinze observateurs pour obtenir une note moyenne sur une séquence.
Cela peut cependant varier d’une méthodologie d’évaluation à l’autre, nous le signalerons par la suite.
La note moyenne obtenue est appelée MOS (mean opinion score). Les observateurs doivent être non
experts, c’est-à-dire qu’ils ne doivent pas être confrontés à la qualité des images ou de la vidéo dans
leur activité professionnelle. Cependant, il peut être intéressant de confronter les résultats obtenus
avec l’avis d’experts en qualité visuelle [Sveriges Television, ].
L’environnement
La mise en place d’un environnement normalisé de visualisation permet de réduire l’inﬂuence du
monde extérieur sur l’observation et l’évaluation des séquences. Les facteurs couramment mesurés
sont la position de l’observateur, l’ambiance générale et les caractéristiques techniques du système
d’aﬃchage.
La distance d’observation adéquate dépend du nombre de lignes de l’image. Aﬁn de proﬁter au
maximum de la résolution, l’idéal est de se placer à la limite de percevoir deux lignes. Le pouvoir
séparateur d’une personne ayant une vision normale est en moyenne d’une minute d’arc. L’angle θ
entre deux lignes tel qu’il est représenté sur la ﬁgure ., est calculé par :
θ = 2arctan
(
1
2×ρ×NL
)
(.)
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avec NL le nombre de lignes de l’image et ρ le rapport entre la distance d’observation et la hauteur de
l’écran. Ainsi, pour ne pas distinguer les  lignes de la TVSD, il faut se placer à une distance d’au
moins :
ρ = 1
2 ·576 · tan(1′
2
) = 5,96≃ 6 fois la hauteur de l’écran. (.)
Pour les  lignes de la TVHD, cette valeur est réduite à trois fois la hauteur de l’écran. Cette
distance est à mesurer précisément, car elle impacte directement sur la quantité de champ visuel excité
par l’aﬃchage.
l
H =NL × l
O = ρ×H
θ
Figure . – Distance d’observation O en fonction du nombre de lignes de l’écran NL et du rapport r
avec la hauteur de l’écran H .
L’environnement ambiant agit sur l’adaptation en luminance et modiﬁe la perception de l’image.
Il doit donc lui aussi être maitrisé. Cela permet également de limiter la fatigue visuelle des observateurs.
De plus, le système d’aﬃchage utilisé lors des tests doit être exploité dans des conditions entièrement
maitrisables et mesurables. Pour cela, les recommandations ITU-R BT. [ITU, a] et ITU-R
BT. [ITU, b] précisent la manière de mesurer la luminance et le contraste des écrans. Elles
préconisent l’utilisation de signaux spéciﬁques, appelés mires.
Déroulement global des séances
La structure globale d’une séance de test est commune à la plupart des méthodologies utilisées.
Par contre, la procédure de présentation des séquences leur est spéciﬁque et sera détaillée par la suite.
La ﬁgure . donne les grandes étapes d’une séance dans l’ordre chronologique. Après la sélection
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d’observateurs répondant aux critères des tests visuels, une séance est précédée d’une explication sur le
type de méthodologie, le système de notation, le protocole de présentation et sur tout élément que le
conducteur des tests juge utile. Les conditions psychologiques dans lequel se situe l’observateur sont à la
fois diﬃcilement déﬁnissables et très inﬂuentes sur son évaluation, ce qui donne une grande importance
à ses explications préliminaires. Il est également recommandé de débuter les présentations par quelques
cas typiques permettant d’ancrer le jugement des observateurs. Ces présentations d’entrainement ne
seront pas prises en compte dans les résultats ﬁnaux. En ﬁn de séance, il est possible de réaliser un
bilan individuel en vue de détecter d’éventuelles mauvaises appréciations.
tests
visuels
explications
préliminaires
entrainement test bilan
individuel
Figure . – Étapes d’une séance d’évaluation de la qualité visuelle dans l’ordre chronologique.
Une séance de test est constituée d’un nombre variable de présentation, qui correspond à l’éva-
luation d’une séquence. Les séquences ont en général une durée comprise entre  et  secondes aﬁn
de laisser le temps suﬃsant aux observateurs pour produire une note stable. Pour cela, le contenu
de la séquence doit être homogène, notamment dans le cas d’une dégradation de type codage. Le
cas de l’évaluation continue de plusieurs minutes et la méthodologie correspondante SSCQE (Single
stimulus continuous quality evaluation) ne sont pas considérés ici. Il est recommandé d’utiliser un ordre
de présentation aléatoire, même si un observateur donné ne réalise qu’une séance. En eﬀet, lorsqu’une
séquence de bonne qualité suit une séquence de mauvaise qualité, elle va être sur-évaluée. Ces eﬀets
de contexte sont limités par un ordonnancement aléatoire des séquences. Cependant, certaines mé-
thodologies ne permettent pas cet ordre aléatoire. Au total, une séance ne doit pas dépasser  à 
minutes, comprenant les explications, les présentations préliminaires et le bilan.
.. Méthodologies de mesure de la qualité
Les méthodologies de mesure de la qualité sont les plus nombreuses. Nous en présentons trois,
que nous distinguons par le nombre de visualisation de chaque séquence.
Méthodologie à stimulus unique
L’ACR (Absolute category rating) consiste à porter un jugement de qualité sur des séquences
présentées les unes après les autres. Il en existe deux variantes pour une visualisation unique ou triple
de chaque séquence. Nous ne considérons que la première variante, plus courante. Une session de
test contenant NS séquences indexées par i ∈  ; NS consiste en la visualisation Vi et l’évaluation Ei
de la séquence i . La ﬁgure . représente la structure d’une telle session. Chaque séquence est notée
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indépendamment sur une échelle de qualité à cinq catégories comme celle présentée dans le tableau ..
Ce nombre de catégories permet une bonne discrimination sans trop de dispersion. Avec cette échelle,
l’observateur ne voit que les attributs sémantiques, et non les valeurs numériques associées.
V1 E1 V2 E2 . . .
Figure . – Structure d’une session utilisant la méthodologie ACR. Vi représente la visualisation
d’une séquence et Ei le vote pour cette séquence.
note valeur sémantique
 excellent
 bon
 assez bon
 médiocre
 mauvais
Tableau . – Échelle d’évaluation de la qualité par catégories recommandée dans la recommandation
ITU-R BT.- [ITU, a].
Remarquons que les séquences de référence, qu’il est recommandé d’ajouter dans la session, ne
sont pas identiﬁées comme telles par l’observateur. Ainsi, l’ACR ne mesure pas la diﬀérence de qualité
entre deux séquences, mais bien la qualité absolue de chaque séquence. Cette méthodologie est simple
de mise en place et particulièrement rapide, permettant de juger un grand nombre de séquences
par session. Par exemple, dans le cadre du Test Plan Multimedia [VQEG, ], VQEG évalue 
séquences de huit secondes en une session de  minutes environ. La contrepartie de ce rendement est
la précision, nécessitant un nombre d’observateurs important. Ainsi, VQEG préconise d’utiliser un
panel d’au moins  observateurs.
Méthodologie à double stimuli
Une autre manière de faire est de présenter explicitement la référence à l’observateur, et de lui
demander de noter la version altérée en gardant en mémoire son appréciation de la référence. Ceci
est particulièrement indiqué lorsque la vidéo de référence est disponible. Appelée DSCQS (Double
Stimuli Continuous Quality Scale), cette méthodologie présente aléatoirement la version dégradée et
la version de référence. Dans l’exemple de la ﬁgure ., la vidéo dégradée est placée en premier. La
méthodologie prévoit la possibilité de répéter plusieurs fois la présentation avant la notation. Cela
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permet d’aﬃner l’évaluation mais allonge d’autant la durée de la séance. Il est courant ici de considérer
le DMOS (diﬀerential mean opinion score), déﬁnie comme la diﬀérence entre le MOS de la référence
et le MOS de la séquence dégradée. Cette méthodologie est donc adaptée à la mesure de ﬁdélité,
c’est-à-dire de l’écart d’un signal à une référence dans l’espace de qualité.
V ′1 P1 V1 P1 V
′
1 P1 V1 E1
. . .
Figure . – Structure de présentation de la DSCQS [ITU, a]. Vi représente la visualisation de la
séquence de référence, V ′
i
de la séquence dégradée, Pi la pause et Ei le vote pour cette séquence.
Contrairement à l’ACR, la DSCQS utilise une échelle d’évaluation continue, présentée sur la
ﬁgure .. Cette échelle comporte  notes diﬀérentes, allant de  à  par pas de . Les observateurs
attribuent à chaque séquence une valeur numérique placée sur un segment de droite. Celui-ci est séparé
en zones, étiquetées par les mêmes attributs sémantiques que l’échelle par catégories de l’ACR. Ces
attributs permettent de donner une consistance à l’ensemble de l’échelle, aﬁn d’éviter les diﬀérences
d’utilisation. Ce type d’échelle permet ainsi d’aﬃner le jugement au sein d’une catégorie.
excellent
bon
assez bon
médiocre
mauvais


Figure . – Échelle continue d’évaluation de la qualité.
Méthodologie à stimuli multiples
Cette méthodologie est la plus récente. Bien que les autres soient répandues et utilisées par
plusieurs laboratoires, l’EBU ne les considère pas suﬃsamment stables pour évaluer les applications
comme la vidéo sur Internet ou sur appareil mobile. C’est pourquoi elle a proposé cette méthodologie
d’évaluation, également applicable aux systèmes de télévision. Cette méthodologie présente l’intérêt
majeur de pouvoir discriminer des qualités proches les unes des autres [Blin, ].
SAMVIQ (Subjective assessment methodology for video quality) [EBU, ] est une méthodologie
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d’évaluation à stimuli multiples et à échelle de qualité continue. Elle utilise à la fois une référence
cachée et une référence explicite, c’est-à-dire clairement identiﬁée par l’environnement de test. De plus,
elle propose une visualisation à accès aléatoire, c’est-à-dire que l’observateur choisit l’ordre dans lequel
il visionne les séquences et peut suivre son propre rythme pour l’évaluation, la modiﬁcation des notes
et la répétition des séquences. De ce fait, SAMVIQ ne peut pas être utilisée avec plusieurs observateurs
simultanément, contrairement à ACR ou DSQCS. Le nombre de visualisation pour chaque séquence
n’est pas limité, c’est la dernière note attribuée qui est enregistrée. Par contre, toutes les séquences
doivent être visualisées au moins une fois. Plusieurs contenus, chacun ayant subi plusieurs traitements
sont évaluables par session. Ainsi, alors que l’ACR permet l’évaluation de  séquences de  secondes
par session d’environ  minutes, SAMVIQ est limitée à . Cependant, le fait de pouvoir aﬃner
son jugement en regardant plusieurs fois les mêmes séquences permet d’augmenter la précision de la
mesure, et donc de diminuer le nombre d’observateurs à quinze. SAMVIQ transforme le jugement de
plusieurs observateurs ayant vu une fois une séquence en jugement de moins d’observateurs l’ayant
vu plusieurs fois.
SAMVIQ utilise deux ancrages sur l’échelle de qualité, l’un de haut niveau, l’autre de bas niveau.
Cela permet d’exploiter l’échelle de qualité au maximum et de stabiliser la notation, facilitant les
comparaisons de résultats entre laboratoires et entre tests. La séquence de référence est utilisée comme
ancrage de haut niveau : c’est la référence explicite. L’ancrage de bas niveau peut être déﬁni soit par une
version codée à bas débit, soit par une version synthétique produite par ajout de ﬂou et diminution
de la fréquence d’image. L’EBU préfère cette dernière manière d’opérer car la version obtenue est plus
stable et aisément reproductible dans diﬀérents laboratoires. En plus des diﬀérentes versions traitées à
tester, une présentation doit donc obligatoirement contenir la version de référence explicite, la version
de référence cachée et la version d’ancrage de bas niveau. Typiquement, une session est composée de
quatre présentations de cinq à douze séquences.
Historiquement, les notions d’accès aléatoire et d’ancrage viennent d’études sur l’audio réalisées
par l’EBU. La méthodologie d’évaluation de la qualité sonore MUSHRA (Multiple stimuli with
hidden reference and anchor) utilise ce procédé [Kozamernik et Stoll, , ITU, b]. Les auditeurs
écoutent des séquences audio au rythme et dans l’ordre de leur choix et leur attribuent une note. Parmi
ces séquences ﬁgurent des séquences de référence cachées de très bonne et de très mauvaise qualité.
L’EBU estime que ce type d’approche apporte une meilleure estimation par individu de la qualité pour
diﬀérentes versions d’une vidéo. En eﬀet, le fait d’avoir à noter un ensemble de traitements lors d’une
même présentation assure le maintien d’une bonne relation d’ordre de notation pour chaque individu
et améliore la cohérence globale des tests. Le défaut pratique de SAMVIQ est qu’elle ne permet qu’un
nombre limité d’évaluation pour un même contenu [Huynh-u et al., ]. Concernant le résultat
de l’évaluation, le réalisme de l’accès aléatoire est discutable, dans la mesure où il repose sur une
multi-visualisation non représentative de l’usage réel.
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.. Méthodologie de mesure de la gêne ressentie
Cette méthodologie se nomme DSIS (double stimulus impairment scale). Deux variantes sont
possibles, en présentant les séquences soit une seule fois, soit deux fois. La structure de la seconde est
présentée sur la ﬁgure .. L’échelle de notation utilisée est ici une échelle de dégradation comme celle
présentée dans le tableau .. Chaque attribut sémantique associé à une catégorie correspond à une
appréciation de la gêne ressentie par l’observateur. Bien que, comme pour la DSCQS, le résultat issu
de ce test soit un MOS, la diﬀérence sémantique est importante, et se traduit par une tâche diﬀérente
pour les observateurs. L’intérêt est une plus grande stabilité de jugement pour un observateur donné.
V1 P1 V
′
1 P1 V1 P1 V
′
1 E1
. . .
Figure . – Structures de la variante  de la DSIS. Vi représente la visualisation de la séquence de
référence, V ′
i
de la séquence dégradée, Pi la pause et Ei le vote pour cette séquence.
note valeur sémantique
 imperceptibles
 perceptibles mais non gênantes
 légèrement gênantes
 gênantes
 très gênantes
Tableau . – Échelle d’évaluation des distorsions par catégories [ITU, a].
.. Méthodologies de mesure de la préférence entre diﬀérentes versions
Ces méthodologies travaillent par comparaison, en situant une vidéo par rapport à une autre dans
l’espace de qualité. Deux séquences sont présentées à l’observateur qui doit mesurer la relation entre
les deux en termes de qualité visuelle. Pour cela, deux échelles d’évaluation sont utilisables.
Méthodologie avec échelle d’évaluation par catégorie
La méthodologie SCACJ (Stimulus comparison adjectival categorical judgement) utilise une telle
échelle. Les observateurs attribuent la relation entre les séquences à une catégorie déﬁnie sémantique-
ment. Un exemple d’échelle est présenté dans le tableau .. Il existe plusieurs ensembles de catégories,
suivant ce que le test cherche à caractériser. Il est possible de mesurer la présence de diﬀérences
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perceptibles, leur direction ou bien à la fois l’étendu et la direction, comme dans l’exemple présenté
dans le tableau .. La manière d’analyser les résultats dépend à la fois du jugement eﬀectué et de
l’information recherchée.
note valeur sémantique
- Beaucoup moins bon
- Moins bon
- Légèrement moins bon
 Identique
+ Légèrement mieux
+ Mieux
+ Beaucoup mieux
Tableau . – Exemple d’échelle catégorielle d’évaluation de la qualité [ITU, a].
Méthodologie avec échelle d’évaluation continue
La méthodologie SDSCE (Simultaneous double stimulus for continuous evaluation) utilise ce type
d’échelle. Les observateurs attribuent à chaque relation une valeur numérique placée sur un segment
de droite. Celui-ci peut être séparé en zones, chacune étant étiquetée d’un adjectif qualiﬁcatif. Ces
adjectifs peuvent caractériser une qualité comme ceux présentés sur la ﬁgure . ou bien une diﬀérence
(de identique à diﬀérent) qu’il s’agit de quantiﬁer.
B est meilleure
que A
A=B
A est meilleure
que B
Figure . – Exemple d’échelle continue d’évaluation de la qualité [ITU, a].
.. Conclusion
Le tableau . récapitule les caractéristiques intéressantes des principales méthodologies proposées
par les normes internationales. Dédiées à la mesure d’une grandeur donnée, elles permettent d’analyser
la perception par l’observateur moyen de la qualité, la gêne ou encore la préférence entre séquences
vidéo. Chacune a ses avantages et ses inconvénients, rendant le choix dépendant de nombreux
facteurs. Nous avons ainsi commencé à aborder l’équilibre entre la précision de la mesure et le
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nombre d’observateurs requis. Détaillons maintenant les diﬀérents points de comparaison entres les
méthodologies.
paramètre ACR DSIS DSCQS SAMVIQ SDSCE
évaluation de qualité gêne qualité qualité préférence
référence explicite × × × ×
référence cachée × ×
ancre haute × × référence cachée
ancre basse × × ×
échelle catégorielle catégorielle continue continue continue
nombre de visualisation   ou   multiple 
nombre d’observateurs
 ou plus  ou plus  ou plus   ou plus
simultanés
Tableau . – Exemple d’échelle catégorielle d’évaluation de la qualité [ITU, a].
. Comparaison des méthodologies
Malgré l’importance et le cout des évaluations subjectives de qualité vidéo, il existe peu d’études
comparatives sur les méthodologies existantes. Elles ont pourtant chacune des caractéristiques diﬀé-
rentes. Les principales diﬀérences que nous pouvons identiﬁées sont :
– le type d’échelle utilisée ;
– le nombre de visualisation de chaque séquence ;
– la présence ou non de la référence explicite.
Quelques études ont été menées pour mettre en lumière ces diﬀérences. Nous les décrivons ci-après.
.. Type d’échelle
Van den Ende [Van den Ende et al., ] compare le DSIS et le DSCQS dans le cadre de
l’évaluation de séquences de TVSD ayant subis diﬀérents codages MPEG-. Seize observateurs sont
séparés en deux groupes de même taille. Aﬁn d’éviter les eﬀets de contexte liés à l’ordre d’utilisation
des deux méthodologies, un groupe donné utilise d’abord le DSCQS puis le DSIS, l’autre groupe
faisant l’inverse. Les notes de chaque méthodologie sont transformées en Z-scores aﬁn d’être comparés.
Les remarques des observateurs indiquent qu’ils considèrent le DSIS plus aisé à utiliser. Cela peut
s’expliquer par le fait qu’il n’y ait qu’une séquence à noter, relativement à une autre, alors que le
DSCQS requiert deux notations, dont celui de la référence. De plus, le DSIS ne laisse pas la possibilité
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de variation autour des termes qu’il utilise. Si les observateurs considèrent l’échelle suﬃsante pour
discriminer les diﬀérentes séquences, le DSIS est alors particulièrement adapté. Les coeﬃcients de
corrélation inter-groupes sont le plus souvent élevées : entre , et ,, sachant que la valeur
immédiatement supérieure à , est ,. Cependant, l’un des contenus testés dans l’une des
conﬁgurations pose problème. Les corrélations sont comprises entre , et , sans que les auteurs
ne soient en mesure d’identiﬁer clairement l’origine de cette chute.
Dans son étude sur les eﬀets de contexte, Corriveau [Corriveau et al., ] compare le DSCQS,
le DSIS et le SDSCE sur des séquences au format PAL. Les résultats issus du DSIS sont convertis
en DMOS sur une échelle [ ; ]. Les trois méthodologies fournissent des résultats cohérents et
similaires, mais les auteurs remarquent deux eﬀets. Le premier est que les méthodologies n’utilisent
pas les mêmes gammes de qualité. Ainsi, les DMOS issus du DSCQS ne dépassent pas , alors qu’ils
atteignent  avec les deux autres. L’auteur pense que les observateurs ont tendance à éviter les notes
extrêmes allant de  à  et de  à  avec le DSCQS. En revanche, en présence de très bonnes ou
très mauvaises qualités, l’observateur n’a pas de variations possibles autour des notes extrêmes du DSIS.
C’est en fait le cas sur toute l’échelle en raison de la quantiﬁcation de l’échelle, mais c’est surtout
visible aux extrémités. Or, bien que l’échelle soit continue, le même eﬀet apparait avec le SDSCE.
L’auteur l’explique par le fait que le DMOS doit être jugé sur la moitié de l’échelle seulement, de
l’absence de préférence à la préférence maximale. Le second eﬀet est que les méthodologies se révèlent
diﬀéremment sensibles aux eﬀets de contexte. Les résultats ne révèlent aucun eﬀet contextuel pour le
DSCQS, des eﬀets contextuels modérés pour le SDSCE et des eﬀets contextuels importants pour la
DSIS. Sans tenter d’expliquer l’origine de ce constat, l’auteur conclut que le DSCQS est la meilleure
méthodologie à utiliser aﬁn de minimiser les eﬀets contextuels.
Une explication pourrait être que le DSCQS requérant les évaluations des deux séquences qu’il
présente, il force l’observateur à plus d’attention, notamment sur la référence. Dans le DSIS, seule la
version dégradée est notée. L’ancrage, bien qu’existant, peut être moins bien ressenti par l’observateur,
expliquant une inﬂuence plus forte des qualités des séquences voisines.
.. Nombre de visualisation
Ce nombre varie de un au nombre désiré par l’observateur. Ainsi, avec SAMVIQ, l’observateur
peut visualiser une séquence autant de fois que nécessaire. Le jugement peut alors se construire sur
l’apprentissage de la séquence et de ses dégradations, ce que ne permet pas l’ACR ou le DSIS.
Huynh-u [Huynh-u et Ghanbari, ] compare DSCQS et ACR dans un contexte de
codage bas débit de séquences au format QCIF (Quarter Common Intermediate Format). Aﬁn de
comparer les deux ensemble de données, les MOS issus du DSCQS sont quantiﬁés linéairement pour
passer de l’échelle [ ; ] à l’échelle [ ; ] de l’ACR. Le même nombre d’observateurs est utilisé
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pour les deux tests, ce qui a tendance à produire des intervalles de conﬁance plus grands pour l’ACR.
Le coeﬃcient de corrélation entre les MOS obtenus sur les deux ensembles est très élevé : ,.
Cela signiﬁe que les deux méthodologies permettent d’évaluer les séquences de manière similaire. Ici,
bien que le DSCQS permette de visualiser deux fois chaque séquence, cela ne semble pas créer de
diﬀérences signiﬁcatives entre les résultats des deux ensembles.
Brotherton [Brotherton et al., ] compare SAMVIQ et ACR dans ce même contexte de codage
à bas débit, mais avec des séquences au format CIF. La comparaison des données issues des deux
méthodologies fournit une bonne corrélation de l’ordre de ,. L’auteur remarque une diﬀérence
signiﬁcative d’évaluation pour une dégradation de type réduction du nombre d’images par seconde.
SAMVIQ est plus critique dans ce cas, fournissant des notes signiﬁcativement inférieures à l’ACR.
Cela s’expliquerait par la possibilité de répétition de la séquence, qui permettrait de mettre en évidence
les dégradations et leur importance. SAMVIQ serait ainsi plus ﬁable pour des erreurs occasionnelles
comme le gel d’image. La répétition permet d’aﬃner le jugement, même s’il devient alors plus artiﬁciel,
car basé sur un usage non conventionnel de la visualisation des images en télévision.
Il est regrettable que les auteurs ne fournissent que le coeﬃcient de corrélation comme indicateurs
de performances. En eﬀet, celui-ci ne renseigne pas sur la cohérence ni sur la précision de la relation
entre les ensembles de notes. Néanmoins, ces études ont montré l’impact du nombre de visualisations
sur l’apprentissage des séquences à évaluer. Il ne semble pas y avoir de diﬀérences signiﬁcatives entre
une et deux visualisations. Par contre, les multiples visualisations proposées par SAMVIQ semblent
créer une diﬀérence dans certaines conditions. Il reste cependant à clairement identiﬁer ces conditions.
.. Présence de la référence explicite
La vidéo de référence n’est pas toujours identiﬁée comme telle par l’observateur. C’est la diﬀérence
entre référence explicite et référence cachée. Cette dernière sert à valider la relation d’ordre des qualités
et la cohérence des réponses. Nous ne nous intéressons ici qu’à la référence explicite. Sa présence
modiﬁe la tâche de l’observateur. Sans référence, il doit juger de la qualité dans l’absolu, sans point
de repère. En présence de la référence, l’observateur doit créer une relation entre les deux qualités et
noter son importance. C’est la notion de ﬁdélité qui est en jeu. La ﬁdélité est la capacité à s’approcher
d’un idéal, représenté par la référence.
Lee [Lee et al., ] compare le DSCQS avec l’ACR et le SSCQE. Cette dernière diﬀère du
DSCQS par deux aspects. Tout d’abord, le nombre de visualisations de chaque séquence est ré-
duit à un. Ensuite, l’observateur visualise une unique séquence, résultat de la concaténation de
séquences de dix secondes. Les notes de qualité sont relevées toutes les demi-secondes. Pour l’ACR
et le DSCQS, des séquences de huit secondes issues de cette longue séquence sont évaluées. La
note obtenue est comparée à la moyenne des notes issues de la SSCQE. L’auteur obtient de très
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fortes corrélations entre les notes issues des méthodologies ACR et DSCQS, comprises entre ,
et , et obtenues avec respectivement  et  observateurs. Cela conﬁrme les résultats obtenus
par Huynh-u [Huynh-u et Ghanbari, ]. La présence de la référence modiﬁe donc peu le
jugement absolu des observateurs, ce qui tend à montrer que ce jugement est relativement indépendant
du contenu. Par contre, les corrélations entre SSCQE et DSCQS sont comprises entre , et ,
avec respectivement  et  observateurs. Ces performances semblent montrer que le SSCQE ne
permet pas une notation aussi ﬁable que le DSCQS. Cela peut provenir soit de la fatigue engendrée par
la longueur de la séquence à évaluer, soit des eﬀets de contexte liés aux transitions entre les séquences,
soit d’un mauvais alignement temporel des notations continues avec la note du DSCQS. Ce dernier
point n’est cependant pas détaillé par les auteurs. Au ﬁnal, la multiplicité des raisons pouvant expliquer
la chute de performance empêchent de clairement identiﬁer l’impact de la présence de la référence
explicite dans la comparaison entre SSCQE et DSCQS.
.. Conclusion
Nous avons identiﬁé trois principaux points de comparaison entre les méthodologies. Chacun
a été mis en relief par des expérimentations présentées dans la littérature. Cependant, certaines
zones d’ombre demeurent. En eﬀet, ces études se contentent de relever les diﬀérences sans identiﬁer
clairement les conditions qui les provoquent et celles qui n’ont pas d’inﬂuence. De plus, alors que
la précision d’une évaluation semble provenir du nombre de visualisation, aucune étude n’a déﬁni
les limites du compromis entre la précision et le nombre d’observateurs nécessaire pour l’atteindre.
Remarquons enﬁn qu’aucune de ces expérimentations ne s’est intéressée à l’impact du format d’image.
. Analyse des évaluations
Au cours d’une évaluation subjective de qualité, une quantité importante de données est récoltée.
Il convient alors d’eﬀectuer quelques vériﬁcations avant de traduire ces données en résultats. Ainsi, la
cohérence inter-observateurs est couramment évaluée. Suite à cette vériﬁcation, les évaluations de
certains observateurs peuvent être rejetées. Cette étape peut donc s’avérer critique dans l’obtention des
résultats d’une méthodologie puisque celle-ci nécessite un nombre minimal d’observateurs retenus. De
plus, les tests pouvant faire partie de vastes campagnes de mesures eﬀectuées par plusieurs laboratoires,
il est nécessaire de d’évaluer l’homogénéité des diﬀérents résultats avant de les agréger en un unique
ensemble. Une fois l’intégrité des résultats vériﬁée, des outils de synthèse sont utilisés aﬁn de résumer
les tendances mesurées. Des outils statistiques simples sont souvent utilisés, mais suivant le type de
test eﬀectué, des outils plus originaux peuvent être intéressants. Nous présentons ici des algorithmes
de vériﬁcation des observateurs, une méthode d’évaluation de mesures inter-laboratoires et des outils
de synthèse des résultats.
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.. Vériﬁcation des observateurs
Un observateur peut commettre une erreur en évaluant une séquence, ou même sur l’ensemble
d’une session. Une analyse précise doit permettre d’éliminer ces erreurs. C’est pourquoi des critères
de rejet des observateurs sont élaborés. Deux méthodes sont présentées ici. La première est de
l’ITU [ITU, a] et utilise le test dit du β2. La seconde est de l’EBU [EBU, ] et utilise
les coeﬃcients de corrélation. Malgré l’aspect sensible de cette vériﬁcation, il n’existe pas d’étude
concernant la comparaison ou la validation de ces méthodes.
Méthode par le test du β2
La méthode commence par s’assurer que la distribution des Nn notes est normale grâce au test du
β2, c’est-à-dire le moment d’ordre quatre divisé par le carré du moment d’ordre deux :
(
β2
)
j kl =
1
Nn
Nn∑
i=1
(
MOSi j kl −MOS j kl
)4
(
1
Nn
Nn∑
i=1
(
MOSi j kl −MOS j kl
)2)2 (.)
avec MOSi j kl le MOS donné par l’observateur i à la condition j de la séquence k lors de la répétition
l de la visualisation et MOS j kl la moyenne de ces MOS sur les observateurs. S’il est compris entre
deux et quatre, la distribution est considérée comme normale. Puis pour chaque observateur i , les
paramètres ωi et Ωi initialisés à zéro énumèrent le nombre de valeurs s’éloignant signiﬁcativement de
la moyenne.
Si 26
(
β2
)
j kl 6 4,
si MOSi j kl >MOS j kl +2 ·σ j kl , alors ωi =ωi +1;
si MOSi j kl <MOS j kl −2 ·σ j kl , alors Ωi =Ωi +1.
Sinon,
si MOSi j kl >MOS j kl +
p
20 ·σ j kl , alors ωi =ωi +1;
si MOSi j kl <MOS j kl −
p
20 ·σ j kl , alors Ωi =Ωi +1.
Avec N j le nombre de conditions (incluant la référence), Nk le nombre de séquences et Nl le
nombre de répétitions, le test ﬁnal est :
si
ωi +Ωi
N j ·Nk ·Nl
> 0.05 et
∣∣∣∣ωi −Ωiωi +Ωi
∣∣∣∣< 0.3
alors l’observateur i est rejeté.
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Le premier terme traduit la quantité de valeurs signiﬁcativement éloignées de la moyenne. Si cette
quantité est trop grande, le second terme permet de conserver les observateurs qui s’éloignent toujours
dans le même sens. La méthode tolère ainsi les écarts, sauf si ils dénotent une inconstance dans la
notation. Ainsi, les observateurs peuvent surévaluer ou sous-évaluer leurs notations, dans la mesure
où ils en conservent la cohérence. Cet algorithme est utilisé par les méthodologies ACR, DSCQS et
DSIS.
Méthode par comparaison de coeﬃcients de corrélation
La méthode SAMVIQ de l’EBU présentée en .. propose son propre algorithme d’évaluation
des observateurs. Ce critère de rejet vériﬁe la consistance sur une session des notes d’un observateur
par rapport à la moyenne de tous les observateurs. Il utilise pour cela le coeﬃcient de corrélation
linéaire de Pearson [Pearson, ] entre x et y :
rp (x, y)=
(
Nc∑
i=1
xi · yi
)
−
(
Nc∑
i=1
xi
)(
Nc∑
i=1
yi
)
Nc√√√√√√√√√


Nc∑
i=1
x2
i
−
(
Nc∑
i=1
xi
)2
Nc




Nc∑
i=1
y2
i
−
(
Nc∑
i=1
yi
)2
Nc


(.)
avec i la condition de test, xi le score moyen de tous les observateurs sur la condition i , yi le score
d’un observateur sur la condition i et Nc le nombre de conditions. Il utilise également le coeﬃcient
de corrélation de rang de Spearman [Spearman, ] entre ces mêmes x et y :
rs(x, y)= 1−
6×
Nc∑
i=1
[
r (xi )− r (yi )
]2
N3c −Nc
(.)
avec r (X ) le rang de l’élément X . L’algorithme de rejet évalue ensuite l’écart entre le minimum de ces
deux coeﬃcients pour l’observateur testé et pour l’ensemble des observateurs. Si le minimum d’un
observateur est au-dessus d’un certain seuil, celui-ci est rejeté.
Une variante de ce critère est utilisée par VQEG [VQEG, ]. La diﬀérence est que celui-ci
compare deux coeﬃcients de corrélation de Pearson entre le MOS et la note de l’observateur à évaluer.
Le premier r p est calculé l’ensemble des séquences ayant été notées par les observateurs. Le second
r p est calculé par traitement en moyennant toutes les notes de ce traitement. Le critère de rejet
consiste ensuite à exclure un observateur si r p et r

p sont chacun sous un seuil donné. Ces seuils sont
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paramétrables, ce qui permet d’adapter la tolérance d’acceptation des observateurs. Cette liberté pose
cependant la question du compromis entre la quantité d’observateurs rejetés qui doit être minimale et
la qualité ﬁnale de l’évaluation qui nécessite le rejet d’observateurs non cohérents. L’utilité de l’analyse
par traitement est qu’un observateur peut avoir une préférence pour un certain contenu, tout en ayant
tout de même voté de manière consistante sur l’ensemble des séquences. Cette analyse permet de
moyenner l’eﬀet des préférences individuelles et de vériﬁer la consistance des évaluations selon les
traitements.
Outre le fait que ce type d’analyse peut ne pas rejeter tous les observateurs non cohérents, il existe
également un risque de spécialisation. En eﬀet, un observateur est rejeté par rapport à une moyenne,
supposée représenté le comportement moyen face à l’évaluation. Cependant, il peut arriver qu’un
sous-ensemble des observateurs ait un comportement diﬀérent mais commun. S’il est important,
ce sous-ensemble va alors être considéré comme le comportement moyen et les observateurs s’en
écartant seront rejetés. Cela peut se présenter, par exemple, si l’échantillon d’observateurs n’est pas
représentatif.
.. Agrégation d’évaluation inter-laboratoires
Dans le but de vériﬁer si plusieurs laboratoires procurent des données ayant le même comporte-
ment pour la même évaluation de qualité et le même nombre d’observateurs, l’EBU utilise le test
Wilcoxon [Wilcoxon, ]. Il consiste à vériﬁer si deux échantillons peuvent être issus de la même
loi en étudiant comment les valeurs de chacun se situent parmi les statistiques de l’échantillon global.
Pour cela, l’algorithme calcule les diﬀérences entre toutes les notes de qualités mesurées. Puis, il
ordonne les valeurs absolues des diﬀérences dans l’ordre croissant et calcule les sommes des rangs des
diﬀérences positives et négatives. Le minimum Sw de ces deux sommes est alors comparé aux valeurs
de ξ fournit dans le tableau .. Si il est inférieur à ξ, alors les données sont considérées équivalentes, à
 près. La valeur de ξ dépend du nombre d’observateurs. Plus ils sont nombreux et plus l’algorithme
est tolérant sur l’écart entre Sw et ξ.
nombre d’observateurs             
ξ             
Tableau . – Données du test Wilcoxon.
Cet algorithme permet de savoir s’il est possible d’agréger des données issues de tests eﬀectués
de la même manière, mais dans des lieux diﬀérents. Ce contexte inter-laboratoire est notamment
courant pour VQEG dont les tests du Multimedia Test Plan [VQEG, ] sont réalisés dans sept
laboratoires diﬀérents.
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.. Outils statistiques de synthèse
La première mesure utile est le score moyen u j k sur les observateurs, c’est-à-dire le MOS de
chaque présentation :
u j k =
1
Ni
Ni∑
i=1
ui j k (.)
avec Ni le nombre d’observateurs et ui j k le score de l’observateur i pour la condition j et la vidéo k.
La moyenne u j pour chaque condition et uk pour chaque vidéo peuvent également être utilisées.
Dans le but d’évaluer la ﬁabilité des résultats, il est recommandé d’accompagner chaque MOS de son
intervalle de conﬁance. L’intervalle de conﬁance à  est utilisé en pratique : [u j k −δ j k ; u j k +δ j k ]
avec :
δ j k = 1,96 ·
√
Ni∑
i=1
(u j k −ui j k )
Ni −1p
Ni
. (.)
.. Modèle de comparaison par paires
L’évaluation préférentielle telle qu’elle est eﬀectuée avec les méthodologies SDSCE et SCACJ
s’apparente à une comparaison par paires de toutes les séquences évaluées. Dans ce cas particulier, le
problème est de traduire l’ensemble des évaluations binaires des observateurs en une note de qualité
et en un intervalle de conﬁance pour chaque séquence de l’ensemble.
Pour cela, Reibman [Reibman et Schaper, ] utilise le modèle de comparaison par paires de
Bradley–Terry [Bradley et Terry, ]. Dans ce modèle, la qualité relative entre deux séquences i et j
vaut Qi −Q j = logpii − logpi j avec piipii+pi j la probabilité que la séquence i soit préférée à la séquence
j ,
∑
i pii = 1 et ∀i ,pii > 0. La fonction de vraisemblance est alors :
L =
∏
i
pi
ai
i∏
i< j
(pii +pi j )Nij
(.)
avec Nij le nombre de fois où chaque paire est comparée et ai le nombre total de fois où la séquence
i est préférée aux autres séquences. Le maximum de cette fonction correspond alors aux qualités
produisant les évaluations subjectives de plus grande probabilité. L’estimation du maximum de
vraisemblance de pii est :
pi =
ai∑
j , j 6= j
Nij
pi+p j
(.)
avec i ∈ [1;Ns] et Ns le nombre de séquences comparées. Ces équations peuvent être résolues de
manière itérative. Des formules pour celles-ci sont données par Dykstra [Dykstra, ].
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À titre d’exemple, détaillons comment Reibman utilise ce modèle dans le cadre de l’évaluation
de qualité d’images reconstruites à une résolution donnée à partir de plusieurs images de résolutions
inférieures. Son algorithme de « super-résolution » est sensé atténuer les dégradations introduites
par ce type de reconstruction. Entre  et  observateurs ont évalué un ensemble de seize conditions
de test, issues de trois images de référence et de plusieurs valeurs d’un paramètre de l’algorithme.
Une comparaison par paires exhaustive nécessiterait donc C216 =  comparaisons pour chacun des
observateurs. En pratique, Reibman réduit ce nombre aﬁn que les séances de test ne soient pas trop
longues. La ﬁgure . présente le type de résultat obtenu. La ﬁgure .a représente l’estimation de la
qualité relative par le maximum de vraisemblance en fonction du paramètre de l’algorithme pour les
trois images. La ﬁgure .a est l’équivalent pour une seule des trois images. Les qualités sont relatives
car c’est ce que fournit le modèle de Bradley–Terry. Pour l’aﬃchage, la moyenne des qualités vaut
zéro.
 ,  ,  ,  ,
-


Facteur de l’algorithme
Q
ua
lit
é
su
bj
ec
ti
ve
re
la
ti
ve
(a) Pour les trois images.
 ,  ,  ,  ,
-
-
-
-
-
-





Facteur de l’algorithme
Q
ua
lit
é
su
bj
ec
ti
ve
re
la
ti
ve
(b) Pour une seule image.
Figure . – Qualité relative en fonction du paramètre de l’algorithme.
Il existe d’autres modèles de comparaison par paires [Scheﬀe, , Kendall, , Morrissey, ].
Handley [Handley, ] montre la supériorité du modèle de Bradley–Terry face à la loi du jugement
comparatif de urstone–Mosteller [urstone, , Mosteller, a, Mosteller, b], très utilisée
par ailleurs [Imberty, , Bradlow et Fader, ]. L’avantage principal du modèle de Bradley–Terry
est son eﬃcacité dans le cas où le nombre de comparaisons par paires n’est pas le même pour toutes les
images. Cependant, il existe deux importantes restrictions à son usage. La première est que l’ensemble
de séquences ne doit pas être décomposables en deux sous-ensembles tels qu’aucune comparaison n’ait
été eﬀectuée entre eux. La deuxième est que ces deux sous-ensembles ne doivent pas être tels que toutes
les séquences d’un sous-ensemble soient toujours préférées à toutes celles de l’autre sous-ensemble.
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. Applications en télévision haute déﬁnition
Les sections précédentes présentaient des outils en grande partie développés spéciﬁquement pour
la télévision standard. Dans le cadre de leur adaptation à la télévision haute déﬁnition, nous devons
répondre aux questions suivantes :
– quelles sont les diﬀérences fondamentales entre TVSD et TVHD en termes de conditions de
tests ?
– ces diﬀérences ont-elles des conséquences sur les méthodologies déjà existantes et d’autres
méthodologies sont-elles à développer ?
– existe-t-il des expérimentations ayant évalué la qualité visuelle de la TVHD ?
Cette section détaille les diﬀérences entre TVSD et TVHD qui ont le plus d’inﬂuence sur le
jugement d’un observateur. Puis nous présenterons trois expérimentations, réalisées par des institutions
internationales, sur l’impact de diﬀérents facteurs de la TVHD sur la qualité.
.. Que change la télévision haute déﬁnition ?
La télévision haute déﬁnition est considérée comme un pas en avant en termes de qualité visuelle.
Deux facteurs principaux sont en cause. D’un coté, la plus grande immersion dans l’action est possible
grâce au changement de résolution intrinsèque de × à ×, au passage du format :
au format : et plus accessoirement au passage d’un pixel de format / à un pixel carré. D’un
autre côté, l’arrivée à maturité de technologies d’aﬃchage sur écrans plats et de stockage de grande
capacité permettent la réalisation technique d’études amorcées au début des années  [Fujio, ,
Mitsuhashi, , Yuyama, ]. Nous détaillons ici les raisons techniques et psychophysiques du
gain en qualité constaté.
Une qualité accrue par un champ visuel élargi
Contrairement à la voix et à l’écrit, l’image permet la réception directe d’une grande quantité
d’information. À l’époque de sa mise en place, la TVSD devait faire face à des contraintes techniques
importantes, notamment au niveau des débits de transmission et des aﬃcheurs. C’est la raison pour
laquelle l’image fournie avait un impact visuel réduit sur l’observateur car les technologies ne pouvaient
exploiter tout le potentiel des fonctions psychophysiques du système visuel humain. Les sensations et
l’émotion ressenties étaient pauvres.
Pour atteindre un plus grand impact psychologique, comme peut le faire le cinéma par exemple,
il faut faire converger la zone d’image avec le champ visuel de l’observateur. Cela permet de réduire la
sensation de présence de l’appareil de restitution, et de donner de la profondeur et du naturel à l’image.
Un tel eﬀet psychologique apparait pour un angle visuel de  à  degrés dans la direction horizontale.
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Parallèlement, deux impératifs sont à respecter. Tout d’abord, la structure en lignes ne doit pas être
visible. La continuité spatiale de l’image doit donc être assurée. Dans cette optique, la valeur retenue
dans le cadre de la TVSD est un ratio entre distance d’observation et hauteur de l’écran égal à six. Dans
le cadre de la TVHD, ce ratio est à recalculer. Le second impératif est que le mouvement doit rester
ﬂuide, tout en considérant que le système visuel humain ne peut pas suivre un mouvement trop rapide.
Le tableau . donne le nombre minimal de lignes que doit contenir une image pour obtenir l’angle
visuel donné dans la direction horizontale, en se situant à la distance O de l’écran, le tout sans pouvoir
diﬀérencier le fait que l’image est constituée de lignes [Fujio, ]. La distance O est donnée comme
un multiple de la hauteur H de l’écran. Très tôt, des tests ont permis de déterminer la distance idéale
pour regarder une image animée sans générer de fatigue [Fujio, , Mitsuhashi, , Yuyama, ].
Celle-ci est de quatre fois la hauteur de l’écran pour des scènes contenant du mouvement rapide et de
trois fois la hauteur de l’écran pour les autres scènes. Ainsi d’après le tableau ., il faut une image
d’environ  lignes. C’est un peu plus que le double de celle d’une image de TVSD.
distance O ,H H ,H H ,H H
angle visuel Θ (degré) , , , , , ,
nombre de lignes NL      
Tableau . – Nombre de lignes NL requis pour obtenir l’angle visuel Θ dans la direction horizontale,
en se situant à la distance O de l’écran et sans distinguer les lignes.
Pour augmenter l’impact psychologique de la télévision, la solution consiste donc à agrandir
l’image, aﬁn de pouvoir bénéﬁcier d’un angle visuel d’environ  degrés en se plaçant à environ trois
fois fois la hauteur de l’écran. C’est ainsi que se justiﬁe les dimensions de la télévision haute déﬁnition.
Plus récemment, d’autres études sont venues conﬁrmer ces valeurs [Sveriges Television, ] et
VQEG les utilise dans ses expérimentations [VQEG, ]. La proportion de champ visuel excité
par l’image passe ainsi de  à  comme l’illustre la ﬁgure .. Cependant, une telle augmentation
a des conséquences sur l’observateur. Souvent en mouvement, la zone d’intérêt est plus importante, et
demande donc une plus grande attention. Les eﬀets de cette immersion sur la perception de l’image
nécessitent des études diﬀérentes de celles réalisées pour la télévision standard.
Un manque de matériel disponible
La TVHDmanque encore de matériel spéciﬁque tant en production qu’en test ou en visualisation.
De même, les protocoles de tests subjectifs sont encore à spéciﬁer, VQEG y consacre d’ailleurs une
partie de ses activités [VQEG, ]. Les diﬀérences avec la TVSD y sont peu marquées à l’heure
actuelle, et elles concernent surtout les spéciﬁcations de l’environnement de test. Parallèlement, la
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Figure . – Proportions de champ visuel excité par les formats TVSD et TVHD.
réalisation de ces tests pour les laboratoires nécessite de pouvoir disposer de vidéos au format TVHD,
si possible libres de droits. Actuellement, quelques séquences sont disponibles mais le format est encore
minoritairement utilisé. Certains contenus, comme les évènements sportifs, sont particulièrement
diﬃciles à obtenir, alors que leur intérêt est primordial dans l’optique de l’établissement d’un large
service de TVHD.
Ce manque rend diﬃcile les études sur télévision haute déﬁnition et notamment l’évaluation
subjective de la qualité visuelle. Cela explique donc le peu d’études spéciﬁques à ce format dans la
littérature, et particulièrement dans le monde universitaire. Pourtant, l’enjeu scientiﬁque et technique
qu’est la mise en place d’un système de TVHD est important.
.. Expériences sur l’impact de la technologie d’aﬃchage
En , l’ITU a publié les résultats d’une étude eﬀectuée par l’Association of radio industries
and businesses japonaise [ITU, ]. Le but était de comparer les écrans de type CRT aux écrans de
type LCD. La méthodologie d’évaluation utilisée était une méthodologie de comparaison simultanée
avec une échelle à sept niveaux. Ici, seuls des experts ont pris part aux tests mis en place selon la
recommandation spéciﬁquement dédiée à la TVHD, l’ITU-R BT.- [ITU, ]. Les deux écrans
testés étaient un CRT d’usage professionnel de  pouces et de résolution × et un LCD
grand public de  pouces et de résolution ×. Les séquences étaient au nombre de .
Les résultats montrent une légère préférence pour le CRT. Les meilleurs scores de qualité en sa
faveur sont obtenus avec des séquences contenant soit du mouvement, soit des zones sombres. Or, le
ﬂou de mouvement et le rendu des zones sombres sont deux des défauts connus du LCD. De plus,
la diﬀérence de résolution était en défaveur du LCD et était clairement perçue par les experts. Par
contre, les couleurs sont mieux appréciées sur le LCD, ainsi que le rendu des zones claires.
Bien sûr, cette étude ne permet pas de conclure catégoriquement sur les diﬀérences de qualité
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entre CRT et LCD. Néanmoins, elle souligne la nécessité d’étudier les diﬀérences de technologie, à
l’heure où le CRT cède sa place aux technologies à écrans plats.
.. Expériences sur l’impact du format d’image dans un contexte de codage H.
Figure . – Montage de
visualisation simultanée de
trois écrans HD.
Lors de l’International Broadcasting Convention de septembre
, l’EBU a eﬀectué une expérimentation auprès des partici-
pants [Hoﬀmann, ]. La démonstration, très formelle étant
donné le contexte, permettait de comparer les trois formats de
TVHD : p/, i/ et p/. Le même contenu était
projeté simultanément sur trois écrans p. La ﬁgure . présente
le montage permettant cette visualisation simultanée. Le but était
de comparer directement la qualité visuelle de la TVHD en mode
entrelacé et en mode progressif, et notamment de montrer l’intérêt du
p. C’est pourquoi celui-ci était placé sur l’écran du centre. Huit
personnes pouvaient s’installer simultanément : quatre à une distance
de trois fois la hauteur d’un écran et quatre à quatre fois la hauteur
d’un écran. Les séquences utilisées ont été fournies par le SVT et
l’EBU et codées par le codeur de référence H. à , , , , ,
 et  Mbps. Les contenus aux formats i et p étaient issus
du format p en subissant respectivement un désentrelacement
et un sous-échantillonnage.
Avec les séquences non compressées, les observateurs percevaient
peu de diﬀérences entre les trois formats, même à une distance de
visualisation de trois fois la hauteur de l’écran. Par contre, suivant la
distance d’observation et le contenu, les dégradations apparaissaient
avec la compression. Le format p donnait une meilleure qualité
que le format i pour toutes les séquences et à tous les débits. De
plus, plus le débit diminuait, plus les diﬀérences entre les formats p et i étaient marquées.
Enﬁn, en comparant les formats p et p, les observateurs les évaluaient de manière équivalente
à haut débit. Par contre, le format p était plus apprécié que le format p à bas débit. L’EBU
explique cela par le fait que le format p surcharge le codeur en information. Ainsi, suivant le
contenu, cette surcharge devient le facteur dominant dans la dégradation de la qualité.
Cette étude, bien que peu formalisée, est intéressante, non seulement pour l’originalité de son
installation, mais également pour ses conclusions. Ce n’est pas la première fois que l’EBU aﬃrme la
supériorité du format p sur le format i et le conseille en production [Wood, , Laven, ].
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Néanmoins, le marché européen se dirige plutôt vers le i, ce qui risque d’ampliﬁer la problématique
de l’évaluation de la qualité. Enﬁn, si le format p semble montrer de bonnes performances à très
haut débit, il nécessite encore des études plus approfondies.
.. Expériences sur l’impact des formats d’image et d’écran dans un contexte de
codage MPEG-
Un rapport sur l’évaluation de qualité de séquences HD et SD a été publié en  par la chaine
de télévision suédoise SVT [Sveriges Television, ]. Trois études y sont décrites. La première
évalue la TVSD sur des écrans de résolution ×. La deuxième s’intéresse aux diﬀérences entre
la TVSD et la TVHD p sur ces mêmes écrans et sur des écrans de résolution × pixels.
Enﬁn, la troisième décrit les diﬀérences entre la TVSD et la TVHD i sur des écrans de résolution
×. Cette dernière étude porte également sur le gain en codage MPEG- à l’utilisation du
format p à la place du format i. Les paramètres utilisés sont le débit, le contenu des séquences
et la distance d’observation. Les séquences pour chaque format ont été codées à six débits diﬀérents.
Pour le format TVHD, les débits utilisés sont : environ  megabits par seconde (Mbps) pour la
version non compressée, puis , , ,  et  Mbps. Pour le format TVSD, les débits sont : environ
 Mbps pour la version non compressée, puis , , ,  et  Mbps. Les tests ont été réalisés avec
une distance d’observation variant de quatre à six fois la hauteur de l’écran. Les séquences utilisées
ont été créées pour ces tests et sont depuis à la disposition de la communauté scientiﬁque. Deux
ensembles d’observateurs les ont évalué. Le premier était composé d’experts en qualité vidéo, le second
comportait des personnes non expertes. Les écrans utilisés étaient soit de type PDP (plasma display
panel) de  à  pouces, soit des CRT de  à  pouces. Les experts n’ont visualisé qu’une seule
des quatre séquences, mais il s’agissait de celle considérée comme la plus critique. La méthodologie
d’évaluation retenue a été le DSCQS, présentée en ... L’échelle des adjectifs qualiﬁcatifs a dû être
traduite en suédois, à partir des versions déjà existantes. Ceci montre que les termes utilisés sont
ressentis diﬀéremment suivant les cultures et qu’établir une échelle de qualité demande notamment
de prendre en compte les spéciﬁcités culturelles de la population composant un panel d’observateur.
Cela montre également que ce panel doit avoir une certaine cohérence vis-à-vis de la manière dont les
tests dont réalisés.
Le premier enseignement de ce rapport est que les résultats des non experts sont conﬁrmés par
ceux des experts. C’est pourquoi nous nous contenterons de l’analyse plus critique de ces derniers.
La ﬁgure . présente un exemple de résultats obtenus sur deux séquences par les formats TVSD et
TVHD i. Les experts considèrent que la TVSD à  Mbps sur un écran de  pouces de résolution
× produit des images de qualité non acceptable. Même sans compression, l’adaptation de
l’image à une résolution plus élevée engendre des dégradations trop visibles pour une utilisation
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courante. Cela suggère donc que la TVSD ne doit pas être utilisée à des résolutions supérieures à
celles qu’elle connait déjà. Par contre, le format i est celui attendue pour un écran de  pouces.
Cependant, dès  Mbps, des distorsions deviennent perceptibles. En descendant à un débit de 
Mbps, le format p est bon, même si quelques dégradations sont visibles. La TVSD n’est pas assez
bon et le format i est clairement jugé non acceptable à un tel débit en MPEG-. L’étude voit en
cette dernière comparaison la preuve que le mode progressif est meilleur en terme de codage. Ce gain
pourrait permettre de transmettre à la fois un ﬂux TVHD et un ﬂux TVSD. Enﬁn, les observateurs
ont considéré comme idéale une distance d’observation de  fois la hauteur d’écran.
(a) Séquence Knightshields. (b) Séquence Stockholm Pan.
Figure . – Exemple de résultats obtenus par SVT [Sveriges Television, ].
Ce rapport est intéressant pour l’étude de la transition de la TVSD à la TVHD. Elles montrent les
lacunes de la TVSD et le gain en qualité des formats p et i sur des écrans de haute résolution.
Cependant, aucun des écrans utilisés n’oﬀrait les résolutions natives × ou ×. De plus,
il n’est pas prévu d’utiliser le codage MPEG- à terme pour de la diﬀusion HD. L’évaluation des
performances du codage H. est donc importante à réaliser, et ce sur des résolutions qui seront
celles utilisées à plus ou moins long terme, à savoir le format i et le format p.
.. Conclusion
Dans cette section, nous avons explicité les changements induits par la télévision haute déﬁnition.
Cela a permis de mettre en évidence le fait que ces changements étaient substantiels et que leurs
conséquences sur l’évaluation subjective de la qualité devaient être étudiées en profondeur. Nous avons
également présenté quelques applications récentes à la télévision haute déﬁnition de méthodologies
existantes. Toutes ont été réalisées par des institutions, l’implication du monde universitaire dans ce
domaine étant particulièrement faible. Ces études proposaient l’analyse d’un des facteurs nouveaux de
la TVHD comme la résolution ou le type d’aﬃchage. Malheureusement, la seule étude à utiliser des
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écrans de résolution × a réalisé ses tests dans un environnement non normalisé et de manière
très informelle, sans relever de données quantitatives. Il y a donc encore de nombreux paramètres à
caractériser, en se plaçant dans les conditions réelles du service futur de la TVHD, à savoir avec un
écran plat de résolution × et un système de codage H..
. Conclusion
Ce premier chapitre a introduit certains concepts de la problématique d’évaluation subjective de
la qualité visuelle en télévision haute déﬁnition. Tout d’abord, nous avons présenté les méthodologies
les plus couramment utilisées. Nous avons vu qu’il en existe plusieurs, chacune ayant un objectif
particulier. Comme certaines études ont pu le montrer, elles ne sont pas interchangeables. Leur
principal défaut est qu’elles concernent en grande partie la TVSD, les spéciﬁcités de la TVHD n’ayant
pas encore été suﬃsamment considérées dans la normalisation internationale. Ensuite, nous avons
présenté la manière dont les évaluations récoltées sont analysées. Cette étape est fondamentale, à la fois
pour la vériﬁcation de la cohérence des observateurs, mais également pour la synthèse des données en
quelques valeurs numériques signiﬁcatives. Enﬁn, nous avons détaillé les diﬀérences entre la télévision
standard et la télévision haute déﬁnition. Celles-ci inﬂuent sur la manière dont l’évaluation subjective
de la qualité doit être pensée pour la TVHD. Des études sur l’impact de la TVHD sur la perception
de la qualité ont également été présentées.
Par leur nombre, ces études montrent le peu d’éléments existant sur l’évaluation subjective de la
qualité visuelle spéciﬁque à la TVHD. Pire, aucune des expérimentations évoquées ne se place dans
des conditions idéales d’évaluation normalisées de la TVHD telle qu’elle est en cours d’apparition en
Europe. D’ailleurs, les recommandations internationales, très utilisées pour la TVSD, ne considèrent
pas les évolutions majeures induites par cette transition. Celles-ci sont à la fois d’ordre technique et
psychophysique. Le côté psychophysique est introduit par la distance d’observation, fortement réduite
en TVHD. Cela entraine un plus grand champ visuel excité, et donc une perception de la qualité et
des dégradations profondément modiﬁée. D’un point de vue technique, l’aﬃchage subit une mutation
importante puisque les écrans CRT cèdent irrémédiablement la place aux écrans plats, plus grands,
moins encombrants et plus lumineux. Ce changement de technologie d’aﬃchage a évidemment des
répercussions sur la perception de l’image par l’observateur et peut engendrer tantôt une perte tantôt
un gain en qualité qu’il convient d’estimer.
orn
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2
Contexte qualitatif de la télévision haute déﬁnition :
évaluation, résolution, aﬃchage
N
      que les méthodologies d’évaluation subjective
de la qualité visuelle présentent des diﬀérences pouvant introduire un biais dans la
mesure. Le choix d’une méthodologie a donc son importance et doit répondre à un
objectif précis. C’est seulement une fois la méthodologie adéquate déterminée que
des tests d’évaluation subjective de la qualité de séquences vidéo peuvent être menés. De tels tests
permettent alors d’apporter des réponses aux questions soulevées dans le chapitre précédent.
En premier lieu, nous savons que la télévision haute déﬁnition arrive sur un marché où elle doit
cohabiter pendant quelques années avec la télévision standard. Le gain en qualité visuelle doit être
immédiatement perceptible par les utilisateurs. Cette problématique est particulièrement importante
pour les diﬀuseurs de contenu et les constructeurs de matériel. De plus, ces derniers ne produisent
pas d’écran de type CRT pour la TVHD. Les écrans plats de type LCD ou plasma les ont supplantés.
Ce changement de technologie a évidemment son importance.
Ce chapitre a pour objectif d’apporter des réponses aux questions concernant la qualité visuelle
que nous avons laissées en suspens au chapitre précédent. Nous commencerons par clariﬁer la problé-
matique, les objectifs et les motivations. Puis, la première question que nous aborderons est liée aux
méthodologies d’évaluation subjective de la qualité. Nous cherchons à déterminer si les diﬀérences
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que nous avons évoquées dans la section . ont une inﬂuence particulière dans un contexte de haute
déﬁnition. Ceci nous permet également de statuer sur la méthodologie à utiliser pour nos propres
évaluations. Nous présenterons ensuite une comparaison directe entre la TVHD et la TVSD. Nous
chercherons à savoir comment les diﬀérences entre ces deux systèmes inﬂuent sur la qualité d’image.
Enﬁn, le remplacement des écrans CRT par des écrans plats de type LCD n’est pas anodin. Il a
également son impact sur la perception de la qualité. C’est pourquoi nous nous préoccuperons aussi
de cet aspect.
. Problématique, objectifs et motivation
Cette première section situe clairement la problématique qui est la nôtre et les objectifs que
nous nous ﬁxons. En eﬀet, le jugement de qualité d’un média comme la télévision est une tâche
très complexe. Il nous faut donc réduire le problème. En l’occurrence, nous nous limitons à l’aspect
visuel de la qualité. Celui-ci, mieux connu pour la TVSD, subit de profonds changements lors de la
transition vers la TVHD. Ces changements sont encore peu connus et c’est pour cela que nous nous
y intéressons. Enﬁn, l’un des points d’intérêt de ce chapitre est l’impact des technologies d’aﬃchage.
Nous approfondirons ce point en particulier.
.. Vers la simpliﬁcation d’une mesure multimodale complexe
Nous cherchons à mettre en évidence certains aspects de la qualité visuelle en télévision haute
déﬁnition. Cependant, nous considérons que la qualité visuelle n’est qu’un des aspects de la qualité
d’usage. Corrie [Corrie et al., ] déﬁnit cette qualité d’usage comme l’ensemble des caractéristiques
de sensation, de perception et d’opinion des êtres humains dans l’interaction avec leur environnement.
Ces caractéristiques peuvent aussi bien relever de l’agréable que du désagrément. Il s’agit en tout cas
toujours de sensations humaines purement subjectives. Cette déﬁnition générale place clairement
l’utilisateur comme centre des intérêts, ce qui rend la tâche considérablement complexe. Il est d’ailleurs
impossible d’y parvenir sans plusieurs simpliﬁcations.
Dans notre contexte, la qualité d’usage résulte de l’interaction d’un utilisateur avec le système
de télévision considéré. Ce système doit être capable d’apporter satisfaction à son utilisateur. Bien
sûr, nous ne nous intéressons pas à la qualité culturelle du contenu. De plus, aucune interaction avec
d’autres personnes n’est considérée. Enﬁn, le système que nous considérons est unimodal, dans la
mesure où seule la qualité visuelle de l’image est considérée par souci de simpliﬁcation. Les évaluations
du son, de l’ergonomie ou encore de l’interaction ne sont pas intégrées à notre étude. Ainsi, les mesures
de qualité exploitées sont des MOS issus d’évaluations subjectives de la qualité visuelle, relatifs à un
type de média, obtenus dans un environnement contrôlé et sans attente particulière de la part de
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l’utilisateur. Il n’existe d’ailleurs aucune déﬁnition d’un MOS multimodal qui prendrait en compte
tous les aspects de cette problématique.
Le concept d’observateur moyen entraine l’utilisation de conditions artiﬁcielles mais qui assurent la
répétabilité d’une session de test. Le modèle recherché résulte de l’avis moyen d’un panel représentatif
mais réduit d’utilisateurs potentiels. Chaque observateur est placé dans des conditions de visualisation
qui ne sont pas strictement celles qu’il peut connaitre usuellement, mais cela n’a pas d’impact direct
sur le jugement qu’il peut délivrer lors d’une évaluation réalisée dans une salle normalisée. Par contre,
il est impératif de garder à l’esprit la nature exacte et les conditions d’obtention d’un tel modèle.
.. De profonds changements
La section .. détaille ce que les changements technologiques de la télévision haute déﬁnition
engendre sur la perception de la qualité. Ces modiﬁcations sont telles que l’usage du service n’est pas
comparable avec celui de la TVSD. Illustrons cela par une expérimentation simple. Elle consiste à
mesurer la distance d’observation préférée de l’utilisateur moyen devant un écran de TVHD. Il n’est
cependant pas averti du fait qu’il s’agisse d’un tel écran. Le critère retenu est le confort de visualisation.
Chaque observateur exprime sa préférence en modiﬁant la position de son siège par rapport à l’écran,
tout en restant dans l’axe de celui-ci. Ce test a été réalisé par des personnes diﬀérentes, à la fois avec
un écran CRT de hauteur d’image , centimètres et avec un écran LCD de hauteur d’image 
centimètres. D’après les recommandations internationales [ITU, a], les distances d’observation
recommandées sont donc respectivement , et  centimètres en TVHD. Une longue séquence
vidéo au format i est utilisée. Sans qu’aucune méthode de rejet n’ait été appliquée,  personnes
ont pris part à ce test sur CRT et  sur LCD.
Avec l’écran CRT, la distance d’observation moyenne mesurée est de  centimètres, avec un
écart-type de  centimètres. Cela correspond à une distance d’environ , fois la hauteur de l’écran.
Avec l’écran LCD, la distance d’observation moyenne mesurée est de  centimètres, avec un écart-
type de  centimètres. Cela correspond à une distance d’environ , fois la hauteur de l’écran.
Tous les observateurs se situent donc très loin de l’écran par rapport aux distances recommandées.
Pour le CRT, ils se placent même plus loin que la distance recommandée pour la TVSD. Ils ne
proﬁtent donc pas pleinement de l’expérience proposée ni de ce que la TVHD leur permet. Ce
résultat est principalement dû à l’habitude culturelle de la TVSD. Les observateurs n’adaptent pas leur
comportement de spectateur aux spéciﬁcités de la TVHD si ils ne sont pas informés de la possibilité
et de l’intérêt psychovisuel de se rapprocher de l’écran. La TVHD est conçue pour être regardée de
plus près, mais la qualité visuelle dépend également de la simple connaissance de cette particularité.
Dans le cas contraire, la déception pourrait découler de la faible diﬀérence ressentie, et se transformer
en faible taux d’acceptabilité de service.
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Il est intéressant de noter qu’une fois invités à se placer à la distance normalisée de trois fois la
hauteur de l’écran, la plupart des observateurs expriment la sensation d’une image trop grande. La
quantité d’information devient diﬃcile à traiter. Ainsi, ils ont besoin de prendre du recul pour la
considérer. De plus, pour beaucoup l’écran était tellement proche que le mouvement présent dans les
zones périphériques de l’image s’avérait gênant. Ceci s’explique par l’élargissement du champ visuel
excité par la TVHD, auquel l’utilisateur de TVSD n’est pas habitué. Le champ visuel horizontal
passe d’environ ° pour la TVSD à environ ° pour la TVHD, c’est-à-dire de  à  du champ
visuel moyen. Cette augmentation n’est pas anodine, surtout que le système visuel humain n’est pas
homogène dans l’espace et dans le temps. La vision extra-fovéale est très peu utilisée en TVSD alors
qu’elle devient non négligeable en TVHD.
Cette simple étude montre le chemin à parcourir en termes d’apprentissage dans l’usage de la
TVHD. Pourtant, il s’agit avant tout d’un service de télévision. Le consommateur de TVSD en
possède déjà une certaine habitude. Cependant, il doit adapter son comportement aux nouveautés
techniques et psychologiques proposées. Pour cela, il est intéressant de mesurer les diﬀérences qu’elles
représentent. Elles sont sensées être importantes et remarquables pour l’observateur, aﬁn de l’immerger
dans l’action. C’est pourquoi nous voulons déterminer la préférence de l’observateur moyen entre la
TVHD et la TVSD. Cela peut permettre de déterminer l’inﬂuence de la taille de l’écran sur la qualité
d’usage. D’autre part, l’intérêt d’une telle comparaison est évident pour les diﬀuseurs de programmes.
En eﬀet, il est diﬃcile de déﬁnir précisément le débit à allouer pour atteindre une certaine qualité
en ﬁn de chaine. Le cout de la bande passante étant élevé, sa valeur doit être précisément déﬁnie. Il
est donc nécessaire de déterminer la diﬀérence de qualité entre la TVHD et la TVSD et le niveau à
atteindre pour s’assurer que l’observateur préfère la TVHD.
.. De l’impact des nouvelles technologies d’aﬃchage
Il va falloir quelques années de cohabitation de la TVHD et la TVSD avant de voir cette dernière
progressivement abandonnée par les diﬀuseurs. C’est pourquoi les nouveaux téléviseurs sont capables
d’aﬃcher les deux technologies. Cependant, la visualisation d’une image × sur une dalle de
× points nécessitent une adaptation évidente. La solution la plus simple consiste à la laisser
dans sa taille d’origine et à l’entourer de noir. Elle a cependant le désavantage de révéler l’inutilité de
disposer d’un si grand écran. La seconde technique consiste à étirer l’image aux dimensions de la dalle
d’aﬃchage, parfois sans même conserver l’aspect :. Cette technique est le plus souvent privilégiée.
Le dernier aspect de la qualité visuelle en TVHD évoqué dans ce chapitre concerne donc l’aﬃchage
d’images de TVHD. Tout d’abord, dans le cadre de la comparaison TVHD et TVSD, nous mesurerons
l’impact d’un algorithme de redimensionnement sur la qualité visuelle. Cette étude s’inscrit pleinement
dans le marché actuel de la TVHD en Europe. De même, la comparaison des types d’aﬃchage a
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un intérêt technologique. Nous étudions donc la diﬀérence de qualité induite par la diﬀérence de
technologie d’aﬃchage entre écran CRT et écran LCD.
.. Conclusion
Dans cette première section, nous avons détaillé les diverses problématiques qui occupent ce
chapitre. Cela nous a permis de déﬁnir la notion de qualité d’usage, qui est la qualité globale d’un
service de télévision. Devant la complexité d’un tel concept, nous le réduisons à la qualité visuelle,
mesurée par des tests psychovisuels. Nous avons également introduit les diﬀérentes études que menons.
En premier lieu, la question de la méthodologie d’évaluation de la qualité visuelle se pose en termes
de sens et de pertinence des résultats. Notre première étude consiste donc en la détermination de
l’impact de la méthodologie d’évaluation sur les MOS obtenus.
. Impact de la méthodologie d’évaluation subjective de la qualité
Tous les MOS que nous exploitons sont issus de tests subjectifs. La méthodologie utilisée pour les
obtenir a une importance non négligeable dans le sens du résultat. En eﬀet, la précision d’une mesure
de type MOS est entre autre liée au nombre d’observateurs impliqués et au temps passé par chacun ;
elle est donc directement liée à la méthodologie d’évaluation. Plusieurs méthodologies d’évaluation
subjective de la qualité ont été présentées dans la section .. Chacune a des caractéristiques distinctes
et un cadre d’exploitation restreint. Nous cherchons à évaluer la qualité visuelle ressentie par les
observateurs, c’est pourquoi nous utilisons une méthodologie avec une échelle de qualité.
La méthodologie ACR est intéressante par sa capacité à produire une grande quantité de résultats
en une session. C’est la principale raison de son succès. D’un autre côté, la méthodologie SAMVIQ
est plus longue mais semble plus précise grâce à la possibilité de visualiser plusieurs fois un même
stimuli. C’est pourquoi nous comparons ici ces deux méthodologies, détaillées sections .. et ...
Deux éléments sont ici à l’étude. Tout d’abord, nous nous intéressons aux diﬀérences entre les
résultats fournis par les deux méthodologies. Pour cela, elles sont toutes les deux utilisées pour évaluer
un même ensemble de séquences. Puis, l’inﬂuence du nombre d’observateurs sur la précision obtenue
sera évaluée.
.. Comparaison des évaluations subjectives
Nous avons utilisé les méthodologies ACR et SAMVIQ pour évaluer un même ensemble de 
séquences vidéos originales ou dégradées. Les  séquences originales et les  versions dégradées sont
détaillées à l’annexe A. Les mêmes conditions de test sont réunies, elles suivent les recommandations
ITU-R BT.- [ITU, a] et ITU-R BT.- [ITU, ]. Les tests utilisant ACR ont nécessité
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 séances de tests sur  jours. Ceux utilisant SAMVIQ se sont étalés sur  séances de tests et 
jours.
Étant donné la diﬀérence d’échelle entre les deux méthodologies, nous devons adapter les appré-
ciations à une même échelle de notation. Nous pourrons ensuite regarder la relation entre les deux
ensembles de données. Enﬁn, nous comparerons ces résultats avec des données issues d’autres tests,
eﬀectués à des résolutions diﬀérentes.
Ajustement des échelles des deux méthodologies
Les mesures subjectives de qualité données par la méthodologie ACR sont comprises entre  et ,
alors que celles de la méthodologie SAMVIQ sont entre  et . Aﬁn de pouvoir les comparer, une
transformation de notes est nécessaire. Sur l’échelle SAMVIQ, les termes sémantiques sont placés au
centre des intervalles. La correspondance entre les deux échelles est illustrée par la ﬁgure .. Le  et le
 de l’échelle discrète de l’ACR correspondent respectivement au  et au  de l’échelle continue
de SAMVIQ. L’ACR a donc une échelle plus réduite que SAMVIQ, elle ne couvre que  de la
gamme SAMVIQ. Formellement, les appréciations données par ACR sont une quantiﬁcation de
celles données par SAMVIQ.
SAMVIQ
excellent
bon
assez bon
médiocre
mauvais


ACR





excellent
bon
assez bon
médiocre
mauvais





Figure . – Schéma de la correspondance entre les échelles des méthodologies ACR et SAMVIQ.
Pour réaliser la transformation, les notes issues de ACR sont projetées linéairement sur l’échelle
utilisée dans SAMVIQ. La note transformée MS′ est obtenue à partie de la note originale MS par la
formule :
MS′ = (MS−1)×+ . (.)
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Mise en compétition des évaluations issues des deux méthodologies
La ﬁgure . présente les MOS issus de la méthodologie ACR en fonction des MOS issus de la
méthodologie SAMVIQ. Le coeﬃcient de corrélation entre les deux populations de notes est de ,.
La racine carrée de l’erreur quadratique moyenne est de ,. La corrélation est plus faible que ce
nous aurions pu penser a priori, signiﬁcativement plus que celles obtenues dans des études eﬀectuées
à d’autres résolutions [Huynh-u et Ghanbari, , Brotherton et al., ]. Par contre, la racine
carrée de l’erreur quadratique moyenne est forte, très supérieure aux intervalles de conﬁance à 
dont les moyennes sur les  séquences sont respectivement de , et de , pour les méthodologies
ACR et SAMVIQ. Les deux méthodologies produisent donc deux ensembles de MOS qui n’ont pas
de relation très forte. Nous ne pouvons pas trouver de modèle ﬁable qui permettent de transformer les
MOS de l’une en MOS de l’autre. Ainsi, bien que leurs buts soient identiques, les deux méthodologies
ne fournissent pas des résultats bien superposables entre eux.
MOS issus de SAMVIQ
M
O
S
is
su
s
d’
A
C
R
      







versions dégradées
références explicites
Figure . – MOS issus de la méthodologie ACR en fonction des MOS issus de la méthodologie
SAMVIQ.
La ﬁgure montre que les notes ACR se situent, après transformation, à une valeur supérieure à
celles produites par SAMVIQ, sauf sur les extrémités. La méthodologie ACR est donc moins critique
que SAMVIQ, grâce à laquelle les dégradations sont mieux perçues. Par contre, la ﬁgure montre le
phénomène inverse pour les notations des contenus de référence, qui sont globalement supérieures
quand elles sont produites par SAMVIQ. Pour cette dernière, c’est le MOS de la référence cachée qui
est considéré. Quelles diﬀérences entre les méthodologies peuvent expliquer le phénomène observé ?
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Premièrement, la diﬀérence initiale d’échelle implique que les notes produites par la méthodologie
ACR, après transformation linéaire, sont limitées à l’intervalle [ ; ]. Corriveau a montré que
la gamme des notes utilisées dans une échelle discrète est plus grande que celle d’une échelle quasi
continue [Corriveau et al., ]. Nos résultats conﬁrment cette tendance. Avec des valeurs observées
minimale de  et maximale de ,, l’ACR utilise , de sa gamme utile, contre  pour
SAMVIQ avec un minimum de , et un maximum de ,. Pourtant, les MOS des vidéos de
référence issus de l’ACR sont, en moyenne, éloignés de la borne supérieure. Ils sont compris entre
, et ,, avec une moyenne de ,. Avec une tendance à pleinement utiliser l’échelle, cela
n’explique pas complètement le phénomène observé.
SAMVIQ permettant un nombre illimité de visualisation, l’observateur peut les utiliser aﬁn de
détecter toutes les dégradations. Il a ainsi tendance à diminuer sa note sur des séquences dégradées.
Par contre, pour une séquence de référence, plusieurs visualisations ne le font pas détecter plus de
dégradations.
Il est plus diﬃcile de statuer sur l’eﬀet de la présence de la référence explicite. Dans SAMVIQ,
l’observateur ne peut pas voir objectivement de diﬀérence entre les deux références qu’il visualise.
Cependant, dans un contexte de dégradation, la logique voudrait qu’il n’attribue pas de note supérieure
à celle qu’il a donné à la référence explicite, même pour la référence cachée. En les comparant, il peut
tout au mieux les évaluer identiquement. De plus, l’observateur n’est pas dans les mêmes conditions
psychologiques lors de la visualisation des deux références. La référence explicite est clairement
identiﬁée et est évaluée de manière absolue. Par contre, la référence cachée est jugée en comparaison
de la référence explicite et ne bénéﬁcie pas du même a priori qualitatif.
Mise en évidence d’une inﬂuence de la taille de l’image
Nous cherchons ici à savoir si la taille de l’image a une inﬂuence sur la diﬀérence entre le protocole
ACR et le protocole SAMVIQ. En eﬀet, alors que Brotherton [Brotherton et al., ] obtient un
coeﬃcient de corrélation de , avec des séquences au format CIF (taille ×), nous n’obtenons
que , pour un format TVHD (taille ×). Pour conforter cette tendance, regardons les
mêmes données à d’autres résolutions.
Dans le cadre du projet Sc@limages¹, l’équipe IVC du laboratoire IRCCyN a eﬀectué des tests
subjectifs de qualité avec les méthodologies SAMVIQ et ACR. Deux jeux de  séquences aux
formats QVGA et VGA ont été évalués. Les coeﬃcients de corrélation entre les MOS issus des
deux méthodologies sont de , pour les séquences QVGA et de , pour les séquences VGA.
Le tableau . récapitule les résultats obtenus aux diﬀérentes résolutions, ainsi que les distances
d’observations et les champs visuels correspondants.
¹De juillet  à juin , le projet Sc@limages a eu pour but de prouver l’intérêt de la technologie de
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format résolution
distance champ coeﬃcient
d’observation visuel de corrélation
QVGA × H ° ,
CIF × H ° ,
VGA × H ° ,
TVHD × H ° ,
Tableau . – Coeﬃcients de corrélation entre MOS issus des méthodologies ACR et SAMVIQ pour
plusieurs résolutions d’image.
Plus l’image est grande, plus le coeﬃcient de corrélation chute. Ainsi, la taille de l’image aurait une
réelle inﬂuence sur la corrélation entre les MOS issus de l’ACR et SAMVIQ. Ici, ni le type d’échelle
ni la présence de la référence explicite n’ont d’inﬂuence. Par contre, le nombre de visualisation peut
avoir la même inﬂuence que lorsque les évaluations des références explicites étaient supérieures pour
SAMVIQ. En eﬀet, avec une seule ou plusieurs visualisation, une séquence de taille réduite sera
évaluée de la même manière. La revoir à nouveau n’apporte pas d’information sensible sur le jugement
qualitatif qu’en fait l’observateur. Par contre, une grande image gagne à être revue. La première
visualisation n’est pas suﬃsante pour l’explorer complètement et évaluer toutes les dégradations. Avec
SAMVIQ, la vision multiple d’une séquence permet alors d’aﬃner le jugement. Ainsi, le choix entre
ACR et SAMVIQ pourrait être guidé par la taille des images à évaluer.
Conclusion
Nous venons de mettre en évidence des diﬀérences entre les MOS produits par les méthodologies
ACR et SAMVIQ. Tout d’abord, dans le contexte de la TVHD, nous avons constaté qu’il y a peu de
corrélation entre les deux populations de MOS. En eﬀet, le coeﬃcient de corrélation est de ,.
Ce résultat est important, car cela signiﬁe que les méthodologies ne sont pas interchangeables et que
le choix entre l’une des deux aura une inﬂuence sur les MOS obtenus.
De plus, nous avons montré que la taille de l’image évaluée, et donc celle du champ visuel
correspondant, avait une inﬂuence sur cette diﬀérence d’évaluation. Alors qu’avec une image de faible
taille, les méthodologies fournissent des résultats très corrélés, ce n’est plus tout à fait le cas avec la
TVHD. Nous pouvons donc considérer que les méthodologies ACR et SAMVIQ sont équivalentes
jusqu’à une certaine taille de champ visuel. Au-delà, les deux ont des comportements moins similaires.
La taille des images testées est donc à prendre en compte dans le choix d’une méthodologie.
compression graduable dans le cadre du pôle de compétitivité Images et réseaux.
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.. Inﬂuence du nombre d’observateurs sur l’intervalle de conﬁance à 
Aﬁn de discriminer de très petites diﬀérences de qualité, nous devons utiliser une méthodologie
particulièrement précise. Cependant, suivant la méthodologie utilisée, une précision donnée n’est pas
fournie par le même nombre d’observateurs. Les méthodologies d’évaluation de la qualité visuelle
n’ont donc pas toutes la même précision. Nous mesurons cette précision par l’intervalle de conﬁance
à  calculés sur chaque MOS. Or, le nombre d’observateurs inﬂue non seulement sur la précision,
mais également sur la longueur du test. Nous devons donc déterminer l’équilibre précision-nombre
d’observateurs adéquat.
Méthode d’analyse
Nous cherchons à analyser l’inﬂuence du nombre d’observateurs sur l’intervalle de conﬁance à
. Nous réalisons cela pour les méthodologies ACR et SAMVIQ avec les  séquences de la base
présentée dans l’annexe A. La première méthodologie est utilisée par NACR =  personnes. Par contre,
étant donné le nombre important de séquences à évaluer, la méthodologie SAMVIQ est eﬀectuée
en trois sessions de quatre contenus. Donc, non seulement les observateurs ne sont pas les mêmes
d’une session à l’autre, mais leur nombre peut également varier. Les nombres d’observateurs retenus
sont ainsi de , , , ,  et  pour les sessions SVT, Euro-, Euro-, SVT-,
SVT- et SVT- respectivement.
Les critères de rejet ne sont pas identiques pour chaque méthodologie, ils sont déﬁnis par les
recommandations de chaque méthodologie. La méthodologie ACR utilise le critère de l’ITU, alors
que la méthodologie SAMVIQ utilise son propre critère. Les deux sont présentés au paragraphe ...
Nous calculons donc nos intervalles de conﬁance dans trois conﬁgurations diﬀérentes, en utilisant les
trois modes de rejet :
. sans critère de rejet ;
. avec le critère de rejet de la méthodologie ACR ;
. avec le critère de rejet de la méthodologie SAMVIQ.
Le tableau . présente le nombre d’observateurs retenus par chaque critère de rejet pour les deux
méthodologies. Dans le cas de SAMVIQ, le premier nombre indique le nombremaximal d’observateurs
pour lequel toutes les séquences sont disponibles. Le second nombre indique le nombre maximal
d’observateurs pour lequel des séquences sont disponibles.
L’analyse consiste à calculer ces intervalles pour plusieurs nombres NP d’observateurs. Par exemple,
les intervalles de conﬁance de la méthodologie ACR sont calculés pour NP
ACR
∈ {, , , , , ,
, , }. Pour chaque valeur de NP
ACR
, les C
NPACR
NACR
combinaisons possibles d’observateurs sont calculées
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méthodologie sans rejet rejet ACR rejet SAMVIQ
ACR   
SAMVIQ - - -
Tableau . – Nombre d’observateurs retenus par chaque critère de rejet pour les deux méthodologies.
et nous appelons intervalle de conﬁance moyen IC
NPACR
ACR
la moyenne de ces intervalles. Par exemple :
IC8ACR =
1
C8NACR
C8NACR∑
k=1
ICACR(k). (.)
Dans le cas de la méthodologie SAMVIQ, certaines moyennes sont calculées sur une faible
quantité de contenus. En eﬀet, étant donné que le nombre d’observateurs varie d’une session à l’autre,
nous ne disposons pas des  évaluations pour tous les nombres d’observateurs NP
SAMVIQ
. Ceci a pour
conséquence d’accroitre la dépendance au contenu. Nous ne considérons donc que les moyennes pour
lesquelles nous disposons d’au moins  valeurs.
Intervalle de conﬁance moyen en fonction du nombre d’observateurs
La ﬁgure .a présente l’intervalle de conﬁance moyen en fonction des diﬀérents nombres d’obser-
vateurs pour la méthodologie ACR et les trois modes de rejet. La ﬁgure .b est l’équivalent pour la
méthodologie SAMVIQ. Comme nous nous y attendions, l’intervalle de conﬁance moyen décroit avec
le nombre d’observateurs, ce qui signiﬁe que la précision croit. Les diﬀérences entre les trois modes
sont globalement très faibles. Ceci signiﬁe que le critère de rejet a un impact faible sur la précision des
évaluations. D’autre part, alors que la précision de la méthodologie ACR semble suivre une loi très
stable en fonction du nombre d’observateurs, il en va autrement de la méthodologie SAMVIQ. Ceci
est notamment remarquable à partir d’un grand nombre d’observateurs. Ceci s’explique par le fait
que la moyenne est calculée sur un nombre plus réduit de contenus comme nous l’avons expliqué
précédemment.
Les valeurs obtenues semblent être proches les unes des autres entre les méthodologies ACR et
SAMVIQ. Cependant, elles ne tiennent pas compte du fait que la gamme de notation utile est réduite
dans la méthodologie ACR. Elle représente seulement  de l’échelle de la méthodologie SAMVIQ.
Ainsi, un intervalle de conﬁance de  sur une échelle allant de  à  est plus précis que ce même
intervalle sur une échelle allant de  à . Aﬁn de pouvoir comparer nos deux ensembles d’intervalles,
nous ajustons ceux issus de la méthodologie ACR en leur appliquant un coeﬃcient multiplicateur de
, aﬁn de compenser la diﬀérence de gamme des échelles.
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Figure . – Intervalle de conﬁance moyen en fonction du nombre d’observateurs pour les deux
méthodologies et les trois modes de rejet. Les trois modes sont : () sans critère de rejet ; () avec le
critère de rejet de la méthodologie ACR ; () avec le critère de rejet de la méthodologie SAMVIQ.
Le tableau . présente les intervalles de conﬁance moyens issus des méthodologies ACR et SAM-
VIQ sans rejet, avant et après ajustement et les nombres d’observateurs correspondants. Les intervalles
de conﬁance issus de la méthodologie ACR sont tous supérieurs à ceux issus de la méthodologie
SAMVIQ. De plus, sachant que le nombre requis d’observateur pour la méthodologie SAMVIQ est
de , il en faudrait plus de  avec la méthodologie ACR pour obtenir la même précision.
Ce résultat est important car il nous indique qu’à précision égale, la méthodologie SAMVIQ
requiert moins d’observateurs. Bien que plus longue pour chacun d’eux, cette dernière se révèle moins
donc couteuse en observateurs. C’est est un avantage intéressant pour la mise en place de tests, car
cela réduit la quantité d’observateurs nécessaire pour estimer la qualité d’un ensemble de séquences.
Étant donné le cout des tests et la diﬃculté de recruter des observateurs, c’est ce facteur déterminant
qui nous a convaincu de l’utiliser pour eﬀectuer tous les autres tests subjectifs de qualité.
Intervalle de conﬁance des intervalles de conﬁance moyens
Le tableau . présente les intervalles de conﬁance mesurés sur les intervalles de conﬁance moyens
que nous venons de présenter. La tendance globale est à la décroissance en fonction du nombre
d’observateurs. Cette tendance n’est cependant pas vériﬁée dans le cas de la méthodologie SAMVIQ
au-delà de  observateurs, mais cela s’explique par le fait que ces valeurs sont calculées avec un nombre
de séquences inférieur aux autres. La décroissance observée montre que la précision sur l’intervalle de
conﬁance moyen augmente avec le nombre d’observateurs. Ceci s’explique simplement par le fait que
le dispersion entre observateurs est plus importante avec un faible nombre d’observateurs.
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nombre
d’observateurs
avant ajustement après ajustement
IC ACR IC SAMVIQ IC ACR
 , , ,
 , , ,
 , , ,
 , , ,
 , , ,
 , , ,
 , , ,
Tableau . – Intervalles de conﬁance moyens issus des méthodologies ACR et SAMVIQ sans rejet,
avant et après ajustement et nombres d’observateurs correspondants.
nombre
d’observateurs
ACR SAMVIQ
sans
rejet
rejet
ACR
rejet
SAMVIQ
sans
rejet
rejet
ACR
rejet
SAMVIQ
 , , , , , ,
 , , , , , ,
 , , , , , ,
 , , , , , ,
 , , , , , ,
 , , , , , ,
 , , , , , ,
Tableau . – Intervalles de conﬁance des intervalles de conﬁance moyens issus des méthodologies
ACR et SAMVIQ pour les trois modes de rejet.
–  –
Chapitre . Contexte qualitatif de la télévision haute déﬁnition : évaluation, résolution, aﬃchage
Le mode sans rejet fournit toujours des intervalles de conﬁance légèrement inférieurs à ceux
fournis par les modes de rejet des méthodologies ACR et SAMVIQ. En eﬀet, le nombre total
d’observateur disponibles pour ce calcul est supérieur en l’absence de rejet. Ainsi pour un même
nombre d’observateurs, la moyenne est calculée avec plus d’intervalle de conﬁance dans le mode
sans rejet. L’intervalle de conﬁance sur cette moyenne est donc moins important. Néanmoins, les
diﬀérences entre ces intervalles de conﬁance sont peu importantes.
De la même manière, les intervalles de conﬁance fournis par le mode de rejet de la méthodologie
SAMVIQ sont supérieurs à ceux fournis par le mode de rejet de la méthodologie ACR. La raison
est identique, puisque le nombre d’observateurs retenus par le critère de rejet de la méthodologie
SAMVIQ est inférieur à celui du critère de rejet de la méthodologie ACR comme l’indique les valeurs
du tableau ..
.. Conclusion
Dans le but de sélectionner une méthodologie d’évaluation subjective de la qualité, nous avons
comparé ACR et SAMVIQ avant de choisir celle qui répond le plus à nos besoins. Nous avons montré
que non seulement elles n’ont pas le même comportement, mais de plus, la corrélation entre les
évaluations qu’elles fournissent diminue quand les vidéos sont de grande taille. C’est précisément
le cas dans le cadre de la télévision haute déﬁnition. Il nous faut donc être particulièrement attentif
quant au choix de méthodologie.
Le compromis précision-nombre d’observateurs est au cœur des études que nous avons menées.
Nous avons montré qu’à même nombre d’observateurs utilisés, la méthodologie SAMVIQ est plus
précise. La précision obtenue avec  observateurs par SAMVIQ en nécessite plus de  avec la
méthodologie ACR. SAMVIQ permet ainsi de réduire le nombre d’observateurs nécessaires et donc
le cout des tests. Cela nous a conduit à l’utiliser pour évaluer la qualité des séquences vidéos TVHD
codées. C’est ainsi que nous avons évalué la qualité de  séquences de TVHD et créé la base présentée
dans l’annexe A. La ﬁgure A. présente les MOS et leurs intervalles de conﬁance à  en fonction
du débit pour les  contenus codés à sept débits chacun.
. Préférence entre télévision haute déﬁnition et télévision standard
La télévision haute déﬁnition devant cohabiter avec la télévision standard, elle doit fournir une
qualité sensiblement supérieure. L’élément permettant ce gain est le changement de déﬁnition. D’un
autre côté, l’étape de codage amène des dégradations qui font chuter la qualité. Le compromis entre ces
deux eﬀets ﬁxe la préférence entre télévision haute déﬁnition et télévision standard. Or, aucune étude
n’a jusqu’ici montré clairement les diﬀérences qualitatives engendrées par le passage d’une déﬁnition à
l’autre. Notre objectif ici est de mesurer le niveau de préférence subjective de l’observateur moyen entre
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ces deux déﬁnitions. Pour cela, nous souhaitons eﬀectuer des tests subjectifs de préférence. Cependant,
aucune norme existante ne prévoit l’évaluation de séquences à plusieurs déﬁnitions. C’est pourquoi
nous devons tout d’abord combler ce manque en concevant une méthodologie de comparaison
adaptée à ce problème. Les résultats de tels tests de préférence sont inﬂuencés entre deux eﬀets opposés.
D’une part, la déﬁnition élargie de la TVHD entraine une qualité visuelle accrue. D’autre part,
les dégradations de codage la font chuter. Nous commencerons par présenter la méthodologie de
comparaison subjective simultanée conçue pour répondre à nos besoins. Puis, l’étude de préférence
proprement dite sera analysée et commentée.
.. Conception d’une méthodologie de comparaison subjective de contenus à plu-
sieurs déﬁnitions
Aucune norme existante ne prévoit l’évaluation simultanée de contenus de plusieurs déﬁnitions.
C’est pourquoi nous avons du concevoir un protocole de test répondant à nos besoins. De plus, plutôt
que l’utilisation de contenus existants au format i, nous avons opté pour la création de contenus
nouveaux à partir de leur version i. Nous les avons ensuite codés avec la même méthodologie de
codage que pour les séquences de TVHD. Enﬁn et avant les tests de préférence proprement dits, les
séquences dégradées et les contenus ont été évalués aﬁn de disposer de leurs MOS.
Création de contenus au format de télévision standard
Nous utilisons les contenus SVT présentés dans l’annexe A. Bien qu’ils existent à la fois
aux formats i, p et i, seule la version i a été utilisée. En eﬀet, chaque version a été
obtenue lors d’une prise de vue diﬀérente. Les contenus i et i ne sont donc pas identiques.
C’est pourquoi nous n’avons pas utilisé la version i, bien que logiquement dédiée à la TVSD.
La problématique majeure lors de la mise en place de ce test est la visualisation de séquences
TVSD et TVHD pendant une même session de test. En eﬀet, chaque format a sa propre distance
de visualisation, ce qui devrait entrainer l’utilisation de deux écrans comme dans les travaux de
l’ITU [ITU, ]. Celui aﬃchant de la TVHD serait placé à trois fois la hauteur de l’écran, celui
aﬃchant de la TVSD à six fois la hauteur de l’écran. Aﬁn d’éviter les biais introduits par les diﬀérences
d’aﬃcheur, il faudrait prendre deux écrans rigoureusement identiques. Nous devions donc aﬃcher
les deux formats sur le même écran. L’idée de demander à l’utilisateur de changer de distance à
chaque comparaison n’est évidemment pas envisageable. De plus, modiﬁer la déﬁnition d’aﬃchage de
l’écran en cours de présentation ferait apparaitre une transition gênante sur l’écran. Celle-ci pouvant
inﬂuencer le jugement de l’observateur, nous avons préféré utiliser une autre méthodologie.
Aﬁn de pouvoir eﬀectuer les tests de comparaison sur un seul écran, nous avons pris le parti
de générer les contenus SD directement à partir des contenus HD i. Pour cela, nous utilisons
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la méthode décrite sur la ﬁgure .. Le contenu HD est traité par un ﬁltre demi-bande puis sous-
échantillonné d’un facteur deux dans chaque dimension. La déﬁnition de l’image résultante est donc
de ×. Elle n’est pas rigoureusement identique à celle du format i, qui fait ×. Nous
l’appellerons QHD pour quart de HD. Aﬁn de visualiser les contenus SD et HD sur le même écran,
l’image QHD est ensuite insérée au centre d’une image de déﬁnition ×. Le reste de l’image
est déﬁni par un gris moyen. Un exemple d’image dans ce format est visible sur la ﬁgure ..
TVHD
codage
H.
décodage
H.
TVHD
codée
ﬁltrage
demi-bande
↓ 
QHD
codage
H.
décodage
H.
QHD
codée
insertion
dans
TVHD
QHD dans
TVHD
test de
préférence
préférence
Figure . – Schéma d’obtention des séquences du test de préférence entre TVHD et TVSD.
Ce choix est motivé par plusieurs raisons. Tout d’abord, la diﬀérence entre les deux déﬁnitions
est minime. La ﬁgure . montre les dimensions spatiales des deux formats. L’image QHD contient
, fois plus de pixels et conserve le ratio : de la TVHD, contre : pour la TVSD. Néanmoins,
nous considérons que cette diﬀérence ne modiﬁe pas signiﬁcativement l’évaluation subjective de
l’observateur moyen. Ensuite, malgré l’existence de contenus quasiment équivalents au format i,
la simplicité du schéma d’obtention permet une création rapide des diﬀérents contenus QHD.
Enﬁn, l’argument le plus important est que la déﬁnition QHD ayant deux fois moins de lignes
que la déﬁnition TVHD, l’observateur peut visualiser les deux formats sur un même écran, sans avoir
à bouger. La QHD est vue à une distance de six fois la hauteur de l’écran, et la TVHD à trois fois
comme l’illustre la ﬁgure ..
Codage des contenus
Suite à la création de contenus au format QHD, chacun est dégradé par le codeur de référence
H. [JVT, ]. C’est le même codeur que celui utilisé pour créer la base de séquences TVHD
présentée à l’annexe A. Nous avons déterminé sept débits de compression pour chaque séquence QHD.
Ils sont présentés dans le tableau .. Parmi ces sept débits, deux sont retenus pour la comparaison
avec la TVHD. Aﬁn de les distinguer, ils sont graissés dans le tableau .. La sélection de ces débits
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O = 3H = 6h
Hh
Figure . – Schéma de la visualisation d’une image QHD et d’une image HD sans modiﬁer la
distance d’observation.
TVSD
QHD




Figure . – Comparaison entre les déﬁnitions de QHD et de TVSD.
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résulte de la volonté de comparer la TVHD avec deux qualités distinctes et correspondant à une
diﬀusion TVSD respectivement de qualité moyenne et bonne. Nous les appelons respectivement Qm
et Qb . De la même manière, sept débits de compression ont été déﬁnis pour chaque contenu TVHD.
Les débits retenus sont présentés dans le tableau A..
contenu débit QHD (Mbps)
New Mobile & Calendar , ; , ; , ; , ; , ;  ; 
Parkrun  ;  ; , ;  ;  ;  ; 
Knightshields  ; , ; , ; , ; , ;  ; 
Stockholm Pan , ;  ; , ; , ; , ; , ; 
Tableau . – Débits de compression pour chaque contenu QHD.
Évaluation subjective de la qualité des séquences
La salle de test, les conditions d’expérimentation et le matériel sont les mêmes que pour l’évaluation
subjective des séquences de la base de l’annexe A. La ﬁgure . présente les MOS en fonction du débit
pour les quatre contenus SVT. Les MOS obtenus par les deux débits retenus pour correspondre
à des qualités moyenne et bonne sont présentés dans le tableau .. Nous remarquons que les MOS
obtenus ne correspondent pas exactement au terme choisi. Notamment, les séquences Parkrun et
Knighshields obtiennent une valeur de Qm qui correspond plus à une qualité médiocre que moyenne.
Ces MOS sont accompagnés de la diﬀérence entre ces deux qualités. Nous remarquons notamment
que l’écart n’est pas signiﬁcatif pour le contenu New Mobile & Calendar. En eﬀet, la diﬀérence de
qualité est faible compte tenu de la répartition des intervalles de conﬁance à  obtenus lors de
l’évaluation subjective de la base de l’annexe A.
contenu
MOS
Qb −Qm
Qm Qb
New Mobile & Calendar , , ,
Parkrun , , ,
Knightshields , , ,
Stockholm Pan , , ,
Tableau . – MOS des séquences compressées à des débits correspondant à des qualités moyenne et
bonne en TVSD, et diﬀérence entre les deux qualités.
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Figure . – Notes de qualité en fonction du débit, exprimé en Mbps, obtenues pour le codeur de
référence H. par les séquences QHD.
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Description du protocole d’évaluation
Le protocole conçu dérive de la méthodologie comparative avec jugement catégoriel décrite
dans la recommandation ITU-R BT.- [ITU, a] et présentée section ... Dans notre cas,
l’attribution des deux séquence, une au format HD et l’autre au format SD, est aléatoire. De plus, après
une première visualisation, l’observateur peut revoir les séquences autant de fois qu’il le désire, c’est le
principe d’accès aléatoire présent dans la méthodologie SAMVIQ [EBU, ]. C’est la principale
modiﬁcation au protocole classique de comparaison. Elle se justiﬁe par la précision accrue qu’elle
apporte, comme nous l’avons montré dans la section précédente.
Après la présentation, l’observateur doit rapporter sa préférence entre les deux contenus. Pour cela,
il utilise l’échelle de comparaison présentée dans le tableau .. Les valeurs numériques relevées ne
sont jamais indiquées à l’observateur. De plus, les termes utilisés dans l’échelle évitent les connotations
qualitatives. Ainsi, l’observateur rapporte sa préférence globale, et pas seulement la qualité visuelle.
Les tests eﬀectués consistent donc en la comparaison d’un ensemble de sept séquences HD avec un
ensemble de deux séquences SD. Une session est donc composée de  présentations par contenu.
préférence valeur
Je préfère beaucoup plus A que B +
Je préfère plus A que B +
Je préfère un peu plus A que B +
Je n’ai pas de préférence 
Je préfère un peu moins A que B –
Je préfère moins A que B –
Je préfère beaucoup moins A que B –
Tableau . – Échelle de comparaison utilisée pour les tests de préférence entre télévision standard et
télévision haute déﬁnition.
.. Eﬀets opposés de la taille de l’écran et des distorsions
Pour évaluer la préférence moyenne entre TVHD et TVSD par rapport à leur diﬀérence de qualité,
nous l’évaluons en fonction du ∆MOS, calculé comme la diﬀérence entre le MOS de la TVHD et le
MOS de la TVSD, pour chaque débit. Pour mieux comprendre le sens d’une telle représentation, la
ﬁgure . délimite l’espace entre quatre quadrants, chacun ayant une signiﬁcation précise. Les droites
en pointillés sont particulièrement intéressantes. La verticale représente l’égalité des qualités TVHD
et TVSD. L’horizontale représente l’isopréférence de l’observateur moyen entre TVHD et TVSD.
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∆MOS
préférence
moyenne


HD préférée
MOSHD >MOSSD
HD préférée
MOSHD <MOSSD
SD préférée
MOSHD >MOSSD
SD préférée
MOSHD <MOSSD
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Figure . – Lecture des courbes de préférence entre TVHD et TVSD en fonction du ∆MOS.
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Figure . – Préférence moyenne entre TVHD et TVSD en fonction du ∆MOS pour quatre
séquences SVT.
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La ﬁgure . présente ces courbes pour les quatre contenus SVT. Les ﬂèches indiquent les
valeurs ∆MOS0, prises à l’équilibre de la préférence entre TVHD et TVSD pour chaque contenu. Si
∆MOS0 est négatif, cela signiﬁe que quand l’observateur moyen n’a pas de préférence entre les deux
séquences, c’est celle au format HD qui a la moins bonne qualité. Le tableau . contient les valeurs
de ∆MOS0 pour tous les contenus ainsi que le MOS de la version TVHD en ces points. Ce MOSHD
correspond à la qualité à partir de laquelle l’observateur moyen préfère la TVHD.
contenu
Qm Qb
∆MOS0 MOSHD ∆MOS0 MOSHD
New Mobile & Calendar –, , –, ,
Parkrun –, , –, ,
Knightshields –, ,  ,
Stockholm Pan –, , –. ,
Tableau . – ∆MOS0 et MOSHD pour les qualités Qm et Qb , et les quatre contenus SVT.
Au vu du faible écart entre Qm et Qb pour le contenu New Mobile & Calendar, nous l’avons
écarté de l’analyse. En eﬀet, cela traduit le fait que l’observateur moyen fait une distinction de qualité
insuﬃsante entre les deux séquences. La conséquence est que les préférences et les ∆MOS sont proches
les uns des autres.
Nous remarquons tout d’abord que lorsque la qualité de la TVHD décroit, la TVSD ﬁnit par
être préférée à la TVHD, ce qui est le comportement attendu. En eﬀet, à qualité TVSD constante,
plus les dégradations introduites dans la TVHD vont gêner l’observateur et plus il va préférer l’autre
version disponible.
Ensuite, les valeurs de ∆MOS0 sont toutes négatives ou nulles. Cela signiﬁe que quand les
observateurs n’ont pas de préférence particulière pour l’un ou l’autre des formats, la qualité intrinsèque
de la TVSD est supérieure. De plus, cette supériorité est signiﬁcative pour tous les contenus sauf
Knightshields. Cette diﬀérence de qualité en faveur de la TVSD est compensée par la taille de l’image
en TVHD. C’est ce que nous appelons l’eﬀet grand écran. L’observateur moyen est prêt à perdre un
peu de qualité intrinsèque s’il peut bénéﬁcier d’une image plus grande. La TVHD peut alors présenter
plus de dégradations et obtenir la même préférence que la TVSD.
Ceci est d’autant plus vrai que ∆MOS0 est négatif. Or en dehors de la séquence New Mobile &
Calendar que nous avons écarté, nous avons toujours ∆MOS0(Qm)>∆MOS0(Qb). Ainsi, quand
la TVHD est comparée à une TVSD de bonne qualité Qb , l’eﬀet grand écran est prédominant.
L’observateur moyen tire avantage de la taille de l’écran pour proﬁter pleinement de la TVHD.
Par contre, quand la TVHD est comparée à une TVSD de qualité moyenne Qm , cet eﬀet décroit.
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Les valeurs de ∆MOS0 croissent signiﬁcativement, sauf pour Knightshields pour qui les valeurs ne sont
pas signiﬁcativement diﬀérentes. Ainsi, quand les observateurs n’ont pas de préférence particulière
entre les qualités de la TVHD et de la TVSD, leurs qualités intrinsèques sont plus proches. Cela
signiﬁe que l’eﬀet grand écran perd ici de son inﬂuence au proﬁt de l’impact des dégradations même
de la séquence. Celle-ci est tellement dégradée que l’observateur moyen tend à préférer la TVSD
car subir des distorsions sur une petite image est moins gênant que sur une grande. Ici, l’eﬀet des
dégradations est prédominant dans l’élaboration de la préférence de l’observateur.
Ceci fournit une information de première importance pour les diﬀuseurs de télévision haute
déﬁnition. La TVHD doit être de qualité signiﬁcativement supérieure aﬁn de tirer tout le bénéﬁce de
l’eﬀet grand écran et non pas le transformer en déﬁcit.
.. Conclusion
Cette section a permis de déterminer la préférence de l’observateur moyen entre la télévision haute
déﬁnition et la télévision standard. L’étude menée a consisté à comparer directement les deux formats
lors de tests subjectifs. Pour cela, un protocole et une méthodologie de visualisation simultanée des
deux formats ont été conçus. Ces tests ont donc été réalisés avec d’un côté le respect maximal des
recommandations en terme de conditions expérimentales, et de l’autre, la nécessité de déﬁnir de
nouvelles propriétés à des tests sans précédent dans la littérature.
L’enseignement de cette étude est que l’observateur moyen doit composer avec deux eﬀets contra-
dictoires. D’un côté, il peut bénéﬁcier d’une plus grande image et donc d’une meilleure qualité visuelle.
De l’autre, il peut subir des dégradations importantes dues au codage H., ce qui fait chuter cette
même qualité visuelle. Aﬁn de la conserver à un haut niveau et donc de satisfaire l’observateur, un
service de TVHD doit donc assurer une qualité visuelle de haut niveau. L’exploitation intéressante de
la haute déﬁnition doit être liée à une faible quantité de dégradations visibles.
. Impact de l’aﬃchage sur la qualité
La transition vers la haute déﬁnition s’accompagne d’une modiﬁcation des techniques d’aﬃchage.
Cela a évidemment un impact sur la qualité d’image que nous cherchons à évaluer. Nous nous
intéressons à l’eﬀet lié aux technologies CRT et LCD, qui sont techniquement très diﬀérentes. Les
avantages du LCD sont son encombrement réduit et sa plus grande gamme de luminosité. Cependant,
le temps de réponse de l’écran et les défauts de restitution des zones sombres et du mouvement ont un
impact important sur la perception de la qualité. Le mouvement sur un écran LCD est accompagné
d’un ﬂou caractéristique. Celui-ci est dû à la manière dont l’image est aﬃchée. Dans la technologie
CRT, une image est aﬃchée par un balayage pixel par pixel. Ainsi, l’image n’est pas maintenue entre
deux balayages successifs. La persistance rétinienne permet de créer un mouvement apparent grâce à
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la grande vitesse de balayage. Par contre, sur un écran LCD, les pixels sont aﬃchés tous ensemble et
l’image est maintenue aﬃchée en attendant la suivante. Or, pour un contenu en mouvement, l’œil
humain a naturellement tendance à le suivre au cours du temps. Ce suivi, combiné au maintien
de l’image sur l’écran, entraine l’intégration temporelle de l’objet sur la rétine, ce que l’observateur
ressent comme du ﬂou. Les ﬁgures .a et .b illustrent ces principes. Ce défaut majeur a été étudié
par Sylvain Tourancheau [Tourancheau et al., b, Tourancheau et al., a]. Il a notamment
montré l’impact de la déﬁnition sur la diﬀérence de perception de la qualité entre un écran CRT et
un écran LCD.
temps
espace
i i +1 i +2 i +3
intégration
(a) Perception d’un objet en mouvement avec un
écran LCD.
temps
espace
i i +1 i +2 i +3
intégration
(b) Perception d’un objet en mouvement avec un
écran CRT.
Figure . – Comparaison de la perception d’un objet en mouvement avec un écran LCD et CRT.
Le second eﬀet est lié au type de méthodologie utilisée dans le redimensionnement d’image. En
eﬀet, alors que les écrans de TVHD ont tous une déﬁnition supérieure à celle de la TVSD, ils devront,
pendant une période, être capable d’aﬃcher des images dans les deux déﬁnitions. Or, ce traitement
a un cout en termes de qualité d’image et nous voulons mesurer cette perte. Dans le but d’évaluer
l’impact du type de technologie d’aﬃchage, des tests ont été réalisés à la fois sur l’écran LCD et sur
l’écran CRT. Parmi ceux-ci, nous en avons eﬀectué sur des séquences de déﬁnition QHD, QHD
redimensionnée et TVHD aﬁn d’évaluer l’impact de l’adaptation de l’image à une certaine déﬁnition.
.. Impact du type de technologie d’aﬃchage
La ﬁgure . présente les MOS mesurés sur écran LCD en fonction des MOS mesurés sur
écran CRT pour  séquences de TVHD. La droite pointillée correspond à l’égalité des MOS. Le
coeﬃcient de corrélation linéaire entre les deux ensembles de données est de ,. Cela montre
la bonne cohérence des deux évaluations. Il existe donc une relation forte entre les deux ensembles
de MOS. Il est possible de déﬁnir une fonction de transformation de l’un à l’autre comme l’a fait
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Tourancheau [Tourancheau et al., b]. Cependant, le nuage de points montre une nette supériorité
pour le CRT. En eﬀet, les qualités mesurées sur le CRT sont, à quelques exceptions près, toujours
supérieures à celles mesurées sur le LCD. La racine carrée de l’erreur quadratique moyenne reqm par
contenu est présentée dans le tableau ..
MOS sur CRT
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

Figure . – MOS LCD en fonction des MOS CRT pour  séquences.
Les plus fortes valeurs correspondent aux contenus Foot, Movie, Crédits et Standing. Les plus
faibles correspondent à Stockholm Pan et Golf. Les origines de ces valeurs extrêmes sont variées. Foot
se distingue par un fort mouvement d’ensemble dans la séquence. Il en est de même pour Crédits
où, en plus, du texte déﬁle de bas en haut. Or, nous savons que le ﬂou de mouvement est un des
défauts majeurs de l’aﬃchage LCD. Par contre, Movie est très statique et présente un concert dans
une cathédrale ﬁlmé de haut. Standing est également très statique et ne présente qu’un orateur en
plan rapproché poitrine. L’attention de l’observateur, non captée par une scène à si faible contenu
informatif, se détourne rapidement pour détecter les dégradations, notamment dans les nombreuses
zones sombres présentes autour de l’orateur. Le rendu de ces zones sombres est également un défaut
connu de la technologie LCD. À l’opposé, Stockholm Pan et Golf sont des séquences très statiques et
lumineuses. La première est un panorama de la ville de Stockholm en pleine journée. La seconde est
un plan sur des joueurs de golf avec un fort ensoleillement. Avec ce type de contenu, l’écran LCD
fournit une bonne qualité d’image.
Ces résultats illustrent donc l’impact de la technologie d’aﬃchage utilisée. Cela a son importance et
les constructeurs d’écran l’ont bien compris, puisque tous les écrans actuels incorporent de nombreux
post-traitements, toujours en nombre croissant. De plus, cette étude conﬁrme les résultats de celle de
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séquence reqm
New Mobile & Calendar ,
Parkrun ,
Knightshields ,
Stockholm Pan ,
Concert ,
Foot ,
Movie ,
Voile ,
Crédits ,
Golf ,
Show ,
Standing ,
Tableau . – Racine carrée de l’erreur quadratique moyenne entre les qualités subjectives mesurées
sur écran CRT et sur écran LCD pour chaque séquence SVT et Euro.
l’ITU [ITU, ] présentée en ... Cependant cette fois-ci, nous utilisons deux écrans de résolution
native ×, ce qui n’introduit pas de biais supplémentaire.
.. Impact de l’adaptation de l’image à une déﬁnition supérieure
Lors de l’aﬃchage d’une image de TVSD sur un écran de TVHD, une technique de sur-échantil-
lonnage doit être utilisée. Celle-ci engendre des dégradations visibles. Pour déterminer la perte de
qualité provoquée, nous avons évalué la qualité de séquences sur-échantillonnées. Les séquences
au format QHD crées dans la section précédente ont subit un tel traitement. Le résultat de ce
traitement est nommé TVHD’. L’algorithme Lanczos, très utilisé et réputé dans le domaine du
redimensionnement, est appliqué sur ces  séquences et les quatre contenus correspondants. Cette
méthode d’interpolation est déﬁnie sur une fenêtre comme un produit de fonctions sinus cardinal
normalisées. Le noyau obtenu est utilisé pour convoluer l’image à retailler. L’approximation eﬀectuée
est fonction de la taille de la fenêtre utilisée. La ﬁgure . présente le schéma de création de chaque
type de séquence à partir de de la source TVHD.
La qualité des séquences TVHD’ est mesurée dans les mêmes conditions d’expérimentation que
pour les séquences de TVHD et de QHD. Les ﬁgures .a et .b présentent respectivement les MOS
des séquences de TVHD’ en fonction des MOS des séquences de QHD et des MOS des séquences
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TVHD
ﬁltre
demi-bande
↓  QHD ↑  Lanczos TVHD’
Figure . – Schéma de création des séquences QHD et TVHD’ à partir des séquences TVHD.
de TVHD originales mesurés sur un écran LCD. Les ﬁgures .c et .d présentent respectivement
les MOS des séquences de TVHD’ en fonction des MOS des séquences de QHD et des MOS des
séquences de TVHD originales mesurés sur un écran CRT.
Il est clair que l’adaptation de l’image à une déﬁnition supérieure a un impact sur la qualité
perçue. Dans les quatre comparaisons, les séquences ayant subi un redimensionnement ont une
qualité nettement inférieure. Il est logique que la comparaison avec la TVHD soit à l’avantage de
celle-ci. Le traitement ne peut retrouver la qualité originale perdue dans le sous-échantillonnage.
La perte est sensible, surtout dans les hautes qualités. La diﬀérence est moins prononcée dans les
qualités basses, ce qui est dû aux dégradations. Celles-ci sont alors particulièrement visibles et gênantes
et l’impact du redimensionnement y est moins important. Néanmoins, les applications de TVHD
situent leur gamme dans les hautes et très hautes qualités, c’est donc dans ces gammes qu’il faut être
performant.
Sur écran LCD, les MOS des séquences de TVHD et ceux des séquences de TVHD’ montrent
un coeﬃcient de corrélation linéaire de , et une racine carrée de l’erreur quadratique moyenne
de ,. Malgré la nette diﬀérence en faveur de la TVHD, les MOS conservent une relation forte.
Sur écran CRT, le coeﬃcient de corrélation chute à , et la racine carrée de l’erreur quadratique
moyenne vaut ,. La relation est beaucoup moins importante et l’erreur s’accroit. Nous savons que
les MOS mesurés sur CRT sont plus élevés que sur LCD. Si la corrélation chute sur cet écran, cela
renforce l’importance de l’écart entre TVHD et TVHD’.
Plus étonnant, la diﬀérence de qualité entre la version TVHD’ et la version QHD est approxi-
mativement du même ordre que celle entre la version TVHD’ et la version de TVHD. En eﬀet la
racine carrée de l’erreur quadratique moyenne est de , sur l’écran LCD et de , sur l’écran
CRT. Dans ce cas, bien que les observateurs bénéﬁcient d’une grande image, l’impact du traitement
de redimensionnement est tel qu’ils attribuent une meilleure qualité à la version non traitée. De
plus, sur écran LCD, les MOS des séquences de QHD et ceux des séquences de TVHD’ produisent
un coeﬃcient de corrélation linéaire de ,. Sur écran CRT, il chute à ,. Bien que moins
importante, nous constatons la même chute que pour la comparaison entre TVHD et TVHD’.
Pour les services de TVHD, cela signiﬁe qu’un écran ne gagne pas en qualité à étirer l’image à la
taille de la dalle. Néanmoins, les technologies d’aﬃchage moderne incluent des traitements permettant
d’atténuer les dégradations dues à cet étirement. Nous n’en avons pas évalué, mais il nous apparait ici
comme évident que ce type de traitements est indispensable.
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Figure . – Comparaison des MOS des séquences QHD, TVHD’ et TVHD sur un écran CRT et
un écran LCD.
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.. Conclusion
Nous tirons deux conclusions majeures de cette section. Tout d’abord, nous avons montré la
diﬀérence de qualités visuelles mesurées sur deux écrans de diﬀérentes technologies. Les MOS mesurés
sur un écran de type CRT sont signiﬁcativement supérieurs à ceux mesurés sur un écran de type
LCD. Cependant, cette conclusion doit être relativisée par le fait que l’écran CRT était un matériel
professionnel et que l’écran LCD était utilisé sans aucun post-traitement d’aﬃchage.
Nous nous sommes aussi intéressés à l’impact du redimensionnement d’image pour l’aﬃchage.
Celui-ci est couramment utilisé dans les téléviseurs modernes. Ce type de traitement a évidemment
un impact négatif sur la qualité comparée à la qualité originale de la TVHD. Il est plus surprenant de
constater qu’un écart important est mesuré quand ces séquences redimensionnées sont comparées
avec les séquences de déﬁnition standard. Bien que permettant un eﬀet grand écran artiﬁciel, cette
pratique est destructrice de qualité, et son utilisation seule n’apporte rien à l’utilisateur ﬁnal.
. Conclusion
Plusieurs aspects de la qualité visuelle en télévision haute déﬁnition ont été étudiés. Nous avons
d’abord déﬁnit clairement la notion de qualité d’usage que nous avons réduit à la qualité visuelle.
Trois aspects ont par la suite été développés. Concernant l’impact de la méthodologie d’évaluation
subjective de la qualité, nous avons montré :
– que les méthodologies ACR et SAMVIQ ne fournissent pas des mesures de qualités similaires
en TVHD, le choix de l’une ou l’autre doit donc être fait en connaissance de cause ;
– que la taille de l’image, et donc celle du champ visuel excité, a une inﬂuence sur l’évaluation de
qualité, ce qui explique une chute du coeﬃcient de corrélation entre les évaluations produites
par les méthodologies ACR et SAMVIQ en TVHD ;
– qu’à nombre d’observateurs identique, la méthodologie SAMVIQ fournit des MOS de plus
grande précision que la méthodologie ACR.
Dans la suite de nos travaux, la méthodologie SAMVIQ sera privilégiée. Elle a ainsi permis
d’évaluer la qualité sur une base importante de  séquences TVHD. Les résultats de cette évaluation
sont utilisés dans une étude de préférence entre la télévision haute déﬁnition et télévision standard.
Dans cette étude, nous avons :
– conçu une méthodologie de comparaison visuelle de contenus à plusieurs déﬁnitions ;
– identiﬁé deux eﬀets contradictoires avec lesquels l’observateur moyen doit composer lorsqu’il
passe de la TVSD à TVHD, à savoir la taille de l’écran et la quantité de dégradations contenue ;
– déterminé les zones d’inﬂuence de ces deux eﬀets ;
– montré que le gain en qualité visuelle de la télévision haute déﬁnition est directement lié à une
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faible quantité de dégradations perçues.
Enﬁn, nous avons évalué l’impact de l’aﬃchage sur la qualité. Pour cela, nous avons d’une part
eﬀectué des tests à la fois sur écran LCD et sur écran CRT. D’autre part, nous avons évalué des
séquences vidéos à diﬀérentes déﬁnitions, ayant subit pour cela un redimensionnement de taille. Ceci
a permis :
– de montrer que la diﬀérence de technologie d’aﬃchage introduit un biais de qualité en faveur
de l’écran CRT ;
– de constater que les techniques de redimensionnement d’image provoquent des pertes de
qualité sensibles.
L’ensemble de ces contributions nous a permis de mieux comprendre l’impact de la télévision
haute déﬁnition sur la qualité visuelle. Les changements que cette nouvelle technologie implique
sont nombreux et nécessitent des précautions quant à leur utilisation par les usagers. Ceux-ci doivent
bénéﬁcier d’une qualité visuelle sensiblement supérieure aﬁn d’assurer le succès du système. Dans
cette optique, il peut être intéressant de connaitre l’impact des dégradations de type codage sur la
qualité visuelle. C’est l’objet du prochain chapitre.
orn
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Méthodologie d’évaluation subjective de l’impact
d’un système dégradant sur la qualité visuelle
I
      pour mesurer de manière subjective les
dégradations générées par un système dégradant. Celles que nous avons présentées dans le
premier chapitre étaient globales, c’est-à-dire qu’elles considéraient la séquence dans son entier
et que le système dégradant s’appliquaient entièrement sur la séquence. Nous proposons
ici une approche plus ﬁne. Il existe d’autres méthodes adoptant une approche ﬁne [Farias, ,
Wolﬀ et al., ] mais elles utilisent une classiﬁcation des dégradations présentes dans la séquence.
Ce type de méthode suppose une mesure indépendante de chaque dégradation, ce qui n’est pas sans
soulever quelques problèmes pratiques.
Dans ce chapitre, nous présentons une méthodologie permettant d’estimer l’impact de dégra-
dations de codage sur la qualité perçue par l’observateur moyen. L’approche envisagée s’inspire des
travaux de Farias [Farias, ]. Cependant, nous préférons ne pas considérer plusieurs types de
dégradations qui seraient appliqués arbitrairement sur tout ou partie d’une séquence vidéo. Nous
renversons cette approche en considérant un unique type de dégradation provenant du codage, au lieu
d’une liste de dégradations qu’il est diﬃcile de déterminer étant donné la diversité des conséquences
visibles d’un processus de compression. Dans un second temps, nous exploiterons la méthodologie
pour rechercher une éventuelle relation entre les pertes de qualité locales et la perte de qualité globale.
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. Vers une classiﬁcation du contenu et non des dégradations
Avant de décrire notre méthode de classiﬁcation spatio-temporelle et de l’exploiter, nous commen-
çons par détailler l’approche proposée par Farias, dont nous nous inspirons. Elle utilise sa méthode
pour mesurer les dégradations présentes dans une vidéo codée par MPEG- et créer des critères
objectifs de qualité. Nous expliciterons ensuite les défauts dans la réalisation de la méthode et les
modiﬁcations que nous nous proposons d’y apporter aﬁn de mieux répondre à la problématique.
.. Approche de Farias
Farias [Farias, ] propose de considérer une liste de dégradations et de tester leur inﬂuence sur
la qualité perçue suivant la tâche demandée à l’observateur. La ﬁgure . présente une schématisation
simpliﬁée de cette approche. Les dégradations considérées sont :
– l’eﬀet de bloc, dû à l’apparition d’incohérences spatiales sur les bords des blocs d’image, unité
de base utilisée par le codeur ;
– le ﬂou, dû à la perte de détails spatiaux ;
– le bruit, motif non prévisible de faible intensité ;
– l’eﬀet ringing, apparition d’oscillations irrégulières le long des contours.
Elles correspondent aux phénomènes majeurs liés à un système de codage MPEG-. Chaque
dégradation est synthétisée par des traitements de bas niveaux comme par exemple un ﬁltre moyenneur
pour générer le ﬂou. L’étape suivante est d’appliquer ces traitements à des contenus originaux de
manière individuelle ou combinée. L’auteur réalise ceci par zones spatiales de l’image. Une zone de
dégradation est déﬁnie par la région spatio-temporelle de la séquence où la dégradation est appliquée.
La localisation de ces zones est arbitraire, il peut s’agir par exemple de trois rectangles verticaux de
même taille. Dans l’exemple de la ﬁgure ., seule la partie gauche est utilisée. Cette pratique est
justiﬁée par le fait qu’elle évite aux observateurs de se rappeler où se situent les dégradations. Plusieurs
tâches sont demandées aux observateurs lors des tests subjectifs. Huit campagnes de test diﬀérentes
regroupent des actions de détection, de mesure de gêne, de description et de mesure d’intensité des
dégradations insérées sur une ou des combinaisons de plusieurs dégradations synthétiques. L’ensemble
de ces tâches permet de construire des fonctions de gêne en fonction de chaque dégradation ou
de certaines combinaisons. Ces fonctions permettent de localiser la qualité perçue dans l’espace
multi-dimensionnel des dégradations retenues. Cette caractérisation permet ensuite de concevoir des
métriques de qualité liées à ces dégradations, dans un contexte de codage MPEG- pour la télévision
standard. La métrique consiste à mesurer dans une séquence codée la contribution de chaque type de
dégradation. Le cumul est ensuite obtenu par combinaison des contributions. La loi de combinaison
est construite grâce aux résultats des tests subjectifs. De plus, l’utilisation de dégradations synthétiques
permet de disposer des paramètres de chaque traitement. Il est donc aisé de les utiliser pour contrôler
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l’intensité des dégradations et donc obtenir leurs fonctions de gêne. Cette possibilité est un avantage
indéniable de la méthode.
création de séquences dégradées par partie avec des dégradations synthétiques
ﬂou eﬀet de bloc bruit
bruit+ﬂou
eﬀet de
bloc+ﬂou
. . .
tests de détection, description,
mesure de gêne et d’intensité
gêne gêne gêne gêne
Iflou
une fonction de gêne par
combinaison de dégradations
f (Iflou, . . . )
gêne
Figure . – Schématisation de l’approche de Farias. Iflou est un exemple de paramètre d’intensité
d’une dégradation synthétique.
L’inconvénient majeur de cette approche réside dans l’application arbitraire des dégradations à
certaines zones spatiales de l’image. Or, lors de la construction de notre base de séquences présentée
dans l’annexe A, nous avons constaté la forte dépendance au contenu du procédé de codage. Nous
considérons ainsi qu’une dégradation a une inﬂuence diﬀérente selon le domaine spatio-temporel où
elle se situe. De plus, la campagne de test se révèle particulièrement complexe pour les observateurs car
les dégradations synthétiques ne correspondent pas à des dégradations classiques de codage. L’impact
mesuré est donc diﬀérent de celui recherché.
Une approche alternative a été proposée par Wolﬀ [Wolﬀ et al., ]. Elle consiste à considérer
cette fois-ci des dégradations issues d’un système de codage H.. L’évaluation subjective se fait
toujours en utilisant une échelle diﬀérente pour chaque dégradation. Les observateurs ont deux
tâches : évaluer la gêne globale sur la séquence et mesurer la force de chaque type de dégradation.
Cette fois-ci en revanche, aucun contrôle de l’intensité des dégradations n’est possible. La critique
principale de cette approche est liée à l’évaluation subjective qui demande aux observateurs d’isoler
–  –
Chapitre . Méthodologie d’évaluation subjective de l’impact d’un système dégradant sur la qualité visuelle
certaines dégradations, ce qui est une tâche complexe. Rien n’assure que le codage corresponde à une
superposition des types de dégradations proposées. Encore une fois, l’approche est intéressante, mais
la démarche risque de fournir des évaluations subjectives diﬃcilement exploitables.
.. Notre approche
La gêne perçue par l’observateur dépend fortement du contexte local de chaque zone spatio-
temporelle. Donc plutôt que de dégrader synthétiquement des zones choisies arbitrairement avec une
ou plusieurs dégradations, notre approche consiste à dégrader des zones spatio-temporelles cohérentes
avec un système de codage réel. La ﬁgure . schématise son fonctionnement. Nous substituons donc
le partitionnement en dégradations par un partitionnement en zones spatio-temporelles cohérentes.
Ainsi, notre objectif est de générer des séquences dégradées en fonction de ces zones et les évaluer
subjectivement. Nous pourrons obtenir une fonction de gêne pour chaque zone spatio-temporelle.
Une telle fonction représente la qualité subjective moyenne en fonction de l’intensité de la dégradation.
Deux problèmes se posent alors. Le premier est le cumul des évaluations obtenues pour les zones. Aﬁn
d’obtenir une note de qualité globale sur la séquence, nous devons trouver une loi de combinaison
adéquate. Le second problème concerne le contrôle de la quantité de dégradations injectées dans chaque
zone. En eﬀet, le débit seul n’est pas suﬃsant à représenter cette quantité. De plus, le partitionnement
spatio-temporelle soulève des questions quand à la répartition et la visibilité des dégradations. Il
nous faudra donc déﬁnir un paramètre de contrôle de la quantité de dégradations injectées dans les
séquences dégradées.
Plusieurs bénéﬁces se dégagent a priori d’une telle approche. Tout d’abord, les défauts synthétiques
introduits par Farias ne correspondent pas à la réalité du codage vidéo utilisé dans l’industrie. Notre
approche est donc celle de Wolﬀ qui utilise des dégradations réalistes liées à l’usage envisagé en
production de télévision haute déﬁnition. Elles correspondent donc uniquement aux décisions prises
par le codeur H. lors de la quantiﬁcation. De plus, l’aspect profondément temporel du processus
d’évaluation de la qualité de la vidéo est trop souvent sous-estimé. Notre approche permet de tenir
compte de cet aspect en évaluant notamment l’impact temporel des dégradations introduites. Ensuite,
la gêne introduite par une dégradation dépend directement de son contexte local. Deux défauts de
même intensité dont l’un est masqué par son contexte ne seront pas jugés de la même manière. Par
exemple, appliquer une certaine erreur de quantiﬁcation donne une dégradation particulièrement
visible dans une zone homogène. Cependant, cette même erreur peut être partiellement ou totalement
masquée dans une zone texturée. C’est pourquoi nous introduisons la notion de classiﬁcation spatiale.
L’étape préliminaire de notre méthode consiste à établir une typologie locale de la source vidéo.
Ceci permet de déﬁnir l’ensemble de zones spatio-temporelles désiré. Les séquences suivent ensuite
le schéma de la ﬁgure .. Elles sont tout d’abord segmentées temporellement. Chaque segment est
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Figure . – Schématisation de notre approche avec D le débit utilisé pour dégrader la séquence
d’origine. Les classes de contenu sont des approximations simpliﬁées pour la visualisation.
–  –
Chapitre . Méthodologie d’évaluation subjective de l’impact d’un système dégradant sur la qualité visuelle
ensuite catégorisé suivant le partitionnement déﬁni. Des séquences dégradées indépendamment par
classe sont ensuite générées et évaluées. Ces évaluations fournissent des fonctions de gêne par type de
zones. Cette gêne correspond à l’impact du système de codage sur chacune des partitions de l’espace
spatio-temporelle de la séquence. Enﬁn, la question en suspend concerne la détermination d’un
paramètre de contrôle de la quantité de dégradation injectée dans chaque zone. Nous en proposerons
plusieurs modèles d’estimation.
séquence
segmentation
temporelle classiﬁcation
codage
H.
génération
des séquences
partiellement
dégradées
évaluation
subjective
cumul des
évaluations
locales
mesure
globale
de qualité
séquences de classes
Figure . – Schéma global de la méthodologie proposée.
. Segmentation spatio-temporelle et classiﬁcation du contenu d’une
séquence vidéo
Dans le but de mesurer l’impact de chaque zone spatio-temporelle, nous devons tout d’abord
être en mesure de les dégrader indépendamment. C’est pourquoi une typologie du contenu local a
été déﬁnie, conduisant à distinguer cinq classes de contenu local. Ensuite, la segmentation spatio-
temporelle ne peut être réaliser en même dans le temps et dans l’espace. Nous devons donc séparer le
problème en deux phases comme le montre la ﬁgure .. Tout d’abord, un suivi temporel est réalisé
localement grâce à une estimation de mouvement. Puis, chaque volume élémentaire élémentaire
est labellisé suivant son contenu. Nous réalisons ces deux phases sur des contenus non dégradés de
résolution × en mode entrelacé.
séquence
segmentation
temporelle
classiﬁcation
de chaque
segment
séquence segmentée
avec chaque
segment classiﬁé
segments
Figure . – Découpement de la méthodologie en deux phases successives.
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.. Déﬁnition des classes de contenu local
Nous proposons une typologie du contenu local d’une source vidéo en adéquation avec les
considérations spatio-temporelles que nous avons énoncées. La catégorisation qui découle de cette
typologie correspond à une segmentation spatio-temporelle du ﬂux vidéo. Nous considérons le
signal d’image I comme la somme d’une composante structurelle IS et une composante texturelle
IT auxquelles s’ajoute une composante éventuelle de bruit IB : I = IS + IT + IB . La composante
structurelle correspond à la valeur moyenne locale et aux transitions brusques de valeur moyenne sur
les contours de l’image. La composante texturelle correspond aux variations du signal d’image autour
de sa valeur moyenne locale. Plusieurs zones sont alors déﬁnies, en fonction du comportement de
ces composantes. Notons que la composante de bruit IB , bien que peu considérée ici, peut s’avérer
particulièrement visible en TVHD. Ceci s’explique à la fois par les médiocres performances des
appareils de capture et par l’ampliﬁcation du rendu de ce défaut par les écrans de technologie LCD.
Quatre types de zones sont ainsi déﬁnies. Il s’agit des zones uniformes, des zones de textures ﬁnes,
des zones de textures fortes et des zones de contours. Nous en déduisons cinq classes de contenu local
en distinguant les zones uniformes de faible et de forte luminance.
Zones uniformes
Les zones uniformes correspondent à une évolution soit constante, soit très régulière et faible du
signal d’image, où les textures sont très ﬁnes, constituées de hautes fréquences spatiales. Ici, IT et IB
sont proches de zéro et IS ne contient pas de contours, donc I ≃ IS .
Les défauts générés dans ces zones sont généralement des pertes des détails ﬁns, laissant apparaitre
des plaques, apparentées à de l’eﬀet de bloc. Le rendu est simpliﬁé par le codage H. en annulant
les faibles contrastes de texture. Ceci est dû à la décomposition en DCT (Discrete Cosine Transform)
entière des blocs × de l’image. Les composantes continues de ces blocs sont regroupées dans un
bloc × qui est à son tour codé par une transformation de Hadamard. La quantiﬁcation a ensuite
lieu dans cet espace transformé, ce qui explique la perte des hautes fréquences.
Le mouvement ajoute à ces zones l’eﬀet dit de « vitre sale ». La structure de codage en bloc est
visible et ne bouge pas, alors que les objets de la scène sont en mouvement. La cohérence temporelle
n’est pas respectée, à cause des changements de stratégie de codage prise par le codeur au cours du
temps.
Zones de textures ﬁnes
Il s’agit par exemple de la texture d’une chevelure ou d’un terrain de sport comme le football. Ces
textures sont plutôt aléatoires et de moyennes fréquences spatiales. IS ne contient pas de contours et
IT est de dynamique pas très importante. IB est de dynamique faible ou nulle.
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Le faible nombre de niveaux de quantiﬁcation utilisés pour le codage de ces zones simpliﬁe le rendu
des textures, ce qui entraine un phénomène de rendu en plaques. Celui-ci correspond à la succession
temporelle de modiﬁcations de la structure des textures. La structure passe d’une composition assez
complète à une version simpliﬁée ne contenant plus les détails et vice versa, ce qui est particulièrement
gênant pour le spectateur.
Zones de textures fortes et structurées
Dans ces zones, la composante structurelle ne contient pas de rupture. La composante texturelle
est de dynamique moyenne à forte pouvant être la somme d’une texture structurée et d’une texture
ﬁne. Les défauts visibles dans ces zones sont des irrégularités constatées dans le rendu des structures.
L’eﬀet vient de l’interaction de la position de ces structures et de la structure d’échantillonnage. Ces
structures ont un meilleur contraste quand elles sont placées entre deux pixels que lorsqu’elles tombent
sur un pixel, comme le montre la ﬁgure .. Le rendu varie le long du déplacement de la structure, ce
qui peut entrainer jusqu’à son déchiquetage. La perception du mouvement manque alors de cohérence.
mouvement
contraste fort
contraste
faible
Figure . – Schéma montrant l’interaction de la position de la structure de texture et de la structure
d’échantillonnage.
Zones de contours
Dans ces zones, la composante structurelle contient un ou plusieurs contours. De plus,IT est de
dynamique inférieure à celle de IS , soit IT ≪ IS .
Les défauts présents dans ces zones sont similaires à ceux présents dans les zones à textures
structurées. Cependant, ils sont ampliﬁés puisque le contraste y est encore plus important. En
mouvement perpendiculaire au contour, la structure d’erreur est d’autant plus visible que le contraste
est fort.
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Classes de contenu
À partir de cette déﬁnition de la source vidéo en type de zones, nous déﬁnissons des classes de
contenu local. Celles-ci correspondent en grande partie aux zones, à une exception près. En eﬀet,
nous avons montré que l’un des principaux défaut des écrans LCD était leur diﬃculté à rendre les
zones de faible luminance. Or l’œil humain distingue bien les faibles variations de luminance dans
ces zones sombres. Dans le but de les étudier en particulier, nous avons décidé de créer deux classes
distinctes pour les zones uniformes selon qu’elles sont à luminance plutôt faible ou plutôt forte.
Nous sommes désormais en mesure d’identiﬁer les cinq classes de contenu local que nous allons
utiliser. Il s’agit des classes :
– C1 pour les zones uniformes de luminance faible ;
– C2 pour les zones uniformes de luminance moyenne et forte ;
– C3 pour les zones de textures ﬁnes ;
– C4 pour les zones de textures moyennes et fortes ;
– C5 pour les zones de contours.
.. Segmentation temporelle
L’étape de segmentation consiste à créer des volumes spatio-temporels élémentaires le long du
mouvement local. La détermination de la durée adaptée découle de la manière dont l’œil ﬁxe une
scène. Notre vision est une succession de saccades et de ﬁxations. Les saccades sont des mouvement
rapides permettant de déplacer le regard d’un point de ﬁxation à l’autre. Les ﬁxations, moments où le
regard reste stationnaire, correspondent donc à la vision utile. La durée d’une ﬁxation est l’intervalle
entre deux saccades soit environ  ms en moyenne. Cette durée moyenne varie d’un individu à
l’autre et en fonction de la tâche à accomplir. C’est pourquoi nous considérons des ensembles de cinq
images consécutives, correspondant donc à une durée moyenne de ﬁxation. Un tel groupe de cinq
images est appelé un « tronçon ».
Le principe de construction des volumes élémentaires est de suivre temporellement chaque bloc
de l’image centrale sur les quatre autres images du tronçon. Cet ensemble de cinq blocs forme ce
que nous appelons un « tube » spatio-temporel élémentaire. Une estimation de mouvement permet
ainsi de suivre l’évolution de chaque bloc au cours du temps. Ce concept de tubes tridimensionnels a
été introduit par Wolf et Pinson [Wolf et Pinson, ]. Dans leurs travaux, les tubes sont toujours
orientés suivant la direction du temps, alors que dans notre approche, ils sont orientés chacun dans
la direction locale du mouvement. Cela les rend plus cohérents en termes d’activités spatiale et
temporelle.
Le traitement débute par séparer la vidéo source entrelacée en deux trames. Chaque trame est
découpée en blocs de taille × qui correspondent à des blocs × pour les images entrelacées.
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Il y a donc  blocs × dans une image × dont nous ne considérons pas les huit
dernières lignes. Pour chaque groupe de cinq trames, la trame centrale est le centre de l’estimation de
mouvement calculée pour chaque bloc. Elle utilise les deux trames de même parité suivantes et les
deux précédentes comme le montre la ﬁgure ..
zon
e de
rech
erch
e
i −2 i −1 trame i i +1 i +2
Figure . – Schéma de l’estimation de mouvement d’un bloc.
Tous les vecteurs de mouvement inclus dans la zone de recherche sont évalués. La taille de cette
zone de recherche est choisie de telle sorte que le mouvement le plus rapide de la séquence y soit
contenu. Le vecteur de mouvement retenu est celui qui minimise l’erreur quadratique moyenne entre
le bloc de la trame centrale et les blocs des quatre autres trames. Ce calcul est eﬀectué sur les trois
composantes YCbCr des blocs. Enﬁn, le vecteur de mouvement d’un bloc × est pris comme la
moyenne des deux vecteurs des blocs × pair et impair correspondants.
Devant la complexité et le temps de calcul d’un tel traitement sur des séquences de TVHD,
l’estimation de mouvement est eﬀectuée sur une représentation multi-résolution de chaque trame.
Elle est d’abord calculée sur la plus basse résolution. Puis, le vecteur de mouvement obtenu est ajusté
en prenant compte de la résolution supérieure, et ainsi de suite. Trois niveaux hiérarchiques ont ainsi
permis de réduire signiﬁcativement le temps de calcul.
.. Classiﬁcation des tubes
Une fois la segmentation temporelle terminée, nous avons à disposition un ensemble de tubes
spatio-temporels orientés suivant le mouvement local. Nous devons maintenant leur assigner une classe
à chacun. La classiﬁcation d’un tube est déduite de ses caractéristiques d’activité. Ces caractéristiques
permettent d’assigner une classe à chaque tube.
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Caractéristiques d’activité d’un tube
Elles sont basées sur la quantité de gradient horizontaux et verticaux contenus dans chaque tube.
Pour un pixel p(m,n,r ) d’un tube, la composante horizontale ∆H et la composante verticale ∆V du
gradient spatial sont calculées par :
∆H(m,n,r )= |p(m,n+1,r )−p(m,n,r )| et ∆V (m,n,r )= |p(m+1,n,r )−p(m,n,r )| (.)
dont nous calculons les sommes ∆H et ∆V sur le tube t :
∆H =
∑
1≤m≤16
1≤n≤16
1≤r≤5
∆H(m,n,r ) et ∆V =
∑
1≤m≤16
1≤n≤16
1≤r≤5
∆V (m,n,r ). (.)
Ainsi, chaque tube peut être localisé dans un espace Ψ = (∆H ,∆V ) que nous partitionnons
suivant nos classes de contenu. La ﬁgure .a présente la structure d’un tel espace. Ainsi, un tube dont
les caractéristiques se situent dans la région étiquetée (C1
⋃
C2) appartient à une zone homogène. Si
elles se situent dans C3 ou C4, alors il appartient respectivement à une zone de textures ﬁnes ou de
contours. Enﬁn, C5 est la région indéterminée. Elle contient les tubes pour lesquels nous ne pouvons
lever l’ambiguïté concernant l’orientation spatiale. Pour ces tubes, nous calculons les composantes du
gradient suivant les deux directions diagonales, à ° et ° :
∆D45(m,n,r )= |p(m+1,n−1,r )−p(m,n,r )| et ∆D135(m,n,r )= |p(m+1,n+1,r )−p(m,n,r )|
(.)
dont nous calculons également les sommes ∆D45 et ∆D135 sur le tube t :
∆D45 =
∑
1≤m≤16
1≤n≤16
1≤r≤5
∆D45(m,n,r ) et ∆D135 =
∑
1≤m≤16
1≤n≤16
1≤r≤5
∆D135(m,n,r ). (.)
Comme précédemment, chaque tube est localisé dans un espace Ψ′ = (∆D45,∆D135), formé
de manière identique à Ψ et présenté sur la ﬁgure .b. Dans ce nouveau plan, un tube dont les
caractéristiques se situent dans la région étiquetée (C ′1
⋃
C ′2) appartient à une zone homogène. Si
elles se situent dans C ′3 ou C
′
4, alors il appartient respectivement à une zone de textures ﬁnes ou de
contours. Si elles sont dans C ′5, le tube appartient à une zone de textures fortes.
Enﬁn, la distinction entre les tubes des classes C1 et C2 correspondant respectivement aux zones
uniformes de luminance faible et aux zones uniformes de luminance moyenne et forte se fait à l’aide
d’un seuil. Nous considérons qu’une zone est de faible luminance si sa luminance moyenne est
inférieure à un cinquième de la dynamique environ. C’est pourquoi, si le tube a un niveau de gris
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(a) Espace Ψ= (∆H ,∆V ) des gradients horizontal
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(b) Espace Ψ′ = (∆D45,∆D135) des gradients
diagonaux.
Figure . – Espaces permettant la classiﬁcation des blocs.
moyen sur l’ensemble de ces pixels inférieur à  sur l’échelle [;], il est assigné à la classe C1. Sinon,
il appartient à la classe C2. La classiﬁcation se termine une fois chaque tube de la séquence classé. Les
objets en mouvement le long de la séquence entière sont ainsi suivis. Les tubes voisins et appartenant
à la même classe se regroupent naturellement en un volume spatio-temporel de cette classe.
Assurer une cohérence temporelle
Si la classiﬁcation d’un tube était uniquement assurée par le calcul des gradients, des discontinuités
importantes pourraient apparaitre. Aﬁn d’obtenir une classiﬁcation cohérente d’un tronçon à l’autre,
un suivi des tubes de proche en proche est réalisé. Pour cela, les tubes spatio-temporels qui se suivent
temporellement sont assemblés aﬁn de constituer des régions spatio-temporelles sur la séquence
entière. Ceci est illustré par la ﬁgure .. Cet assemblage consiste à regrouper un tube d’un tronçon
avec le tronçon suivant pour faire correspondre des tubes qui se suivent temporellement. Cela permet
de prolonger les tubes d’un tronçon à l’autre en cumulant les gradients sur une durée supérieure à un
tube. La classiﬁcation se fait alors sur cet ensemble de tubes, assurant une cohérence temporelle.
Paramétrage de la création du partitionnement des espacesΨ etΨ′
Les paramètres permettant de modiﬁer la classiﬁcation sont les angles et les rayons délimitant
les régions des espaces Ψ et Ψ′. Le rayon de la région C1 est nommé Y1, le premier de la région
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Figure . – Schéma de la fusion des tubes se chevauchant.
C3 est nommé Y2 et le second Y3. L’angle le plus petit est nommé A1, alors que le plus grand est
nommé A2. Réduire ou augmenter les valeurs de ces paramètres inﬂuent sur les tailles des régions
spatio-temporelles et donc sur l’appartenance d’un tube à telle ou telle classe.
Diverses combinaisons de paramètres ont été testées, indépendamment pour chaque contenu. Un
ensemble de paramètre pertinent permet de bien distinguer les zones spatio-temporelles principales de
la séquence. Une telle vériﬁcation peut se faire visuellement. Ainsi, les paramètres ont été déterminées
de manière à obtenir une classiﬁcation aussi réaliste que possible.
.. Conclusion
Dans cette section, nous avons présenté la méthode de segmentation spatio-temporelle et de
classiﬁcation utile à notre étude. Cette méthode est eﬀectuée en deux phases. La première consiste à
segmenter temporellement des séquences en tubes élémentaires. Ceux-ci ont la particularité de suivre
le mouvement local et ainsi de conserver un contenu cohérent. La seconde phase classe chaque tube
suivant l’activité spatiale de son contenu. La cohérence temporelle est assurée par un suivi de proche
en proche des tubes.
. Mise en œuvre de la méthodologie
Aﬁn de tester la méthodologie proposée, nous avons utilisé les douze contenus de l’ensemble
SVT décrits dans la section A.. et les séquences dégradées par le codage H. correspondantes.
À partir de ces données, nous avons généré des séquences partiellement dégradées. Le tableau .
donne les valeurs des paramètres de la création des régions pour chaque contenu. Ces paramètres
ont été déterminés après visualisation des séquences. Plusieurs étapes sont requises pour générer les
–  –
Chapitre . Méthodologie d’évaluation subjective de l’impact d’un système dégradant sur la qualité visuelle
séquences ﬁnales comme le montre la ﬁgure .. La première de ces étapes est la génération d’une
séquence vidéo contenant en chaque pixel une représentation de la classe du pixel correspondant
dans la séquence d’origine. Cette séquence est utilisée pour substituer les pixels dégradés aux pixels
originaux. Des traitements sont utilisés pour assurer la segmentation totale de la séquence et pour
adoucir la visibilité des transitions.
tubes
classiﬁés
génération
des séquences
de classes
complétion de
la segmentation
génération
des séquences
partiellement
dégradées
séquences
partiellement
dégradées
Figure . – Étapes de la génération des séquences partiellement dégradées.
contenu A1 A2 Y1 Y2 Y3
Above Marathon     
Captain     
Dance in the Woods     
Duck Fly     
Fountain Man     
Group Disorder     
Inside Marathon     
New Parkrun     
Rendezvous     
Stockholm Travel     
Tree Pan     
Ulriksdals     
Tableau . – Valeurs des paramètres de création des régions pour chaque contenu.
.. Résultats de la classiﬁcation
Le procédé de classiﬁcation fournit les classes de chaque tube. Chaque classe représente une
certaine proportion du contenu total. Ces proportions sont présentées dans le tableau .. Nous
remarquons que la classe C1 couvre une gamme de proportions allant de pratiquement zéro (,) à
. La classe C2 couvre la plus large gamme de valeurs. Les vidéos contenant de l’eau qui tombent
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comme Captain ou Fountain Man ont une proportion particulièrement élevée de zones de type C2
avec plus de . Ceci est dû à la classiﬁcation dans C2 des zones de chute d’eau. Les classes C3 et C4
ont une forte importance, entre  et  pour la première et entre . à plus de  pour la
dernière. Enﬁn, la classe C5 a une importance particulièrement faible, en dessous de  sauf pour
deux vidéos. Ces proportions sont consistantes avec la nature du contenu. Ceux-ci sont réalistes avec
des scènes en extérieur. Ainsi, nous y trouvons peu de contours, quelques zones homogènes comme le
ciel ou les vêtements et beaucoup de textures comme les arbres et l’herbe.
contenu C1 C2 C3 C4 C5
Above Marathon , , , , ,
Captain , , , , ,
Dance in the Woods , , , , ,
Duck Fly , , , , ,
Fountain Man , , , , ,
Group Disorder , , , , ,
Inside Marathon , , , , ,
New Parkrun , , , , ,
Rendezvous , , , , ,
Stockholm Travel , , , , ,
Tree Pan , , , , ,
Ulriksdals , , , , ,
Tableau . – Proportions des classes de chaque contenu exprimées en pourcentage.
.. Création de masques de classes
À partir des classes des tubes d’une séquence, une séquence de classes est générée. Il s’agit d’assigner
une valeur particulière de luminance à chaque pixel appartenant à une classe donnée. Ceci permet de
repérer visuellement les zones spatio-temporelles. La ﬁgure . présente un exemple de classiﬁcation
obtenue par notre méthode. Bien sûr, elle ne rend pas compte de l’aspect temporel de celle-ci.
Tous les pixels de l’image centrale d’un tronçon sont assignés à une classe. Cependant, la méthode
de création des tubes laisse des pixels sans classiﬁcation sur les autres images. Parallèlement, elle
provoque aussi le recouvrement partiel de tubes à d’autres endroits. La segmentation n’est donc pas
complète. Aﬁn de créer des séquences dont tous les pixels sont étiquetés, nous leur assignons tous une
classe en aﬀectant à un pixel non étiqueté la classe du tube le plus proche spatialement. La même
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C1 C2 C3 C4 C5
Figure . – Image de la séquence des classes du contenu New Mobile & Calendar.
méthode est utilisée pour déterminer la classe d’un pixel où se recouvre plusieurs tubes. La ﬁgure .a
présente un exemple de vidéos de classe avant ce traitement. La ﬁgure .b présente ce même exemple
après ce traitement. Ainsi, chaque pixel du contenu traité appartient à une unique classe.
.. Génération des séquences partiellement dégradées
Les séquences partiellement dégradées sont générées à partir du contenu original, de sa segmen-
tation et classiﬁcation et des séquences codées à diﬀérents débits par H. correspondantes. Les
segments d’une séquence dégradée correspondant à une classe sont insérées dans le contenu original.
Ce procédé crée une séquence dégradée par classe et par débit. Seuls les segments de la séquence d’une
classe donnée sont ainsi dégradés, les autres segments étant ceux de la vidéo d’origine. Les étapes sont
présentées sur la ﬁgure . avec seulement le quart de la première image du contenu Above Marathon.
L’image .b représente les diﬀérents segments avec leur classe. L’image .c montre l’image dégradée
partiellement : seuls les segments de classe C1 sont dégradés. Ceci est visible sur l’arbre central. Nous
créons ainsi cinq séquences partiellement dégradées par contenu et par débit. Pour cette étude, vingt
débits ont été sélectionnés par des experts. Ils sont donnés dans le tableau .. Par ailleurs, les bordures
entre une zone dégradée et une zone d’origine pouvant être visibles, nous les avons adoucies à l’aide
d’une fonction d’apodisation d’extension spatiale d’une dizaine de pixels.
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(a) Avant traitement. (b) Après traitement.
sans étiquette C1 C2 C3 C4 C5
Figure . – Comparaison de deux vidéos de classe, la première avant suppression des zones sans
classes et des ambiguïtés de classiﬁcation, la seconde après.
contenu débits (Mbps)
Above Marathon  ;  ; 
Captain  ;  ; 
Dance in the Woods  ;  ; 
Duck Fly  ;  ; 
Fountain Man  ; 
Group Disorder  ; 
Rendezvous  ; 
Ulriksdals  ; 
Tableau . – Débits en Mbps utilisés pour la création de séquences partiellement dégradées.
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(a) Image du contenu original.
(b) Image de la vidéo de classes.
C1 C2 C3 C4 C5
(c) Image de la séquence partiellement dégradée. Les segments de la
classe C1 sont ici seuls dégradés.
Figure . – Les trois étapes de création des séquences partiellement dégradées.
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.. Évaluation subjective de la qualité des séquences dégradées
Aﬁn de disposer des notes de qualité de chacune des séquences partiellement dégradées, nous
eﬀectuons une campagne de tests. La mesure obtenue est liée à l’impact d’une classe donnée sur la
qualité perçue pour le niveau de dégradation créé par le codage au débit considéré. Les tests ont été
réalisés dans les mêmes conditions que pour l’évaluation de la qualité visuelle des vidéos de la base de
l’annexe A. Une session SAMVIQ pour un contenu donné et à un débit B est composée :
. du contenu de référence explicite, servant d’ancre de haute qualité ;
. de la séquence partiellement dégradée par la classe C1, codé au débit B ;
. de la séquence partiellement dégradée par la classe C2, codé au débit B ;
. de la séquence partiellement dégradée par la classe C3, codé au débit B ;
. de la séquence partiellement dégradée par la classe C4, codé au débit B ;
. de la séquence partiellement dégradée par la classe C5, codé au débit B ;
. de la séquence entièrement dégradée, par le codage au débit B ;
. d’une séquence entièrement dégradée à bas débit, servant d’ancre de basse qualité ;
. d’une séquence entièrement dégradée à un débit moyen, choisi selon B et le bas débit ;
. de la référence cachée.
Une session permet donc de recueillir à la fois les notes de qualités de chaque séquence entièrement
dégradée et celles de toutes les séquences partiellement dégradées.
.. Conclusion
Nous avons présenté la méthode de segmentation spatio-temporelle et de classiﬁcation de sé-
quences vidéo que nous avons conçue aﬁn de mesurer l’impact des dégradations dans chaque type de
segment spatio-temporel. Cela nous a permis de connaitre les pertes de qualité liées à chaque classe
séparément. Nous avons également mesuré les pertes de qualité quand l’ensemble de la séquence est
dégradé. Celles-ci sont issues des tests de qualité de la base de l’annexe A. Il ne reste désormais plus
qu’à tenter de relier les impacts visuels des dégradations locales à celle des dégradations globales.
. De la perte de qualité subjective locale à l’estimation globale
Nous cherchons à savoir s’il est possible de relier les pertes de qualité locales d’un côté et la perte de
qualité globale de l’autre. Il n’est pas évident a priori qu’une telle relation soit simple, étant donné que
le cumul correspondant est fait au niveau du cerveau humain au cours de l’évaluation subjective de
qualité. Si nous pouvons identiﬁer cette relation, cela sera très intéressant pour construire un modèle
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objectif de qualité. En eﬀet, celui-ci pourrait alors évaluer séparément chaque classe de contenu avant
de cumuler les qualités locales en une note de qualité globale.
Commençons par clariﬁer les termes utilisés. La note de qualité visuelle du contenu S j non dégradé
est notée MOS(S j ). Dans la méthodologie SAMVIQ, elle correspond à la note de la référence cachée.
La note de la séquence entièrement dégradée à un débit Bk correspondante est notée MOS(S j ,Bk ).
De plus, une note de qualité partielle, notée MOS(S j ,Bk ,Ci ), est obtenue pour chaque contenu
S j , codé au débit Bk et avec une dégradation présente uniquement sur les segments de classe Ci . La
diﬀérence entre MOS(S j ) et MOS(S j ,Bk ) représente la perte de qualité globale de la séquence. Nous
la notons DMOS(S j ,Bk ). La diﬀérence entre une note de qualité partielle MOS(S j ,Bk ,Ci ) et la
note de qualité MOS(S j ) est appelée ∆MOS(Ci ,S j ,Bk ). Elle indique la perte de qualité induite par
les dégradations de la classe Ci . Pour un contenu S j et un débit Bk donnés, la relation recherchée
est donc entre DMOS(S j ,Bk ) et les cinq valeurs ∆MOS(Ci ,S j ,Bk ) avec i ∈ [;]. La ﬁgure .
représente les diﬀérentes valeurs présentes dans ce type de relation. Sur une échelle de qualité allant
de  à , la valeur MOS(S j ) est la note maximale obtenue et MOS(S j ,Bk ) la note minimale. Les
∆MOS(Ci ,S j ,Bk ) sont donc compris entre ces deux extrêmes.
Plusieurs modèles de cumul ont été testés dans le but d’établir la relation cherchée. Nous présentons
ici les plus intéressants. Nous distinguerons deux catégories : les modèles linéaires et les non linéaires.
.. Modèles linéaires
Ces modèles, les plus simples consistent à calculer le DMOS du contenu S j au débit Bk par :
DMOS(S j ,Bk )=
∑
1≤i≤5
∆MOS(Ci ,S j ,Bk )×δi (.)
avec δi valant  ou . Ainsi, soit la contribution d’une classe est prise en compte entièrement, soit elle
ne l’est pas du tout. En eﬀet, ceci nous renseignera sur l’importance relative de chaque classe sur le
cumul. Il y a ainsi  modèles diﬀérents possibles. Nous évaluons les performances de chacun d’eux
par deux critères : le coeﬃcient de corrélation linéaire et l’écart-type de la diﬀérence, noté σe . Cet
écart-type est calculé entre les ∆MOSi et leurs prédictions linéaires ∆MOSpi issues d’un modèle
donné X . La prédiction consiste à calculer :
∆MOSpi =
(
ρX∆×
(
Xi −X
σX
)
×σ∆
)
+∆ (.)
avec ρX∆ le coeﬃcient de corrélation entre les notes Xi issues du modèle X et les ∆MOSi , X la
moyenne des Xi , σX l’écart-type des Xi , ∆ la moyenne des ∆MOSi et σ∆ l’écart-type des ∆MOSi .
Le tableau . présente certains des modèles proposés avec le coeﬃcient de corrélation et la
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Figure . – Représentation des diﬀérentes valeurs présentes dans la relation entre la perte de qualité
globale, notée DMOS(S j ,Bk ), et les pertes locales notées ∆MOS(Ci ,S j ,Bk ) avec i ∈ [;].
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racine carrée de l’erreur quadratique moyenne qu’ils donnent. Pour les modèles dont le coeﬃcient
de corrélation est inférieur à ,, seuls ceux issus de l’utilisation d’une seule classe sont présentés. Le
nom de chaque modèle est symbolisé par la somme des classes prises en compte dans celui-ci.
modèle coeﬃcient de corrélation σe
C2+C4+C5 , ,
C2+C4 , ,
C2+C3+C5 , ,
C1+C2+C3+C4+C5 , ,
C1+C2+C4+C5 , ,
C2+C3+C4+C5 , ,
· · · · · · · · ·
C2 , ,
C3 , ,
C4 , ,
C5 , ,
C1 , ,
Tableau . – Modèles linéaires de cumul des pertes de qualité locales accompagnés de leur
performances respectives.
Les performances révèlent l’importance relative de chaque classe dans le processus de cumul eﬀectué
par l’observateur moyen. Malgré sa simplicité, une telle approche permet de bonnes corrélations
avec quelques classes stratégiques. La combinaison des seules zones homogènes de forte luminance
C2 et des zones de textures fortes C4 fournit une très bonne corrélation avec le jugement humain.
Ceci s’explique notamment par la nature des contenus, composés en majorité de ce type de zones.
Malgré ses faibles proportions et ses mauvaises performances individuelles, la classe des contoursC5 est
présente dans cinq des six premiers modèles les plus performants. Ainsi, l’ensemble des dégradations
de ces trois classes C2, C4 et C5 sont étroitement liées à la qualité globale de la séquence. Leur impact
sur la perception de la qualité par l’observateur moyen est donc particulièrement important.
À l’opposé, lorsqu’une seule classe est utilisée, nous obtenons parmi les plus mauvaises perfor-
mances. Cela signiﬁe que la qualité d’une seule classe de contenu ne suﬃt pas à représenter la qualité
globale de la séquence, ce qui semble évident a priori. En contrepartie, la combinaison des cinq classes
n’obtient pas la meilleure performance, indiquant que certaines zones ne sont pas ou peu prises en
compte dans la construction du jugement de qualité de l’observateur moyen. Cela pourrait être aﬃné
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avec des valeurs non entières de δ.
Un modèle linéaire simple peut donc suﬃre à fournir une très bonne corrélation entre la qualité
globale et les qualités locales. Ce résultat est très intéressant car il montre que les qualités locales
peuvent être cumulées aﬁn d’approcher la qualité globale. Ainsi, nous pouvons passer de l’évaluation
de la séquence entière à une évaluation par parties, chacune exploitant la classe de contenu où elle est
calculée.
.. Modèles non linéaires
Des modèles non linéaires peuvent également être envisagés. Le premier que nous proposons est
également très simple et ne considère que les valeurs maximales des ∆MOS. Le second est plus évolué
et introduit la notion d’unités de dégradation.
Modèle basé sur les valeurs maximales des pertes locales
Ce modèle considère que les classes avec la plus grande perte locale contribuent le plus à la perte
globale. Il s’exprime par :
DMOS(S j ,Bk )=max
i
(
∆MOS(Ci ,S j ,Bk )
)
(.)
Ainsi, en ne retenant que la classe de plus grand ∆MOS pour chaque contenu, le coeﬃcient de
corrélation linéaire vaut , et la racine carrée de l’erreur quadratique moyenne vaut ,. Si la
somme des deux classes qui contribuent le plus est utilisée, c’est-à-dire :
DMOS(S j ,Bk )=max
i
(
∆MOS(Ci ,S j ,Bk )
)+max
l ,l 6=i
(
∆MOS(Cl ,S j ,Bk )
)
(.)
alors le coeﬃcient de corrélation linéaire vaut , et la racine carrée de l’erreur quadratique
moyenne vaut ,. Les classes retenues sont majoritairement les classes C2 et C3, ce qui conﬁrme
leur importance.
Le modèle utilisant les deux classes de plus forte contribution obtient de meilleures performances
que tous les modèles linéaires présentés précédemment. L’idée de résumer la perte à ses plus grands
contributeurs est donc bonne. Cependant, l’inconvénient majeur de cette méthode est qu’elle nécessite
la connaissance a priori de toutes les notes de qualités locales aﬁn de pouvoir en sélectionner les valeurs
maximales.
Modèle de prédiction des qualités basé sur l’unité de dégradation
Ce modèle ne prédit pas les pertes de qualité locales, mais directement les notes de qualité, c’est-
à-dire les MOS. Il exploite pour cela la notion d’unité de dégradation [CCIR, ]. La déﬁnition de
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l’unité de dégradationUijk associée à la qualitéQijk =MOS(Ci ,S j ,Bk ) de la classe Ci du contenu S j
au débit Bk est :
Uijk =
Qˆ j −Qijk
Qijk
= Qˆ j
Qijk
−1 (.)
avec Qˆ j = 100 la qualité de référence. En eﬀet, nous considérons ici que la qualité de référence doit
être optimale, c’est-à-dire que la prise de vue est parfaite. Or dans nos tests, le MOSQ j de la référence
cachée est la plus haute valeur et ne vaut jamais . C’est pourquoi dans ce modèle, nous appliquons
une pondération w j à chaque MOS du contenu S j aﬁn de transformer la valeur de la référence cachée
pour qu’elle vaille  :
Q ′ijk =w j ×Qijk =
100
Q j
×Qijk. (.)
Un modèle de cumul des unités de dégradation de chaque classe Ci est déﬁnie par :
U j k =
5∑
i=1
Uijk =
Qˆ j
Qjk
−1 (.)
et la prédiction de la note de qualité globale du contenu S j au débit Bk est donc :
Qjk =
Qˆ j
1+Ujk
. (.)
Nous utilisons ce modèle pour prédire les MOS des  séquences du tableau .. Le coeﬃcient
de corrélation linéaire entre les MOS subjectifs et les MOS prédits vaut ,. La racine carrée
de l’erreur quadratique moyenne vaut ,. En considérant uniquement les trois classes les plus
signiﬁcatives, à savoir C2, C4 et C5, le coeﬃcient de corrélation augmente à , et l’erreur chute à
,. Encore une fois, ne considérer que les classes les plus importantes améliore signiﬁcativement les
performances. Ce modèle obtient ainsi la meilleure corrélation pour une erreur légèrement supérieure
à celle des meilleurs modèles linéaires et des modèles basé sur les valeurs maximales des pertes locales.
.. Conclusion
Nous venons de présenter plusieurs modèles de cumul des pertes de qualités locales en une
évaluation de la perte globale de qualité. Seul le dernier est une prédiction directe des notes de qualité.
Les meilleurs modèles obtiennent une très bonne corrélation entre les données subjectives et leur
prédiction. Le tableau . récapitule les meilleures performances de chaque modèle. Le principal
enseignement de cette étude est qu’il est possible de trouver une relation entre des évaluations de
qualité partielles et l’évaluation de la séquence complète. De plus, les modèles proposés sont tous
simples d’utilisation, ce qui renforce leur intérêt.
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modèle coeﬃcient de corrélation reqm
linéaire , ,
non linéaire , ,
prédiction des notes de qualité , ,
Tableau . – Meilleures performances des modèles de cumul des pertes de qualité locales.
. Conclusion
Ce chapitre a permis de présenter et d’exploiter une méthodologie originale. Son but est de
permettre la caractérisation de l’impact d’un système dégradant de type codage sur la qualité visuelle.
Dans le cadre de la télévision haute déﬁnition, le système de codage retenu suit la norme H.. Notre
approche prolonge les travaux de Farias [Farias, ] mais nous remplaçons son partitionnement en
type de dégradations par un partitionnement en zones spatio-temporelles cohérentes. L’idée étant
posée, il fallait ensuite construire une méthode permettant de l’exploiter. Nous avons donc proposé
une segmentation spatio-temporelle qui introduit notamment la notion de tubes D dont l’originalité
est de suivre le mouvement local. Cette segmentation permet de dégrader un contenu par zones
spatio-temporelles suivant leur activité spatiale. Chaque zone est ensuite évaluée individuellement, ce
qui permet de recueillir les qualités locales de chaque séquence. Ainsi, l’analyse de l’impact du codage
sur la qualité visuelle est plus ﬁne. Néanmoins, la méthode est indépendante du système dégradant,
elle pourrait être utilisée dans d’autres contextes.
La question à laquelle nous avons ensuite répondu est celle du cumul de ces notes de qualité par
type de contenu en une note de qualité globale. Nous avons montré que de simples combinaisons
linéaires entre les pertes de qualité par type de contenu et la perte globale de qualité permettaient
d’obtenir une relation forte. Ainsi, l’impact sur la qualité globale peut être déduite des impacts sur
chaque type de contenu local.
orn
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Bilan des tests subjectifs réalisés
Cette première partie a abordé la question de la qualité visuelle en télévision haute déﬁnition
d’un point de vue subjectif. Nous l’avons vu, cet aspect nécessite de lourdes expérimentations. À titre
informatif, voici quelques chiﬀres caractérisant, chacun à leur façon, l’ensemble des tests que nous
avons réalisés. Nous avons utilisé :
– une salle de test dédiée et normalisée selon les recommandations internationales [ITU, a,
ITU, ] ;
– une chaine complète de lecture de séquences de télévision haute déﬁnition non compressées
comprenant deux écrans haute déﬁnition, un lecteur temps-réel et un serveur de stockage ;
– près de deux téraoctets de séquences vidéos ;
– plus de  jours cumulés de codage H. avec le codeur de référence [JVT, ] ;
– une interface de notation pour chacune des trois méthodologies utilisées ;
–  sessions SAMVIQ,  sessions ACR et  sessions de préférence ;
–  séances de test pour environ  heures d’évaluation subjective de la qualité ;
– une base de plus de  observateurs uniques, dont l’acuité est vériﬁée par le test de Mo-
noyer [Monoyer, ] et l’absence de daltonisme par les tests d’Ishihara [Ishihara, ].
Les deux écrans de résolution × utilisés étaient un CRT JVC DT-V CG et un LCD
Philips THW. Le premier, de type CRT, a une hauteur d’image de , cm, ce qui donne une
distance d’observation de , cm en se plaçant à trois fois la hauteur de l’écran. Le second écran est
un LCD de  cm de hauteur, correspondant à une distance d’observation normalisée de  cm.
Le lecteur temps-réel de contenu haute déﬁnition i non compressé était un système Dorémi
V-UHD.
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Deuxième partie
Critères objectifs de qualité vidéo
en télévision haute déﬁnition
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Critères objectifs de qualité vidéo : état de l’art
L
   de nombreuses méthodes d’évaluation objective de la qualité de la
vidéo. Ce chapitre a pour objectif de présenter de façon structurée une vue d’ensemble des
principales approches existantes. Nous la limitons sciemment au domaine applicatif qui
nous concerne : le codage. Pourtant, les applications de l’évaluation objective de la qualité
vidéo sont plus diverses. La transmission, les post-traitements, les capteurs ou les aﬃcheurs sont
également des éléments pouvant faire l’objet de critères de qualité spéciﬁques. Les critères objectifs de
qualité vidéo sont de trois types diﬀérents, suivant la disponibilité ou non du signal vidéo d’origine, dit
de référence, car supposé non dégradé. Pour le premier type, appelé avec référence complète (noté FR
pour Full Reference), les méthodes disposent de la vidéo de référence en plus de la vidéo dont la qualité
est à mesurer. Ceci est le cas ici car le codage s’eﬀectue à partir de la vidéo de référence et la version
dégradée est la vidéo après codage/décodage. La plupart des méthodes proposées dans la littérature
fonctionnent de cette manière et c’est ce type que nous traiterons ici en grande majorité. Nous ne
considérerons pas le cas du transcodage. Le second type de méthodes, appelées avec référence réduite
(RR pour Reduced Reference), produit une mesure de qualité en ne disposant que d’un ensemble réduit
de caractéristiques mesurées sur la référence. Les mêmes caractéristiques calculées sur la vidéo dégradée
leur sont comparées aﬁn de construire la note de qualité ﬁnale. Le peu d’information disponible pour
la conception rend celle-ci plus diﬃcile que pour les méthodes avec référence complète. Par contre, ce
type de méthode s’applique très bien à la transmission de la vidéo car la référence réduite est codée
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avec une quantité d’informations binaires très réduite par rapport à celle utilisée dans le codage du
contenu. Enﬁn, les méthodes sans référence (notées NR pour No Reference) calculent un critère sans
aucune connaissance du signal d’origine. Alors que l’œil humain est le plus souvent capable d’évaluer
une qualité d’image sans connaitre la référence associée, la conception d’un critère de qualité visuelle
sans référence est une tâche particulièrement complexe. C’est pourquoi peu de critères de ce type
ont été proposés dans la littérature jusqu’à présent. Cependant, pour améliorer les performances des
méthodes avec référence réduite ou sans références, il est possible de s’appuyer des a priori sur le
système dégradant utilisé.
Nous utiliserons en plus ici une classiﬁcation de plus haut niveau que celle distinguant les niveaux
de disponibilité de la référence. Celle que nous adoptons distingue les approches n’exploitant pas les
propriétés du système visuel humain de celles qui en exploitent. Les premières tiennent uniquement
compte des données brutes de la vidéo. Les secondes intègrent des principes de plus ou moins haut
niveau du système visuel humain. Ceci leur permet de rendre compte de l’impact des données sur la
perception de la qualité. Dans cette catégorie d’approche, plusieurs courants co-existent. La ﬁgure .
tente de représenter l’ensemble des approches abordées dans ce chapitre, avec des exemples de critères
pour chacune d’elle. Ces critères seront mentionnés et détaillés dans la suite de ce chapitre.
Approches
signal
Approches
perceptuelles
PSNR
WPSNR
VQM
Modèles avec
connaissance du
système dégradant
Farias
NROQM
Marziliano
Wang
Modèles basés sur des
principes perceptuels
NHK
KPN Tapestries
Modèles
structurelsSSIM
VSNR
Modèles basés sur
le SVH bas niveau
Sarnoﬀ
NVFM
VDP
PDM
DVQ
Figure . – Vue d’ensemble des critères objectifs de qualité vidéo.
Dans la catégorie des approches perceptuelles, nous distinguons trois groupes d’approche. Le
premier est composé des approches basées sur la modélisation de la vision humaine bas niveau. Le
second correspond aux approches basées sur la ﬁdélité structurelle. Celles-ci incluent des propriétés
de plus haut niveau du système visuel humain. Le dernier groupe est composé des approches basées
sur la mesure explicite de dégradations haut niveau.
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Ce chapitre est organisé de la manière suivante. Nous commencerons par développer les critères
objectifs basés signal. Nous délimiterons leur usage, tout en nuançant les critiques portées habi-
tuellement à leur égard. Les sections suivantes traiteront successivement des approches basées sur la
modélisation ﬁne de la vision humaine bas niveau, des approches basées sur la ﬁdélité structurelle et
des approches basées sur la mesure explicite de dégradations haut niveau. Nous terminerons par une
discussion sur les diﬀérentes questions soulevées par ces approches.
. Défauts. . . mais aussi mérites du PSNR
Les communautés scientiﬁques du codage et du traitement de l’image et de la vidéo utilisent
depuis longtemps des métriques basées signal. Il s’agit du rapport signal sur bruit crête, ou PSNR (Peak
signal to noise ratio) et de ses dérivés. Cet usage est devenu presque exclusif, entretenant l’habitude
de leur manipulation. Il y a plusieurs raisons à cet usage. La principale est que le PSNR n’est pas
systématiquement inadapté. Il existe des situations où son utilisation a du sens. La seconde raison est
sa simplicité et sa rapidité d’exécution, qui le rend d’utilisation très aisée. Enﬁn jusqu’ici, peu d’autres
métriques objectives de la littérature sont venues remettre cet usage en question.
Cependant, la communauté de la qualité d’image et de la vidéo s’interroge sur le bien fondé
d’une telle popularité [Girod, , Eskicioglu, , VQEG, ]. S’il est en eﬀet critiquable et
facilement mis en défaut, il convient pourtant de lui reconnaitre quelques vertus. Après tout, il ne
serait tout simplement pas utilisé s’il ne rendait pas un minimum de service aux utilisateurs. C’est
d’ailleurs une critique plus générale qu’il faut énoncer. Le bon usage d’une métrique passe par la
maitrise de ses capacités et de ses limites. La métrique idéale et universelle n’existe pas encore. Revenons
maintenant sur les critiques usuelles portées à l’encontre du PSNR avant de nuancer notre propos par
quelques exemples.
.. Les critiques habituelles
Le défaut majeur imputable au PSNR est que son calcul étant eﬀectué pixel par pixel, tous
ayant la même importance, il ne tient pas compte de l’activité du contenu de la vidéo. Cela a deux
conséquences. La première est qu’un désalignement spatial ou temporel a des eﬀets particulièrement
désastreux sur la mesure. Alors que le décalage d’une image d’un pixel est généralement imperceptible
pour l’observateur, le PSNR le considérera comme une dégradation non négligeable. De même, une
désynchronisation temporelle sera particulièrement mal évaluée. C’est pour cela qu’il est incapable de
prédire l’impact des erreurs de transmission. La seconde conséquence est que le cumul des erreurs tel
qu’il est eﬀectué n’a aucune considération perceptuelle de ces erreurs. Il ne permet pas d’établir une
relation forte et cohérente avec les notes de qualité vidéo fournies par l’observateur moyen. À titre
d’exemple, nous avons calculé les performances du PSNR sur l’ensemble de  séquences dégradées
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de la base présentée à l’annexe A. Si nous calculons le coeﬃcient de corrélation entre les évaluations
subjectives fournies par les observateurs et le PSNR, nous obtenons une très faible valeur de ,.
La ﬁgure . présente les MOS prédits par le PSNR en fonction des mesures subjectives mesurés sur
écran LCD.
    





MOS prédits
M
O
S
Figure . – MOS prédits par le PSNR en fonction des MOS subjectifs mesurés sur écran LCD.
La conséquence de ces défauts est un manque de cohérence et de robustesse. Le PSNR n’est pas
capable de bien prédire la qualité entre diﬀérents contenus, diﬀérentes résolutions, diﬀérentes cadence
d’aﬃchage ou diﬀérents systèmes dégradants. Illustrons cela par un exemple. Les ﬁgures .a, .b
et .c présentent le MOS en fonction du PSNR pour trois contenus diﬀérents de la base de l’annexe A.
Ces trois mêmes courbes sont regroupées sur la ﬁgure .d. Nous constatons qu’avec un même contenu
et un même système dégradant, la relation entre le PSNR et le MOS est globalement monotone, même
si pour certains contenus tels que Voile, nous observons une non monotonie. La ﬁgure .d illustre
parfaitement le manque de robustesse inter-contenu du PSNR. Les valeurs maximales des MOS des
trois contenus sont de ,, , et ,, c’est-à-dire très proches compte tenu de la dynamique de
l’échelle. En revanche, les PSNR correspondant sont respectivement de , dB, , dB et , dB.
Cette diﬀérence est indiquée d’une ﬂèche sur la ﬁgure .d. Le même type de problème survient si
le PSNR est utilisé pour évaluer diﬀérents types de dégradations [Ebrahimi et al., ]. Il est donc
impossible de comparer des PSNR calculés dans des scénarii trop diﬀérents, comme par exemple dans
l’évaluation de performances de diﬀérents codeurs.
Cela étant, ces défauts ne sont pas systématiquement comblés par les autres critères de la littéra-
ture. En fait, peu s’avèrent réellement robustes dans toutes les situations. C’est pourquoi elles sont
généralement spécialisées, comme peut l’être le PSNR, mais dans une moindre mesure.
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(d) Séquences Parkrun, Duck Fly et Voile.
Figure . – MOS en fonction du PSNR (en dB) pour trois séquences diﬀérentes.
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.. Application à un contexte limité
L’exemple précédent délimite des conditions d’utilisation du PSNR. S’il est restreint à un contexte
donné, il peut fournir une relation forte avec les MOS. Rodrigues [Rodrigues et al., ] l’utilise
pour évaluer sa technique d’amélioration du codage MPEG- de l’erreur de prédiction du mouvement
des images B. Il compare le PSNR moyen des images codées en mode B d’une séquence avec et sans
l’usage de cette technique. Il eﬀectue cette comparaison sur plusieurs contenus, mais il ne compare
pas les PSNR d’un contenu à l’autre. De même, il calcule le PSNR sur les trois composantes couleurs
pour mesurer le gain obtenu sur chacune d’elle, mais il ne compare pas les PSNR entre diﬀérentes
composantes.
Les limites du PSNR sont, en l’occurence, bien prises en compte par Rodrigues. Son usage doit
ainsi se limiter à des comparaisons où peu de conditions changent. Par exemple, le PSNR peut être
utilisé pour mesurer le gain en débit obtenu par des algorithmes centrés sur une très petite partie d’un
schéma de codage [Merkle et al., ]. À l’inverse, une régulation de débit basée sur le PSNR peut
poser des problèmes, car aucun contrôle sur la qualité visuelle n’est alors eﬀectué.
.. Le PSNR amélioré
Il existe quelques tentatives d’amélioration du PSNR, notamment le WSNR (Weighted signal to
noise ratio) [Damera-Venkata et al., ]. Cela consiste à appliquer une pondération du SNR par
une CSF comme celle de Mannos et Sakrison [Mannos et Sakrison, ]. Le calcul de l’erreur locale
est ainsi plus pertinente, mais le problème du cumul n’est pas traité. Cette méthode permet de gagner
en précision par rapport au SNR, mais sans atteindre les performances d’autres critères.
Oelbaum [Oelbaum et al., ] propose une technique d’amélioration des critères de qualité
en général et applicable entre autre au PSNR. Elle est basée sur l’observation que nous venons de
faire : la corrélation entre les MOS et les notes objectives est forte dans le cas du codage à plusieurs
débits d’un même contenu donné par un codeur donné. L’auteur exploite cette propriété pour réduire
la diﬀérence entre la qualité prédite et la qualité subjective. La ﬁgure . présente son modèle. La
méthode nécessite la création de deux séquences additionnelles codées/décodées. La première doit
être de haute qualité visuelle, entre  et  sur une échelle de  à . La seconde doit être de
basse qualité, entre  et . Pour déterminer ces qualités, il faut donc eﬀectuer des tests subjectifs.
L’application de la méthode au PSNR est la suivante. Fixons les qualités subjectives des ancres de
haute et basse qualité à  et  respectivement. Leurs PSNR sont PSNRh et PSNRb respectivement.
Deux paramètres slope et offset sont calculés de la manière suivante :
slope= PSNRh −PSNRb
90−10 et offset = PSNRb − (10× slope). (.)
–  –
.. Défauts. . . mais aussi mérites du PSNR
Une fois ces paramètres connus, le PSNR amélioré d’une séquence dégradée, appelé PSNR+, est
calculé par :
PSNR+ = PSNR−offset
slope
(.)
séquence
originale
codage
séquence
dégradée
séquence de
basse qualité
séquence de
haute qualité
critère de
qualité
critère de
qualité
critère de
qualité
ré
gr
es
si
on
correction PSNR+
PSNRb
PSNRh
PSNR
slope,offset
Figure . – Schéma de la technique d’amélioration des critères de qualité
d’Oelbaum [Oelbaum et al., ].
L’auteur évalue les performances de sa méthode sur un ensemble de  séquences CIF dégradées
par un codage H. et évaluées par  observateurs. Il ne précise pas les paramètres de codage de
ces séquences. Les ancres basse et haute sont codées par le codeur de référence H. [JVT, ] en
ﬁxant les pas de quantiﬁcation pour chacune. L’auteur ne précise pas non plus si les performances
qu’il fournit sont calculées après l’application d’une fonction d’ajustement. Une telle fonction permet
de transformer les PSNR+ en une prédiction du MOS, appelé MOSp. Le coeﬃcient de corrélation
entre les MOS et les PSNR+ est de , alors qu’il est de , avec un simple PSNR. L’outlier ratio
des PSNR+ est de ,, alors qu’il est de , pour les PSNR. Cet indicateur calcule le rapport
Ne
Nn
entre le nombre de conﬁgurations mal évaluées Ne et le nombre total de notes objectives Nn .
Une conﬁguration est considérée comme mal évaluée si |MOS−MOSp| > 2× IC avec IC l’intervalle
de conﬁance à  du MOS. Le gain est signiﬁcatif, sans pour autant suﬃre à rendre le PSNR très
robuste.
Outre ce gain en performance insuﬃsant dans le cas du PSNR, cette approche originale a d’autres
désavantages. Le premier est qu’elle nécessite la création de nouvelles séquences, dont il faut évaluer la
qualité de manière subjective pour que la régression linéaire soit eﬃcace. Cela peut être fait par des
experts sans mettre en place un ensemble de tests psychophysiques mais nécessite tout de même une
intervention, ce qui réduit l’automatisation de la méthode. De plus, pour créer ces ancres basse et
haute, l’auteur conseille d’utiliser un codeur proche, en termes de technologie, de celui utilisé pour
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coder les séquences évaluées. Enﬁn, dans le cas plus général de l’utilisation de cette méthode avec des
critères de qualité vidéo sans référence, elle nécessite tout de même les paramètres slope et offset. En
conséquence, un critère sans référence devient avec référence réduite, celle-ci étant constituée de ces
deux paramètres.
. Approches basées sur la modélisation ﬁne de la vision humaine bas
niveau
Ce type d’approche cherche à modéliser plus ou moins ﬁnement les phénomènes bas niveau de la
vision. Les connaissances nécessaires à cette modélisation sont le plus souvent issus d’expérimentations
psychovisuelles. La complexité du système de vision humaine fait que ces travaux durent depuis
de nombreuses années. Les premiers résultats portaient sur l’image ﬁxe, avant de s’intéresser plus
récemment à la vidéo.
.. Métriques de qualité en images ﬁxes
Le schéma classique de la version la plus évoluée d’une telle métrique est donné sur la ﬁgure ..
Historiquement, les diﬀérents éléments qui le constitue sont apparus progressivement.
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Figure . – Schéma générique d’une métrique de qualité basée sur la modélisation ﬁne de la vision
humaine bas niveau.
Les premières modélisations du système visuel humain reposent sur une approche à un seul canal
perceptuel. Dans les travaux de Mannos, seule une fonction de sensibilité aux contrastes (CSF) permet
de déﬁnir le système [Mannos et Sakrison, ]. Une CSF décrit l’évolution de la sensibilité visuelle
en fonction des fréquences spatiales et de l’orientation du signal à détecter. La sensibilité visuelle est
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déﬁnie comme l’inverse du contraste d’un signal à son seuil diﬀérentiel de visibilité.
Un élément important de la perception est l’eﬀet de masquage. Celui-ci se caractérise par la
modiﬁcation de la perception d’un signal par la présence d’un autre signal. En pratique, cela consiste
à prendre en considération le contexte spatial et temporel dans le calcul d’une mesure locale comme
un contraste. L’inclusion de ces eﬀets de masquage dans les métriques de qualité mono-canal a permis
de sensiblement les améliorer [Kusayama et al., ].
Les eﬀets de masquage sont mieux caractériser par les modélisations multi-canaux que par les
modélisations mono-canal car ils permettent d’intégrer certaines spéciﬁcités des champs récepteurs
du système visuel. Zetzsche [Zetzsche et Hauske, ] propose le premier modèle utilisant une
décomposition en canaux perceptuels. Celle-ci utilise une pyramide ROG (ratio of gaussian) à cinq
niveaux de résolution et un ensemble de ﬁltres gaboriens ayant une sélectivité angulaire de  degrés.
Plusieurs types de décomposition ont été proposés. Par exemple, le VDP de Daly [Daly, ] utilise
une version adaptée de la transformée Cortex de Watson [Watson, ]. Celle-ci se caractérise par
des ﬁltres à sélectivité radiale dyadique et à sélectivité angulaire de  degrés. Lubin [Lubin, ]
décompose les images originales et dégradées en sous-bandes à l’aide de sept ﬁltres passe-bandes de
fréquences centrales allant de  à , cycle par degré. Une décomposition pyramidale à cinq niveaux
permet ensuite de créer un ensemble d’images de plusieurs résolutions.
Le premier critère de qualité d’images en couleur a été proposé par Faugeras [Faugeras, ].
À partir de la réponse des cônes de la rétine, il eﬀectue une décomposition dans un espace couleur
perceptuel. Il obtient ainsi une composante achromatique et deux composantes chromatiques. Ce
calcul repose sur la théorie classique des signaux antagonistes, largement utilisé [Lambrecht, ,
Lai et al., , Krauskopf et al., ]. L’œil humain étant plus sensible à la luminance qu’à la chromi-
nance, il est courant de donner moins d’importance ou de précision à cette dernière. C’est par exemple
le cas de la décomposition en canaux de Le Callet [Le Callet, ] qui limite le plan fréquentiel des
composantes chromatiques aux deux premières bandes de fréquences spatiales, alors que celui de la
composante achromatique en compte quatre. De même, le cumul inter-composante exploite cette
propriété en privilégiant la luminance.
La dernière étape de cumul est très importante dans la mesure où elle permet d’obtenir la note de
qualité ﬁnale à partir des contributions locales. Cependant, ce cumul est souvent simpliﬁé car lamanière
dont il est opéré par le système visuel humain n’est toujours pas bien connue [Wang et al., ].
Peu d’originalité en découle, les auteurs préférant privilégier les étages précédents. La sommation
de Minkowski est alors souvent utilisée pour intégrer les mesures locales. Cette sommation est de la
forme :
SM =
(
1
Nv
Nv∑
i=1
v
β
i
) 1
β
(.)
avec β l’exposant de la sommation et v le vecteur de Nv éléments. Cependant, cette somme ne permet
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de pondérer les données qu’en fonction de leur amplitude et non en fonction de leur répartition
spatiale ou temporelle [Wang et al., a]. La complexité des phénomènes haut niveau mis en jeu
lors de la construction ﬁnale de la note subjective de qualité n’est donc pas entièrement considérée.
.. Passage à la vidéo
La conception de critères objectifs de qualité adaptés à la vidéo pose l’épineux problème de la
dimension temporelle. Celle-ci implique des modiﬁcations à la fois au niveau du calcul des erreurs
locales et de leur cumul en une note de qualité. Ce type de métrique de qualité vidéo peut ainsi se
décomposer en deux étages principaux comme le montre la ﬁgure ..
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Figure . – Les deux étages principaux d’un critère de qualité vidéo.
Il est courant que les critères d’évaluation de la qualité vidéo soient adaptés de critères pour images
ﬁxes. Ainsi, Watson adapte sa DCTune [Watson, ] pour proposer la DVQ [Watson et al., ].
Les éléments de vision qu’il intègre sont assez nombreux : adaptation en luminance, décomposition
en composantes couleur, décomposition spatio-fréquentielle, ﬁltrage spatial et temporel et masquage
de contraste. Le point intéressant est le passage de la notion de visibilité de bruit DCT de l’image
à la vidéo. L’auteur intègre pour cela un modèle mathématique qui s’adapte aux seuils de visibilité
pour rendre compte du mouvement. Ce modèle établit un seuil pour chaque fonction DCT de base
×. Les paramètres mathématiques ont été déterminés par des simulations de stimuli de bruit DCT
dynamique. À partir d’expériences psychophysiques, Watson propose un modèle tridimensionnel
séparable, produit d’une fonction temporelle, d’une fonction spatiale et d’une fonction d’orientation.
Le cumul ﬁnal est eﬀectué par une sommation de Minkowski.
Le premier modèle de vision connu est celui de Lukas et Budrikis [Lukas et Budrikis, ],
adaptée à la télévision noir et blanc. Il incorpore deux éléments principaux. Le premier est un modèle
spatio-temporel non linéaire permettant de ﬁltrer les erreurs de la séquence dégradée. La non linéarité
agit comme un contrôle du gain, permettant au modèle de s’adapter aux changements de niveau
de luminance de fond. Le second élément est une fonction de masquage. Le stimulus d’entrée est
pondéré suivant la quantité d’activité spatio-temporelle locale. Enﬁn, la mesure de distorsion est
calculée par la norme Lp de l’image des erreurs masquées. Les auteurs montrent que les observateurs
basent leur jugement sur l’évaluation de zones critiques plutôt que sur l’ensemble de la séquence. Ils
justiﬁent ainsi la pertinence de la mesure d’erreurs locales. Cependant, le cumul appliqué à ces erreurs
est une simple moyenne, ce qui ne rend le résultat ﬁnal beaucoup moins pertinent.
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Plus récemment, Winkler a proposé la PDM (Perceptual distortion metric) [Winkler, ] pour
l’évaluation de qualité de séquences d’images couleur. Il s’agit d’une amélioration de la NVFM
(Normalized video ﬁdelity metric) de Lambrecht [Lindh et Lambrecht, ]. Après la décomposition
des composantes couleur, la décomposition perceptuelle est eﬀectuée dans le temps, puis dans l’espace.
L’aspect temporel est considéré comme décomposable par un ﬁltre passe-bas, fournissant le canal
sustained et un ﬁltre passe-bande, produisant le canal transient. Les ﬁltres utilisés sont modélisés par
deux ﬁltres à réponse impulsionnelle inﬁnie, plus adaptés que des ﬁltres à réponse ﬁnie en termes
de temps de réponse et de précision. Le ﬁltre passe-bas est appliqué aux trois composantes couleur,
alors que le ﬁltre passe-bande n’est appliqué qu’à la composante achromatique. L’auteur justiﬁe cette
pratique par le fait que la sélectivité au contraste chromatique est faible dans les hautes fréquences
temporelles. Cela permet également de réduire la complexité du traitement. Après les décompositions
spatiale et temporelle, le signal en sortie chaque canal est pondéré aﬁn que l’ensemble des ﬁltres
approxime la courbe de sensibilité spatio-temporelle du système visuel. L’auteur reconnait que la
séparabilité des domaines spatial et temporel est problématique. Il traite cette question en ajustant ses
ﬁltres de façon à ce que la prédiction obtenue par le modèle corresponde aux résultats d’expériences de
sensibilité au contraste spatio-temporel. À nouveau, le cumul ﬁnal est eﬀectué par des sommations de
Minkowski, en séparant les cumuls fréquentiel et spatial. Les exposants sont  pour le cumul spatial
et  pour le cumul temporel, donnant ainsi plus d’importance aux images temporelles plus dégradées.
En fait, nous constatons que les critères de qualité vidéo privilégient grandement le calcul des
mesures locales par rapport à leur cumul qui reste très simple, voire simpliste. La sommation de
Minkowski est utilisée par de nombreux autres modèles [de Ridder, , Lindh et Lambrecht, ,
Lubin, , Masry et Hemami, ], autant pour l’intégration temporelle que des mesures locales.
Cependant, elle ne permet de pondérer les données qu’en fonction de leur amplitude et non en
fonction de leur répartition spatiale ou temporelle [Wang et al., a]. La complexité des phéno-
mènes haut niveau mis à contribution lors de la construction de la mesure subjective n’est donc
pas pleinement considérée. Comme exemple de méthode de cumul plus élaboré, citons des travaux
précédents [Le Callet et al., ]. Nous nous sommes intéressés particulièrement au cumul temporel,
utilisant des caractéristiques de qualité de la littérature. Pour cela, nous avons utilisé un réseau de
neurones à convolution qui intègre les caractéristiques par tranches temporelles avant de les intégrer
temporellement. Le réseau est ainsi bien adapté à l’évaluation continue de la qualité. Dans cette
étude, nous disposions de l’évaluation continue de quatre séquences de trois minutes. Cette méthode
s’est montrée eﬃcace et est utilisable avec référence réduite à partir des caractéristiques extraites des
séquences de référence et dégradée, mais aussi sans référence en utilisant celles de la séquence dégradée.
L’usage de l’évaluation continue de la qualité permet d’obtenir suﬃsamment de données pour rendre
pertinente l’utilisation du réseau. Cela n’est pas contre pas possible avec d’autres méthodologies.
Au ﬁnal, la problématique du cumul reste peu prise en compte dans les critères de qualité vidéo
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car elle est encore mal comprise. Malheureusement, cela ne permet pas de tirer tout le bénéﬁce des
élaborations des étages précédents, aussi raﬃnés soient-ils. En fait, il est illusoire de privilégier un seul
des éléments de la ﬁgure .. Chacun doit être caractérisé en détail car c’est le moins performant qui
limitera les performances de l’ensemble.
.. Performances et limites
VQEG Phase  : comparaison de critères
Comparer des métriques de qualité nécessite d’importantes ressources. Le rassemblement de
matériel et de contenu, la génération et l’évaluation subjective des séquences, et enﬁn la production
de notes objectives de qualité à partir des modèles est une tâche extrêmement complexe. Le groupe de
normalisation VQEG s’est chargé d’évaluer une dizaine de critères de qualité avec référence complète
pour la télévision [VQEG, ]. Il s’agissait de la première expérience menée par le groupe d’experts,
c’est pourquoi elle est nommée Phase . Cette évaluation a permis des avancées signiﬁcatives dans le
domaine de l’évaluation de la qualité vidéo. La mise à disposition des notes subjectives et des séquences
est d’un grand intérêt scientiﬁque pour la communauté de la qualité vidéo.
Parmi les critères évalués où ﬁgure également le PSNR, six reposent sur une modélisation plus ou
moins poussée de la vision humaine bas niveau :
– le modèle de Sarnoﬀ est la suite des travaux de Lubin. Il est basé sur unmodèle de discrimination
visuelle qui simule la réponse à un signal vidéo des mécanismes spatio-temporels du système
visuel humain. La mesure de qualité est calculée à partir des diﬀérences perceptuelles entre les
réponses de la séquence d’origine et de la séquence dégradée.
– le modèle du NHK utilise des ﬁltres spatio-temporels pour émuler les caractéristiques de la
vision humaine. Ils sont appliqués sur les diﬀérences entre la séquence originale et la séquence
dégradée. La mesure ﬁnale est une pondération des mesures issues des ﬁltres.
– le modèle de l’ÉPFL est le PDM de Winkler [Winkler, ].
– le modèle de Tapestries consiste en deux parties : un modèle perceptuel et une extraction
de caractéristiques. Le modèle perceptuel simule le système visuel humain et pondère les
dégradations suivant leur visibilité. Il inclut une mesure de contraste, un ﬁltrage spatial et une
pondération tenant compte de l’orientation. L’extraction de caractéristiques mesure uniquement
l’eﬀet de bloc. Les deux parties fournissent une mesure de qualité. L’une ou l’autre des mesures
est retenue comme mesure ﬁnale de la qualité, suivant le résultat de l’extraction.
– le modèle de la NASA est la DVQ de Watson [Watson et al., ].
– le modèle de KPN comporte trois étapes. La première est une CSF appliquée sur les composantes
de luminance et de chrominance. La seconde extrait les contours de luminance à l’aide d’un
ﬁltre de Sobel. Une mesure globale des contours est obtenue en moyennant les mesures sur
–  –
.. Approches basées sur la modélisation ﬁne de la vision humaine bas niveau
l’espace et le temps. La troisième étape est un calcul d’erreur de chrominance à partir des
composantes Cr et Cb. Enﬁn, les indicateurs obtenus sont cumulés en une note de qualité.
L’ensemble de séquences utilisé est constitué de  contenus diﬀérents. Chacun est dégradé par 
traitement diﬀérents. Aﬁn de comparer les performances des critères de qualité, des indicateurs sont
utilisés. Le tableau . présente les résultats de deux de ces indicateurs, obtenus sur l’ensemble des
séquences. L’indicateur  est le coeﬃcient de corrélation de rang calculé entre les MOS et les notes
objectives issues des modèles, notées MOSp. Tapestries explique la très faible valeur qu’il obtient par
des problèmes techniques. L’indicateur  est l’outlier ratio. Pour chaque indicateur, des tests statistiques
permettent de déterminer si la diﬀérence entre deux critères est signiﬁcative.
critère PSNR Sarnoﬀ NHK ÉPFL Tapestries NASA KPN
indicateur  , , , , , , ,
indicateur  , , , , , , ,
Tableau . – Performances des critères basés sur la modélisation de la vision humaine dans la
première campagne d’évaluation de critères de qualité pour la télévision de VQEG [VQEG, ].
La première surprise est que le PSNR obtient des performances statistiquement équivalentes
aux autres. Les experts de VQEG Phase  expliquent cela par le fait que les conditions testées sont
très nombreuses. Ainsi, chaque critère se retrouve défavorisée dans une ou plusieurs conditions, ce
qui tend à faire chuter ses performances. Au contraire, le PSNR reste globalement moyen. L’autre
explication avancée est que les séquences ont été réalignées et normalisées avant le calcul du PSNR. Or
le désalignement est un phénomène très mal prédit par le PSNR. Pourtant, toutes les métriques ont
bénéﬁcié de ce traitement. Enﬁn, les tests subjectifs ont tous été réalisés dans les mêmes conditions,
avec le même type d’écran et la même procédure. Alors que le PSNR serait incapable de s’adapter à
des changements de ces conditions, VQEG Phase  considère que les autres modèles pourraient y
gagner en performances face au PSNR.
La seconde surprise est qu’en fait, tous les critères se sont avérés statistiquement équivalents. En
conséquence, VQEG Phase  fut dans l’incapacité d’en proposer un en vue de sa normalisation, même
en restreignant les critères à un sous-ensemble de conditions. La conclusion ﬁnale de cette campagne
est qu’aucun des critères proposés ne fut capable de remplacer l’évaluation subjective de la qualité.
Des modèles limités
L’utilisation seule de ces modèles bas niveau, aussi sophistiqué soient-ils, ne suﬃt donc pas à
reﬂéter la perception de la qualité par le système visuel humain. La raison principale est l’absence de
considérations de haut niveau. Nous savons par exemple que la tâche inﬂue sur l’évaluation de la
–  –
Chapitre . Critères objectifs de qualité vidéo : état de l’art
qualité de l’observateur moyen [Fuhrmann et al., ]. Les aspects comme l’attention, l’intérêt ou
la construction du jugement aﬀectent également l’évaluation de qualité. Frater [Frater et al., ] a
étudié la diﬀérence entre la sensibilité aux dégradations présentes à l’arrière-plan et celles au premier
plan dans un environnement de vidéoconférence. Il montre que cette diﬀérence augmente quand le
discours de la personne au premier plan est diﬀusé. Enﬁn, alors que la modélisation des mécanismes
bas niveau est bien maitrisée au niveau local, leur combinaison en une note de qualité globale n’est
pas encore très bien connue. En pratique, elle se réduit la plupart du temps à une sommation de
Minkowski qui permet de pondérer les données en fonction de leur amplitude. Cette méconnaissance
est particulièrement problématique et ruine en grande partie les eﬀorts apportés aux autres éléments
de l’approche.
Tektronix [Ferguson, ] est la dernière société à continuer dans cette voie, avec un modèle
très poussé. Il ne considère cependant pas ces aspects haut niveau. Leur impact sur la qualité perçue,
leur importance par rapport aux éléments actuellement considérés et la manière de les intégrer dans
un modèle d’évaluation de la qualité sont autant de question qui restent en suspens.
. Approches basées sur la ﬁdélité structurelle
Les critères adoptant cette approche sont plus récents. Ils se basent non pas sur des propriétés
bas niveau de la vision, mais sur des propriétés supposées haut niveau portant sur la réaction du
système visuel humain à une image dégradée. La principale hypothèse est que notre perception est
particulièrement adaptée à l’extraction de l’information structurelle d’une image. L’idée est donc de
mesurer les dégradations de cette information structurelle.
La première mesure ayant utilisé ce concept est la SSIM (Structural similarity) de Wang et
Bovik [Wang et al., a], adaptée à l’évaluation de qualité des images ﬁxes. Quelques contributions
ont par la suite apporté des améliorations à la version originale, et notamment son adaptation à la
vidéo. En quelques années, SSIM est devenue assez utilisée, surtout par la communauté universitaire
américaine, car elle allie une simplicité de mise en œuvre et des performances supérieures au PSNR.
D’autres métriques utilisent des principes similaires que nous allons maintenant détailler.
.. SSIM : index de similarité structurelle
L’index de similarité SSIM utilise l’index de qualité d’image UQI (Universal image quality index)
des mêmes auteurs [Wang et Bovik, ]. Cet index UIQI déﬁnit des mesures de comparaison de
luminance l (x, y), de contraste c(x, y) et de structure s(x, y) entre deux signaux x et y de luminance :
l (x, y)= 2µxµy
µ2x +µ2y
, c(x, y)= 2σxσy
σ2x +σ2y
, s(x, y)= covxy
σxσy
(.)
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avec µx la moyenne de x, µy la moyenne de y , σ2x la variance de x, σ
2
y la variance de y et covxy la
covariance entre x et y . L’index de similarité UQI entre x et y correspond alors à :
UQI(x, y)= l (x, y)× c(x, y)× s(x, y)= 4µxµycovxy
(µ2x +µ2y )(σ2x +σ2y )
(.)
Le passage à SSIM [Wang et al., a] résulte de la prise en compte des cas où µ2x +µ2y ou
σ2x +σ2y peuvent être proches de zéro. La formule est alors transformée de la manière suivante :
SSIM(x, y)= (2µxµy + c1)(2covxy + c2)
(µ2x +µ2y + c1)(σ2x +σ2y + c2)
(.)
avec c1 = (k1L)2, c2 = (k2L)2, L la dynamique des valeurs des pixels, soit  pour des images codées
sur  bits, k1 = , et k2 = , par défaut.
Pour l’évaluation de qualité d’une image, la formule précédente est appliquée sur la luminance
uniquement. Typiquement, les grandeurs sont calculées sur des fenêtres de taille ×. La fenêtre
courante peut se déplacer pixel par pixel sur l’ensemble de l’image. Cependant, les auteurs proposent
de ne considérer qu’un sous-ensemble de ces fenêtres, par exemple en réduisant leur nombre d’un
facteur deux dans les deux dimensions. Ceci permet de diminuer la complexité du calcul. La carte de
mesures SSIM obtenue peut laisser apparaitre des eﬀets de bloc indésirables. Pour limiter cet eﬀet,
les auteurs utilisent une fonction de pondération w = {wi |i = 1,2, . . . ,Nw } gaussienne, circulaire,
symétrique, de taille ×, d’écart-type , et de somme
∑Nw
i=1wi = 1. Les grandeurs précédentes sont
alors :
µx =
Nw∑
i=1
wi xi , µy =
Nw∑
i=1
wi yi , σxy =
Nw∑
i=1
wi (xi −µx)(yi −µy ), (.)
µx =
Nw∑
i=1
wi xi , µy =
Nw∑
i=1
wi yi , σxy =
Nw∑
i=1
wi (xi −µx)(yi −µy ), (.)
σx =
(
Nw∑
i=1
wi (xi −µx)2
) 1
2
, σx =
(
Nw∑
i=1
wi (yi −µy )2
) 1
2
. (.)
Enﬁn, la métrique de qualité MSSIM entre les images X et Y est la moyenne des mesures SSIM sur
les N f fenêtres de la luminance de l’image :
MSSIM(X ,Y )= 1
N f
N f∑
i=1
SSIM(xi , ji ). (.)
Les auteurs évaluent les performances de leur métrique sur une base de  images originales. Les
images dégradées sont obtenues par codage/décodage JPEG ou JPEG. Un total de  images
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JPEG et  images JPEG sont évaluées par un panel de  à  observateurs suivant les sessions.
Ces images forment la première version de la base LIVE [Sheikh et al., ], connue pour être la
première base d’images ﬁxes mise à disposition de la communauté avec les MOS de chaque image.
Celles-ci sont en couleur, mais seule la luminance est utilisée pour la construction de la métrique.
En eﬀet, les auteurs ne remarquent pas d’améliorations sensibles en utilisant les composantes de
chrominance. Le coeﬃcient de corrélation entre les MOS et les notes objectives issues du modèle est
de ,. En comparaison, le coeﬃcient de corrélation avec le PSNR est de , et de , avec le
modèle de Sarnoﬀ.
Il est étonnant de constater que le PSNR soit aussi fortement corrélé avec les évaluations subjectives
sur une base de  images. La seconde version de la base [Sheikh et al., ] comporte  images.
Sur ce nouvel ensemble, le coeﬃcient de corrélation du PSNR avec le MOS est de ,. Ces valeurs
sont très supérieures à celles couramment constatées [Oelbaum et al., ] sur une telle quantité
d’image. Les très bons résultats du PSNR peuvent laisser penser que les images utilisées ne sont pas
suﬃsamment représentatives pour évaluer correctement le PSNR.
Signalons également que la relation entre les mesures de similarité globale et les MOS est non
linéaire. La fonction MOS = f (SSIM) est de type exponentielle. La conséquence est qu’une faible
variation de la mesure de similarité peut entrainer une importante erreur de prédiction du MOS. Or,
de nombreux facteurs interviennent dans le calcul de la mesure et sont donc susceptibles de provoquer
de telles variations.
.. Améliorations et adaptation à la vidéo de SSIM
Plusieurs critères de qualité ont été créés à partir de SSIM. Chen en propose deux très proches.
Le premier est le ESSIM (Edge-based SSIM) [Chen et al., a]. L’unique changement porte sur
la grandeur de structure s. Elle est remplacée par une mesure de comparaison des contours e. La
première étape de l’algorithme est de calculer les cartes de gradient des images originale et dégradée à
l’aide de deux ﬁltres de Sobel. À partir de ces cartes, la direction et l’amplitude du gradient de chaque
pixel de l’image sont calculés. Pour chaque fenêtre de calcul de l’index, les directions des pixels sont
quantiﬁées selon huit directions discrètes, également réparties entre  et  degrés. Les vecteurs Υx
et Υy sont les histogrammes de ces directions pour les images original et dégradée respectivement. La
mesure de comparaison des contours est alors :
e(x, y)= cov(Υx ,Υy )+ c3
σ(Υx) ·σ(Υy )+ c3
(.)
avec c3 une constante pour les cas où σ(Υx)·σ(Υy ) est proche de zéro, σ2(Υx) et σ2(Υy ) les variances
des vecteurs Υx et Υy respectivement et cov(Υx ,Υy ) la covariance entre les vecteurs Υx et Υy .
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Le second critère de Chen [Chen et al., b] est le GSSIM (Gradient-based SSIM). Il utilise
le même principe mais modiﬁe également la grandeur de contraste c. Celle-ci est calculée avec les
écart-types des vecteurs Υx et Υy . L’auteur compare ses métriques avec l’originale et le PSNR sur des
sous-parties de la base LIVE. ESSIM est évaluée sur  images et GSSIM sur . Dans les deux cas,
les performances des métriques proposées sont supérieures à celles de SSIM. Cela montre que prendre
en compte l’activité du voisinage de calcul permet de mieux caractériser la structure de l’image.
L’extension de SSIM à la vidéo [Wang et al., b] est proposée par les auteurs de SSIM eux-
mêmes. La ﬁgure . en présente la structure.
vidéo de
référence
vidéo
dégradée
calcul
SSIM
cumul sur
l’image i
cumul sur
la séquence VSSIM
calcul de wij calcul de Wi
luminance
wij Wi
SSIMij Qi
vecteurs de
mouvement
Figure . – Structure du critère de qualité vidéo VSSIM.
Plusieurs adaptations sont à appliquer avant d’obtenir la métrique que nous nommerons VSSIM.
Tout d’abord, Wang utilise ici les trois composantes couleurs. L’index SSIM est donc calculée sur les
trois composantes Y , Cb et Cr successivement. Soit SSIM
Y
ij , SSIM
Cb
ij
et SSIMCr
ij
les index SSIM des
composantes Y , Cb et Cr de l’image i et de la fenêtre locale de calcul j respectivement. La taille de la
fenêtre est usuellement de ×. L’index local est alors :
SSIMij =WY ·SSIMYij +WCb ·SSIMCbij +WCr ·SSIM
Cr
ij
(.)
avec les pondérations ﬁxées àWY = 0,8 etWCb =WCr = 0,1. Le cumul sur l’image i est eﬀectué par :
Qi =
Nw∑
j=1
wijSSIMi j
Nw∑
j=1
wij
avec wij =


0 si µx 6 40;
µx −40
10
si 40<µx 6 50;
1 si µx > 50;
(.)
avec wij la pondération de l’image i et de la fenêtre locale de calcul j et Nw le nombre de pondérations
utilisées. Pour obtenir ces pondérations, l’auteur considère que les régions sombres attirent peu
l’attention. Elles doivent donc avoir moins d’importance. Cette hypothèse est cependant discutable,
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dans la mesure où la visibilité dans les zones sombres dépend de facteurs extérieurs comme le type de
technologie d’aﬃchage par exemple. Pour tenir compte de cette hypothèse, la luminance moyenne µx
de la fenêtre est utilisée. Enﬁn, la métrique globale sur la séquence est obtenue par cumul temporel :
VSSIM=
NW∑
i=1
WiQi
NW∑
i=1
Wi
avecWi =


Nw∑
j=1
wij si Mi 6 0,8;
1,2−Mi
0,4
Nw∑
j=1
wij si 0,8<Mi 6 1,2;
0 si Mi > 1,2;
(.)
avecWi le facteur de pondération de l’image i et NW le nombre d’images considérées. Pour l’obtention
des pondérations de chaque image i , l’auteur utilise le vecteur de mouvement moyen de l’image. En
eﬀet, il considère que plus l’image contient de mouvement, moins les dégradations sont perceptibles.
Cette hypothèse est importante car elle correspond au passage du critère de l’image ﬁxe à la vidéo.
Elle est pourtant discutable car, comme nous l’avons montré à la section ., le type de technologie
d’aﬃchage a un impact sur la perception du mouvement, et donc des dégradations. Le mouvement
de l’image i est évaluée selon :
Mi =
1
Nw
Nw∑
j=1
mij
KM
(.)
avecmij le vecteur de mouvement de l’image i et de la fenêtre jet KM = 16 par défaut.
Les performances de ce critère sont évaluées sur la base de séquences utilisées par VQEG dans
sa première campagne d’évaluation de critères objectifs de qualité pour la télévision [VQEG, ].
Malgré sa simplicité, VSSIM obtient de meilleurs performances que tous les autres critères de l’éva-
luation. La critique que nous avions exposée pour la métrique SSIM concernant la non linéarité de la
relation entre ses mesures et les DMOS est ici également formulable. Cette version utilise des éléments
susceptibles à de grandes variations comme la luminance locale et les vecteurs de mouvement. Cela
peut donc entrainer de grandes variations de la prédiction de la note de qualité. Par ailleurs, comme
pour les approches basées sur la modélisation ﬁne de la vision humaine bas niveau, le cumul utilisé
est simpliste puisqu’il se réduit à de simples moyennes pondérées sur le temps et l’espace.
.. VSNR : rapport signal à bruit perceptuel
Plus récemment, Chandler et Hemami [Chandler et Hemami, ] ont proposé VNSR (Visual
signal-to-noise ratio), métrique avec référence complète basée à la fois sur les propriétés bas niveau du
système visuel humain et sur des propriétés cognitives de plus haut niveau. La métrique se décompose
en deux étapes. La première vériﬁe si les dégradations sont bien au-dessus du seuil de visibilité avant
de les mesurer. Si ce n’est pas le cas, elles ne sont pas considérées par la suite. Cette détermination
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est eﬀectuée dans chaque sous-bande d’une décomposition en ondelettes. La seconde étape consiste
à mesurer la perception des dégradations au-delà du seuil de visibilité. Pour cela, la perception du
contraste des dégradations est approchée par l’erreur quadratique moyenne des mesures de contraste
de ces dégradations.
Le point intéressant est la prise en compte dans cette seconde étape d’une propriété cognitive
de plus haut niveau : la précédence. Il s’agit de la capacité du système visuel humain à considérer
la structure d’une image de manière globale dans un premier temps puis localement [Navon, ,
Schyns et A., ]. Navon résume cette propriété par l’expression : « les arbres avant la forêt ».
Pour l’illustrer, Schyns a proposé une expérimentation connue basée sur des stimuli hybrides comme
celui de la ﬁgure .. Ils combinent un visage d’homme et un de femme ayant une expression faciale
neutre ou menaçante. L’expérience consiste à s’éloigner de l’image et constater que les expressions
s’inversent à partir d’une certaine distance. Les résultats de l’étude suggèrent que la perception de la
structure d’une image s’eﬀectue progressivement par bandes de fréquences, dans le sens croissant des
fréquences. Chandler intègre cette propriété en considérant l’inﬂuence des sous-bandes inférieures sur
la sous-bande courante.
Figure . – Stimuli utilisé lors de l’étude de Schyns et Oliva [Schyns et A., ].
Cette version de la métrique n’intègre pas encore la gestion des couleurs ou de la localisation
spatiale des dégradations. Malgré sa sensibilité aux déformations géométriques comme un décalage
spatial ou une rotation, les premiers résultats obtenus sont au même niveau que ceux de SSIM, ce
qui encourage les auteurs à poursuivre dans cette voie. Pourtant, l’évaluation pourrait gagner en
pertinence en utilisant une base d’images diﬀérente de la base LIVE [Sheikh et al., ] qui n’est
pas sans défaut.
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. Approches basées sur la mesure explicite de dégradations haut ni-
veau
La qualité visuelle d’une image ou d’une vidéo dépend directement des dégradations visibles
qu’elle contient. Celles-ci se déﬁnissent comme les causes de la perte de qualité. Nous pouvons les
classer en quatre groupes suivant leur origine : la capture, le codage, le transport et l’aﬃchage. Nous
ne nous intéressons ici qu’au codage, mais chacune a son importance dans la qualité ﬁnale du média
concerné.
En fait, l’unique origine des dégradations dues au codage est la quantiﬁcation réalisée par le codeur.
Cependant, elles se manifestent par diﬀérents phénomènes visibles, dépendants de nombreux facteurs
comme le débit, le contenu ou les paramètres de codage. À haut niveau, elles sont souvent traduites
par une liste de dégradations indépendantes comme le ﬂou ou l’eﬀet de bloc [Yuen et Wu, ,
Brétillon, , Punchihewa et Bailey, , Crete-Roﬀet, ]. Connaitre a priori le type de dé-
gradation mesurée permet d’exploiter certaines propriétés du média. C’est pourquoi il existe de
nombreuses métriques sans référence dans cette catégorie.
Nous commençons ici par proposer un catalogue des dégradations de codage. Puis, nous présen-
terons un exemple d’étude de la perception des dégradations [Farias, ], avant de détailler des
mesures et des métriques de qualité basées sur cette approche.
.. Un catalogue de dégradations
La première étape d’une telle approche est de constituer une liste des dégradations. Cette liste est
généralement spéciﬁque à un système dégradant. Nous y distinguons les dégradations spatiales des
dégradations temporelles. Ces dernières font l’objet de bien moins d’intérêt que les premières dans la
littérature. Voici une liste possible des dégradations spatiales provoquées par le codage :
Les eﬀets de bloc (blockiness) résultent du traitement par blocs des codeurs comme JPEG et les
diﬀérentes versions de MPEG. Ils se caractérisent par l’apparition de structures verticales et
horizontales plus ou moins régulières, non contenues dans la vidéo ou l’image originale.
L’eﬀet d’ondulation (ringing) résulte d’irrégularités dans la reconstruction des hautes fréquences du
bloc reconstruit. Après transformation inverse, des erreurs apparaissent sous forme d’ondula-
tions, particulièrement visible le long des contours fortement contrastés.
Le ﬂou (blur) est provoqué par la suppression des hautes fréquences. Il apparait comme la perte de
détails de l’image originale.
Le crénelage prend habituellement la forme de dentelures et de contours déchirés. Cet eﬀet est le
plus important sur des contours proches des directions verticale et horizontale. Le long des
diagonales, l’eﬀet est visible mais moins important.
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La bavure des couleurs (colour bleeding) est provoquée par une saturation excessive des couleurs. Il
se manifeste par le mélange ou la superposition d’une couleur avec une autre au niveau des
contours.
Le bruit granulaire est dû à la quantiﬁcation des coeﬃcients DCT dans une zone peu détaillée. Avec
des valeurs de luminance variant peu d’une image à l’autre, le résultat oscille autour de la valeur
à coder. Il apparait comme un fourmillement.
Les dégradations temporelles usuelles sont :
Le bruit moustique (mosquito noise) est lié à la diﬀérence de codage d’une image à l’autre des
informations de la compensation de mouvement soumises à quantiﬁcation. Il est nommé par
comparaison aux battements d’ailes du moustique.
L’activité de contour (edge busyness) se manifeste par une ﬂuctuation autour des contours animés.
L’eﬀet de trainage (ghosting eﬀect) est dû à l’application d’un ﬁltre passe-bas à chaque image prédite
aﬁn d’atténuer les détails dans MPEG- et de stabiliser l’estimation de mouvement. Il est perçu
comme du ﬂou.
La question de l’exhaustivité d’une telle liste se pose. Jusqu’où aller dans la classiﬁcation des
dégradations ? Celles contenues dans la liste que nous proposons sont les plus classiquement répertoriées
dans la littérature [Yuen et Wu, , Brétillon, ]. Cependant, elles sont caractéristiques d’un
contexte de codage. Un autre système dégradant pourrait générer une autre liste ou plutôt réduire
cette liste. Par ailleurs, toutes les dégradations d’une même liste ne font pas nécessairement l’objet
d’une mesure. En fait, alors que le catalogue des dégradations distinguables est assez important, les
mesures se limitent généralement à celles ayant le plus d’impact visuel. Il s’agit couramment de l’eﬀet
de bloc, du ringing et du ﬂou [Farias, , Crete-Roﬀet, ]. La ﬁgure . présente des exemples
de ces trois principales dégradations à être considérées dans les mesures de qualité.
.. Un exemple d’étude de la perception des dégradations
À titre d’exemple d’étude de la perception des dégradations, détaillons cette partie des travaux
de thèse de Farias [Farias, ]. Nous rappelons qu’elle y propose plusieurs expérimentations psy-
chophysiques permettant de modéliser la gêne induite par l’eﬀet de bloc, le ﬂou, le ringing et le
bruit. Les tâches conﬁées aux observateurs sont de quatre ordres, parfois même combinés dans une
expérimentation :
– détection d’une ou plusieurs dégradations ;
– description d’une ou plusieurs dégradations ;
– mesure de l’intensité d’une ou plusieurs dégradations ;
– mesure de la gêne due à une ou plusieurs dégradations.
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(a) Image originale. (b) Image avec eﬀet de bloc.
(c) Image ﬂoue. (d) Image avec ringing.
Figure . – Illustration sur une image des principales dégradations spatiales prises en compte par les
métriques de qualité. Le coin en bas à droite est un agrandissement de la zone entourée de rouge.
Les dégradations synthétiques et un codage MPEG- sont appliqués à des vidéos de référence par
régions isolées. En fonction de l’intensité de la dégradation insérée, l’auteur est capable d’en mesurer
l’impact sur les grandeurs évaluées par les observateurs.
Considérons par exemple la première expérimentation qui consiste à détecter et à noter la gêne de
l’eﬀet de bloc et du ﬂou. La combinaison des deux dégradations est eﬀectuée de la manière suivante.
Pour chaque contenu et chaque zone de dégradation, deux séquences dégradées Sb et Sn sont générées
avec les dégradations synthétiques d’eﬀet de bloc et de ﬂou respectivement. Une séquence S utilisée
pour l’expérimentation est générée par la moyenne de Sb et Sn :
S = 1
2
(Sb +Sn) . (.)
Cette relation est déterminée à partir de l’observation de la séquence générée. De même, un débit de
codage MPEG- produisant une combinaison visuellement similaire est déterminé par les auteurs.
Cette approche est très discutable dans la mesure où rien n’assure que les vidéos utilisées dans cette
étude soient représentatives en termes de contenu et de complexité.
L’auteur utilise cinq séquences vidéos originales, trois zones de dégradation pour chaque séquence
et six intensités de dégradations synthétiques ou de débit par zone de dégradation et par vidéo. Cet
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ensemble de  séquences et les cinq vidéos originales sont évalués par  observateurs. L’analyse
statistique des expérimentations est faite à partir du logarithme de l’erreur quadratique totale, noté
LTSE :
LTSE = log
(
1
I JK
∑
i
∑
j
∑
k
(
S′(i , j , t )−S0(i , j , t )
)2) (.)
avec i , j et t les coordonnées spatio-temporelles des pixels de la séquence dégradée S′ et de la séquence
d’origine S0 et I , J et K les dimensions spatio-temporelles de ces séquences. La détection d’une
dégradation conduit à une réponse binaire. La probabilité de détection est calculée en ajustant les
données subjectives à une fonction psychométrique de la forme :
P (LTSE)= 1−2−(sT ·LTSE)κ (.)
avec P la probabilité de détection, sT la sensibilité et κ la pente de la fonction. Le seuil de détection
est donnée par 1
sT
. Les MOS, compris en  et , obtenus lors d’une expérimentation de mesure de
la gêne sont nommés MAV (mean annoyance value). La prédiction de la gêne en fonction de l’erreur
est eﬀectuée par :
Ap (LTSE)= Amin +
Amax− Amin
1+exp
(
− (LTSE−LTSE′)η
) (.)
avec Ap la gêne prédite par le modèle, Amax et Amin les limites de la gamme de valeur de la gêne
Ap et η la pente de la fonction. La valeur LTSE′ correspond à la valeur de la gêne à mi-dynamique
[Amin,Amax].
Les résultats de cette expérimentation sont les suivants. Tout d’abord, les dégradations générées
synthétiquement sont visuellement proches des dégradations générées par codage MPEG-. Elles
ont de plus des propriétés de visibilité et de gêne similaires. La ﬁgure . présente le type de
fonction obtenu pour une séquence et une zone dégradée. Les fonctions de détection et de gêne
pour les dégradations synthétiques et pour un codage MPEG- ont la même forme. De plus, les
seuils de visibilité sont hautement corrélés avec les valeurs de mi-gêne, ce qui prouve la cohérence
de l’expérimentation. La diﬀérence la plus notable est que la gêne des dégradations synthétiques est
légèrement inférieure à celle des dégradations de codage MPEG- pour la même valeur de LTSE, ce
qui peut s’expliquer par le fait que le codage MPEG- introduit une variété de dégradations plus vaste
que celle retenue.
Une telle étude permet de déterminer des fonctions de gêne très intéressantes pour déterminer
l’impact des dégradations de codage sur la perception de la qualité. Comme nous l’avons déjà
mentionné, la principale limitation de ce type d’approche est la diﬃculté des tâches demandées aux
observateurs. Une telle complexité peut modiﬁer ou biaiser les mesures subjectives sur lesquelles il est
diﬃcile de construire des modèles pertinents et ﬁables.
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(b) Gêne moyenne en fonction de l’erreur.
Figure . – Exemple de résultats obtenu par Farias [Farias, ].
.. Mesures de dégradations
Mesure de l’eﬀet de bloc
L’eﬀet de bloc étant courant avec les systèmes de codage à base de transformation DCT, de
nombreuses mesures dédiées ont vu le jour [Karunasekera et Kingsbury, , Coudoux et al., ].
De plus, l’origine de la dégradation étant bien connue, il est pratique de l’exploiter pour eﬀectuer la
mesure. C’est pourquoi des critères sans référence sont possibles [Perra et al., , Liu et Bovik, ,
Meesters et Martens, , Venkatesh Babu et al., ]. Il existe beaucoup plus de méthodes pour
images ﬁxes que pour la vidéo. Leontaris [Leontaris et Reibman, ] en a évaluer plusieurs dont la
plupart étaient pour images ﬁxes. Il a mesuré leurs performances image par image et, pour la vidéo,
considère la moyenne temporelle, ce qui ne semble pas les désavantager signiﬁcativement par rapport
à celles conçues pour la vidéo.
Les techniques de mesure peuvent être classées selon le domaine considéré pour le calcul : domaine
spatial ou domaine fréquentiel. Le premier groupe contient les mesures utilisant le domaine des
fréquences spatiales [Gao et al., ]. Ils exploitent le fait que les frontières de bloc sont spatialement
régulières et forment donc des pics de fréquences. Par exemple, Farias [Farias, ] en propose une
basée sur celle pour images ﬁxes de Wang [Wang et al., ]. Celle-ci modélise l’image dégradée par
la somme de l’image d’origine et d’un signal de pur eﬀet de bloc. La méthode calcule d’abord les
gradients horizontaux et verticaux de l’image originale. Elle applique ensuite une FFT (Fast Fourier
transform) unidimensionnelle. La mesure globale de l’eﬀet de bloc est estimée comme la diﬀérence
entre les puissances spectrales des deux images. La méthode intègre également les eﬀets de masquage
dus au contenu de l’image. Elle considère ainsi qu’un eﬀet de bloc est moins visible dans une zone de
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texture que dans une zone sans texture.
Le second groupe de mesures utilisent le domaine spatial [Pan et al., , Wang et al., b].
Celles-ci estiment l’eﬀet de bloc en détectant les contours non naturels correspondant à la dégradation.
Par exemple, Vlachos [Vlachos, ] propose un critère basé sur la corrélation entre des sous-images
de l’image originale. En tout, huit sous-images sont créées. Chacune est constituée des pixels de
l’image originale situés à une position donnée dans un bloc ×. Ceci est illustré sur la ﬁgure ..
La sous-image s(0,1) contient ainsi les pixels indiqués par un point. Les quatre sous-images utilisées
pour la corrélation inter-bloc sont s1 = s(7,7), s2 = s(0,7), s3 = s(7,1) et s4 = s(0,1). Les quatre
sous-images utilisées pour la corrélation intra-bloc sont s5 = s4 = s(0,1), s6 = s(1,3), s7 = s(0,3) et
s8 = s(3,3) car dans le cas d’une séquence entrelacée, les pixels d’une sous-image appartiennent à
une même trame. La mesure de l’eﬀet de bloc MB est calculée comme le rapport entre la corrélation
inter-bloc Cr et la corrélation intra-bloc Ca :
MB =
8∑
i=6
Cr (s5, si )
4∑
i=2
Ca(s1, si )
. (.)
Dans une image avec peu d’eﬀet de bloc, ce rapport sera proche de l’unité, alors qu’il sera signiﬁcati-
vement supérieur en présence d’eﬀet de bloc. Ce type de méthode a l’avantage de savoir exactement
où sont situés les dégradations si le codeur utilise un découpage en bloc régulier. Par contre, la mesure
est perturbée par le contenu de l’image ou la vidéo qui se superpose aux eﬀets de bloc.
• •
• •
 
 
⋆ ⋆
⋆ ⋆
H H
H H
Figure . – Pixels considérés dans les sous-images de la mesure de l’eﬀet de bloc de Vlachos. Cas
d’une image entrelacée.
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Ces mesures exploitent une propriété connue des systèmes de codage utilisant un découpage par
blocs. Cependant, même pour un tel codage, Crete [Crete-Roﬀet, ] a montré que s’appuyer sur
la périodicité de l’eﬀet pouvait être risqué, notamment dans les cas à fort taux de compression. Elle
déﬁnit le phénomène de bloc étendu comme la diminution du nombre de frontières artiﬁcielles dues
au codage. Cela provoque l’apparition de frontières très visibles délimitant des zones homogènes où
les frontières entre blocs sont invisibles. Ce phénomène est illustré sur la ﬁgure .. Une métrique qui
associe un poids à chaque frontière et qui construit sa note ﬁnale en fonction de ces poids attribuera une
valeur nulle à ces frontières invisibles. La note ﬁnale sera ainsi diminuer pour les fortes compressions,
alors que ces frontières n’ont pas d’impact perceptuel. Seules quelques mesures prennent en compte
ce phénomène [Gao et al., , Pan et al., ].
Figure . – Illustration du phénomène de bloc étendu. Le coin en haut à droite est un
agrandissement de la zone entourée de noir. Photo www.sxc.hu.
Mesure du ﬂou
Le principe usuel de la mesure du ﬂou est d’évaluer les pertes en hautes fréquences via la variation
de l’étalement des contours. À l’heure actuelle, il en existe bien moins que de mesures de l’eﬀet de
bloc dans la littérature [Elder et Zucker, , Wu et al., , Hu et de Haan, ].
Celle de Marziliano [Marziliano et al., ] est de type sans référence. Elle détecte les contours
verticaux sur la composante de luminance par un ﬁltre de Sobel. L’auteur considère en eﬀet comme
suﬃsant de ne mesurer le ﬂou que sur les contours verticaux. L’image est ensuite parcourue horizon-
talement, c’est-à-dire dans la direction normale aux contours. Les origines et les terminaisons des
contours sont détectées à partir des valeurs minimales et maximales locales de la ligne considérée. La
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ﬁgure . présente le proﬁl d’une ligne d’une image. Les contours détectés sont indiqués par les lignes
en tirets. Les valeurs minimales et maximales locales sont indiquées par les lignes en pointillés. La
largeur du contour est calculée par la diﬀérence entre son origine et sa terminaison. Elle correspond
à la mesure locale du ﬂou pour ce contour. La mesure globale de ﬂou de l’image est calculée en
moyennant les mesures locales de tous les contours détectés. Cette technique a l’avantage d’être très
intuitive. Cependant dans le cas du codage, elle va être perturbée par d’autres dégradations comme
l’eﬀet de bloc qui va créer des contours artiﬁciels.
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Figure . – Proﬁl d’une ligne d’une image et points utilisés pour la mesure du
ﬂou [Marziliano et al., ].
Mesure du ringing
Comme pour le ﬂou, il existe peu de mesures du ringing [Feng et Allebach, ]. Suite à ses
travaux sur le ﬂou, Marziliano [Marziliano et al., ] s’y est intéressée, particulièrement dans le
cadre de JPEG. Sa mesure de ringing utilise d’ailleurs celle de ﬂou. En parcourant chaque ligne
de l’image, le défaut est mesuré le long de chaque contour. Deux mesures sont alors déﬁnies, l’une
à gauche du contour, l’autre à droite. Le support total du ringing est déﬁnit comme la diﬀérence
entre une largeur constante d’oscillation du ringing et la largeur du contour calculée par la mesure de
ﬂou. La largeur constante d’oscillation est un a priori sur les eﬀets de la décomposition en ondelettes
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utilisée dans JPEG. La diﬀérence entre le minimum et le maximum de l’image de diﬀérence
est multipliée par la taille de ce support de ringing. La mesure de ringing du contour est égale à la
moyenne entre la valeur de la mesure de gauche et celle de droite. La mesure globale de ringing de
l’image est calculée en moyennant les mesures locales de tous les contours détectés.
Cette technique souﬀre évidemment des mêmes défauts que celle de ﬂou. Elle utilise de plus
une hypothèse sur la valeur de la largeur d’oscillation spéciﬁque au codage JPEG. Cela rend sa
mesure extrêmement spéciﬁque à ce système dégradant et en réduit d’autant l’utilisabilité. Elle est
cependant l’une des rares mesures de ce défaut.
.. Métriques de qualité
Certaines études vont plus loin que la mesure de dégradations. À partir d’une ou plusieurs de ces
mesures, elles construisent une métrique de qualité.
Métriques basées sur une seule dégradation
Seule Marziliano a utilisé une unique mesure de dégradations pour prédire la qualité subjective
d’images ﬁxes. Elle a évalué les performances de sa mesure de ﬂou par des tests subjectifs réalisés
par dix experts avec cinq images ﬁxes originales [Marziliano et al., ]. Celles-ci sont dégradées
soit synthétiquement par un ﬁltre gaussien, soit par un codeur JPEG. Cinq dégradations de
chaque type sont appliqués sur chaque image. Le coeﬃcient de corrélation entre les notes subjectives
et les mesures calculées est de , pour les images dégradées par le ﬁltrage gaussien et de , pour
les images dégradées par JPEG. Les bonnes performances avec le ﬁltre gaussien ne sont pas
surprenantes car la mesure y est bien adapté, de par son principe. La faible valeur obtenue avec
JPEG s’explique par le fait que cette compression n’engendre pas seulement du ﬂou mais aussi
d’autres dégradations, dont du ringing.
Elle évalue également sa métrique de ringing [Marziliano et al., ]. Des tests subjectifs sont
réalisés avec neuf images originales et cinq qualités JPEG. Le coeﬃcient de corrélation entre
les mesures subjectives et les notes objectives est de ,. L’auteur explique cette faible valeur par le
fait qu’il est diﬃcile pour les observateurs d’évaluer le ringing seul dans les images JPEG. Ceci
montre la diﬃculté de réaliser des tests psychophysiques demandant aux observateurs de ne se focaliser
que sur un unique type de dégradations alors que d’autres sont simultanément présents.
Métriques basées sur plusieurs dégradations
Baser une métrique de qualité sur plusieurs mesures de dégradations pose le problème de leur
cumul. Les modèles utilisés par la majorité des métriques sont souvent simples. Par exemple, Wang
combine une mesure de ﬂou et une d’eﬀet de bloc [Wang et al., b]. Ces deux mesures sont issues
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de sa mesure d’eﬀet de bloc [Wang et al., ]. Le ﬂou est alors estimé par le décalage d’énergie des
hautes fréquences vers les basses fréquences. Trois caractéristiques sont calculées avant de générer la
note de qualité ﬁnale. Chacune est mesurée verticalement et horizontalement, la moyenne des deux
mesures étant considérée dans la suite. La première caractéristique est la mesure de l’eﬀet de bloc bW .
La seconde est dérivée de la mesure de ﬂou et de celle d’eﬀet de bloc, les auteurs la nomment mesure
d’activité aW . La dernière est issue du calcul des gradients vertical et horizontal. Les compteurs zh et
zv sont incrémentés à chaque fois que les gradients horizontal et vertical s’annulent respectivement.
La caractéristique zW est égale à la moyenne de ces compteurs divisée par le nombre de valeurs du
gradient. Enﬁn, la note de qualité est donnée par le modèle :
MW =α+β ·bγ1W ·a
γ2
W
· zγ3
W
(.)
avec α, β, γ1, γ2 et γ3 les paramètres à optimiser. Cette optimisation est obtenue à partir de données
subjectives, c’est-à-dire que les valeurs retenues sont celles minimisant l’erreur de prédiction de MOS
connus. Le danger de ce type d’approche est le sur-entrainement du modèle. Si les données manquent
de variété, par exemple dans la gamme d’activité des images, les paramètres ne s’adapteront pas à des
conditions diﬀérentes et le modèle manquera de robustesse.
Farias [Farias, ] propose un critère de qualité intégrant à la fois une mesure d’eﬀet de bloc
bF , une de ﬂou fF et une de bruit nF . Les mesures utilisées sont adaptées de mesures existantes
dans la littérature comme celle de Vlachos [Vlachos, ] pour l’eﬀet de bloc et celle de Marzi-
liano [Marziliano et al., , Marziliano et al., ] pour le ﬂou. Le modèle de cumul ﬁnal utilise
une sommation de Minkowski :
MF =
(
wb ·bpF +w f · f
p
F
+wn ·npF
) 1
p (.)
avec β l’exposant de la sommation et wb , w f et wn les pondérations des mesures bF , fF et nF
respectivement. Ces pondérations peuvent être nulles, si l’une ou plusieurs des mesures ne sont pas
prises en compte. Le cumul adopté est donc très simple. Cela est regrettable compte tenu de la nature
de l’étude. Elle consistait en eﬀet à mesurer à la fois la gêne induite par chaque dégradation, par leurs
combinaisons et par un système dégradant de type MPEG-. Cela aurait pu mener à un modèle de
cumul plus évolué car bâtit sur des résultats psychovisuels individuels, combinés et comparés à des
dégradations réelles.
Caviedes [Caviedes et Oberti, ] a une approche similaire mais en plus de mesures de dé-
gradations liées au codage, il intègre des mesures de contraste et de netteté. Au ﬁnal, il combine
six mesures : bC pour l’eﬀet de bloc ; rC pour le ringing ; cC pour le clipping, dégradation due à la
troncation de bits imposée par la précision des calculs ; nC pour le bruit ; oC pour le contraste et enﬁn
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sC pour la netteté. La méthode de détermination du cumul est la suivante. Les auteurs disposent
d’un ensemble de séquences d’entrainement, dont ils connaissent les mesures subjectives et les six
notes objectives. Plutôt que de chercher une solution de manière exhaustive, les auteurs adoptent une
approche incrémentale. Les mesures sont ajoutées et évaluées au fur et à mesure. Cela permet à la fois
de limiter les calculs mais aussi d’évaluer l’apport de chaque contribution en termes d’impact sur la
qualité subjective. Dans un premier temps, les six mesures principales sont calculées. La seconde étape
fournit les interactions entre certaines de ces mesures. Finalement, la mesure de qualité NROQM
(No-reference objective quality metric) est obtenue par la formule :
MC = − 1γ3
(
1+oC + nCγ1
)(
b
γ2
C
+ bC
1+bC r
γ2
C
)
− (1+oC )(1+γ4× cC )γ5
−γ6nC sCoC − 1(1+γ4cC )γ7
(
nC
oC
)γ8 − (γ9+γ10oC )γ11 + sC (.)
avec γi ; i ∈ [1;11] les paramètres du modèle. Plus évolué, celui-ci montre bien la complexité à laquelle
le cumul de diﬀérentes mesures peut mener. L’approche incrémentale adoptée est originale. Elle
permet de ne pas considérer toutes les mesures en un bloc, mais de les ajouter au modèle une par
une. La question qui se pose néanmoins est de savoir si l’ordre adopté pour ajouter ces mesures a une
inﬂuence sur le modèle de cumul obtenu.
. Discussion
.. Sur la diversité des approches
Dans ce chapitre, nous avons présenté quelques critères de qualité aﬁn d’appréhender les diverses
approches existant dans la littérature. Ce panorama montre la richesse et le dynamisme du domaine
de l’évaluation objective de la qualité de l’image et de la vidéo. Cela n’est pas surprenant devant
l’importance actuelle de ces médias numériques.
L’approche purement signal est la plus utilisée par le domaine du codage alors que c’est celle qui
propose le moins de critères. Pourtant, nous pouvons nous interroger sur la prise de conscience de ses
limites et de son bon usage. Lorsque la demande en robustesse s’accroit, les utilisateurs de critères
de qualité sont alors demandeurs de critères précis, robustes et si possible, capables d’évaluer une
séquence en temps-réel. Reconnaissons tout de même que peu de critères existants remplissent ces
conditions.
Les critères basés sur la modélisation bas niveau du système visuel humain sont intéressants
car ils sont proches du phénomène réel de la vision humaine. Cette proximité leur permet d’être
génériques, car ils ne dépendent ni d’un système dégradant, ni d’un système d’aﬃchage, ni d’un
mode de transmission. Les études engagées dans cette voie permettent parallèlement d’acquérir
une connaissance accrue sur le mode de fonctionnement bas niveau de l’observateur humain. Les
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applications de telles connaissances sont larges et vont bien au-delà de l’évaluation de la qualité d’image
ou de la vidéo. Cependant dans le contexte de l’évaluation de la qualité vidéo, la modélisation des
phénomènes bas niveau ne suﬃt pas. L’absence de prise en compte des aspects haut niveau restreint
fortement les performances. De plus, ces critères sont souvent complexes à mettre en œuvre et à
expliquer aux ingénieurs désireux d’en appréhender l’usage.
Les approches basées sur la ﬁdélité structurelle permettent de considérer certains aspects de plus
haut niveau. La simplicité des calculs mis en jeu facilite le traitement, l’analyse et l’optimisation
des algorithmes. Cependant, le paradigme structurel de l’image, tel qu’il est posé en hypothèse, est
discutable. Aucune déﬁnition de cette structure n’est usuellement admise. Rien n’assure que les
dégradations de la structure mesurées par ces critères correspondent à une réalité perceptuelle.
Enﬁn, les approches basées sur la mesure explicite de dégradations haut niveau sont étroitement
liés aux systèmes dégradants existants. La principale limite de l’approche vient de la diﬃculté d’isoler
les eﬀets d’une dégradation donnée. Une liste de dégradations ne correspond pas à des eﬀets isolés
appliqués successivement, mais à un processus complexe où les dégradations se superposent les unes aux
autres dans l’espace et dans le temps. Cette technique rend également délicate l’évaluation subjective
des dégradations, car il est diﬃcile pour l’observateur de les isoler.
.. Sur les performances
Nous l’avons vu, il diﬃcile de comparer une telle diversité d’approches ou même certains critères
existants. VQEG est le groupe d’experts chargé de cette tâche. En plus de  ans d’existence, il a
publié deux études comparatives sur les critères d’évaluation de la télévision avec référence com-
plète [VQEG, , VQEG, ]. Les travaux actuels portent sur l’évaluation de la télévision avec
référence réduite ou sans référence, du multimédia et de la télévision haute déﬁnition. Le plan de
tests portant sur le multimédia [VQEG, ] est sur le point d’être achevé. Pour comprendre le
considérable eﬀort que cela représente, signalons que ce plan prévoit l’étude avec trois résolutions
d’aﬃchage,  tests par résolutions et  vidéos par test. Ces tests sont réalisés par de nombreux
laboratoires de par le monde, pour un total dépassant  vidéos évaluées.
La première campagne a notamment montré que les critères basés sur la modélisation bas niveau
du système visuel humain n’obtiennent pas de performances signiﬁcativement supérieures à celles du
PSNR. Lors de la seconde campagne d’évaluation, deux tests distincts ont été réalisés. Le premier
utilisait des séquences au format PAL de  lignes, le second des séquences au format NTSC de
 lignes. Les résultats de l’étude sur les deux tests sont proches, sans être cependant identiques. En
général, les critères obtiennent des performances diﬀérentes sur les deux tests. Le meilleur coeﬃcient
de corrélation, obtenu par VQM [Wolf et Pinson, ], est de , sur les séquences NTSC. Le
même critère n’obtient plus que , sur l’autre test. Métrique un peu particulière car combinant
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des aspects signal et perceptuel, VQM sera plus particulièrement détaillée dans le chapitre suivant. La
diﬀérence de performance est sensible, alors que les deux jeux de séquences ne sont pas très diﬀérents.
Il semble donc diﬃcile de réaliser un critère robuste qui fonctionnerait bien dans des conﬁgurations
diﬀérentes. La quête du critère unique à usage multiple est semble-t-il vaine, tant la diversité des
conditions d’utilisation est grande.
Les approches basées sur la mesure explicite de dégradations haut niveau obtiennent de bonnes
performances sur des images dégradées synthétiquement. Cependant, ces performances chutent
fortement dans des conditions réelles de codage. Ainsi, les utiliser individuellement pour considérer la
qualité n’est pas envisageable. En combiner plusieurs soulève le problème de leur combinaison.
.. Sur les cumuls
Tout critère se trouve confronté au problème du cumul des grandeurs locales en une note de
qualité ﬁnale. Pourtant, nous avons constaté que cet aspect était rarement approfondi par les critères
de qualité d’image et de vidéo. Ce cumul est souvent réduit à une sommation de Minkowski qui
ne prend pas en compte tous les aspects des grandeurs à fusionner. Or, nous considérons qu’il revêt
une grande importance dans la structure globale d’un critère de qualité. En eﬀet, il correspond à
l’élaboration ﬁnale de la note de qualité. C’est là que l’observateur fusionne l’ensemble des erreurs
qu’il a perçu en une évaluation quantitative de la qualité de la séquence.
Nous distinguons trois intégrations majeures : sur les grandeurs locales, sur l’espace et sur le
temps. Suivant l’approche adoptée, la nature des grandeurs locales varie. Si le critère décompose la
vidéo en composantes perceptuelles, il faudra fusionner les fréquences. S’il utilise des caractéristiques
calculés dans des blocs, il faudra fusionner ces caractéristiques. La ﬁgure . présente un exemple
d’enchainement de ces intégrations.
grandeurs
locales
cumul sur
les grandeurs
cumul spatial
cumul
temporel note ﬁnale
Figure . – Exemple d’enchainement des cumuls à eﬀectuer pour fusionner les grandeurs locales en
une note de qualité ﬁnale.
L’ordre utilisé sur cette ﬁgure n’est qu’un exemple. En fait, la manière dont les diﬀérents cumuls
s’enchainent est une question à laquelle peu de travaux se sont intéressés. Citons le cas du cumul
fréquentiel, pour lequel Bekkat [Bekkat, ] amontré que l’ordre entre le cumul angulaire et le cumul
radial n’était pas un élément sensible. D’après Le Callet [Le Callet, ], il faut systématiquement
eﬀectuer le cumul fréquentiel avant le cumul spatial car cet ordre traduit la stratégie du système visuel
humain à percevoir les dégradations d’abord localement, puis à regrouper l’ensemble des dégradations
perçues sur tous les sites de l’image.
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Au ﬁnal, la méthode de cumul idéale n’est pas encore bien connue. Mettant en jeu des comporte-
ments haut niveau du système visuel humain, la construction du jugement à partir de mesures locales
nécessite encore un approfondissement certain. En particulier, le passage de l’évaluation de qualité
de l’image à celle de la vidéo est un point sensible du problème, spéciﬁque aux critères de qualité
vidéo. En eﬀet, utiliser un critère pour image ﬁxe et considérer que la mesure de qualité de la séquence
est la moyenne des mesures de qualité des images de la séquence est particulièrement ineﬃcace. Les
interactions espace-temps ont donc un impact non négligeable dans la construction du jugement.
Pourtant, il existe encore peu d’études sur ce point précis dans la littérature.
. Conclusion
Dans ce chapitre, nous avons réalisé une vue d’ensemble des approches existantes en termes de
critères objectifs de la qualité vidéo. Nous avons classé les grands courants de recherche actuels en
quatre familles principales : l’approche purement signal ; les approches basées sur la modélisation de
la vision humaine bas niveau ; les approches basées sur la ﬁdélité structurelle ; les approches basées sur
la mesure explicite de dégradations haut niveau.
L’approche purement signal consiste à utiliser des outils basiques considérant les diﬀérences pixel
à pixel entre séquences. Bien que très répandues et utilisables dans des conditions particulières, ces
métriques ne sont pas assez robustes dans leur prédiction de la qualité vidéo. Les approches basées sur
la modélisation de la vision humaine bas niveau sont plus évoluées et plus complexes. Malgré leur
capacité à mesurer des phénomènes locaux, elles ne prennent assez en considération les aspects haut
niveau du système visuel humain pour réussir à en reproduire ﬁdèlement le comportement. Tentant de
prendre en compte certains de ces aspects haut niveau, les approches basées sur la ﬁdélité structurelle
ont montré de bonnes performances sur certains ensembles de séquences. Cependant, les métriques
proposées ont l’inconvénient de générer une prédiction très sensible aux facteurs intervenant dans
leur calcul. De plus, la déﬁnition même de la structure d’une image ou d’une vidéo reste à établir
clairement. Enﬁn, les approches basées sur la mesure explicite de dégradations haut niveau considèrent
les impacts du codage tels que l’eﬀet de bloc ou le ﬂou. Cependant, mesurer ces eﬀets individuellement
n’a pas beaucoup de sens dans la mesure où le codage est un phénomène complexe où les dégradations
sont inter-dépendantes. Les individualiser est une approche périlleuse, autant pour leur notation
objective que pour leur évaluation subjective. Les travaux de Farias [Farias, ] ont de plus montré
que cette approche n’est pas toujours robuste sur des contenus diﬀérents.
Les multiples approches proposées n’ont donc pas apporté, loin s’en faut, toutes les solutions à la
problématique de l’évaluation objective de la qualité. Notamment, la problématique du cumul des
grandeurs locales en une note de qualité ﬁnale n’est pas encore bien caractérisée et souvent sous-estimée.
De plus, le cadre spéciﬁque de la télévision haute déﬁnition, dont nous avons montré les diﬀérences
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signiﬁcatives avec la télévision standard, n’est pas traité. VQEG prépare actuellement son plan de test
adapté à ce contexte [VQEG, ]. Comment les métriques existantes s’y comporterait-elles ? C’est
l’une des questions auxquelles le chapitre suivant tente d’apporter une réponse.
orn
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Performances de critères objectifs de qualité visuelle
en télévision haute déﬁnition
U
      doit produire une grandeur reﬂétant autant
que possible le jugement humain. Mesurer la ﬁdélité du critère objectif à ce jugement
humain revient à évaluer le critère correspondant. La question de l’évaluation des
critères est cruciale. En eﬀet, elle permet d’une part de connaitre les performances
d’un critère vis-à-vis du jugement subjectif, et d’autre part de disposer d’indicateurs permettant la
comparaison des critères objectifs entre eux. Pourtant, il est rare que les auteurs de critères objectifs
fournissent un ensemble complet de tels indicateurs de performance. Nous cherchons donc ici à nous
doter de mesures de performance mais également de moyens de distinguer si les mesures obtenues par
deux critères sont signiﬁcativement diﬀérentes ou pas.
Une fois ces outils déﬁnis, nous proposons de les mettre en application. Nous avons constaté
qu’aucun critère de qualité vidéo n’était spécialisé dans l’évaluation de la qualité de la TVHD. Bien
que nous ayons montré des diﬀérences sensibles entre la TVHD et la TVSD, peut-être que des critères
existants peuvent prédire de manière eﬃcace la qualité visuelle de la TVHD. Nous devons donc savoir
comment des critères performants en TVSD s’adaptent à ce contexte diﬀérent. Ainsi, nous avons
évalué deux critères de qualité vidéo avec référence complète sur une base de séquences de télévision
haute déﬁnition. Pour cela, nous utiliserons la base présentée à l’annexe A. Le premier critère est
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une adaptation à la vidéo du critère pour images ﬁxes SSIM [Wang et al., b]. Celui-ci est bien
connu des universitaires de la communauté de la qualité d’image. Le second est le VQM de Wolf et
Pinson [Wolf et Pinson, ], plus connu des instances de normalisation. Il est l’un des meilleurs
critères de la seconde campagne d’évaluation de VQEG [VQEG, ]. Ce type de banc d’essai est
intéressant dans la mesure où les auteurs des critères sont souvent les seuls à évaluer leurs propres
travaux. Utiliser un critère connu dans diﬀérentes conditions, et notamment sur une base de séquences
diﬀérente, fournit à la communauté scientiﬁque de précieux enseignements sur ses capacités.
L’objectif de ce chapitre est donc double. Dans un premier temps, nous présenterons divers
outils utiles au calcul des performances d’un critère. Nous y détaillerons également des méthodes
de diﬀérenciation de certaines mesures de performance. Dans un second temps, nous utiliserons ces
mesures de performance pour évaluer les deux critères de qualité vidéo testés.
. Validation des critères de qualité
À partir de séquences d’une base de vidéos à tester comme celle de l’annexe A, un critère objectif
de qualité génère autant de notes objectives de qualité que de séquences. Avant de mesurer les
performances du critère, ces notes sont souvent transformées en prédiction des mesures subjectives
correspondantes par une fonction d’ajustement (mapping). Ceci est illustré sur la ﬁgure . où MS
est un ensemble de mesures subjectives, NO un ensemble de notes objectives et MSP l’ensemble des
prédictions. Typiquement, les mesures subjectives sont des MOS ou des DMOS. Les prédictions
correspondantes sont respectivement notées MOSP et DMOSP. Les premières sont utilisées pour des
mesures de qualité, alors que les secondes sont plutôt associées aux mesures de ﬁdélité. Typiquement,
les performances des critères avec référence complète sont calculées entre les NO et les DMOS.
MS
fonction
d’ajustement
NO
MSP
mesures de
performance
cc, reqm, or, etc.
Figure . – Obtention des mesures de performance à partir des mesures subjectives MS et des notes
objectives NO d’un ensemble de séquence.
La fonction d’ajustement a plusieurs buts. Le premier est d’adapter la dynamique des notes
objectives à celle des mesures subjectives aﬁn de pouvoir les comparer. Le second est de prendre en
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compte des phénomènes de saturation qui peuvent apparaitre au niveau des limites de l’échelle. Ces
phénomènes dépendent de plusieurs choses comme la répartition des dégradations de l’ensemble
de séquences ou la présence ou non d’une ancre basse dans la méthodologie d’évaluation subjective
de la qualité. L’usage de telles fonctions peut cependant paraitre discutable. En eﬀet, cela permet de
compenser un phénomène courant du jugement humain. Ce phénomène est dû au fait que les ancres
de haute et basse qualité tirent le jugement vers les extrémités car il est plus diﬃcile de diﬀérencier les
très basses ou les très bonnes qualités. Pourtant, la question qui se pose est de savoir si ce phénomène
ne devrait pas être pris en compte par les critères objectifs, puisqu’il correspond à une réalité subjective.
Pourtant, l’usage actuel veut qu’une telle fonction n’est pas incluse dans le critère, c’est pourquoi nous
procéderons de même.
Les performances d’un critère sont ensuite mesurées entre les MS et les MSP correspondants. Les
aspects à caractériser sont la précision, la monotonie et la cohérence de la relation. Aﬁn de les évaluer,
VQEG préconise l’usage de plusieurs mesures de performance [VQEG, ]. Il est rare de voir l’usage
de plus d’une ou deux mesures dans la littérature universitaire. Par exemple, certains auteurs ne four-
nissent que le coeﬃcient de corrélation [Eskicioglu, , Wang et al., b, Ebrahimi et al., ,
Crete-Roﬀet, ], auquel Oelbaum [Oelbaum et al., ] ajoute l’outlier ratio. Watson n’utilise
quant à lui que la racine carrée de l’erreur quadratique moyenne [Watson et al., ] pour évaluer
son critère DVQ. Quelques auteurs seulement [Chen et al., a, Chandler et Hemami, ] en
fournissent plus. Or, nous pensons que la complexité de la relation entre des mesures subjectives
et des notes objectives ne peut se caractériser par une ou deux valeurs. Le coeﬃcient de corrélation
seul ne suﬃt pas à décrire les performances d’un critère de manière pertinente. De plus, il nous
semble important de pouvoir comparer des performances évaluées sur des ensembles de vidéos de
taille diﬀérente. En eﬀet, la précision de la mesure de performance dépend du nombre de séquences
utilisées. Pour pouvoir comparer des critères de précisions diﬀérentes, il existe des outils de calcul
de la signiﬁance des diﬀérences entre mesures de performance. Encore une fois, ces outils sont peu
utilisés dans le domaine universitaire.
Cette section présente donc plusieurs outils d’analyse des données issues des critères objectifs de
qualité. Dans un premier temps, nous détaillerons la manière de générer des prédictions de mesures
subjectives par une fonction d’ajustement. Puis, des mesures de performances et des outils pour les
diﬀérencier seront données et discutées.
.. Fonction d’ajustement
Une telle fonction doit remplir deux conditions [Brill et al., ]. La première est qu’elle doit
être déﬁnie pour les valeurs de mesures subjectives et de notes objectives traitées. La seconde est
qu’elle doit être monotone sur le domaine de déﬁnition aﬁn de conserver l’ordre des valeurs. Il existe
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évidemment un grand nombre de fonctions remplissant ces conditions, mais pour diverses raisons,
certaines sont plus particulièrement préconisées ou adoptées. Par exemple, VQEG [VQEG, ] a
déterminé de manière empirique une fonction d’ajustement polynomiale :
MSP1 = ax3+bx2+ cx+d (.)
avec a, b, c et d quatre paramètres d’adaptation. La variable x représente la note objective d’origine.
L’ajustement consiste à minimiser la racine carrée de l’erreur quadratique moyenne entre les DMOS
et les DMOSp en ajustant les quatre paramètres.
Une seconde fonction très utilisée est la fonction psychométrique suivante :
MSP2 =
a
1+e−b(x−c) (.)
avec a, b et c les trois paramètres à optimiser. a correspond à la dynamique totale de la fonction, b
est lié à la pente et c au décalage par rapport à l’origine. La ﬁgure . présente un exemple de ces deux
fonctions d’ajustement : ﬁgure .a pour la fonction polynomiale cubique (avec a = -, b =  et c = d
=  sur un domaine où elle reste monotone) et ﬁgure .b pour la fonction psychométrique (avec a =
 et b = c = ). Nous constatons sur ces ﬁgures la prise en compte des eﬀets de saturation que nous
avons décrits.
x
DMOSp1
  


(a) Fonction d’ajustement polynomiale cubique
avec a = -, b =  et c = d = .
x
DMOSp2
 b

.
(b) Fonction d’ajustement psychométrique avec a =
 et b = c = .
Figure . – Forme de deux fonctions d’ajustement.
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.. Mesures de performance
Un critère objectif de qualité qualiﬁé d’eﬃcace doit prédire les mesures subjectives de manière
précise, monotone et cohérente. Aﬁn d’évaluer ces trois aspects, VQEG a déﬁni plusieurs mesures
que nous allons décrire. De plus, nous introduirons des mesures plus originales encore peu utilisées.
Mesures de précision
Les premières mesures de performances rendent compte de la précision de la prédiction. Plus elles
sont faibles, plus le critère est précis. Il s’agit de la racine carrée de l’erreur quadratique moyenne :
reqm=
√√√√ 1
Nn −Np
N∑
i=1
(MS(i )−MSP(i ))2 (.)
et de la racine carrée de l’erreur quadratique moyenne pondérée par l’intervalle de conﬁance :
reqmp=
√√√√ 1
Nn −Np
N∑
i=1
(
MS(i )−MSP(i )
IC(i )+,
)2
(.)
avec IC(i ) l’intervalle de conﬁance à  de la mesure subjective MS(i ), i l’index sur les Nn notes
considérées et Np le nombre de paramètres de la fonction d’ajustement utilisée. Ainsi, avec la fonction
psychométrique présentée précédemment, Np = . La valeur constante de , est ajoutée aﬁn de
stabiliser la mesure en cas d’intervalle de conﬁance de mesure très faible.
Brill [Brill et al., ] considère que les mesures classiques de précision ne prennent pas suﬃsam-
ment en compte la variabilité inter-observateurs. Pour y remédier, il propose une mesure plus évoluée,
basée sur le calcul d’une puissance résiduelle. Celle-ci est déﬁnie comme la diﬀérence ∆OVQM
au-dessus de laquelle les notes subjectives correspondantes aux deux notes objectives de la diﬀé-
rence sont statistiquement diﬀérentes. Pour calculer cette puissance, les auteurs utilisent le test t
de Student [Gosset, ] sur les notes objectives. Il est réalisé par paires de séquences dégradées,
déﬁnissant ainsi un ensemble de diﬀérences entre notes objectives. Ce test permet de déterminer
si deux signaux sont distincts ou non par l’étude de leur moyenne et de leur écart-type. Il fournit
également la probabilité p pour qu’entre deux séquences dégradées, celle obtenant la plus grande
note objective soit celle de plus grande mesure subjective. La ﬁgure .a présente l’évolution de cette
probabilité en fonction de ∆OVQM pour le PSNR et le JND de Lubin [Lubin, ] dont les résultats
sont issus de VQEG Phase  [VQEG, ]. Cette méthode originale conﬁrme les résultats obtenus
par VQEG, à savoir une faible distinction entre les deux méthodes. En revanche, elle nécessite des
calculs plus complexes que les indicateurs classiques, ce qui peut restreindre son utilisation.
Les auteurs proposent également une classiﬁcation des erreurs d’un critère. Ces erreurs corres-
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(a) Probabilité p en fonction de ∆OVQM pour le
PSNR et la version de JND de Lubin [Lubin, ].
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(b) Proportions des erreurs du PSNR en fonction de
∆OVQM.
Figure . – Exemples de résultats obtenus par Brill [Brill et al., ].
pondent aux cas où le critère objectif et le test subjectif fournissent des conclusions diﬀérentes sur une
paire de séquences. Trois cas sont possibles, que les auteurs classent dans l’ordre de gravité croissante :
la fausse égalité est le cas où les deux mesures subjectives sont diﬀérentes mais où les notes objectives
sont égales ; la fausse diﬀérenciation est le cas où les deux mesures subjectives sont égales mais où les
notes objectives sont diﬀérentes ; le faux ordonnancement est le cas où les notes objectives sont dans
l’ordre opposé des mesures subjectives.
La ﬁgure .b présente les proportions de ces erreurs pour le PSNR calculé sur les séquences de
la première campagne de VQEG [VQEG, ]. Cette méthode est intéressante dans la mesure où
elle permet une visualisation directe de la précision d’un critère. De plus, elle fournit un indice de
conﬁance sur la diﬀérence entre deux notes objectives. En eﬀet, elle montre qu’en-dessous d’un certain
seuil, il y a plus de chances que cette diﬀérence soit due à une erreur du critère plutôt qu’à la réalité.
Mesure de monotonie
Pour rendre compte de la monotonie de la relation entre les mesures subjectives et les notes
objectives, le coeﬃcient de corrélation linéaire [Pearson, ], noté cc, est utilisé :
cc=
1
Nn
Nn∑
i=1
(MS(i )−µMS) · (MSP(i )−µMSP)
σMS ·σMSP
(.)
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avec µMS et µMSP les moyennes respectives des distributions MS et MSP et σMS et σMSP les écarts-
type respectifs des distributions MS et MSP. Ce coeﬃcient mesure la qualité de la dépendance linéaire
entre les deux variables MS et MSP. Il est compris entre - et . Plus il est proche de ces extrémités,
plus la dépendance linéaire est forte.
En plus des indicateurs de performance fournis par VQEG, nous ajoutons le coeﬃcient de
corrélation de rang [Spearman, ], noté ccr :
ccr= 1−
6×
Nn∑
i=1
[r (MS(i ))− r (MSP(i ))]2
N3n −Nn
(.)
avec r (X ) le rang de l’élément X . Ce coeﬃcient reﬂète, pour l’ensemble des séquences, les diﬀérences
entre le classement d’une séquence dans l’ensemble des notes objectives et son classement dans
l’ensemble des mesures subjectives.
Mesure de cohérence
La dernière mesure caractérise la cohérence du critère évalué. Elle évalue la proportion de mesures
subjectives de qualité trop mal prédites par le critère objectif de qualité. Il s’agit de l’outlier ratio, noté
or. Il est égal au rapport entre le nombre de conﬁgurations mal évaluées Ne et le nombre total de
mesures Nn :
or= Ne
Nn
. (.)
Une conﬁguration i est considérée comme mal évaluée si le critère suivant est vériﬁé (IC est l’intervalle
de conﬁance) :
|MS(i )−MSP(i )| > 2× IC(i ). (.)
Plus ce rapport est faible, plus le critère est cohérent.
Discussion
Il existe d’autres mesures de performance. Citons par exemple l’erreur absolue moyenne, le
coeﬃcient de Kappa [Cohen, ] utilisé dans le cas d’une échelle d’évaluation discrète ou encore
les coeﬃcients de corrélation utilisés par VQEG dans sa première campagne d’évaluation de critères
objectifs [VQEG, ]. En dehors des mesures plus originales de Brill [Brill et al., ], la sélection
présentée ici est classique mais complète. En eﬀet, il est courant de constater l’usage d’une seule de
ces mesures et de conclure sur les performances d’un critère à partir de seulement quelques chiﬀres.
Pourtant, ces mesures sont importantes dans l’exploitation des résultats obtenus par un critère, et
chacune apporte sa contribution à l’évaluation globale des performances. Sauf mention contraire,
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pour chaque critère que nous évaluerons par la suite, nous donnerons les valeurs des cinq mesures cc,
ccr, reqm, reqmp et or.
Par ailleurs, nous regrettons que VQEG ait en partie changé de mesures de performances entre
ses deux campagnes d’évaluation de critères pour la télévision. Cela ne permet pas de comparer les
deux ensembles de critères objectifs, de les classer et de considérer les meilleurs à leur juste valeur.
.. Signiﬁance de la diﬀérence entre deux mesures de performance
Plus l’ensemble de séquences sur lequel les mesures de performance sont calculées est grand, plus
celles-ci sont précises. Or, le nombre de séquence étant souvent restreint, la précision des mesures de
performance est limitée. Pour savoir si la diﬀérence entre deux mesures est due à de réelles diﬀérences
de performance entre les critères et non pas à cette imprécision, il existe des outils de calcul de
signiﬁance. VQEG les a récemment introduits dans ces études [VQEG, , VQEG, ]. Ils sont
par contre encore peu utilisés par le monde universitaire. Leur intérêt est pourtant évident car ils
permettent de comparer les mesures de performance sur des critères statistiques chiﬀrés.
Il y a deux moyens de tester la signiﬁance d’une diﬀérence entre deux mesures. Le premier est
calculer directement son intervalle de conﬁance. La diﬀérence est alors considérée comme signiﬁcative
si les bornes de cet intervalle sont dumême signe. La seconde est de comparer les intervalles de conﬁance
des deux mesures. S’ils se chevauchent, c’est que la diﬀérence n’est pas signiﬁcative. Usuellement, tous
ces tests se font avec un niveau de signiﬁcation de ,. Il s’agit donc d’intervalles de conﬁance à .
Diﬀérence entre racines carrées de l’erreur quadratique moyenne
Pour évaluer la diﬀérence entre deux reqm reqm1 et rqm2 tels que reqm1 > reqm2 et qu’ils soient
calculés respectivement sur N1 et N2 paires d’éléments, nous considérons le rapport :
ζ= reqm1
reqm2
. (.)
Le test utilise la table de la distribution F avec pour paramètres le niveau de signiﬁcation de , et les
nombres de degrés de liberté de chaque écarts N1−1 et N2−1. La table fournit la valeur FN1−1;N2−1
à comparer à ζ. Si ζ> FN1−1;N2−1, alors la diﬀérence entre reqm1 et reqm2 est considérée comme
statistiquement signiﬁcative.
À l’usage, cette méthode se montre particulièrement critique. Par exemple, sur une base de
séquences comme celle de l’annexe A, nous avons F; = ,. Pour être statistiquement diﬀérents,
les deux racines carrées de l’erreur quadratique moyenne doivent donc être diﬀérentes de près de
. Cela montre bien l’importance de la taille de la base de séquences. Pourtant, des conditions
aussi critiques rendent diﬃcile l’obtention de diﬀérences signiﬁcatives, ce qui peut expliquer le peu
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d’utilisation de ces outils dans la littérature. En eﬀet, qui d’autre que VQEG a les moyens de créer
une quantité de données suﬃsantes pour atteindre une telle précision ?
Diﬀérence entre coeﬃcients de corrélation
Mesurer les performances d’un critère objectif sur une base de séquence est une première étape.
La seconde est de les comparer avec celles d’autres critères. Pour cela, il est possible de déterminer si la
diﬀérence entre deux coeﬃcients de corrélation linéaire est signiﬁcative ou non.
Considérons deux coeﬃcients de corrélation cc1 et cc2, calculés respectivement sur N1 et N2
paires d’éléments. La première étape est de transformer cc1 et cc2 par la transformation en Z de
Fisher [Fisher, ] :
z1 =
1
2
ln
(
1+ cc1
1− cc1
)
et z2 =
1
2
ln
(
1+ cc2
1− cc2
)
. (.)
Cette transformation permet de passer d’une distribution non normale à une distribution normale
dont l’écart-type est connu et vaut :
σz =
1p
Nn −3
(.)
avec Nn le nombre d’éléments. Dans notre cas, nous calculons l’écart-type de la diﬀérence z1− z2 :
σz1−z2 =
√
1
N1−3
+ 1
N2−3
. (.)
L’étape suivante est de calculer les bornes zb et zh de cet écart-type :
zb = z1− z2−1,96×σz1−z2
zh = z1− z2+1,96×σz1−z2 .
(.)
Ces bornes sont ensuite converties par la transformation en Z inverse :
ccb =
e2zb −1
e2zb +1 et cch =
e2zh −1
e2zh +1 . (.)
L’intervalle de conﬁance de la diﬀérence des coeﬃcients de corrélation est donc :
ccb 6 cc1− cc26 cch . (.)
Le test ﬁnal vériﬁe le signe des deux bornes. Si elles n’ont pas le même signe, cela signiﬁe qu’il reste
une incertitude sur la diﬀérence des corrélations. Par contre, si elles sont du même signe, cela signiﬁe
que la diﬀérence est signiﬁcative. À titre d’illustration, la ﬁgure . présente l’évolution des bornes
haute et basse en fonction du coeﬃcient de corrélation considéré. Trois valeurs de Nn y sont utilisées.
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Figure . – Bornes haute cch et basse ccb d’un coeﬃcient de corrélation cc pour plusieurs valeurs du
nombre d’éléments Nn .
Diﬀérence entre outlier ratio
L’outlier ratio peut être décrit par une distribution binomiale de paramètres (p,1−p) avec p
déﬁnie par la relation .. Cette distribution est caractérisée par sa moyenne p et son écart-type :
σp =
√
p(1−p)
Nn
(.)
avec Nn le nombre total de mesures. Pour Nn > , la distribution binomiale est approchée par une
distribution gaussienne. L’intervalle de conﬁance à  de l’outlier ratio est donc :
ICor =±2σp . (.)
Deux outlier ratios sont considérés comme statistiquement diﬀérents si leurs intervalles de conﬁance
ne se chevauchent pas.
. Évaluation du critère de qualité vidéo VSSIM
Nous ne reviendrons pas sur la présentation technique du critère que nous avons faite à la
section ... La ﬁgure . de la page  en présente la structure originale.
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.. Mise en œuvre du critère
Pour la mise en application de ce critère sur les séquences de notre base, plusieurs adaptations
ont été nécessaires. La ﬁgure . présente la structure modiﬁée du critère par rapport à la structure
originale de la ﬁgure .. Comme base de travail, nous avons utilisé une fonction logicielle fournie
par l’auteur. Elle calcule une carte de mesures SSIM locales entre deux images. La taille des fenêtres
locales où sont calculées ces mesures est paramétrable.
vidéo de
référence
conversion
vers ::
vidéo
dégradée
conversion
vers ::
calcul
SSIM
cumul sur
l’image i
cumul sur
la séquence VSSIM
calcul de wij calcul de Wi
luminance
wij Wi
SSIMij Qi
vecteurs de
mouvement
Figure . – Structure adaptée du critère de qualité vidéo VSSIM pour sa mise en œuvre.
Pour eﬀectuer le cumul sur les composantes, nous devons disposer des matrices Y ,Cb etCr corres-
pondantes et de même taille. Or, les séquences d’origine sont au format :: et ::. Une conversion
au format :: est d’abord eﬀectuée. Ceci est réalisé en sur-échantillonnant les composantes Cb et
Cr d’un facteur deux dans une ou deux directions suivant le format d’origine. Le sur-échantillonnage
est eﬀectué en recopiant la valeur du plus proche voisin de chaque pixel d’origine.
Les auteurs préconisent de ne pas utiliser toutes les fenêtres glissantes locales et d’en considérer
qu’une sous-partie. Cependant, nous avons eﬀectué le calcul sur l’ensemble des fenêtres car l’étape de
génération des cartes SSIM n’est pas la plus complexe. La gestion des vidéos TVHD est elle-même très
gourmande en ressources et nécessite un temps bien supérieur. Le gain engendré par l’utilisation d’une
sous-partie de ces fenêtres serait donc minime. De plus, alors que les auteurs utilisent des fenêtres ×,
nous utilisons des fenêtres de taille ×. Cela permet de simpliﬁer en partie les calculs.
Enﬁn, nous ne disposons pas des vecteurs de mouvement de chaque fenêtre × de chaque image
des séquences. Par contre, nous disposons du vecteur moyen des fenêtres de l’image centrale d’un
groupe de cinq images successives. Ils sont issus de la méthode de classiﬁcation spatio-temporelle d’une
séquence vidéo présentée à la section .. Nous avons donc décidé d’utiliser ce vecteur de mouvement
moyen pour chacune des cinq fenêtres correspondantes. C’est l’approximation la plus grossière dans
l’adaptation du critère. Néanmoins, nous considérons qu’elle ne perturbe pas les résultats de manière
signiﬁcative. En eﬀet, notre méthode d’estimation de mouvement est particulièrement précise car elle
s’appuie sur une durée d’estimation plus importante.
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.. Performances sur une base de séquences TVSD
Les auteurs [Wang et al., b] ont évalué les performances de ce critère de qualité vidéo sur
la base de séquences au format TVSD de VQEG [VQEG, ]. Cela leur permet de les comparer
avec celles obtenues par les autres critères de cette campagne d’évaluation. Le tableau . présente
ces performances. À titre de comparaison, nous y trouvons également les meilleures performances
obtenues lors de cette campagne. Elles sont à mettre au crédit du critère de KPN. Rappelons cependant
qu’elles ne sont pas signiﬁcativement supérieures à celles des autres critères. Le coeﬃcient de corrélation
cc est calculé entre les notes objectives et les mesures subjectives après une régression basée sur la
minimisation de l’erreur de prédiction. Le coeﬃcient de corrélation cc est calculé après une régression
non linéaire. Ces mesures de performance sont fournies par VQEG [VQEG, ].
critère cc cc ccr or
VSSIM , , , ,
KPN , , , ,
Tableau . – Performances de VSSIM sur la base de séquences TVSD de VQEG [VQEG, ].
Les résultats obtenus par VSSIM sont numériquement supérieurs à ceux des autres critères évalués
lors de cette campagne. Malheureusement, les auteurs n’indiquent pas si la diﬀérence est signiﬁcative
ni le nombre exact de séquences utilisées. Cependant, pour que le coeﬃcient de corrélation obtenu
par VSSIM soit signiﬁcativement diﬀérent de celui de KPN, il faudrait qu’ils soient évalués sur plus
de  séquences chacun. Or, VQEG n’a utilisé au maximum que  séquences. VSSIM n’est donc
pas sensiblement meilleur que les autres critères de cette campagne d’évaluations.
.. Performances sur une base de séquences haute déﬁnition
Nous avons calculé les performances de VSSIM sur l’ensemble des séquences dégradées de
l’annexe A. Les DMOS prédits sont obtenus à partir des mesures VSSIM par une fonction d’ajustement
de type psychométrique qui adapte la dynamique [ ; ] du critère à celle de notre échelle de qualité
[ ; ]. Le tableau . présente les performances obtenues. Deux types d’écran diﬀérents ont été
utilisés. Nn est le nombre de séquences sur lesquelles les performances sont calculées.
écran Nn cc ccr reqm reqmp or
LCD  , , , , ,
CRT  , , , , ,
Tableau . – Performances de VSSIM sur les séquences haute déﬁnition de la base de l’annexe A.
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L’intervalle de conﬁance sur la diﬀérence des deux coeﬃcients de corrélation est [, ; ,].
Cela montre qu’ils sont signiﬁcativement diﬀérents. Par contre, le rapport des reqm vaut , et
F167;83 = , donc les reqm ne sont pas signiﬁcativement diﬀérentes. Les intervalles de conﬁance
sur les outlier ratio sont respectivement [, ; ,] et [, ; ,] pour les types d’écrans
LCD et CRT. La diﬀérence entre les deux est donc assez importante. Le type d’écran a donc une
inﬂuence sur les performances de VSSIM, alors qu’il ne tient pas compte du type d’écran utilisé. Les
ﬁgures .a et .b respectivement présentent les DMOS prédits en fonction des DMOS subjectifs
mesurés sur écran LCD et CRT. Les droites en pointillés correspondent à l’égalité entre les DMOS
et les DMOSP. Le calcul de DMOS peut parfois arriver à des valeurs négatives, si la séquence de
référence est moins bien évaluée que la séquence dégradée. C’est le cas pour certaines séquences de la
ﬁgure .b.
    





DMOS prédits
D
M
O
S
(a) DMOS prédits par le critère VSSIM en fonction
des DMOS subjectifs mesurés sur écran LCD.
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(b) DMOS prédits par le critère VSSIM en fonction
des DMOS subjectifs mesurés sur écran CRT.
Figure . – DMOS prédits par le critère de qualité vidéo VSSIM en fonction des DMOS subjectifs
mesurés sur écran LCD et CRT.
Les performances obtenues sont globalement peu satisfaisantes. La corrélation linéaire n’est pas
bonne pour les deux types d’écran, révélant la monotonie médiocre du critère. Ceci est conﬁrmé par
la dispersion des points visible sur les ﬁgures .a et .b. Les erreur de l’ordre d’un dixième de la
dynamique montrent quand à eux que la précision est assez moyenne. Les outlier ratio conﬁrment
la tendance générale avec des valeurs indiquant une cohérence médiocre. De plus, la diﬀérence de
corrélation entre VSSIM sur TVSD et VSSIM sur TVHD est signiﬁcative. Cela indique que le critère
est moins performant dans l’estimation de la qualité de la TVHD que dans celle de la TVSD.
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. Évaluation du critère de qualité vidéo VQM
Le critère VQM (Video quality metric) est proposé par Wolf et Pinson [Wolf et Pinson, ] du
NTIA (National telecommunications and information administration). C’est le critère ayant obtenu
les meilleurs résultats lors de la seconde campagne d’évaluation de critères objectifs de qualité vidéo
réalisée par VQEG en  [VQEG, ]. Il a par la suite fait partie des quatre critères retenus
en vue d’une normalisation [ITU, ]. Les auteurs fournissent un logiciel permettant de mesurer
directement la qualité de séquences avec le critère, ce qui permet d’éviter les adaptations comme celles
réalisées pour VSSIM.
.. Présentation du critère
La ﬁgure . présente la structure globale du critère. Dans la terminologie de VQM, un modèle
est un algorithme spéciﬁquement optimisé pour atteindre une corrélation maximale entre les données
objectives et subjectives dans diﬀérentes situations. Les cinq modèles existants sont :
– Television, optimisé pour la télévision ;
– Videoconferencing, optimisé pour la vidéoconférence ;
– General, optimisé pour une utilisation générique, c’est-à-dire avec une large gamme de qualité
et de débit ;
– Developer, optimisé pour une large gamme de qualité et de débit avec une contrainte de faible
complexité ;
– Peak-signal-to-noise-ratio, utilisant le PSNR comme mesure de qualité.
La première étape de calibrage permet de préparer les séquences à être comparées. Celle-ci estime :
– l’alignement et l’éventuelle correction spatiaux entre les deux séquences ;
– l’estimation de la région spatiale d’intérêt pour l’extraction des caractéristiques ;
– l’estimation et l’éventuelle correction du contraste et de la luminosité perçue ;
– l’alignement et l’éventuelle correction temporels entre la séquence d’origine et la séquence
dégradée.
VQM calcule ensuite des caractéristiques locales extraites de la séquence de référence et de celle à
évaluer avant de les comparer. L’extraction des caractéristiques se fait par régions spatio-temporelles
élémentaires. Une telle région est un ensemble de pixels déﬁni par ses deux dimensions spatiales
(∆h,∆v) et sa dimension temporelle ∆t . La ﬁgure . en présente la structure. Par défaut, VQM
utilise des régions de taille (∆h,∆v,∆t ) = (,,), mais ces valeurs peuvent diﬀérer d’un modèle à
l’autre. Le critère utilise six caractéristiques. Deux caractérisent l’activité spatiale, une troisième les
distorsions dans les composantes chromatiques, une quatrième le contraste local, une cinquième la
quantité d’information temporelle et enﬁn la sixième est le produit de la caractéristique du contraste
local et de celle de l’information temporelle.
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Figure . – Structure globale du critère de qualité vidéo VQM [Wolf et Pinson, ].
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Figure . – Tube d’extension spatio-temporelle (∆h,∆v ,∆t ) utilisé dans
VQM [Wolf et Pinson, ].
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Des fonctions sont utilisées pour mesurer les distorsions de la vidéo dégradée par rapport à la
vidéo originale en fonction de l’évolution des caractéristiques. Il s’agit de diﬀérentes fonctions de
comparaison, de calcul de distance, de cumul et de seuillage. La combinaison des caractéristiques et
des fonctions fournit des paramètres de gain ou de perte de qualité en grande quantité. Cela permet
de couvrir une large gamme de contextes et explique la diversité des modèles proposés. Chaque
modèle consiste ensuite en une combinaison linéaire d’une sélection de fonctions appliquées aux
caractéristiques. Les pondérations de ces combinaisons sont obtenues par optimisation. La sélection
des fonctions est faire de sorte à retenir les plus pertinentes. Enﬁn, chaque modèle produit une valeur
comprise entre  et . La valeur nulle correspond à la perception d’aucune distorsion, alors que la
valeur un correspond à la perception maximale de distorsions.
Un logiciel est fourni par le laboratoire NTIA pour l’utilisation de VQM à des ﬁns de recherche
scientiﬁque. Nous l’avons utilisé pour obtenir des notes objectives de qualité pour les séquences de la
base présentée à l’annexe A. Le contexte visé étant la télévision haute déﬁnition, nous avons utilisé le
modèle Television. Le calibrage est fait automatiquement par le logiciel. Cette étape a parfois tendance
à réduire la durée des séquences, car la durée totale doit être un multiple de la taille d’une région
spatio-temporelle. Ainsi, les séquences de douze secondes présentes dans la base sont réduites à dix
secondes. De même, le calibrage réduit parfois les séquences de quelques pixels sur les bords pour
éliminer les éléments qui ne présentent pas d’intérêt.
.. Performances sur une base de séquences TVSD
VQM a été évalué lors des deux campagnes eﬀectuées par VQEG. Nous considérons ici les
performances obtenues lors de la seconde campagne [VQEG, ]. Celles-ci ont été calculées à partir
de  séquences dégradées pour le format PAL et  pour le format NTSC. Le modèle General fut
alors utilisé. Le tableau . présente ces résultats.
format N cc ccr or
PAL  , , ,
NTSC  , , ,
Tableau . – Performances du critère objectif de qualité vidéo VQM sur la base de séquences TVSD
de VQEG [VQEG, ].
La diﬀérence entre les coeﬃcients de corrélation des deux formats n’est pas signiﬁcative. Cela
n’est pas très surprenant étant donné leur proximité et le faible nombre de séquences sur lesquelles ils
ont été évalués. Néanmoins, les résultats obtenus par VQM sur l’ensemble de séquences au format
NTSC sont très bons en termes de corrélation. La monotonie de la relation entre le modèle et les
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DMOS est très forte. Pourtant, l’outlier ratio reste assez élevé. Il est sensiblement meilleur pour le
format PAL, alors que les corrélations sont plus faibles. Le modèle s’avère donc plus précis mais moins
monotone dans ce contexte.
Suivant le format testé, la diﬀérence avec VSSIM peut être signiﬁcative. En eﬀet, la comparaison
entre les coeﬃcients de corrélation de VSSIM et de VQM au format PAL n’est pas signiﬁcative. Elle
l’est en comparant avec VQM au format NTSC. Nous constatons l’inverse pour les outlier ratio. La
diﬀérence est signiﬁcative avec le format PAL, mais pas avec le format NTSC. Malheureusement,
nous ne disposons pas de la distinction des formats pour les résultats de VSSIM, ce qui nous empêche
de mener plus en avant cette comparaison.
.. Performances sur une base de séquences haute déﬁnition
Nous avons calculé les mêmes mesures de performances que pour VSSIM sur la base de séquences
haute déﬁnition présentée à l’annexe A. Le tableau . les présente.
écran Nn cc ccr reqm reqmp or
LCD  , , , , ,
CRT  , , , , ,
Tableau . – Performances du critère objectif de qualité vidéo VQM pour toutes les séquences de la
base présentée à l’annexe A.
Les ﬁgures .a et .b présentent les DMOS prédits en fonction des DMOS subjectifs mesurés
sur écran LCD et CRT respectivement. Les DMOS prédits sont obtenus à partir des mesures VQM
par une fonction d’ajustement qui adapte la dynamique [ ;] du critère à celle de notre échelle de
qualité [ ;].
Les diﬀérences de coeﬃcient de corrélation, de racine carrée de l’erreur quadratique moyenne et
d’outlier ratio entre LCD et CRT ne sont pas signiﬁcatives. Cela conﬁrme la faible inﬂuence du type
d’écran sur les performances des critères. En revanche, pour les deux formats d’écran, la corrélation
et la racine carrée de l’erreur quadratique moyenne de VQM sont signiﬁcativement supérieures à
celles obtenues par VSSIM. C’est également le cas pour l’outlier ratio pour le type d’écran CRT. De
plus, les diﬀérences entre indicateurs obtenus par VQM sur des séquences TVSD et sur des séquences
TVHD ne sont pas signiﬁcatives dans tous les cas. Les performances obtenues par le critère VQM
sont donc assez bonnes, mais il perd globalement en performances pour prédire la qualité en TVHD
par rapport à celle en TVSD.
–  –
Chapitre . Performances de critères objectifs de qualité visuelle en télévision haute déﬁnition
    





DMOS prédits
D
M
O
S
(a) Mesures sur écran LCD.
    
-




DMOS prédits
D
M
O
S
(b) Mesures sur écran CRT.
Figure . – DMOS prédits par le critère VQM en fonction des DMOS subjectifs.
. Discussion
En plus des critères VSSIM et VQM, nous avons évalué les performances du critère PSNR sur
cette même base. Celui-ci est calculé sur la composante de luminance de chaque image et la note de
qualité de la séquence dégradée est la moyenne du PSNR des images correspondantes. Le coeﬃcient
de corrélation linéaire obtenu entre les notes objectives et les DMOS mesurés sur écran LCD est de
,. La racine carrée de l’erreur quadratique moyenne correspondante est de , et l’outlier ratio
de ,. Sur écran CRT, le coeﬃcient de corrélation est de ,, l’erreur de , et l’outlier ratio de
,. Il est clair que le PSNR n’est pas adapté à l’évaluation de la qualité de ces séquences TVHD.
Le tableau . récapitule les principales performances dont nous disposons pour les critères de
qualité vidéo VSSIM et VQM ainsi que pour le PSNR. La valeur entre parenthèses est le nombre de
séquences de l’ensemble concerné. Dans le cas du critère VSSIM en TVSD, le nombre de séquences
utilisées est inconnu. Le symbole × indique que nous ne disposons pas de la valeur correspondante.
.. Sur les diﬀérences inter-écrans
Concernant les diﬀérences d’indicateurs obtenus sur les deux écrans, seule la diﬀérence de coeﬃ-
cient de corrélation du critère VSSIM est statistiquement signiﬁcative. L’aﬃchage a donc un assez
faible impact sur la prédiction réalisée par les critères. Cela semble logique étant donné qu’aucun
des deux ne prend en compte les caractéristiques de l’écran sur lequel sont visualisées les séquences.
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TVSD TVHD
PAL () NTSC () LCD () CRT ()
cc , , ,
VSSIM reqm × , ,
or , , ,
cc , , , ,
VQM reqm , , , ,
or , , , ,
cc × , ,
PSNR reqm × , ,
or × , ,
Tableau . – Récapitulatif des performances obtenues par les critères VSSIM [Wang et al., b] et
VQM [VQEG, ] sur diﬀérents ensembles de séquences.
Or, nous avons remarqué à la section .. que les MOS obtenus sur les deux types d’écrans étaient
sensiblement diﬀérents. Cependant, tenir compte de la technologie d’aﬃchage reste une tâche délicate
étant donnée la diversité des technologies et des traitements inclus dans les écrans modernes.
.. Sur les diﬀérences inter-résolutions
Dans une étude récente, les auteurs de VQM ont évalué le modèle General sur des séquences au
format TVHD [Wolf et Pinson, ]. L’évaluation subjective a été réalisée en utilisant la métho-
dologie SSCQE sur une séquence de  minutes. Cette séquence était composée de  clips de 
secondes chacun. Les versions dégradées ont été obtenues par cinq codeurs diﬀérents, chacun opérant
avec plusieurs débits. Des dégradations de type erreurs de transmission ont également été utilisées.
Vingt observateurs ont visualisé chaque clip. L’écran utilisé était de type plasma et de résolution native
×. Remarquons que ce n’est pas la résolution TVHD que nous utilisons. Le coeﬃcient de
corrélation linéaire entre les MOS et les notes objectives est de , et la racine carrée de l’erreur
quadratique moyenne est de ,. Malgré les diﬀérences notables entre les deux expérimentations, ces
résultats sont proches de ceux que nous avons obtenus sur écran LCD. Cela conﬁrme la valeur de
notre expérimentation et de notre base de séquences.
Les diﬀérences inter-résolutions laissent peu d’équivoque : tous les coeﬃcients de corrélation
linéaires chutent entre les performances obtenus sur TVSD et sur TVHD. Les diﬀérences sont
signiﬁcatives pour le critère VSSIM, mais pas pour le critère VQM pour lequel le format PAL obtient
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le plus faible des coeﬃcients. Par contre, l’évolution des racines carrées de l’erreur quadratique moyenne
est moins évidente. En eﬀet, la précision de VQM sur les séquences TVHD est meilleure que à celle
obtenue sur TVSD. Quand à VSSIM, les outlier ratio sont identiques entre TVSD et TVHD, ce qui
veut dire que le critère conserve la même cohérence entre les deux formats. Par contre, les coeﬃcients
de corrélation indiquent une très forte chute de monotonie du critère.
.. Sur les diﬀérences inter-critères
Le critère VSSIM est donc peu performant sur la base de séquences haute déﬁnition que nous
utilisons. Les meilleures performances ne permettent pas d’obtenir une relation très ﬁable entre
les MOS et les MOS prédits. L’approche purement statistique adoptée par les auteurs semble trop
simpliste pour rendre compte de l’impact sur le système visuel humain du format TVHD. Le passage
à une résolution supérieure fait donc décroitre les performances de VSSIM, et avec elles son spectre
d’utilisation. Le critère VQM obtient des coeﬃcients de corrélation et des racines carrées de l’erreur
quadratique moyenne signiﬁcativement meilleurs, dans tous les cas de ﬁgure. Le coeﬃcient de
corrélation va jusqu’à , et la racine carrée de l’erreur quadratique moyenne est inférieure au
dixième de la dynamique. Les outlier ratio dénotent une meilleure cohérence. De plus, l’avantage de
VQM sur VSSIM est qu’il pourrait créer un nouveau modèle, adapté à la TVHD. Pour cela, il suﬃrait
de recalculer des pondérations de la combinaison ﬁnale optimisées pour ce format. Cependant en
l’état, les performances de VQM sont insuﬃsantes pour une utilisation dans un contexte de TVHD.
Les ﬁgures .a et .b présentent les DMOS prédits par le critère VQM en fonction de ceux
prédits par le critère VSSIM, respectivement sur écran de types LCD et CRT. Le coeﬃcient de
corrélation entre les deux ensembles est de , pour l’écran LCD et de , pour l’écran CRT.
Les racines carrées de l’erreur quadratique moyenne sont respectivement de , et de ,.
Aucune fonction d’ajustement n’est ici appliquée. La relation n’est donc pas très forte sur écran LCD.
Elle est faible sur écran CRT. Cela signiﬁe que, sans surprise, les deux critères eﬀectuent des prédictions
très diﬀérentes d’un même ensemble de DMOS. Il est également intéressant de noter que la relation
entre VSSIM et VQM est à peine plus faible qu’entre VSSIM et les DMOS subjectifs. Cela renforce
la conclusion selon laquelle VSSIM n’est pas un bon prédicteur du jugement humain.
. Conclusion
Dans un premier temps, ce chapitre a permis de présenter des outils de mesure des performances
d’un critère de qualité. Ces outils évaluent les capacités d’un critère à prédire le jugement subjectif.
Certains d’entre eux indiquent si deux mesures sont signiﬁcativement diﬀérentes, ce qui permet de
comparer diﬀérents critères entre eux. Leur intérêt est indiscutable quand à l’analyse des résultats
fournis par un critère, alors qu’ils sont rarement utilisés de manière complète dans la littérature.
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(b) Mesures sur écran CRT.
Figure . – DMOS prédits par le critère VQM en fonction des DMOS prédits par le critère VSSIM.
Dans une seconde phase, nous avons utilisé ces outils pour évaluer les performances de deux critères
de qualité vidéo sur la base de séquences haute déﬁnition présentée à l’annexe A. Le premier critère
évalué est adapté à la vidéo à partir du critère de qualité d’image SSIM [Wang et al., b]. Assez
simple, celui-ci n’obtient pas de bonnes performances sur la base, avec un coeﬃcient de corrélation
maximal de , avec les DMOS subjectifs. Le second critère évalué est le modèle Television du
VQM [Wolf et Pinson, ]. Plus performant sur tous les indicateurs, il obtient jusqu’à , de
coeﬃcient de corrélation linéaire.
Cette étude a permis de dégager trois conclusions majeures :
– les performances ne sont pas signiﬁcativement diﬀérentes selon que les MOS aient été obtenus
avec un écran LCD ou un écran CRT ;
– la diﬀérence de performances dans la prédiction de la qualité visuelle entre les formats TVSD
et TVHD est sensible, la qualité de la TVHD étant globalement moins bien prédite ;
– le critère VQM obtient des coeﬃcients de corrélation et des racines carrées de l’erreur quadra-
tique moyenne signiﬁcativement meilleurs que VSSIM dans toutes les conﬁgurations testées.
Ce type d’évaluation, peu courante, montre que les critères conçus pour la télévision standard
ne fonctionnent pas aussi bien pour la télévision haute déﬁnition. C’est pourquoi il nous a paru
nécessaire de proposer des critères adaptés à ce contexte.
orn
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Critère objectif de qualité vidéo
fondé sur le débit et une analyse du contenu
N
   que certains critères objectifs n’étaient pas aussi performants
pour la prédiction de la qualité de la TVHD que pour celle de la TVSD. L’objet de ce
chapitre est de proposer un critère objectif de qualité vidéo avec référence complète
plus adapté au format haute déﬁnition. De plus, nous nous situons toujours dans le
cadre d’un codage H.. Dans ce contexte spéciﬁque, nous cherchons à atteindre des performances
de prédiction supérieures à celles obtenues par des critères tels que VSSIM et VQM.
Nous savons que pour un même débit, deux séquences de contenu diﬀérent peuvent être évaluées
de manière très diﬀérente par les observateurs. L’un des objectifs de notre critère est donc de caractériser
la qualité d’un contenu aﬁn de la distinguer de celle d’un contenu diﬀérent. Par ailleurs, pour avoir
utiliser le critère de qualité VQM avec les séquences dont nous disposons, nous avons constaté sa
complexité calculatoire dans un contexte d’évaluation de la qualité de séquences de TVHD. L’autre
objectif du critère proposé est une obtention rapide du résultat. Précisons néanmoins que notre but
ici n’est pas de proposer une mise en œuvre temps-réel. Nous nous bornerons à montrer la faisabilité
et les performances du critère en termes de prédictibilité de la qualité visuelle.
Nous commencerons ce chapitre par décrire le fonctionnement du critère proposé. Puis, nous
détaillerons ses diﬀérentes conditions d’évaluation et les modèles de prédiction des paramètres du
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modèle de qualité proposés. Nous terminerons en présentant les performances obtenues sur la base de
séquences TVHD dont nous disposons et en les comparant avec celles de VQM et VSSIM.
. Description du critère
La construction du critère découle de l’observation des résultats des évaluations visuelles de qualité.
Elle est présentée dans cette première section, le modèle de qualité vidéo y étant décrit. Les paramètres
optimaux du modèle seront ensuite déterminés. Nous en déduirons l’impact de la modélisation sur la
prédiction.
.. Aspects globaux du critère
La ﬁgure . présente le schéma global du critère objectif de qualité visuelle proposé. Ce critère est
basé sur une analyse spatio-temporelle du contenu qui permet de calculer des paramètres pour chaque
séquence. Ces paramètres sont ensuite utilisés pour prédire les deux paramètres decalage et pente
d’un modèle de qualité vidéo. Ce modèle enﬁn fournit une prédiction de la qualité de la séquence
dégradée. L’évolution de la qualité pour un même contenu à diﬀérents débits est simplement déduit
par la variation du débit. Ce couplage débit-paramètres permet de prédire l’évolution de la qualité
de diﬀérents contenus à diﬀérents débits de codage. Nous nous distinguons ainsi de la technique
d’Oelbaum [Oelbaum et al., ] qui calcule des paramètres intra-contenu uniquement. Le point
commun entre les deux méthodes est la spéciﬁcité à un système dégradant donné.
séquence de
référence
analyse spatio-
temporelle
du contenu
prédiction des
paramètres
du modèle
séquence
dégradée
modèle
de qualité
note
objective de
qualité Q
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i
,MS
decalage,pente
débit B
Figure . – Schéma global du critère proposé.
Analyse spatio-temporelle du contenu
L’analyse spatio-temporelle du contenu utilisée est celle présentée au chapitre . Pour chaque
séquence S, elle produit les proportions Pi (S) des cinq classes de type de tube spatio-temporel Ci
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avec i ∈ [;]. Pour chaque tube tS de chaque séquence S, elle fournit les composantes horizontale
Mh(tS) et verticale Mv (tS) du vecteur de mouvement M(tS). Le module moyen MS du mouvement
de la séquence S est calculé comme la moyenne des modules des vecteurs de l’ensemble ou d’une
sous-partie des Nt tubes de la séquence :
MS = λ
Nt
×
Nt∑
tS=1
(√
Mh(tS)
2+Mv (tS)2
)
. (.)
Rappelons que le vecteur de mouvement est calculé à partir du bloc central du tube et que les tubes
sont constitués de cinq blocs successifs. Il correspond à une durée de  ms comme le montre la
ﬁgure .. Les déplacements Mh(tS) et Mv (tS) sont ainsi mesurés entre deux images. Ceci explique
le facteur λ utilisé pour exprimer MS en pixels par seconde. Dans le cas d’une séquence à  trames
par secondes, nous avons λ = ,.
i −2 i −1 image i i +1 i +2
 ms
tube
Figure . – Exemple de tube avec la durée correspondant au vecteur de mouvement.
Les proportions des classes de contenu correspondent à celles calculées sur une séquence comme
nous l’avons fait à la section .. Le tableau . de la page  présente les proportions des douze
séquences de la sous-base SVT, après suppression des zones sans classes et des ambiguïtés de
classiﬁcation. Le tableau . présente celles des douze autres séquences de la base.
Prédiction des paramètres du modèle de qualité
La prédiction des paramètres du modèle de qualité est une étape critique car elle fournit à ce
modèle les résultats de l’analyse spatio-temporelle du contenu. Nous détaillerons cette prédiction à la
section suivante.
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contenu C1 C2 C3 C4 C5
New Mobile & Calendar , , , , ,
Parkrun , , , , ,
Knightshields , , , , ,
Stockholm Pan , , , , ,
Concert , , , , ,
Foot , , , , ,
Movie , , , , ,
Voile , , , , ,
Credits , , , , ,
Golf , , , , ,
Show , , , , ,
Standing , , , , ,
Tableau . – Proportions, exprimées en pourcentage, des classes des contenus des sous-bases
Euro et SVT.
Codage
Les séquences dégradées sont celles présentées à l’annexe A. Elles sont produites par un codage
H. réalisé avec le codeur de référence [JVT, ]. Le débit B , supposé connu, correspond à celui
utilisé par ce codeur. Les sept débits des  contenus sont donnés dans le tableau A. de la page .
En sortie du modèle
Le modèle de qualité proposé ne fournit pas directement une prédiction du MOS mais une
prédiction de la diﬀérence de qualité entre la séquence de référence cachée et la séquence dégradée,
c’est-à-dire DMOS(S j ,Bk ) = MOS(S j ) - MOS(S j ,Bk ). Cette manière de procéder est classique pour
un critère avec référence complète. En fait, aﬁn d’utiliser un modèle de qualité croissant avec le débit,
nous considérons ici la valeur  − DMOS(S j ,Bk ). Nous posons donc :
Q(S j ,Bk )= −DMOSp(S j ,Bk ). (.)
Ainsi, le critère de qualité sera évalué en comparant les valeurs  − DMOS(S j ,Bk ) aux Q(S j ,Bk )
issus du modèle et auxquels une fonction d’ajustement est appliquée. Aﬁn de distinguer les valeurs
 − DMOS(S j ,Bk ) des DMOS, nous les appellerons DMOS dans la suite de ce chapitre.
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.. Modèle de qualité vidéo
Le modèle proposé est basé sur les résultats de l’évaluation subjective de la qualité vidéo des
séquences de la base présentée à l’annexe A. La ﬁgure . présente quelques exemples de DMOS en
fonction du débit. Hormis quelques irrégularités imputables au codeur, ces DMOS suivent une
tendance commune. La croissance est rapide à bas débit et plus lente à partir d’un débit donné. De
plus, dans un contexte de télévision haute déﬁnition, nous cherchons une bonne modélisation pour
les qualités moyennes et hautes, c’est-à-dire au moins supérieures à . Il n’est donc pas nécessaire
d’être particulièrement précis en dessous de cette valeur. Ceci est cohérent avec les mesures subjectives
de notre base, où la majorité des évaluations sont supérieures à ce seuil. Nous proposons un modèle
général de la qualité Q d’une séquence vidéo en fonction du débit de codage B de la forme :
Q = L
(
1−e−
B−decalage
pente
)
(.)
avec L limite asymptotique vers laquelle Q tend lorsque B augmente et decalage et pente les deux
paramètres du modèle de qualité.
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Figure . – DMOS en fonction du débit, exprimé en Mbps, pour huit contenus.
Les paramètres decalage et pente permettent de distinguer les contenus les uns des autres,
ils correspondent aux diﬀérences inter-contenus. Le débit est utilisé pour distinguer les séquences
dégradées correspondant à un contenu donné. Il est déterminé par le codage H. eﬀectué, alors
que les paramètres decalage et pente le sont à partir du mouvement moyen et des proportions de
chaque classe de contenu présente dans la séquence. decalage correspond au débit pour lequel Q = ,
c’est-à-dire au décalage à l’origine du modèle. Ce paramètre permet d’ajuster cette origine en fonction
des basses qualités. Il s’exprime en Mbps. pente correspond à la pente du modèle. Plus il est faible,
plus le modèle croit rapidement. Il est de dimension inverse au débit, il s’exprime donc en Mbps−1.
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L’évaluation de qualité eﬀectuée sur la base présentée à l’annexe A génère des notes de qualité
allant de  à . Notre critère doit donc produire des notes dans cet intervalle, même si cette valeur
théorique n’est pas atteinte en pratique. C’est pourquoi nous ﬁxons L = 100, d’où :
Q = 100
(
1−e−
D−decalage
pente
)
. (.)
C’est cette forme qui sera utilisée dans la suite de ce chapitre.
D’autres modèles ont été évalués, comme par exemple des modèles polynomiaux ou logistique.
Le modèle retenu est celui minimisant la perte de précision due à son utilisation avec des paramètres
optimaux que nous explicitons maintenant.
.. Paramètres optimaux du modèle
Le modèle utilise deux paramètres par contenu. Pour chaque contenu, nous pouvons déterminer
quelles valeurs de ces paramètres permettent de s’approcher au plus près du jugement humain, c’est-
à-dire des DMOS. C’est ce que nous appelons les paramètres optimaux, notés decalageopt et
penteopt. Nous les calculons en ajustant le modèle de qualité aux DMOS. Les valeurs obtenues
sont présentées dans le tableau ..
contenu decalageopt penteopt contenu decalageopt penteopt
New Mobile &
Calendar
-, , Above Marathon , ,
Parkrun , , Captain -, ,
Knightshields -, , Dance in the Woods , ,
Stockholm Pan , , Duck Fly -, ,
Concert -, , Fountain Man -, ,
Foot -, , Group Disorder -, ,
Movie -, , Inside Marathon -, ,
Voile -, , New Parkrun -, ,
Crédits -, , Rendezvous , ,
Golf -, , Stockholm Travel -, ,
Show -, , Tree Pan -, ,
Standing -, , Ulriksdals -, ,
Tableau . – Paramètres optimaux du modèle de qualité pour chaque contenu.
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Les valeurs de decalageopt sont majoritairement proches de zéro. Cela signiﬁe que le décalage à
l’origine est globalement faible. Quelques séquences se distinguent néanmoins, et notamment Concert
avec decalageopt = -,. Une telle valeur négative signiﬁe que le contenu atteint de bonnes qualités
avec un débit relativement faible. Notons cependant que l’exemple du contenu Concert est sans doute
extrême du fait de sa non-monotonie, observable ﬁgure A. de la page , ce qui peut expliquer
les deux valeurs marginales de decalageopt et penteopt pour cette séquence. Le reste des valeurs est
compris entre -, et ,. Les valeurs de penteopt vont de , à ,. Les plus fortes valeurs
correspondent aux séquences les plus complexes comme Parkrun, Above Marathon, Duck Fly ou
Rendezvous. Cela est logique dans la mesure où la croissance de la qualité d’une séquence complexe est
plus lente que celle d’une séquence simple. En eﬀet, une séquence complexe a besoin d’un incrément
de débit plus important pour gagner autant en qualité qu’une séquence de complexité moindre. Ainsi,
les faibles valeurs de penteopt correspondent aux séquences Stockholm Pan, Golf, Standing ou Tree Pan.
Cet ensemble de valeurs représente ce que doit fournir l’étape de prédiction des paramètres du modèle.
Évidemment, les performances du critère de qualité seront mesurées par rapport aux DMOS réels
et non en utilisant ces paramètres optimaux.
.. Perte de précision due à la modélisation
La modélisation n’étant qu’une approximation de la réalité, même les paramètres optimaux ne
permettent pas une prédiction parfaite des DMOS. Un premier indicateur de la capacité du
modèle à prédire les DMOS est de l’utiliser avec les paramètres optimaux et de comparer les
DMOS prédits de cette manière avec les DMOS réels. Ces DMOS prédits sont nommés
DMOSopt et sont obtenus après une fonction d’ajustement. La ﬁgure . présente les DMOS réels
en fonction des DMOSopt pour l’ensemble de  séquences dégradées et évaluées sur un écran LCD
de la base présentée à l’annexe A. Les indicateurs de performances calculés entre les DMOS et les
DMOSopt sont présentés dans le tableau .. L’intervalle de conﬁance sur le coeﬃcient de corrélation
(cc) est [, ;,]. La relation est donc très forte entre les deux ensembles de données, ce que
conﬁrme le coeﬃcient de corrélation de rang (ccr). Les deux erreurs (reqm et reqmp) sont très faibles,
surtout au regard des intervalles de conﬁance sur les MOS présentés dans l’annexe A. La perte de
précision est donc faible. L’outlier ratio (or) conﬁrme ces bonnes performances avec seulement ,
de conﬁgurations mal prédites. Ceci nous permet d’envisager l’utilisation du modèle proposé dans
notre critère de qualité vidéo.
cc ccr reqm reqmp or
, , , , ,
Tableau . – Performances obtenues par le modèle avec utilisation des paramètres optimaux.
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Figure . – DMOS des  séquences dégradées de la base de l’annexe A en fonction des
DMOSopt prédits par le modèle de qualité en utilisant les paramètres optimaux.
. Prédiction des paramètres du modèle de qualité vidéo
Les paramètres du modèle sont liées aux diﬀérences de qualité observées entre les contenus mais
sont indépendants du débit. Nous considérons deux facteurs intrinsèques au contenu inﬂuant sur
cette diﬀérenciation : le mouvement et les proportions respectives des classes de contenu.
Le mouvement intervient à deux niveaux antagonistes. Il est d’abord facteur de surcout pour le
codeur, car plus il y a de mouvement, plus les vecteurs de mouvement nécessitent un débit élevé pour
être codés. Parallèlement, à partir d’une quantité de mouvement donnée, plus le mouvement d’une
zone est important, plus les dégradations de cette zone sont masquées. Cela diminue leur impact sur
la perception de la qualité et permet donc de diminuer le débit. Les proportions interviennent en
tant qu’indicateurs de la répartition du débit. En eﬀet, à débit constant, une séquence contenant
majoritairement des zones homogènes aura tendance à être de qualité supérieure à celle d’une séquence
contenant majoritairement des zones de textures.
Pour ces deux facteurs, nous proposons plusieurs contextes de paramétrisation qui permettent
d’évaluer le modèle de qualité dans diﬀérentes situations. Pour cela, nous exploiterons les données
fournies par la classiﬁcation spatio-temporelle. Dans un second temps, nous proposerons plusieurs
modèles de prédiction des paramètres du modèle de qualité vidéo.
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.. Contextes d’évaluation du modèle
Nous exploitons de plusieurs manières diﬀérentes la classiﬁcation spatio-temporelle du contenu des
séquences. Au total, cela nous fournit quatre contextes d’évaluation du modèle de qualité. Considérons
tout d’abord le mouvement moyen de la séquence S, nommé MS . Nous l’avons déﬁni à la relation .
comme la moyenne des modules des vecteurs de mouvement de l’ensemble des Nt tubes de la séquence.
En fait, nous pouvons restreindre cette déﬁnition à un ensemble de tubes plus réduit. En eﬀet, nous
considérons que la ﬁabilité de l’estimation de mouvement eﬀectuée varie selon le contenu. Par exemple,
le calcul des vecteurs de mouvement des zones homogènes est moins stable que celui des zones de
textures. En fait, cette estimation est d’autant plus stable que l’activité spatio-temporelle du tube est
importante. Ceci est illustré ﬁgure ..
Ainsi, nous déﬁnissons deux manières de calculer la grandeur MS . La première est celle de la
relation .. Nous l’appellerons MS1 . La seconde restreint l’ensemble des tubes à ceux appartenant aux
classes de forte activité spatio-temporelle, c’est-à-dire les classes de textures moyennes et fortes C4 et
de contours C5 :
MS2 =
λ
N45n
×
N45n∑
tS=1
(√
Mh(tS)
2+Mv (tS)2
)
(.)
avec tS ∈ [C4,C5] et N45n le nombre de tubes des classes de textures moyennes et fortes C4 et de
contoursC5. La ﬁgure . présente les valeurs deMS2 en fonction de celles deM
S
1 pour les  contenus
dont nous disposons. Nous remarquons que la majorité des valeurs des deux ensembles sont proches,
mais que certaines se distinguent particulièrement. C’est le cas par exemple des séquences Concert,
Movie, Standing, Captain, Fountain Man qui se distinguent par une très faible proportion de textures
fortes et de contours. Nous constatons que cela se répercute ici par une faible valeur deMS2 par rapport
à MS1 .
Les proportions de contenu peuvent également être calculées de deux manières diﬀérentes. En
eﬀet, rappelons que la segmentation des séquences n’est pas complète. Une technique est utilisée pour
attribuer une classe aux pixels des zones vides et des zones avec ambiguïtés de classiﬁcation dues au
mouvement. Ainsi, la somme Σp des proportions, exprimée en pourcentages, est égale à  après
l’application de cette technique. Cependant, plus la séquence contient de mouvement, plus les zones
non étiquetées peuvent être importantes. Elles sont également plus importantes pour les séquences
comportant de grandes zones homogènes, où l’estimation de mouvement sera moins ﬁable.
Considérer les proportions avant application de l’algorithme est ainsi une manière de tenir
compte à la fois du mouvement et des erreurs d’estimation de mouvement. Dans ce cas, la somme
des proportions, est inférieure à , nous la notons Σv . Σp et Σv sont les deux autres contextes
d’évaluation du modèle. Les valeurs obtenues sont présentées dans le tableau .. La ﬁgure . présente
les valeurs de Σv en fonction de MS2 pour les  contenus de la base.
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(a) Estimation de mouvement dans une zone homogène. Un décalage de quelques pixels modiﬁe peu l’erreur
utilisée pour la sélection du vecteur de mouvement. L’estimation est peu ﬁable.
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(b) Estimation de mouvement dans une zone fortement texturée. Un décalage de quelques pixels modiﬁe
fortement l’erreur utilisée pour la sélection du vecteur de mouvement. L’estimation est donc ﬁable.
Figure . – Estimation de mouvement dans deux zones d’activité diﬀérente. Un décalage de
quelques pixels a un impact diﬀérent sur l’erreur utilisée pour la sélection du vecteur de mouvement.
La ﬁabilité de l’estimation de mouvement en dépend directement.
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    

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Figure . – Valeurs de MS2 en fonction de celles de M
S
1 en pixels par seconde.
contenu Σv () contenu Σv ()
New Mobile & Calendar , Above Marathon ,
Parkrun , Captain ,
Knightshields , Dance in the Woods ,
Stockholm Pan , Duck Fly ,
Concert , Fountain Man ,
Foot , Group Disorder ,
Movie , Inside Marathon ,
Voile , New Parkrun ,
Crédits , Rendezvous ,
Golf , Stockholm Travel ,
Show , Tree Pan ,
Standing , Ulriksdals ,
Tableau . – Somme des proportions des cinq classes de contenu sans application de l’algorithme de
suppression des zones sans classes et des ambiguïtés de classiﬁcation.
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Figure . – Valeurs de Σv (en ) en fonction de MS2 pour les  contenus de la base.
.. Modèles de détermination des paramètres
Les deux paramètres decalage et pente sont modélisés à partir des diﬀérentes conditions de
mouvement et de proportions présentées précédemment. Devant la quantité de modèles possibles
pour chacun d’eux, nous décidons de ne considérer que des modèles simples. Ceci permet à la fois
de maitriser le sens de ces modèles, et de réduire la complexité des calculs. Le tableau . présente
les modèles testés les plus pertinents. Dans tous les cas, deux pondérations α et β sont utilisés pour
ajuster les paramètres prédits aux paramètres optimaux decalageopt et penteopt.
modèle decalage pente
 α×MS β× (P1+P2+P3+P4+P5)
 α×MS β× (P2+P4+P5)
 α× MS
P1+P3 β× (P2+P4+P5)
 α× 1
MS
β× (P1+P2+P3+P4+P5)
 α× 1
MS×(P1+P3) β× (P2+P4+P5)
 α× 1
m+MS β× (P1+P2+P3+P4+P5)
Tableau . – Formes des modèles testés pour les paramètres decalage et pente du modèle de qualité
vidéo.
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Le premier modèle est le plus simple. Il utilise le mouvement comme prédiction de decalage et
la somme des proportions pour pente. Évidemment, cette somme complète ne joue un rôle que dans
le cas de Σv . Étant donné que Σp vaut toujours , l’utiliser revient à pente= ×β pour toutes
les séquences, et donc à utiliser le mouvement comme seul paramètre inter-contenus. Celui-ci est ici
utilisé dans son aspect complexité, c’est-à-dire que ce modèle considère que plus le mouvement est
important, plus la séquence est complexe et donc plus elle a besoin de débit pour gagner en qualité.
Le modèle  modiﬁe la prédiction de pente en ne considérant que les proportions des classes
qui modélisent le mieux la perte de qualité due au codage. Cela avait été montré au chapitre . Les
trois classes correspondantes sont les zones uniformes de luminance moyenne et forte C2, les zones
de textures moyennes et fortes C4 et les zones de contours C5. Dans ce cas, nous n’utilisons pas
les proportions des classes correspondant aux zones uniformes de luminance faible et aux zones de
textures ﬁnes. Il s’agit en fait des deux seuls modèles de pente utilisés.
Le modèle  utilise les proportions des classes non considérées dans le modèle , c’est-à-dire
les classes C1 et C3. Nous divisons le mouvement par leur proportion. Ainsi, ces zones de faible
complexité diminue l’impact de la complexité induite par le mouvement.
À partir du modèle , le mouvement est considéré dans son aspect masquage, c’est-à-dire que
plus il est fort, plus le masquage est fort, et donc moins la séquence a besoin de débit pour gagner en
qualité.
Le modèle  reprend l’idée du modèle  en pondérant le paramètre decalage par l’inverse de la
proportion des classes C1 et C3.
Dans le modèle , nous considérons que diviser par le mouvement peut être risqué si ses valeurs
sont faibles. C’est pourquoi nous lui ajoutons un biais systématiquem. Plusieurs valeurs de ce biais ont
été testées. Notre objectif n’étant cependant pas l’étude de l’impact de ce biais, nous nous limiterons à
donner celui optimisant les performances du critère.
. Performances
Pour mesurer les performances de notre critère de qualité vidéo, nous l’avons utilisé pour prédire
la qualité de séquences haute déﬁnition codées par H.. À partir de l’ensemble de la base disponible,
nous avons créé une base d’apprentissage et une base d’évaluation. Dans cette section, les performances
obtenues par chaque modèle sur cette base d’évaluation sont données et les meilleures sont comparées
à celles obtenues par les critères VQM et VSSIM.
Rappelons que nous disposons de notes de qualité subjectives mesurées sur écran CRT et sur écran
LCD. Pourtant, comme nous l’avons déjà mentionné, la technologie CRT étant appelée à disparaitre
au proﬁt des technologies à écran plat comme le LCD, nous limitons la détermination, l’analyse et la
comparaison des performances des critères aux mesures que nous avons eﬀectuées sur ce type d’écran.
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.. Création d’une base d’apprentissage et d’une base d’évaluation
L’ensemble de départ considéré est formé des  contenus de référence et des  séquences
dégradées correspondantes présentées à l’annexe A. Nous devons constituer une base d’apprentissage
et une base d’évaluation aﬁn d’optimiser les paramètres decalage et pente et ensuite évaluer les
performances du modèle sur un ensemble de séquences diﬀérent.
Nous avons séparé la base originale en deux sous-ensembles : trois quarts des contenus et des
séquences correspondantes ont constitué la base d’apprentissage (soit  contenus et  séquences
dégradées), le quart restant pour la base d’évaluation (soit  contenus et  séquences dégradées).
Étant donné que la base complète est constituée en fait de trois sous-bases d’origines diﬀérentes, nous
appliquons la même répartition aux sous-bases. Ceci permet de ne pas privilégier une origine par
rapport à une autre. Le tableau . présente la répartition des contenus dans les deux bases. Cette
répartition a été réalisée aléatoirement.
sous-base contenus
Euro Concert ; Foot ; Voile ; Crédits ; Show ; Standing
SVT New Mobile & Calendar ; Knightshields ; Stockholm Pan
SVT
Above Marathon ; Dance in the Woods ; Fountain Man ; Group Disorder ;
Inside Marathon ; New Parkrun ; Stockholm Travel ; Tree Pan ; Ulriksdals
(a) Base d’apprentissage
sous-base contenus
Euro Movie ; Golf
SVT Parkrun
SVT Captain ; Duck Fly ; Rendezvous
(b) Base d’évaluation
Tableau . – Répartition des contenus TVHD de la base de l’annexe A en une base d’apprentissage
et une base d’évaluation, utilisées pour le calcul des indicateurs de performance des diﬀérents modèles
évalués.
.. Performances des diﬀérents modèles
Les six modèles et les quatre conditions d’évaluation fournissent  jeux d’indicateurs de perfor-
mance. Nous nous limitons à donner les indicateurs de performance les plus pertinents, à savoir le
coeﬃcient de corrélation linéaire cc, la racine carrée de l’erreur quadratique moyenne reqm et l’outlier
ratio or. Tous ces indicateurs sont considérés après ajustement des notes de qualité fournies par le
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critère sur les DMOS avec la fonction de type psychométrique présentée relation . page . Ils
sont fournis dans le tableau ., où les meilleurs indicateurs apparaissent sur fond gris. Les coeﬃcients
de corrélation vont de , à ,, les racines carrées de l’erreur quadratique moyenne de ,
à , et les outlier ratio de , à ,. Selon la déﬁnition de l’outlier ratio de la relation . de la
page , cela correspond respectivement à des nombres de conﬁgurations mal prédites allant de 
à  sur un nombre total de mesures de . Ces performances brutes vont donc du moyen au bon
suivant les modèles et les conditions. Aucune des diﬀérences entre coeﬃcients de corrélation, racines
carrées de l’erreur quadratique moyenne ou outlier ratio n’est statistiquement signiﬁcative.
modèle de
paramètres
indicateurs de performance pour les quatre conditions
MS1 M
S
2
Σv Σp Σv Σp
cc = , cc = , cc = , cc = ,
 reqm = , reqm = , reqm = , reqm = ,
or = , or = , or = , or = ,
cc = , cc = , cc = , cc = ,
 reqm = , reqm = , reqm = , reqm = ,
or = , or = , or = , or = ,
cc = , cc = , cc = , cc = ,
 reqm = , reqm = , reqm = , reqm = ,
or = , or = , or = , or = ,
cc = , cc = , cc = , cc = ,
 reqm = , reqm = , reqm = , reqm = ,
or = , or = , or = , or = ,
cc = , cc = , cc = , cc = ,
 reqm = , reqm = , reqm = , reqm = ,
or = , or = , or = , or = ,
cc = , cc = , cc = , cc = ,
 reqm = , reqm = , reqm = , reqm = ,
or = , or = , or = , or = ,
Tableau . – Performances obtenues sur les  séquence de la base d’évaluation par les six modèles
de paramètres decalage et pente et les quatre conditions. Les meilleurs indicateurs apparaissent sur
fond gris.
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Concernant les diﬀérences entre les modèles, les performances obtenus par ces modèles les
ordonnent approximativement selon l’ordre des performances décroissantes suivant : , , , , , .
Cependant, la distinction entre les modèles  et  peut être discutable suivant la condition considérée.
De manière générale, nous remarquons que les modèles  à  présentent de moins bonnes performances
que les modèles  à . Cela nous permet de penser que le mouvement est plus pertinent dans son
aspect supposé masquage que dans son aspect complexité. Cette conclusion rejoint celles que nous
avions tirées au chapitre . Pourtant, elle est ici plus nuancée, car les diﬀérents modèles ont des
interprétations plus diﬃciles à distinguer. La supériorité du modèle  sur les  et  et des  et  sur
le  indique que l’utilisation des seules proportions des classes C2, C4 et C5 dans la modélisation
des paramètres est moins performante par rapport à toutes les utiliser. Enﬁn, signalons que l’idée
d’ajouter un biaism à la division du modèle  permet de gagner un peu en performances par rapport
au modèle  qui correspond au casm = . La valeur permettant d’obtenir les performances aﬃchées
est dem =  pixels par seconde. Il est assez diﬃcile de justiﬁer cette valeur. Elle est supérieure à un
simple décalage permettant de limiter les eﬀets d’une division par une nombre proche de zéro. En
fait, elle correspond plutôt à un décalage de tous les vecteurs de mouvement, leur donnant d’autant
plus d’importance qu’ils sont originalement faibles.
La comparaison entre les conditions MS1 et M
S
2 ne peut être faite qu’en séparant les modèles en
deux groupes. En eﬀet, les performances obtenues avec la condition MS1 , c’est-à-dire en considérant le
mouvement moyen des séquences calculé à partir de tout le contenu, sont meilleures pour les modèles
 à . C’est l’inverse pour les trois autres modèles, puisque c’est la condition MS2 qui permet d’obtenir
les meilleures performances. Nous expliquons ce phénomène de la manière suivante. Rappelons que
pour les modèles  à , le mouvement est considéré comme un facteur de complexité. Les résultats nous
indiquent que c’est d’autant plus vrai, c’est-à-dire proche du jugement humain, que le mouvement est
calculé sur tout le contenu plutôt que sur une sous-partie de forte activité spatio-temporelle. Cela peut
s’expliquer par le fait que les zones de faible activité ont un impact non négligeable sur la complexité
induite par le mouvement. Le phénomène est plus explicite pour les modèles  à  où le mouvement
est considéré comme un eﬀet de masquage. Cela semble d’autant plus vrai que le mouvement est
calculé uniquement sur les classes C4 et C5. L’eﬀet est donc inverse ici car le masquage est important
sur les zones structurelles comme les textures fortes et les contours. Il est par contre peu important
dans les zones homogènes et de textures ﬁnes. Nous arrivons ainsi à distinguer des zones d’inﬂuence du
mouvement sur la qualité de la modélisation. Ces zones dépendent de l’activité spatio-temporelle où
le mouvement est considéré. Au ﬁnal, la meilleure modélisation en termes de proximité au jugement
humain, est celle où le mouvement est considéré comme un eﬀet de masquage calculé uniquement
sur les zones de forte activité spatio-temporelle.
La comparaison entre les contextes Σv et Σp est plus diﬃcile à eﬀectuer. Nous pouvions nous
attendre à ce que les performances obtenues par le contexte Σp soient systématiquement inférieures à
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celles obtenues par Σv . En eﬀet, rappelons que Σp =  pour tous les contenus, ce qui ne permet
pas de les distinguer. Dans le cas où pente est modélisé par β× (P1 +P2 +P3 +P4 +P5), seul le
mouvement peut donc servir à cette distinction. Or, nous constatons quelques cas où la condition Σv
obtient des performances inférieures, malgré le fait que seul le mouvement soit disponible. Ces cas
correspondent aux modèles  et  dans la condition MS1 . En fait, pour ces mêmes modèles dans la
condition MS2 , l’écart est très faible. Inversement, les modèles ,  et  obtiennent des performances
supérieures dans la condition Σv . Cela s’explique en analysant l’action des paramètres du modèle.
Rappelons que c’est le mouvement qui introduit une diﬀérence entre les conditions Σv et Σp . Quand
il croît, Σv , et donc pente, diminuent. À qualité constante, cela entraine une diminution du débit,
ce qui correspond au cas où le mouvement est considéré dans son aspect masquage. Les modèles
,  et  sont donc privilégiés par cette condition. À l’inverse, les modèles ,  et  sont favorisés
dans la condition Σp . En eﬀet, le paramètre decalage est alors le seul à intervenir et il croît avec le
mouvement et le débit, ce qui correspond bien à l’aspect complexité du mouvement.
.. Comparaison avec les critères VQM et VSSIM
Les meilleures performances obtenues par notre modèle le sont dans les conditionsMS2 et Σv , c’est-
à-dire en considérant le mouvement uniquement sur les classes C4 et C5 et en utilisant les proportions
avant application de l’algorithme de suppression des zones vides et des zones avec ambiguïtés de
classiﬁcation. L’outlier ratio obtenu dans ce cas n’est pas le meilleur mais la diﬀérence avec le meilleur
n’est que d’une conﬁgurationmal prédite. Nous considérons donc cemodèle comme le plus performant
d’un point de vue global. Le tableau . permet de comparer les indicateurs obtenus par notre modèle
avec ceux obtenus par VQM et de VSSIM sur la même base d’évaluation. La ﬁgure . présente les
DMOS de ces  séquences en fonction des DMOS prédits dans les meilleures conditions.
critère cc ccr reqm reqmp or
notre critère , , , , ,
VQM , , , , ,
VSSIM , , , , ,
Tableau . – Performances obtenues par notre meilleur critère de qualité vidéo, en comparaison avec
celles de VQM et VSSIM.
Les indicateurs de notre modèle sont tous meilleurs que ceux des deux autres critères sauf la
racine de l’erreur quadratique moyenne pondérée comparée à celle obtenue par VQM. L’écart avec
VSSIM est important, alors que celui avec VQM est plus réduit. Pourtant, aucun des indicateurs de
performance obtenus par notre critère n’est statistiquement supérieur à ceux obtenus par ces critères.
–  –
Chapitre . Critère objectif de qualité vidéo fondé sur le débit et une analyse du contenu
    





DMOS prédits
D
M
O
S 

Figure . – DMOS des  séquences de la base d’évaluation en fonction des DMOS prédits
par le modèle de qualité vidéo proposé en utilisant les modélisations des paramètres decalage et
pente les plus performantes.
. Discussion
.. Sur la méthode
Avec ce critère de qualité, notre but est de montrer la faisabilité d’un critère simple basé sur
une analyse du contenu. Cependant, cette analyse peut être faite de manière très diﬀérente à celle
que nous proposons. En particulier, d’autres méthodes d’obtention des proportions et des vecteurs
de mouvement des séquences sont possibles. Nous utilisons celle du chapitre  car elle est à notre
disposition. Évidemment, des méthodes plus précises et surtout plus rapides pourraient être utilisées.
C’est la raison pour laquelle nous avons conservé les paramètres optimaux de la création des régions
présentés dans le tableau . page . Dans l’optique d’un critère générique basé sur cette méthode de
classiﬁcation, il faudrait prédire ces paramètres pour chaque contenu.
Comme méthode alternative d’obtention des vecteurs de mouvement, il serait possible d’utiliser
ceux utilisés par le codeur. Cependant, ces vecteurs sont optimisés pour diminuer le cout de codage, et
non le suivi du mouvement. Notre méthode d’estimation de mouvement est précise car elle s’appuie
sur une durée d’estimation importante. Nous considérons donc nos vecteurs de mouvement comme
plus adaptés ici.
Le modèle de qualité vidéo pourrait également avoir une forme diﬀérente, pour s’adapter à
diﬀérents contextes comme par exemple un autre système dégradant. Nous avons sélectionné celui qui
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s’adaptait le mieux à notre situation, mais utiliser une autre forme est évidemment possible. Il suﬃrait
ensuite de répéter l’étape d’apprentissage aﬁn qu’il s’adapte à ce nouveau contexte. Enﬁn, il serait
également possible d’envisager l’usage d’un autre paramètre inter-débit intra-séquence que le débit
lui-même. Comme mentionné à la section ., le PSNR pourrait être utilisé à cet eﬀet. Cependant,
l’aspect référence complète du critère obtenu serait alors renforcé.
Enﬁn, signalons les défauts du système dégradant que nous utilisons. Le codeur de référence
H. [JVT, ] est réputé pour sa piètre optimisation débit-distorsions, ce qui entraine les irrégu-
larités constatées sur la ﬁgure A.. Un codeur exempt de telles irrégularités permettrait au modèle de
suivre de plus près la qualité en fonction du débit.
.. Sur les limites d’utilisation
L’adaptation au format haute déﬁnition a pour conséquence de rendre notre critère peu ﬂexible.
Alors qu’un critère aussi pointu et générique que VQM [Wolf et Pinson, , Wolf et Pinson, ]
peut s’adapter à diﬀérentes conﬁgurations grâce à ces cinq modèles, le critère que nous proposons
est uniquement dédié à l’évaluation de la qualité de séquences haute déﬁnition, dans un contexte de
codage H.. Ce manque de ﬂexibilité est cependant compensé par la simplicité de la mise en œuvre.
Alors que VQM a besoin de plusieurs minutes pour calculer une note de qualité d’une séquence de
dix secondes, notre modèle nécessite peu de paramètres et pourrait être eﬀectué en temps-réel.
Une adaptation à d’autres situations que celle pour laquelle nous l’utilisons demanderait la
redéﬁnition des éléments de base comme le modèle de qualité. Tel qu’il est présenté, ce critère
est adapté et optimisé pour un contexte particulier. Un autre contexte pourrait faire chuter ses
performances. Son utilisation est donc assez limitée. La contrepartie de cette spécialisation est la
possibilité de proposer un critère simple et rapide. En eﬀet, hormis l’étape d’obtention des proportions
et des vecteurs de mouvement qui, comme nous l’avons dit, pourrait être réalisée plus rapidement, le
reste du critère est de très faible complexité.
Cette volonté de simplicité est également présente dans VSSIM [Wang et al., b], alors que
VQM [Wolf et Pinson, ] se caractérise plutôt par un développement très poussé et une exécution
assez lente pour des séquences de télévision haute déﬁnition. Pourtant, les performances de notre
critère sont supérieures à celles obtenues par ces deux critères. Évidemment, il est probable qu’un
contexte diﬀérent puisse remettre en cause cette hiérarchie.
.. Sur les performances
Sans être statistiquement signiﬁcative, la diﬀérence de performance avec VSSIM est importante,
tout en restant dans les même gammes de complexité. Par contre, l’écart avec VQM est restreint, mais
la plupart des indicateurs s’accordent sur une supériorité de notre critère. Encore une fois, l’intérêt
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principal de l’approche que nous avons adoptée ne réside pas seulement dans ses performances.
D’ailleurs, sa simplicité et la spécialisation à un contexte particulier qui en découle peuvent expliquer
le gain en performance vis-à-vis de VQM. Un critère aussi générique que VQM ne peut obtenir de
très bonnes performances dans toutes les conditions. D’une manière plus générale, il est plus pertinent
d’envisager un critère pour chaque conﬁguration d’évaluation objective de la qualité vidéo plutôt qu’un
critère universel. C’est d’ailleurs la voie entreprise par VQEG et les critères qu’il évalue [VQEG, ,
VQEG, , VQEG, ]. Les domaines d’application de ces études sont bien distincts : télévision,
multimédia, télévision haute déﬁnition.
En termes de complexité, il y a deux parties distinctes à considérer. La première est l’analyse
spatio-temporelle du contenu. Telle que nous la réalisons, celle-ci est particulièrement complexe et loin
d’être exécutable en temps-réel. À titre d’indication, cette analyse prend actuellement environ trois
heures pour une séquence de dix secondes. Par contre, la seconde partie, constituée de la prédiction des
paramètres du modèle et du modèle lui-même, est beaucoup plus rapide et nécessite peu de ressources
pour fournir ses résultats. Au ﬁnal, l’aspect complexité dépend uniquement de la méthode d’obtention
des proportions et des vecteurs de mouvement. En considérer une moins complexe permettrait de
considérablement diminuer la complexité globale du critère.
. Conclusion
Dans ce chapitre, nous avons montré la faisabilité d’un critère objectif de qualité vidéo basé sur
l’analyse du contenu. Cette analyse reprend la méthode de classiﬁcation spatio-temporelle de volumes
élémentaires de séquences vidéos du chapitre . Les résultats de cette classiﬁcation sont utilisés pour
prédire les paramètres d’un modèle de qualité vidéo. Ces paramètres sont uniquement dépendants du
contenu et permettent ainsi de distinguer les séquences les unes des autres. Le débit de codage est
utilisé par le modèle de qualité pour distinguer les diﬀérentes versions dégradées d’un même contenu.
Le modèle permet de prédire la qualité d’une base d’évaluation constituée d’un quart des séquences
de la base de l’annexe A. Le principe fondateur de ce critère est la simplicité de conception et de
mise en œuvre, ce qui le distingue de critères plus complexes comme VQM. Ce choix engendre une
spécialisation au contexte du codage H. de la télévision haute déﬁnition.
Le critère proposé permet d’obtenir des performances supérieures aux deux critères présentés au
chapitre précédent. Alors que le coeﬃcient de corrélation entre les qualités prédites et les qualités
mesurées est de , pour VQM et , pour VSSIM, notre critère permet d’atteindre ,.
Les coeﬃcients de corrélation de rang sont de ,, , et , pour notre critère, VQM et
VSSIM respectivement. Les racines carrées de l’erreur quadratique moyenne sont de ,, ,
et de , pour notre critère, VQM et VSSIM respectivement. Ces indicateurs de performance
montrent la supériorité de notre critère. Pourtant, les diﬀérences entre indicateurs de performance
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obtenus par notre critère et ceux obtenus par VSSIM et VQM ne sont pas signiﬁcatives. Cependant,
l’autre intérêt du critère proposé est sa simplicité calculatoire. En dehors de l’analyse du contenu
qui pourrait être obtenue d’une manière de complexité moindre, notre critère est d’une rapidité
d’exécution très supérieure à VQM.
orn
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Exploitation de la segmentation spatio-temporelle
dans des critères objectifs de qualité vidéo
L
     qu’il était possible de créer un critère de qualité vidéo
performant adapté à la télévision haute déﬁnition dans un contexte de codage. Dans
ce dernier chapitre, nous cherchons à exploiter le résultat de la segmentation spatio-
temporelle présentée au chapitre . Pour cela, nous proposons deux approches diﬀérentes.
La première estime les pertes locales de qualité et utilise les fonctions de cumul présentées à la
section . pour produire une note de qualité. La seconde approche cherche plus particulièrement à
qualiﬁer et valider l’apport de l’utilisation des zones spatio-temporelles élémentaires orientées selon
le mouvement. Dans le chapitre , nous utilisions uniquement les proportions de chaque classe de
contenu issues de la classiﬁcation. Ici, nous exploitons les tubes spatio-temporels aﬁn de construire un
critère objectif de qualité avec référence complète basé sur une mesure de caractéristiques primaires
dans ces tubes. Les écarts entre caractéristiques mesurées dans les tubes de la séquence de référence et
celles mesurées dans la séquence dégradée nous conduit à prédire la qualité de la séquence dégradée.
Nous comparerons les performances obtenues par ce critère avec celles obtenues par les critères VSSIM
et VQM. Une version simpliﬁée de notre approche sera également développée, ne prenant pas en
compte le mouvement.
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. Approche fondée sur des modèles de perte de qualité
Dans ses travaux, Farias [Farias, ] propose une fonction de gêne par type de dégradation.
Étant donné qu’elle génère ses dégradations de manière synthétique, elle en contrôle parfaitement
l’intensité. Pour chacune d’entre elles, elle dispose d’un paramètre relié à celle-ci, comme par exemple
la taille du ﬁltre pour l’obtention du ﬂou. La gêne qu’elle mesure est donc fonction de ces paramètres.
Cependant, dans notre méthodologie présentée au chapitre , nous n’avons pas de contrôle aussi
précis sur l’injection de dégradations dues au codage H. dans une classe de contenu donnée. En
eﬀet, le débit total est alloué pour tout le domaine spatio-temporel de la séquence et nous n’avons
pas un accès assez ﬁn à la manière dont il le répartit localement. Éventuellement, le codeur fournit
des informations synthétiques sur le codage image par image. Cela peut renseigner sur la répartition
temporelle, mais pas spatiale.
La ﬁgure . présente le fonctionnement de cette première approche. Notre technique de segmen-
tation spatio-temporelle permet de connaitre les proportions et les vecteurs de mouvement des classes
de contenu. Ajoutés à une mesure d’erreur entre la séquence dégradée et la séquence de référence, ces
informations permettent la construction d’un paramètre de contrôle de la quantité de dégradations
présentes dans une classe. À partir de ce paramètre, une modélisation de la perte de qualité permet
d’obtenir une fonction de gêne par classe. Enﬁn, une fonction de cumul, comme celles présentées à la
section ., produit une note ﬁnale de qualité. Dans un premier temps, nous cherchons à identiﬁer
les facteurs impliqués dans la perte de qualité dans les classes, aﬁn de construire un paramètre de
distorsion.
séquence de
référence
segmentation
spatio-
temporelle
construction
d’un
paramètre
de contrôle
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quantité de
dégradations
d’une classe
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de gêne
par classe
cumul
inter-classes
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de qualité
note de
qualité
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Figure . – Fonctionnement de l’approche fondée sur des modèles de perte de qualité.
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.. Facteurs de perte de qualité et contrôle de la quantité de dégradations
Plusieurs facteurs sont à l’origine de la perte de qualité due au codage dans une même classe Ci . Le
premier est bien sûr les dégradations en elles-mêmes, qui correspondent à une distorsion entre la vidéo
originale et la vidéo dégradée. Par ailleurs, le mouvement apparent contribue aussi aux dégradations,
d’autant plus que nous considérons des écrans de technologie LCD. Ensuite, chaque classe a sa propre
proportion dans le domaine spatio-temporel des contenus. Celle-ci joue aussi un rôle dans la quantité
de dégradations perçues. Précisons maintenant chacun de ces facteurs et leurs mesures avant de les
utiliser dans la construction de paramètres de contrôle de la quantité de dégradations.
Distorsions entre vidéo originale et vidéo dégradée
Cette distorsion provient de la quantiﬁcation dans le codeur H., et est donc liée au débit de
codage. Cependant, utiliser le débit comme paramètre lié à la mesure des dégradations d’une classe
n’est pas suﬃsamment judicieux. En eﬀet, nous ne disposons que d’une seule valeur de débit pour
l’ensemble de la séquence. Or la répartition spatio-temporelle du débit, eﬀectuée par le codeur, n’est
stationnaire ni spatialement, ni temporellement. Donc, nous ne pouvons pas connaitre le débit alloué
à une certaine classe à partir de celui de la séquence globale.
De ce fait, il est plus judicieux d’utiliser un autre paramètre, lié cette fois-ci directement aux
diﬀérences entre séquence de référence et séquence dégradée. Logiquement, nous avons choisi d’utiliser
l’erreur quadratique moyenne pour plusieurs raisons. La première est que cette erreur est classiquement
utilisée pour mesurer la diﬀérence pixel à pixel d’images. De plus, elle permet de donner plus
d’importance aux grandes distorsions. Enﬁn, elle est particulièrement simple à calculer, une fois les
positions des pixels à considérer connues. Ainsi, nous pouvons obtenir une mesure par image des
dégradations de chaque classe et donc aussi sur l’ensemble de la séquence.
Mouvement
Nous l’avons détaillé précédemment dans la section ., plus le mouvement d’un objet est grand,
plus le ﬂou associé est important. De plus, de grands mouvements entrainent de grandes valeurs de
vecteurs de mouvement, ce qui augmente le débit nécessaire pour le codage. Un second paramètre
sera donc le mouvement moyen de chaque classe dans l’image. Celui-ci est fourni par l’estimation
de mouvement de la méthode de segmentation spatio-temporelle d’une séquence vidéo, présentée
précédemment. C’est pourquoi nous ne disposons pas d’un vecteur par image mais par groupe de
cinq images consécutives. Bien que pouvant se discuter, cela se justiﬁe par la précision de l’estimation
réalisée et par le fait que les vecteurs de mouvement varient peu d’une image à l’autre. Le vecteur
retenu est donné par la moyenne des vecteurs de tous les tubes de la classe considérée. De même, nous
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calculons le vecteur moyen de chaque classe sur l’ensemble de la séquence. Les valeurs présentées sont
exprimées en pixels par image.
Proportions des classes
Il est évident que plus une classe est peuplée, plus elle est visible, et donc plus elle est susceptible
de gêner l’observateur moyen. Son jugement tient donc compte de la proportion de la classe. Nous
avons présenté dans le tableau . les proportions des cinq classes spatio-temporelles pour chacun des
contenus. Ici, nous aﬃnons ces données en les mesurant par image sous la forme de la proportion
d’une classe dans l’image considérée.
Construction d’un paramètre de contrôle de la quantité de dégradations par classe
Pour une classe donnée, à partir de la distorsion entre vidéo originale et vidéo dégradée, de
son mouvement moyen et de la proportion de cette classe, nous construisons plusieurs paramètres
permettant de régler la quantité de dégradations de cette classe. Plus cette quantité augmente, plus le
paramètre de contrôle que nous lui associons doit croître. Les facteurs de distorsion et de proportion
suivent la même tendance : plus ils augmentent, plus la quantité de dégradations est importante. Par
contre, bien que le mouvement entraine également une augmentation des dégradations perçues, il est
limité par la capacité de l’œil humain à suivre un objet en mouvement d’une part, et par la capacité
de l’écran à aﬃcher cet objet dans une image de taille bornée d’autre part. C’est pourquoi l’impact du
mouvement doit être limité pour des grandes valeurs. En fait, cela peut être assimilé à un eﬀet de
masquage des dégradations quand le mouvement devient important.
Nous déﬁnissons quatre paramètres de contrôle Gi avec i ∈ [ ;]. La distorsion E est considérée
comme la quantité initiale de dégradations d’une classe que la proportion P et le mouvement M
viennent ensuite moduler. Cette distorsion est moyennée sur les pixels de la classe, ce qui rend diﬃcile
la comparaison entre distorsions de diﬀérentes classes. C’est la raison pour laquelle nous pondérons E
par la proportion R de la classe correspondante. Ainsi, la distorsion pour chaque classe est divisée par
le nombre de pixels de la séquence entière, ce qui permet de les comparer. Par contre, l’impact de la
contribution du mouvement M est d’emblée plus complexe à imaginer. Nous en proposons plusieurs
formes d’inﬂuence, parfois accompagnées de paramètres d’ajustement. Les formes choisies ont toutes
en commun de décroitre assez rapidement quand le mouvement croit et d’être nulles ou quasi nulles
à partir d’une amplitude de mouvement donnée. Ces quatre formes sont :
. une fonction inverse f1 ;
. une fonction gaussienne f2, centrée sur M2 et d’écart-type σ ;
. une fonction sigmoïde, centrée sur M3 et de pente −α ;
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. une simple rampe de pente négative −1
M4
. Le paramètre M4 est suﬃsamment grand pour être
supérieur à M .
Les quatre paramètres testés sont données quantitativement par :
. G1 = E ×P × 1M ;
. G2 = E ×P ×exp
(
− (M−M2)2
2σ2
)
;
. G3 = E ×P ×
(
1− 1
1+exp(−α×(M−M3))
)
;
. G4 = E ×P ×
(
M4−M
M4
)
, avec M <M4.
La ﬁgure . présente les formes de chacune des fonctions f1, f2, f3 et f4 de contribution due au
mouvement dans le calcul du paramètreG1,G2,G3 etG4 respectivement. Pour le calcul du paramètre
G1, les valeurs trop faibles de M sont majorées par  aﬁn de ne pas diviser par un nombre trop petit.
M
f1(M)
(a) Contribution du
mouvement dans le
paramètre G1.
M
f2(M)
(b) Contribution du
mouvement dans le
paramètre G2.
M
f3(M)
(c) Contribution du
mouvement dans le
paramètre G3.
M
f4(M)
(d) Contribution du
mouvement dans le
paramètre G4.
Figure . – Forme de la contribution due au mouvement dans chaque paramètre de contrôle.
Le calcul de l’erreur peut se faire soit par image, soir sur la séquence entière. Dans le cas du
calcul image par image, un cumul temporel doit être eﬀectué. La solution retenue pour cela est
une sommation de Minkowski qui se justiﬁe par sa capacité à donner de l’importance aux grandes
amplitudes. Cette sommation est de la forme :
SM =
(
1
N
N∑
i=1
v
β
i
) 1
β
(.)
avec β l’exposant de la sommation, v le vecteur de données à sommer et N le nombre d’images de
la séquence. Dans le cas où β = , elle correspond à une moyenne arithmétique classique. Ce cas
particulier sera également considéré.
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.. Fonction de gêne par classe
À partir des paramètres de contrôle de la quantité de dégradations d’une classe que nous venons
de déﬁnir, nous cherchons à établir une loi de prédiction de la gêne provoquée par le codage H.
dans cette classe de contenu. Pour construire une telle loi, nous disposons des quatre paramètres G1,
G2, G3 et G4, de deux méthodes de cumul et du paramètre β de la sommation de Minkowski. La
comparaison avec les ∆MOS issus des tests subjectifs permettra d’évaluer les capacités de cette loi à
prédire ces ∆MOS. Les deux critères utilisés sont le coeﬃcient de corrélation linéaire, noté cc, et la
racine carrée de l’erreur quadratique moyenne, noté reqm. Dans un premier temps, nous présenterons
en détail l’obtention de la fonction de gêne pour la classe des zones homogènes de faible luminance.
Puis, nous donnerons directement les meilleurs résultats obtenus pour les quatre autres classes de
contenu.
Pour rappel, les classes de contenu sont :
– C1 pour les zones uniformes de luminance faible ;
– C2 pour les zones uniformes de luminance moyenne ou forte ;
– C3 pour les zones de textures ﬁnes ;
– C4 pour les zones de textures moyennes ou fortes ;
– C5 pour les zones de contours.
Fonction de gêne pour les zones homogènes de faible luminance
La ﬁgure . présente les ∆MOS mesurés pour la classe C1 en fonction des quatre paramètres de
contrôle de la quantité de dégradations que nous avons établis. Les  séquences dégradées utilisées
sont présentées dans le tableau . page . Nous proposons d’utiliser une fonction de transformation
de la quantité de dégradation G en ∆MOS =φ(G) de la forme :
φ(G)= a×G
2
b+G2 . (.)
Cette fonction de transformation est de type psychométrique avec la présence d’eﬀets de saturation
pour les valeurs faibles et fortes de G. Elle suit une forme quadratique pour les faibles valeurs de G.
Quand celui-ci augmente, φ(G) tend asymptotiquement vers la valeur a. Les paramètres a et b sont
optimisés pour diminuer l’erreur entre φ et les ∆MOS. Le même ensemble de  ∆MOS est utilisé à la
fois pour l’apprentissage et l’évaluation de ces paramètres. Le tableau . présente les meilleurs résultats
obtenus par les diﬀérents paramètres, dans les diﬀérentes conﬁgurations possibles. Dans tous les cas,
la corrélation linéaire est bonne, voire très bonne, avec des valeurs comprises entre , et ,.
Cela montre que ces paramètres de contrôle sont de bonnes mesures de la quantité de dégradations
injectées dans la classe. De plus, l’erreur est faible, démontrant la bonne précision de la prédiction.
–  –
.. Approche fondée sur des modèles de perte de qualité
−10
 0
 10
 20
 30
 40
 50
 60
 0  5  10  15  20  25  30  35  40  45  50  55
∆M
O
S
P
1
(a) Paramètre G1
−10
 0
 10
 20
 30
 40
 50
 60
 0  5000  10000 15000 20000 25000 30000 35000
∆M
O
S
P
2
(b) Paramètre G2
−10
 0
 10
 20
 30
 40
 50
 60
 0  50  100  150  200  250  300  350  400  450
∆M
O
S
P
3
(c) Paramètre G3
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Figure . – ∆MOS de la classe C1 en fonction des quatre paramètres de contrôle de la quantité de
dégradations.
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Nous remarquons également que pour les deux premiers paramètres de contrôle, le calcul par image
est plus performant que celui sur la séquence entière. C’est l’inverse pour G4, alors que la diﬀérence
est minime pour G3. Il n’y a donc pas ici matière à trancher sur la meilleure manière d’eﬀectuer ce
calcul. En revanche, l’utilisation de la sommation de Minkowski pour le cumul n’apporte pas un gain
signiﬁcatif des performances ni une variation signiﬁcative des paramètres d’ajustement.
paramètre
calcul sur calcul image par image
la séquence cumul moyen cumul Minkowski
G1
cc = , cc = , cc = ,
β = ,
reqm = , reqm = , reqm = ,
G2
cc = , cc = , cc = ,
β = reqm = , reqm = , reqm = ,
M2 =  ; σ =  M2 =  ; σ =  M2 =  ; σ = 
G3
cc = , cc = , cc = ,
β = ,reqm = , reqm = , reqm = ,
M3 =  ; α = , M3 =  ; α =  M3 =  ; α = 
G4
cc = , cc = , cc = ,
β = ,reqm = , reqm = , reqm = ,
M4 =  M4 =  M4 = 
Tableau . – Meilleures performances obtenues par nos paramètres de contrôle de la quantité de
dégradations, dans les diﬀérentes conﬁgurations possibles.
En considérant par exemple le paramètre G4 dans le cas du calcul sur la séquence entière, la
fonction φ obtenue est donnée ﬁgure ..
Fonctions de gêne pour toutes les classes de contenu
Nous avons réalisé la même étude pour les quatre autres classes de contenu. Les quatre modèles de
paramètres sont testés avec la même fonction φ. La modélisation la plus performante peut varier d’une
classe à l’autre. Le tableau . présente les modèles obtenant les meilleures performances et les résultats
associés pour chaque classe de contenu. Nous y rappelons également les meilleures performances de la
classe C1.
Discussion
Les résultats obtenus pour la classe C1 montrent qu’il est possible d’établir une relation forte
entre la perte de qualité ∆MOS et les quatre paramètres déﬁnis. Malgré son extrême simplicité, le
paramètre G1 fournit déjà de bonnes performances, sans nécessiter de paramètres d’ajustement.
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∆MOS






   
φ
G4
Figure . – Fonction de gêne φ calculée à partir du paramètre P4 en fonction du ∆MOS pour la
classe de contenu C1.
classe modèle cc reqm
C1 G4 , ,
C2 G1 , ,
C3 G3 , ,
C4 G4 , ,
C5 G2 , ,
Tableau . – Meilleures performances obtenues par toutes les classes de contenu.
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En revanche, les performances obtenues par les quatre autres classes sont moins bonnes que celles
obtenues par la classe C1. L’écart est même important car aucune des fonctions de gêne n’obtient un
coeﬃcient de corrélation supérieur à ,. Les très faibles performances obtenues pour la classe C4
s’expliquent par ses faibles proportions qui rendent les quantités de dégradations de cette classe peu
pertinentes vis-à-vis des ∆MOS. Dans le cas de la classeC4, ces derniers ont une amplitude très réduite
avec une valeur maximale de , et une valeur minimale de -,. Les faibles performances obtenues
pour la classe C2 s’expliquent plus diﬃcilement. En eﬀet, il s’agit du même type de zones que la classe
C1, avec pour seule diﬀérence la luminance moyenne des tubes qui la compose. La ﬁgure . présente
la fonction φ2 obtenue et les ∆MOS modélisés pour la classe C2. Nous constatons un étalement des
valeurs de G1 au niveau des ∆MOS moyens allant de  à . En fait, ce phénomène est également
observable sur la ﬁgure . mais à un degré moindre. Cet étalement s’explique par une erreur en
moyenne plus importante dans les classes C2 que dans les classes C1. Alors que l’erreur est importante,
la perte de qualité subjective reste faible. Ceci s’explique par le fait que l’observateur moyen est moins
sensible aux erreurs dans les luminances moyennes et fortes que dans les luminances faibles. C’est
d’ailleurs la raison pour laquelle ces deux classes de contenu ont été distinguées. De plus ici, aucune
valeur inférieure à  ne permet l’ancrage de la fonction pour les faibles valeurs de G1. Au ﬁnal, la
gêne provoquée par le codage dans ces zones est assez mal modélisée par les paramètres proposés.
Enﬁn, signalons que les meilleures performances sont toutes obtenues avec un cumul eﬀectué sur la
séquence, ce qui conﬁrme la supériorité de ce cumul.
∆MOS








 
φ2
G1
Figure . – Fonction de gêne φ2 calculée à partir du paramètre G1 en fonction du ∆MOS pour la
classe de contenu C2.
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.. Construction de la note objective de qualité
Nous venons de détailler la construction des fonctions de gêne utiles à notre critère. Aﬁn d’obtenir
une note de qualité pour une séquence entièrement dégradée, nous devons cumuler les notes issues des
cinq fonctions de gêne. Pour cela, nous disposons des méthodes de cumul présentées à la section ..
Rappelons qu’il s’agit de fonctions de sommation des ∆MOS et de fonctions non linéaires considérant
les valeurs maximales des ∆MOS. Le modèle de prédiction des qualités basé sur la notion d’unité de
dégradation ne sera pas utilisé dans la mesure où il prédit les MOS et non les DMOS.
Rappelons également que les diﬀérentes classes prenaient des importances diﬀérentes dans ce
cumul. Les meilleures performances obtenues par le cumul à base de fonctions de sommations
utilisaient uniquement les classes de contenu C2, C4 et C5.
.. Performances
Les performances de cette approche sont calculées sur une base d’évaluation qui sera également uti-
lisée pour la seconde approche. Par contre, la base d’apprentissage, complément de la base d’évaluation,
ne sera pas entièrement utilisée ici. En fait, l’apprentissage a eu lieu sur les  séquences du tableau .
de la page . Cette faible quantité de séquences disponibles pour l’apprentissage s’explique par la
lourdeur des tests à mettre en place pour obtenir les cinq ∆MOS de chaque classe d’une séquence. Les
 séquences de la base d’évaluation sont présentées dans le tableau .. La répartition des séquences
entre les deux bases a été faite de façon aléatoire.
Rappelons que nous disposons de notes de qualité subjectives mesurées sur écran CRT et sur écran
LCD. Pourtant, comme nous l’avons déjà mentionné, la technologie CRT est appelée à disparaitre au
proﬁt des technologies à écran plat comme le LCD. Nous limitons donc ici le calcul, l’analyse et la
comparaison des performances des critères aux mesures que nous avons eﬀectuées sur ce type d’écran.
Le tableau . présente les meilleures performances obtenues par chaque type de modèle. Pour
évaluer le meilleur modèle linéaire, toutes les combinaisons entre les classes ont été calculées, à l’image
des résultats de la section .., page . Le modèle obtenant les meilleurs résultats ici est celui composé
des classes C2, C3 et C4. Il ne s’agit donc pas du même ensemble de classes que pour les meilleures
performances obtenues par le cumul à base de fonctions de sommations du chapitre . Ici, la classe
C3 se substitue à la classe C5. Toutefois, les performances sont trop faibles pour pouvoir tirer des
conclusions satisfaisantes sur la présence des classes.
Les deux modèles non linéaires testés retiennent la valeur maximale ou les deux valeurs maxi-
males parmi les ∆MOS de chaque contenu. Parmi ces deux modèles, celui obtenant les meilleures
performances ici est celui retenant les deux classes de plus grand ∆MOS. C’était le même modèle qui
permettait les meilleurs résultats dans le chapitre .
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contenu débits (Mbps) contenu débits (Mbps)
New Mobile & Calendar , ;  Show  ; 
Parkrun  Above Marathon  ; 
Knightshields  Captain 
Stockholm Pan  ; , ;  Dance in the Woods  ; 
Concert  ;  Duck Fly  ; 
Foot  Inside Marathon  ; 
Movie  ;  New Parkrun  ;  ; 
Voile , Rendezvous  ; 
Crédits  ;  Stockholm Travel  ; 
Golf  ;  Ulriksdals  ;  ;  ;  ;  ;  ; 
Tableau . – Base d’évaluation utilisée pour l’évaluation des performances.
modèle cc ccr reqm reqmp or
linéaire , , , , ,
non linéaire , , , , ,
Tableau . – Meilleures performances obtenues par les deux modèles de cumul des ∆MOS en une
note de qualité globale.
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.. Discussion
Les performances obtenues ne sont pas bonnes. Aucun des modèles ne réussit à prédire ﬁdèlement
la qualité des séquences de la base d’évaluation. Alors que nous avons montré au chapitre  pouvoir
compter sur des méthodes de cumul ﬁables, elles ne peuvent ici rattraper les imprécisions des fonctions
de gêne locales. Cela conduit à une considérable perte de performance globale du critère de qualité,
même en ne considérant que les classes pour lesquelles les estimations sont bonnes. D’ailleurs, la classe
la mieux estimée, à savoir C1, ne fait pas partie des classes utilisées par le cumul obtenant les meilleures
performances, c’est-à-dire C2, C3 et C4. D’un côté, cela souligne l’importance de ces dernières dans
l’élaboration de la note. D’un autre côté, cela signiﬁe que la faiblesse des prédictions des classe C2,
C3 et C4 a un impact fort dans les performances de l’obtention d’une note de qualité globale. Enﬁn,
l’excellente prédiction des pertes de qualité de la classe C1 n’est pas exploitée ici. Ceci conﬁrme la
faible contribution de cette classe dans l’élaboration de la qualité globale, comme nous l’avions déjà
constaté au chapitre .
Nous avons constaté une diﬀérence signiﬁcative dans la prédiction des classes C1 et C2, alors
qu’elles correspondent au même type de contenu, avec pour seule diﬀérence la luminance moyenne
des tubes qui la compose. Nous expliquons cette diﬀérence par un plus grand étalement des quantités
de dégradations, dû à des erreurs importantes mais peu perceptibles par l’observateur moyen pour la
classe C2. Les erreurs présentes dans la classe C1 sont plus discriminées que celles présentes dans la
classe C2, ce qui était la raison même de leur distinction. De plus, les ∆MOS de la classe C2 étant
globalement plus grands que ceux de la classe C1, aucun ancrage bas niveau de la fonction de gêne
n’est possible. Cette constatation limite clairement les possibilités de modélisation de cette fonction.
Signalons également la faiblesse de l’apprentissage eﬀectué. En eﬀet, la base d’apprentissage
ne contient que  séquences, ce qui est insuﬃsant compte tenu de la précision nécessaire. En
conséquence, les fonctions de gêne ne sont pas assez performantes pour prédire les pertes de qualité
locales. Il est malheureusement diﬃcile d’ajuster ﬁnement ces fonctions à la réalité du fait que la
quantité de données nécessaires doit alors être multipliée par cinq.
.. Conclusion
Dans cette première section, nous avons conçu un critère objectif de qualité vidéo basé sur la
construction de fonctions de gêne locales. Les fonctions de cumul présentées dans le chapitre  sont
utilisées pour obtenir la note ﬁnale de qualité. La première étape a été de construire un facteur de
contrôle de la quantité de dégradations injectées dans une classe. Pour cela, nous avons utilisé la
distorsion entre vidéo originale et vidéo dégradée, le mouvement moyen et la proportion de chaque
classe. La seconde étape a été de déﬁnir une fonction de gêne permettant de prédire la perte de qualité
dans les diﬀérentes classes de contenu.
–  –
Chapitre . Exploitation de la segmentation spatio-temporelle dans des critères objectifs de qualité vidéo
Alors qu’une des fonctions de gêne fournit une excellente prédiction des pertes de qualité locales,
les quatre autres fonctions ne réussissent pas à être aussi performantes. Au ﬁnal, le critère n’obtient au
mieux qu’un coeﬃcient de corrélation de , et une racine carrée de l’erreur quadratique moyenne
de , par rapport aux DMOS. Le critère proposé échoue donc à pouvoir prédire la qualité de
séquences dégradées. Le manque d’apprentissage des diﬀérentes fonctions de gêne, due à la faible
quantité de notes subjectives disponibles, est un facteur déterminant de ce résultat. En termes de
perspectives, la poursuite des travaux suivant cette approche nécessiterait une modélisation plus ﬁne
des fonctions de gêne des classes de contenu.
. Approche fondée sur l’exploitation des tubes spatio-temporels
L’approche précédente a montré qu’il était diﬃcile de réussir une prédiction eﬃcace des pertes
de qualité locales. Une approche diﬀérente est proposée maintenant. Elle se base sur l’exploita-
tion des tubes spatio-temporels élémentaires orientés selon le mouvement local. Alors que dans
VQM [Wolf et Pinson, ], des tubes à positions spatiales ﬁxes sont utilisés temporellement, nous
pensons que les orienter selon le mouvement local permet de mieux décrire l’activité spatio-temporelle
de la séquence. En eﬀet, la durée de chaque section temporelle de la séquence, appelée tronçon,
correspond à la durée de ﬁxation du système visuel humain et l’ensemble des ﬁxations successives
permet de suivre un objet en mouvement. Dans la section précédente, nous classiﬁions ces tubes aﬁn
de modéliser la perte de qualité locale due au codage.
Ici, nous exploitons la segmentation présentée dans le chapitre . Rappelons qu’elle consiste à
segmenter la séquence en tubes spatio-temporels élémentaires. Ces derniers sont orientés localement
suivant le mouvement et sont inclus dans un tronçon temporel de durée égale à la durée de ﬁxation
moyenne du système visuel humain. Nous les utilisons ici pour construire un critère objectif de qualité
basé sur le calcul de caractéristiques primaires spatiale et temporelle dans ces tubes. La diﬀérence entre
les caractéristiques conduit à une mesure de la qualité de la séquence dégradée.
.. Description du critère
La ﬁgure . présente le schéma global du critère objectif de qualité visuelle que nous proposons
ici. Ce critère est basé sur la segmentation spatio-temporelle du contenu présentée au chapitre .
Celle-ci fournit les positions et déformations temporelles des tubes spatio-temporels au sein desquels
sont calculées des caractéristiques primaires. Ces dernières sont mesurées dans un espace perceptuel de
représentation du signal numérique de la vidéo. L’étape suivante consiste à calculer, pour chaque tube,
la diﬀérence entre les caractéristiques provenant de la séquence de référence et les caractéristiques cor-
respondantes provenant de la séquence dégradée. Ces diﬀérences sont enﬁn cumulées temporellement
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aﬁn de fournir la note objective de qualité visuelle de la séquence dégradée. Chacune de ces étapes va
maintenant être détaillée.
séquence de
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transformation
en luminances
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segmentation
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Figure . – Schéma global du critère proposé.
Transformation des niveaux YCbCr en luminances perceptuelles
Aﬁn de simuler l’impact des séquences sur les observateurs, le calcul des caractéristiques pri-
maires s’eﬀectue dans le domaine perceptuel ACr1Cr2. Un ensemble de transformations, représentées
ﬁgure ., permet de passer des niveaux de gris du signal numérique de la vidéo aux luminances
perceptuelles perçues par les observateurs. Les diﬀérentes transformations nécessaires sont détaillées
dans l’annexe B. Dans la suite de ce chapitre, nous travaillons donc dans le domaine perceptuel
ACr1Cr2, appelé espace de Krauskopf.
données
YCbCr
transformation
YCbCr⇒RGB écran
système
visuel
humain
luminances et
chrominances
perceptuelles
données
RGB
luminances
physiques
Figure . – Transformations eﬀectuées par la chaine de traitement vidéo.
L’usage de cette transformation est importante car il inclut la chaine de restitution. De ce fait, les
spéciﬁcités d’un environnement de test donné sont prises en compte et deviennent un paramètre à part
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entière du critère. Par ailleurs, cela permet d’intégrer les éventuels problèmes techniques rencontrés
dans la chaine de restitution. Comme exemples de problèmes possibles, citons les diﬀérences de format
des ﬁchiers d’origine, les erreurs dans la mesure des fonctions γ de l’écran ou encore l’impossibilité de
désactiver certains post-traitements eﬀectués lors de l’aﬃchage des images sur l’écran.
Segmentation spatio-temporelle
Il s’agit de la segmentation spatio-temporelle du contenu décrite dans le chapitre . Rappelons
que les tubes spatio-temporels obtenus sont orientés selon le mouvement local sur une longueur
temporelle de cinq images. Cette étape fournit le vecteur de mouvement de chaque tube, ce qui
permet d’eﬀectuer une mesure de caractéristiques primaires dans des zones cohérentes en termes
d’activité spatio-temporelle.
Mesure de caractéristiques primaires
Deux caractéristiques primaires sont calculées dans chaque tube, à la fois dans celui issu de la
séquence de référence et dans celui issu de celle dégradée. Ces deux caractéristiques fSI et fTI sont des
mesures d’une information spatiale et d’une information temporelle respectivement. Elles s’inspirent
des mesures d’information normalisées dans la norme ITU-T P. [ITU, ] relative aux méthodes
subjectives d’évaluation de la qualité visuelle pour les applications multimédias. Cependant, quelques
diﬀérences apparaissent en raison de la taille réduite de nos tubes. Ces caractéristiques sont uniquement
calculées sur la composante A des images du tube. Les coordonnées d’un pixel à l’intérieur d’un tube
sont notées i ∈  ; et j ∈  ; spatialement et t ∈  ; temporellement.
Caractérisation de l’information spatiale La première caractéristique primaire, notée fSI , mesure
l’écart-type des gradients spatiaux de la composante achromatique A dans le tube considéré. Elle est
donnée par
fSI =
√√√√ 1
NP −1
16∑
i=1
16∑
j=1
5∑
t=1
(
A(i , j , t )− AM
)2 (.)
avec NP le nombre de pixels d’un tube, AM la moyenne de la composante A dans le tube :
AM =
1
NP
16∑
i=1
16∑
j=1
5∑
t=1
A(i , j , t ) (.)
et
A(i , j , t )=
√(
H(i , j , t )
)2+ (V (i , j , t ))2 (.)
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le module de la sortie en (i , j , t ) de deux ﬁltres de Sobel. Le premier ﬁltre, hSobel de sortie H(i , j , t ),
rehausse les contours horizontaux. Le second, vSobel de sortie V (i , j , t ), rehausse les contours verticaux.
Les ﬁltres sont appliqués sur les deux trames × de chaque image. Ils s’adaptent à ce traitement
en trames par leur taille × :
hSobel =
1
9
×


−1
0
1

·( 1 2 3 2 1 ) et vSobel = 14×


1
2
1

·( −1 −1 0 1 1 ) (.)
Caractérisation de l’information temporelle Cette caractéristique, notée fTI , est basée sur la diﬀé-
rence entre pixels de même localisation spatiale mais sur des trames successives. Pour un tube donné,
cette diﬀérence est :
M (F )(i , j , t )= A(F )(i , j , t )− A(F )(i , j , t −1) (.)
avec F ∈ {paire, impaire} la parité de la trame et t ∈ {−1;0;1;2} l’index de l’image dans le tube. La
caractéristique fTI est ensuite calculée comme l’écart-type (std) de cette diﬀérence sur l’ensemble du
tube :
fTI = stdt∈−1;2
F∈{paire, impaire}
(
M (F )(i , j , t )
)
. (.)
.. Construction de la note objective de qualité
Nous présentons maintenant la manière dont la note objective de qualité est élaborée à partir
des caractéristiques primaires. Elle s’eﬀectue en deux phases. Il s’agit tout d’abord de construire les
diﬀérences entre les caractéristiques primaires. Dans un second temps, le cumul temporel de ces
diﬀérences fournit une note globale de qualité pour la séquence dégradée.
Calcul de diﬀérences entre caractéristiques primaires
Pour chaque séquence dégradée, nous disposons de deux caractéristiques primaires par tube, que
nous devons comparer à celles issues de la séquence de référence. La comparaison s’eﬀectue simplement
par une diﬀérence des deux caractéristiques, produisant les diﬀérences dSI et dTI :
dSI = f RSI − f DSI et dTI = f RTI − f DTI . (.)
avec ( f R
SI
; f RTI ) les caractéristiques calculées sur la séquence de référence et ( f
D
SI
; f DTI ) calculées sur la
séquence dégradée. Ce sont des mesures de la distorsion présente dans le tube dégradé, par rapport
au tube de référence. Ces diﬀérences sont ensuite modiﬁées d’où d ′
SI
et d ′TI , en prenant en compte
la localisation du tube dans le tronçon. Rappelons qu’un tronçon est constitué de × tubes de
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taille ××. Nous considérons qu’une distorsion présente au centre de l’image a un impact plus
important sur le système visuel humain que si elle est située au bord de l’image. C’est pourquoi nous
calculons un facteur de pondération pour chaque tube, en fonction de sa distance au centre de l’image.
La pondération au centre vaut  et décroit au fur et à mesure que le tube est éloigné du centre de
l’image. Nous avons utilisé une pondération de forme gaussienne, identique pour tous les tronçons
de toutes les séquences. Cette pondération plocal(I , J ) d’un tube τ est donnée par :
plocal(I , J )= exp
(
−
((
I − I0
σI
)2
+
(
J − J0
σJ
)2))
(.)
avec I0 et J0 les coordonnées du centre de l’image, I et J les coordonnées du tube considéré dans le
tronçon, et enﬁn σI et σJ les paramètres permettant de régler l’évolution spatiale de la pondération.
En fait, nous nous ramenons à un seul paramètre en considérant que la fonction gaussienne est isotrope
en posant : σI = 169 σJ . Elle est ﬁnalement paramétrée par la valeur de la pondération plocal(,) du
premier coin de l’image :
plocal(,)= exp
(
−
(
81
256
I 20 + J20
σ2
J
))
. (.)
Pour choisir cette valeur, nous considérons l’évolution de l’acuité visuelle en fonction de l’excentricité.
Dans le cas de la TVHD, l’excentricité d’un coin de l’image est d’environ  degrés. Pour calculer
la perte en acuité entre le centre et le coin, nous considérons les CSF de Barten [Barten, ] qui
évoluent en fonction de l’excentricité. La ﬁgure . présente ces CSF. Le rapport entre l’acuité maximale
considérée à une excentricité de  degrés et celle à  degré est d’environ ,. C’est pourquoi nous
posons : plocal(,) = ,. Les diﬀérences d ′SI et d
′
TI sont données ﬁnalement par :
d ′SI (I , J )= dSI (I , J )×plocal(I , J ) et d ′TI (I , J )= dTI (I , J )×plocal(I , J ) (.)
Une fois que l’impact de la localisation spatiale des dégradations a été prise en compte, les
diﬀérences d au niveau tube sont cumulées spatialement pour produire une diﬀérence D au niveau
tronçon. Pour cela, nous moyennons les diﬀérences sur l’ensemble des tubes du tronçon T :
DSI (T )=
1
N
NI∑
I=1
NJ∑
J=1
dSI (I , J ,T ) et DTI (T )=
1
N
NI∑
I=1
NJ∑
J=1
dTI (I , J ,T ) (.)
D ′SI (T )=
1
N
NI∑
I=1
NJ∑
J=1
d ′SI (I , J ,T ) et D
′
TI (T )=
1
N
NI∑
I=1
NJ∑
J=1
d ′TI (I , J ,T ) (.)
avec N le nombre de tubes total d’un tronçon, NI le nombre de tubes sur une ligne de l’image et NJ
le nombre de tubes sur une colonne de l’image.
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Figure . – CSF évoluant en fonction de l’excentricité [Barten, ].
Cumul temporel
La dernière étape avant l’obtention de la note de qualité d’une séquence dégradée est le cumul
temporel. Il s’agit de fournir une note unique de qualité à partir des NT tronçons de la séquence.
Deux techniques ont été testées. La première est une simple moyenne. La seconde, plus complexe,
est composée de plusieurs ﬁltrages, reﬂétant le processus d’intégration temporelle du système visuel
humain.
Moyenne La première technique de cumul est une simple moyenne, comme nous la trouvons dans
certains critères de la littérature. La note objective de distorsion NOm d’une séquence est alors calculée
par :
NOm =
1
NT
NT∑
k=1
D(k) (.)
avec NT le nombre de tronçons de la séquence et D(k) l’une des quatre grandeurs des équations .
et ..
Filtrage temporel La deuxième technique de cumul temporel est basée sur des considérations de
plus haut niveau du système visuel humain. Trois fonctions successives permettent de rendre compte
de diﬀérents phénomènes psychologiques liés au processus d’intégration temporelle. La ﬁgure .
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illustre cet enchainement de fonctions. La première est une fonction de réaction à l’évolution du
signal qui reproduit la manière dont l’observateur moyen réagit au signal à l’instant où il le perçoit. La
seconde fonction simule la construction rapide du jugement sur une courte durée de vidéo. Les notes
produites sont ﬁnalement agrégées en une unique note de qualité par une fonction prenant en compte
l’oubli progressif du jugement continu d’une séquence par l’observateur. Chacune de ces fonctions
s’applique sur une gamme de temps déterminée. Cette technique fera l’objet d’un apprentissage aﬁn
de ﬁxer certains paramètres utilisés.
fonction de
réaction à
l’évolution
du signal
fonction de
construction
du jugement
de courte durée
fonction
d’oubli
D(T ) Dˆ(T ) D˜(T ′) NO f
Figure . – Cumul temporel basée sur une succession de trois ﬁltrages.
Fonction de réaction à l’évolution du signal : ﬁltrage court terme Ce premier ﬁltrage rend
compte de l’eﬀet bien connu selon lequel l’apparition d’une dégradation est rapidement sanctionné
par un observateur, alors que sa disparition est plus longue à se faire oubliée. Cette constatation est
notamment bien visible lors d’une évaluation continue de la qualité.
Pour modéliser ce phénomène, nous utilisons un ﬁltre récursif adaptatif du premier ordre. Suivant
la variation de dégradation entre deux tronçons successifs, le ﬁltrage s’adapte aﬁn de donner plus ou
moins d’importance aux dégradations des tronçons précédents. Un tronçon étant composé de cinq
images et deux images étant séparées de  ms, les centres de deux tronçons consécutifs sont séparés
de θ =  ms. Le ﬁltre est construit de la manière suivante. À partir des NT mesures de dégradations
successives D(T ) présentes dans une séquence, le ﬁltre produit autant de mesures ﬁltrées Dˆ(T ). La
première valeur de sortie du ﬁltre est initialisée à la première valeur d’entrée : Dˆ(0)=D(0). Pour les
valeurs suivantes, la sortie du ﬁltre est donnée par :
Dˆ(T )=α× Dˆ(T −1)+ (1−α)×D(T ) (.)
avec α = e− θτ et τ étant déterminé suivant la diﬀérence δ(T ) entre D(T ) et D(T −1). En eﬀet, si
cette diﬀérence est signiﬁcativement positive, cela signiﬁe que la qualité chute, ce qui est rapidement
sanctionné par l’observateur moyen. C’est donc là qu’il faut donner moins d’importance au passé
qu’au présent. Dans ce cas, la valeur de la constante de temps τb du ﬁltre est faible. Inversement,
si la variation de dégradations est faible ou si la qualité augmente signiﬁcativement, l’observateur
réagit lentement. Il faut donner une inﬂuence prépondérante au passé avec une constante de temps
τh importante.
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Ce ﬁltre requiert trois paramètres qui seront déterminés par l’usage d’une base d’apprentissage. Il
s’agit tout d’abord du seuil sδ sur δ(T ) délimitant les deux zones de ﬁltrage. Les deux autres paramètres
sont les deux constantes de temps basse τb et haute τh .
Fonction de construction du jugement de courte durée : ﬁltrage moyen terme Ce ﬁltrage
intermédiaire se justiﬁe par le fait que le jugement n’est pas instantané. Il se base sur une quantité
minimale de vidéo. De ce fait, le jugement humain a tendance à retenir la situation perçue la plus
défavorable pour évaluer une vidéo de courte durée.
Pour modéliser ce phénomène, nous découpons notre séquence en tranches de deux secondes,
soit dix tronçons. Chaque tranche T ′ est décalée d’une seconde par rapport à la précédente. Il y a
donc une tranche de moins que de secondes dans une séquence, comme l’illustre la ﬁgure ..
T ′0 T
′
2 T
′
4 T
′
6 T
′
8
T ′1 T
′
3 T
′
5 T
′
7
          
Figure . – Découpage d’une séquence de dix secondes en tranches de deux secondes.
Dans chaque tranche, nous appliquons un ﬁltrage d’ordre des valeurs Dˆ(T ). En fait, nous ne
considérons pas la plus mauvaise pour ne pas être trop critique et éviter les valeurs aberrantes, mais
celle qui la précède immédiatement dans une relation d’ordre.
Fonction d’oubli : ﬁltrage long terme Cette dernière étape fournit la note objective ﬁnale NO f
de la séquence dégradée. Nous savons que l’observateur moyen base son jugement sur les dernières
secondes de la séquence et a tendance à minimiser l’impact des premiers instants. Ceci est d’autant
plus vrai dans le cas où les distorsions sont uniformément réparties au cours du temps comme dans
un contexte de codage.
Nous proposons deux façons diﬀérentes pour modéliser ce phénomène en plus d’une simple
moyenne. Donc, la première façon Φ1 prend la moyenne temporelle :
NO f 1 =
1
NT ′
NT ′∑
k=1
D˜(k) (.)
avec NT ′ le nombre de tranches temporelles dans la séquence.
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Les deux autres façons sont basées sur l’application de pondérations γ à chaque valeur D˜(k) :
NO f 2 =
1
NT ′
NT ′∑
k=1
γ2(k)× D˜(k) et NO f 3 =
1
NT ′
NT ′∑
k=1
γ3(k)× D˜(k). (.)
La première de ces deux fonctions Φ2 utilise des pondérations de type :
γ2(k)= 1−e
λk
N
T ′ (.)
avec λ un paramètre à optimiser sur une base d’apprentissage. La dernière fonction Φ3 utilise :
γ3(k)= e
(
k
N
T ′ −1
−1
)
(.)
La ﬁgure . présente la diﬀérence entre ces deux fonctions avec plusieurs valeurs de λ. L’une des
diﬀérences remarquables est la valeur pour k = . Nous avons γ2(0)= 0, alors que γ3(0)= 1e . Dans le
cas de la fonction Φ2, la première valeur D˜(0) n’est donc jamais prise en compte, alors qu’elle l’est par
la fonction Φ3.
k
         


γ3 γ2,λ = 
γ2,λ =  γ2,λ = 
Figure . – Évolution des pondérations γ2 et γ3 au cours d’une séquence de dix secondes.
.. Performances
Comme pour le chapitre précédent, nous avons mesuré les performances de ce critère en l’utilisant
pour prédire la qualité de séquences haute déﬁnition codées par H.. De la même manière, nous
avons créé une base d’apprentissage de  séquences et une base d’évaluation de  séquences.
Cependant, les bases sont diﬀérentes dans ce chapitre. En eﬀet dans le chapitre précédent, les paramètres
à optimiser correspondaient aux séquences de référence, ce qui nous obligeait à choisir  séquences
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parmi  et à utiliser tous les débits de chaque séquence. Nous n’avons pas cette contrainte ici, ce
qui nous permet de choisir aléatoirement  séquences parmi les  dont nous disposons. La base
d’évaluation présentée ici est la même que celle utilisée dans la section précédente.
Les performances obtenues par chaque modèle sur cette base d’évaluation sont données et les
meilleures sont comparées avec celles obtenues par les critères VQM et VSSIM. Rappelons que nous
disposons de notes de qualité subjectives mesurées sur écran CRT et sur écran LCD. Pourtant, comme
nous l’avons déjà mentionné, la technologie CRT étant appelée à disparaitre au proﬁt des technologies
à écran plat comme le LCD, nous limitons donc la détermination, l’analyse et la comparaison des
performances des critères aux mesures que nous avons eﬀectuées sur ce type d’écran.
Création d’une base d’apprentissage et d’une base d’évaluation
L’ensemble de départ considéré est formé des  séquences dégradées présentées à l’annexe A. Nous
devons constituer une base d’apprentissage et une base d’évaluation aﬁn d’optimiser les paramètres sδ,
τb , τh et λ et ensuite évaluer les performances du modèle sur un ensemble de séquences diﬀérent. La
séparation en deux sous-ensembles est eﬀectuée aléatoirement. La base d’apprentissage représente les
trois quarts des séquences, alors que la base d’évaluation constitue le quart restant. Nous ne distinguons
pas ici les origines des séquences. Le tableau . présente la répartition des séquences dans les deux
bases. Nous constatons que le tirage aléatoire ne place aucune des séquences Standing, Fountain Man,
Group Disorder et Tree Pan dans la base d’évaluation. À l’inverse, le contenu Ulriksdals est uniquement
présent dans la base d’évaluation.
Conditions d’évaluation
Diﬀérentes conditions sont utilisées pour mesurer les performances du critère. Tout d’abord,
nous disposons de deux caractéristiques primaires fSI et fTI . De plus, deux mesures de diﬀérences
D et D ′ entre ces caractéristiques ont été présentées. Trois cumuls temporels sont également utilisés,
certains comprenant des paramètres à optimiser sur la base d’apprentissage. Enﬁn, nous comparerons
les résultats obtenus à partir de deux ensembles de caractéristiques primaires. Les premières sont
calculées sur les tubes qui suivent le mouvement local. C’est l’approche que nous cherchons à éprouver.
Le second ensemble de caractéristiques est calculé sur les tubes de même dimension mais ﬁxes
temporellement. Cette comparaison permettra de déterminer l’intérêt ou non de la prise en compte
du mouvement local.
Performances des diﬀérentes conditions
Les diﬀérentes conditions d’évaluation fournissent  jeux d’indicateurs de performance. Nous
nous limitons à donner les indicateurs de performances les plus pertinents, à savoir le coeﬃcient de
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contenu
débits (Mbps)
base d’apprentissage base d’évaluation
New Mobile & Calendar , ; , ;  ;  ;  , ; 
Parkrun  ;  ;  ;  ;  ;  
Knightshields , ;  ;  ;  ;  ;  
Stockholm Pan , ; , ; , ;   ; , ; 
Concert  ;  ;  ;  ;   ; 
Foot  ;  ;  ;  ;  ;  
Movie , ;  ;  ;  ;   ; 
Voile  ;  ;  ;  ;  ;  ,
Crédits  ;  ;  ;  ;   ; 
Golf  ; , ;  ; , ;   ; 
Show  ;  ;  ;  ;   ; 
Standing , ; , ;  ;  ;  ;  ; 
Above Marathon  ;  ;  ;  ;   ; 
Captain  ;  ;  ;  ;  ;  
Dance in the Woods  ;  ;  ;  ;   ; 
Duck Fly  ;  ;  ;  ;   ; 
Fountain Man  ;  ;  ;  ;  ;  ; 
Group Disorder  ;  ;  ;  ;  ;  ; 
Inside Marathon  ;  ;  ;  ;   ; 
New Parkrun  ;  ;  ;   ;  ; 
Rendezvous  ;  ;  ;  ;   ; 
Stockholm Travel  ;  ;  ;  ;   ; 
Tree Pan , ; , ;  ; , ;  ;  ; 
Ulriksdals  ;  ;  ;  ;  ;  ; 
Tableau . – Répartition aléatoire des contenus de la base de l’annexe A en une base d’apprentissage
et une base d’évaluation.
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corrélation linéaire cc, la racine carrée de l’erreur quadratique moyenne reqm et l’outlier ratio or. Tous
ces indicateurs sont considérés après ajustement des notes objectives de qualité fournies par le critère
avec la fonction de type psychométrique présentée à la relation . page . Ils sont fournis dans
le tableau ., où les meilleurs indicateurs apparaissent sur fond gris. Les coeﬃcients de corrélation
vont de , à ,, les racines carrées de l’erreur quadratique moyenne de , à , et
les outlier ratio de , à ,. Selon la déﬁnition de l’outlier ratio de la relation . de la page ,
cela correspond respectivement à des nombres de conﬁgurations mal prédites allant de  à  sur
un nombre total de mesures de . Ces performances brutes vont donc du moyen au bon suivant
les conditions. Aucune des diﬀérences entre coeﬃcients de corrélation, racines carrées de l’erreur
quadratique moyenne ou outlier ratio n’est statistiquement signiﬁcative.
diﬀérences entre
caractéristiques
primaires
indicateurs de performance pour les diﬀérentes conditions
fSI fTI
Φ1 Φ2 Φ3 Φ1 Φ2 Φ3
cc = , , , , , ,
D reqm = , , , , , ,
(moyenne) or = , , , , , ,
cc = , , , , , ,
D ′ reqm = , , , , , ,
(localisation) or = , , , , , ,
Tableau . – Performances obtenues sur les  séquences de la base d’évaluation pour les deux
caractéristiques primaires fSI et fTI calculées sur les tubes orientés selon le mouvement, les deux
calculs de diﬀérence D et D ′ et les trois fonctions de cumul temporel Φ1, Φ2 et Φ3. Les meilleurs
indicateurs apparaissent sur fond gris.
Caractéristiques La diﬀérence de performance entre les caractéristiques fSI et fTI est assez nette. La
première obtient de meilleurs résultats que la seconde dans tous les cas. Cela peut s’expliquer d’une
part par la taille des tubes. En eﬀet, la caractéristique spatiale fSI est calculée sur des blocs ×, ce
qui est une taille classique et suﬃsante pour décrire un contenu local. Par contre, fTI n’est calculée
que sur cinq images, ce qui est peut-être insuﬃsant pour qu’elle soit signiﬁcative. D’autre part, la
construction même des tubes produit un contenu spatio-temporellement cohérent, ce qui réduit les
variations temporelles dans un tube. C’est le cumul temporel eﬀectué par la suite qui permet une vraie
prise en compte des phénomènes temporels. En revanche, un tube est très cohérent spatialement, ce
qui assure que les dégradations dues au codage sont bien diﬀérentiables entre le tube de référence et le
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tube dégradé. De plus, rappelons que la segmentation des séquences n’est pas complète. Ainsi, tous
les pixels d’une séquence ne sont pas systématiquement considérés et certains peuvent apparaitre dans
plusieurs tubes.
Calculs de diﬀérences entre caractéristiques primaires Les deux façons de prendre en compte les
diﬀérences (D et D ′) produisent des performances moins diﬀérenciées. L’écart entre les indicateurs
est assez faible, révélant que l’impact de la localisation des dégradations dans une image est ici assez
modéré. Ce résultat peut paraitre surprenant, dans la mesure où la taille de l’image pourrait induire
une diﬀérence plus importante entre des dégradations présentes au centre de l’image qu’aux extrémités.
Pour conﬁrmer ou inﬁrmer cette tendance, nous avons calculé les performances en utilisant
les DMOS issus de la méthodologie ACR. En eﬀet, nous avons montré à la section . que les
méthodologies SAMVIQ et ACR fournissent des qualités diﬀérentes dans un contexte de TVHD.
L’hypothèse émise pour expliquer ce phénomène était qu’une grande image comme celle de TVHD
nécessite plusieurs visualisations, ce que permet SAMVIQmais pas ACR. Cette hypothèse se rapproche
de l’idée suivant laquelle les coins d’une image ont moins d’importance que le centre. Le tableau .
présente les mêmes indicateurs que le tableau précédent, calculés entre les mêmes DMOSp et les
DMOS issus de la méthodologie ACR.
diﬀérences entre
caractéristiques
primaires
indicateurs de performance pour les diﬀérentes conditions
fSI fTI
Φ1 Φ2 Φ3 Φ1 Φ2 Φ3
cc = , , , , , ,
D reqm = , , , , , ,
(moyenne) or = , , , , , ,
cc = , , , , , ,
D ′ reqm = , , , , , ,
(localisation) or = , , , , , ,
Tableau . – Performances obtenues sur les  séquences de la base d’évaluation en utilisant les
DMOS issus de la méthodologie ACR, pour les deux caractéristiques primaires fSI et fTI calculées
sur les tubes orientés selon le mouvement, les deux calculs de diﬀérence D et D ′ et les trois fonctions
de cumul temporel Φ1, Φ2 et Φ3.
Ces résultats montrent une supériorité des indicateurs utilisant le calcul de diﬀérence D ′, à savoir
celui avec localisation des erreurs. L’écart entre les performances obtenues avec les deux façons de
prendre en compte les diﬀérences est plus important qu’avec la mesure de qualité par SAMVIQ. Cela
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tendrait à prouver que la méthodologie SAMVIQ fait chuter l’importance prise par la localisation
des erreurs. En revanche, avec la méthodologie ACR, la localisation a un impact plus important,
étant donné qu’en une seule visualisation, les observateurs ne peuvent parcourir toute l’image et ont
tendance à en regarder plutôt la partie centrale.
Méthode de cumul temporel La diﬀérence entre les méthodes de cumul temporel est également
assez faible. La moyenne Φ1 produit les moins bons indicateurs, ce qui est attendu. En revanche,
la diﬀérence de performances produites par Φ2 et Φ3 est trop faible pour réellement pouvoir les
départager. Si les meilleures performances sont obtenues avec la fonction Φ3, la diﬀérence avec Φ2 est
très réduite.
Orientation des tubes Aﬁn de mesurer la prise en compte ou non du mouvement local dans la
construction des tubes, le tableau . fournit les mêmes indicateurs que les tableaux précédents, mais
à partir des caractéristiques primaires calculées sur des tubes ﬁxes de même taille que les tubes orientés.
Nous remarquons que les diﬀérences de performance entre les caractéristiques fSI et fTI sont moins
prononcées. Elles vont même jusqu’à s’annuler. Cela conﬁrme que l’écart constaté précédemment est
dû à la prise en compte du mouvement local causé par l’orientation des tubes. Dans le cas de non
prise en compte du mouvement, les variations temporelles au sein d’un même tube peuvent être plus
importantes. En conséquence, la caractéristique fTI est plus signiﬁcative et rend mieux compte des
variations de dégradations entre les tubes de référence et les tubes dégradées. Les autres conclusions
issues des résultats présentés dans le tableau précédent se retrouvent ici.
diﬀérences entre
caractéristiques
primaires
indicateurs de performance pour les diﬀérentes conditions
fSI fTI
Φ1 Φ2 Φ3 Φ1 Φ2 Φ3
cc = , , , , , ,
D reqm = , , , , , ,
(moyenne) or = , , , , , ,
cc = , , , , , ,
D ′ reqm = , , , , , ,
(localisation) or = , , , , , ,
Tableau . – Performances obtenues sur les  séquences de la base d’évaluation en utilisant les
DMOS issus de la méthodologie SAMVIQ, pour les deux caractéristiques primaires fSI et fTI
calculées sur les tubes ﬁxes, les deux calculs de diﬀérence D et les trois fonctions de cumul temporel
Φ1, Φ2 et Φ3.
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Bilan Le tableau . permet de résumer les diﬀérences de performances obtenues pour toutes les
conditions. Le terme « D + Mt » désigne les tubes spatio-temporels orientés selon le mouvement.
Nous constatons que l’orientation des tubes apportent un surplus de performance. Ainsi, considérer
des tubes cohérents en termes d’activité spatio-temporelle permet d’améliorer la mesure locale de
dégradation. Cela est particulièrement eﬃcace avec une caractéristique spatiale comme fSI .
condition D + Mt SAMVIQ > D + t SAMVIQ > D + Mt ACR
caractéristique fSI > fTI fSI > fTI fSI > fTI
diﬀérences D ′ >D D ′ >D sauf  D ′ >D
cumul
temporel
Φ2 >Φ1 Φ2 >Φ1 Φ2 >Φ1 sauf 
Φ3 >Φ1 Φ3 >Φ1 Φ3 >Φ1
Φ2 ≃Φ3 Φ2 ≃Φ3 Φ2 ≃Φ3
Tableau . – Récapitulatif des diﬀérences de performances entre les conditions étudiées. Par
exemple, le terme « D + Mt SAMVIQ » désigne les tubes orientés selon le mouvement en utilisant
les DMOS issus de la méthodologie SAMVIQ. La relation « X > Y » signiﬁe que la condition X
obtient de meilleures performances que la condition Y.
Comparaison avec les critères VQM et VSSIM
Les meilleures performances obtenues par notre critère le sont avec la caractéristique primaire fSI ,
la mesure de diﬀérence D ′ et le cumul temporel Φ3 pour les tubes spatio-temporels. Pour les tubes
ﬁxes dans le temps, c’est le cumul temporel Φ2 qui permet d’obtenir les meilleures performances. Le
tableau . compare les indicateurs obtenus par ces deux versions du critère avec ceux obtenus par
VQM et VSSIM sur la même base d’évaluation.
critère cc ccr reqm reqmp or
critère avec tubes D + Mt , , , , ,
critère avec tubes D + t , , , , ,
VQM , , , , ,
VSSIM , , , , ,
Tableau . – Performances obtenues par nos meilleurs critères de qualité vidéo, en comparaison
avec celles obtenues par VQM et VSSIM.
Les indicateurs de performance de notre critère utilisant des tubes D +Mt sont tous meilleurs que
ceux des trois autres critères. L’écart avec VSSIM est le plus important. Pourtant, les diﬀérences entre
–  –
.. Approche fondée sur l’exploitation des tubes spatio-temporels
les indicateurs ne sont pas statistiquement signiﬁcatives. Notre critère est donc plus performant que
VSSIM et il permet une relation plus forte entre les qualités prédites et les qualités réelles. L’écart avec
VQM est plus réduit. Là encore, aucune diﬀérence entre indicateurs n’est statistiquement signiﬁcative.
L’écart est du même ordre entre le critère avec tubes ﬁxes et le critère avec tubes orientés selon le
mouvement qu’entre ce dernier et VQM. En fait, les indicateurs ne permettent pas de distinguer les
performances VQM du critère avec tubes ﬁxes. Les coeﬃcients de corrélation linéaires sont similaires.
Le coeﬃcient de corrélation de rang et l’outlier ratio donnent un léger avantage à notre critère. En
revanche, les indicateurs de précision reqm et reqmp sont à l’avantage de VQM. Cela signiﬁe que
VQM est plus précis alors que notre critère est plus cohérent et fournit une relation entre les DMOSp
et les DMOS de plus grande monotonie.
La ﬁgure . présente les DMOS des  séquences de la base d’évaluation en fonction des
DMOS prédits d’un côté par le critère utilisant des tubes spatio-temporels dans les conditions les
plus performantes et de l’autre par VQM. Il est diﬃcile de trouver un lien entre les performances
de chaque critère et le contenu des séquences. Pour un même contenu, il arrive que les deux critères
prédisent très bien un débit donné et très mal un autre. Par exemple, la séquence Movie codée à 
Mbps a un DMOS de ,. Les deux critères fournissent une bonne prédiction de , pour VQM
et , pour notre critère. En revanche, cette même séquence codée à  Mbps a un DMOS de ,.
Les prédictions sont moins bonnes avec , pour VQM et , pour notre critère. De la même
manière, il ne semble pas y avoir de relation entre les séquences pour lesquelles l’un des critères est
nettement plus performant que l’autre. Notamment, la quantité de mouvement des séquences ne peut
expliquer la supériorité d’un des deux critère comme le montre la ﬁgure .. La diﬀérence d’erreur
entre VQM et notre critère se calcule par :
De =
(
DMOS−DMOSpVQM
)2
−
(
DMOS−DMOSpD + Mt
)2
. (.)
Alors que nous pouvions nous attendre à ce que les séquences avec plus de mouvement soit mieux
prédites par notre critère, cette absence de relation signiﬁe que les performances obtenues ne dépendent
pas de la quantité de mouvement de la séquence.
.. Discussion
Sur la méthode
Nous avons utilisé ici la même méthode de segmentation spatio-temporelle qu’au chapitre pré-
cédent, celle présentée au chapitre . Elle nous fournit les vecteurs de mouvement des tubes spatio-
temporels, ce qui permet de construire les tubes et d’y calculer les caractéristiques primaires. Dans
le chapitre précédent, seules les proportions étaient exploitées, ce qui permettait d’envisager une
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(a) DMOS de la base d’évaluation en fonction des
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Figure . – DMOS des  séquences de la base d’évaluation en fonction des DMOS prédits par
VQM et par le critère utilisant des tubes spatio-temporels dans les conditions les plus performantes.
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Figure . – Diﬀérence d’erreur de prédiction entre VQM et notre critère utilisant des tubes
spatio-temporels en fonction du module moyen du mouvement pour les  séquences de la base
d’évaluation.
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méthode d’obtention diﬀérente, et notamment plus rapide. Ici, nous avons besoin d’eﬀectuer toute
l’estimation de mouvement, ce qui nécessite beaucoup plus de ressources calculatoires. De plus, la
transformation en luminances perceptuelles puis l’extraction des caractéristiques primaires sont des
traitements couteux en nombre d’opérations, qui laissent plus diﬃcilement envisager la possibilité
d’obtenir un critère de ce type produisant un résultat en temps-réel.
Le grand avantage de ce critère sur celui présenté au chapitre précédent est qu’il n’est pas lié au
codage. En eﬀet, il n’utilise pas le débit de codage comme paramètre. Ainsi, il pourrait être adapté à
des contextes diﬀérents de celui de l’estimation de qualité de séquences codées. Il pourrait alors être
intéressant d’utiliser des caractéristiques primaires plus adaptées à ces contextes.
Sur les performances
Aucune des diﬀérences entre indicateurs de performance obtenus par les trois critères n’est
statistiquement signiﬁcative. Cela n’est pas très surprenant, étant donné le faible nombre de séquences
utilisées. Néanmoins, l’écart avec VSSIM est assez important et conﬁrme les performances plus
réduites de ce critère dans un contexte de vidéo haute déﬁnition. Par contre, l’écart de performances
avec VQM est plus restreint, mais tous les indicateurs s’accordent sur une supériorité sensible de notre
critère.
L’objectif était également de montrer dans quelle mesure la prise en compte du mouvement
était intéressante dans la construction des tubes spatio-temporels. En comparant les deux ensembles
d’indicateurs obtenus, il est clair que cette approche apporte un gain sensible. D’ailleurs, il est
intéressant de remarquer que les indicateurs obtenus par notre critère utilisé avec des tubes ﬁxes et
ceux obtenus par VQM sont quasiment identiques. Ainsi, le gain en performances obtenu par notre
approche par tubes orientés selon le mouvement est du même niveau que celui entre VQM et notre
meilleur critère. Une analyse par contenu ne nous a cependant pas permis pour l’instant de relier les
diﬀérence de prédiction aux caractéristiques des séquences.
Pour distinguer les trois critères en termes de complexité calculatoire, le tableau . présente leurs
principaux éléments de complexité. VQM débute son traitement par une étape de calibrage que notre
approche n’utilise pas. Cela permet à VQM d’être insensible aux décalages spatiaux et temporels de
l’image et aux changements de contraste et de luminance entre la séquence de référence et la séquence
dégradée. C’est un avantage dans le cas où ce type de phénomènes se produit comme par exemple en
présence d’erreurs de transmission, ce qui n’est pas notre cas. De plus, VQM utilise une combinaison
de plusieurs paramètres de qualité. Trois cumuls, qui peuvent être diﬀérents pour chaque paramètre,
sont ensuite eﬀectués. Tout ceci conduit à une plus grande complexité de VQM par rapport à notre
critère utilisant des tubes ﬁxes, alors que les performances sont identiques. En revanche, notre meilleur
critère utilise une estimation de mouvement. Cette étape seule entraine d’une part une augmentation
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importante de la complexité du critère, mais permet un gain signiﬁcatif de performances vis-à-vis de
VQM et du critère utilisant des tubes ﬁxes.
éléments de complexité
VQM modèle
Television
notre approche
tubes D + t tubes D + Mt
calibrage oui non non
estimation de mouvement non non oui
caractéristiques primaires   
paramètres de qualité   
cumul spatial   
cumul temporel   
cumul inter-caractéristique   
Tableau . – Principaux éléments de complexité du critère VQM et de nos deux critères.
.. Conclusion
Dans cette section, nous avons conçu, développé et évalué un second critère objectif de qualité
vidéo avec référence complète basé sur le calcul de caractéristiques dans des éléments spatio-temporels
élémentaires. Pour cela, nous nous sommes appuyés sur la méthode de segmentation spatio-temporelle
présentée au chapitre . Des caractéristiques primaires, calculées respectivement dans les tubes des
séquences de référence et dans les tubes des séquences dégradées, sont ensuite comparées aﬁn de
mesurer l’impact des distorsions sur la qualité des séquences dégradées. Un cumul temporel est assuré
par des fonctions élaborées modélisant d’une certaine façon le processus d’intégration temporelle du
système visuel humain. Il fournit la note ﬁnale de qualité.
. Conclusion
Dans ce chapitre, nous avons proposé deux approches diﬀérentes d’exploitation des résultats de
la segmentation spatio-temporelle présentée précédemment (chapitre ) dans un critère objectif de
qualité visuelle. La première approche est basée sur la construction des fonctions de gêne locales et
l’intégration des pertes de qualité qu’elles fournissent par les fonctions de cumul présentées section ..
Bien que la fonction de gêne des zones homogènes de faible luminance soit très performante dans
sa prédiction des pertes locales, les autres fonctions ne réussissent pas à fournir des performantes
suﬃsantes. Ainsi, le critère ﬁnal n’obtient au mieux qu’un coeﬃcient de corrélation de , et
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une racine carrée de l’erreur quadratique moyenne de ,. L’une des raisons pour expliquer ces
performances insuﬃsantes est le manque d’apprentissage des diﬀérentes fonctions de gêne, due au
nombre restreint de notes subjectives disponibles.
La deuxième approche est basée sur l’exploitation des tubes spatio-temporels. Nous avons cherché
principalement à valider l’intérêt de prendre en compte le mouvement local dans la construction
des tubes. Les performances obtenues par ce second critère de qualité montrent à la fois un gain par
rapport au même critère n’utilisant pas le mouvement (tubes ﬁxes), mais également par rapport aux
critères VQM et VSSIM. En eﬀet, ce second critère avec prise en compte du mouvement local produit
de bonnes performances. Alors que le coeﬃcient de corrélation entre les qualités prédites et les qualités
mesurées est de , pour VQM et , pour VSSIM, ce second critère permet d’atteindre ,.
La racine carrée de l’erreur quadratique moyenne est respectivement de ,, , et de ,
pour notre critère, VQM et VSSIM. Ces indicateurs de performance montrent la légère supériorité
de notre critère. Aucune des diﬀérences entre indicateurs n’est cependant signiﬁcative sur une base
d’évaluation de  séquences. L’intérêt principal du critère est plus évident lorsqu’il est utilisé avec des
tubes ﬁxes au cours du temps. En eﬀet, le coeﬃcient de corrélation obtenu dans ce cas est de ,
et la racine carrée de l’erreur quadratique moyenne est de , dans les meilleures conditions. Pour
une complexité moindre, cette version du critère obtient des performances similaires à VQM. C’est
donc au prix d’une complexité accrue due à l’estimation de mouvement, que l’adaptation des tubes
au mouvement local permet un gain sensible en performances.
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L
      ont conduit à l’obtention de plusieurs résultats. Les
contributions sont doubles puisqu’elles touchent à la fois à l’évaluation subjective et à
l’évaluation objective de la qualité visuelle des systèmes de télévision haute déﬁnition
(TVHD). L’une des contributions est utilisée dans les deux parties. Il s’agit de la consti-
tution d’une base de séquences au format TVHD, question cruciale pour la communauté de la
qualité vidéo. Nous avons réalisé des tests subjectifs sur  contenus et  débits de codage H. pour
chacun des contenus. Cela représente un total de  séquences haute déﬁnition pour lesquelles nous
disposons de la qualité subjective.
Contributions à l’évaluation subjective de la qualité des systèmes de télévision haute déﬁnition
Dans un premier temps, trois aspects de la qualité visuelle liée à ce contexte particulier ont été
étudiés :
– l’impact de la méthodologie d’évaluation subjective de la qualité ;
– la préférence entre télévision haute déﬁnition et télévision à déﬁnition standard ;
– l’impact de l’aﬃchage.
Concernant l’impact de la méthodologie d’évaluation subjective de la qualité, nous avons montré
que les deux méthodologies testées, ACR et SAMVIQ, ne fournissent pas des mesures de qualités
similaires. En fait, la taille de l’image, et donc celle du champ visuel excité, a une inﬂuence sur
l’évaluation de qualité. Nous avons également montré qu’à nombre d’observateurs identique, la
méthodologie SAMVIQ fournit des mesures de qualité de plus grande précision que la méthodologie
ACR. Il faut donc moins d’observateurs avec SAMVIQ pour obtenir une même précision, ce qui
réduit la longueur et le cout des tests subjectifs.
Pour l’étude de préférence entre la télévision haute déﬁnition et la télévision standard, nous avons
tout d’abord conçu une méthodologie de comparaison visuelle de contenus de diﬀérentes déﬁnitions
aﬁn de pouvoir mesurer cette préférence. Dans la transition de la TVSD à la TVHD, deux eﬀets
contradictoires ont été identiﬁés : la taille de l’image et la quantité de dégradations contenue. Les
zones d’inﬂuence de ces deux eﬀets ont été déterminées grâce au test de préférence. Nous avons ainsi
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montré que le gain en qualité visuelle de la télévision haute déﬁnition est directement lié à une faible
quantité de dégradations perçues. Si celles-ci sont trop importantes, l’observateur moyen a tendance à
préférer une image de taille plus réduite.
Deux études ont été réalisées pour étudier l’impact de l’aﬃchage sur la qualité. La première a
montré que la diﬀérence de technologie d’aﬃchage introduit un écart de qualité perçue en faveur
de l’écran CRT. Dans la seconde étude, nous avons évalué l’impact d’un traitement d’adaptation de
l’image à une déﬁnition supérieure. Nous avons montré que ce traitement provoquait des pertes de
qualité sensibles, autant sur écran LCD que sur écran CRT. Ces sujets spéciﬁques sont actuellement
approfondis dans notre laboratoire par les travaux de thèse de Sylvain Tourancheau.
Dans un second temps, nous avons proposé une méthodologie d’évaluation subjective de l’im-
pact d’un système dégradant sur la qualité visuelle. Notre approche prend le contrepied de celle
de Farias [Farias, ], en remplaçant son partitionnement en type de dégradations par un parti-
tionnement en zones spatio-temporelles cohérentes. La méthodologie permettant d’exploiter cette
idée est constituée d’une segmentation spatio-temporelle de la séquence et d’une classiﬁcation des
segments. La segmentation introduit la notion de tubes spatio-temporels dont l’originalité est de suivre
le mouvement local. La classiﬁcation assigne à chaque tube une classe de contenu. Chacune d’elle
est dégradée et évaluée individuellement, ce qui fournit les pertes de qualité locales d’une séquence.
L’application de cette méthode a permis de nous intéresser à la question du cumul de ces pertes de
qualité locales en une perte globale. Nous avons ainsi montré que de simples combinaisons linéaires
permettaient d’obtenir une forte relation entre ces grandeurs. Ce résultat est très intéressant car il
ouvre la voie à un modèle objectif évaluant la quantité de dégradation globale à partir des quantités
de dégradations dans des zones locales typées.
Contributions à l’évaluation objective de la qualité des systèmes de télévision haute déﬁnition
La première contribution a été d’évaluer les performances de deux critères de la littérature.
Performants en télévision standard, VSSIM [Wang et al., b] et VQM [Wolf et Pinson, ]
ont été utilisés sur une base de séquences haute déﬁnition dégradées. VQM produit des indicateurs
de performance meilleurs que ceux de VSSIM. Les coeﬃcients de corrélation et les racines carrées de
l’erreur quadratique moyenne sont même statistiquement supérieurs dans toutes les conﬁgurations
testées. Enﬁn, nous avons constaté une diﬀérence sensible de performances dans la prédiction de la
qualité visuelle entre les formats TVSD et TVHD. Globalement, la qualité de la TVHD est moins
bien prédite par les deux critères testés.
Nous avons ensuite proposé des critères objectifs de qualité vidéo adaptés à la télévision haute
déﬁnition. Le premier est basé à la fois sur le débit et sur une analyse du contenu exploitant des
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facteurs issus de la classiﬁcation du contenu. Le coeﬃcient de corrélation entre qualités prédites et
qualités mesurées est de , pour notre critère, contre , pour VQM et , pour VSSIM. Les
racines carrées de l’erreur quadratique moyenne sont respectivement de ,, , et de , pour
notre critère, VQM et VSSIM. Les diﬀérences entre ces indicateurs ne sont pas signiﬁcatives sur la base
d’évaluation considérée. Cependant, l’autre intérêt du critère proposé est sa simplicité de conception et
de mise en œuvre, ce qui le distingue de critères plus complexes comme VQM. Ce choix engendre une
spécialisation au contexte du codage H. de la télévision haute déﬁnition, mais permet d’obtenir
des performances supérieures. En dehors de l’analyse du contenu qui pourrait être eﬀeuctée avec une
moindre complexité, notre critère est d’une rapidité d’exécution très supérieure à VQM. Il pourrait
donc être utilisé pour l’estimation en temps-réel de la qualité visuelle de séquences haute déﬁnition
codées par un codeur H.. Ce dernier pourrait exploiter un tel critère pour déterminer le débit
nécessaire à l’obtention d’un niveau de qualité donné après codage et décodage.
Alors que l’approche consistant à construire une fonction de gêne par classe de contenu n’a
pas fourni de résultats satisfaisants, celle basée sur l’exploitation des tubes spatio-temporels est plus
performante. Nous avons cherché à valider l’idée selon laquelle ces tubes s’orientent suivant le
mouvement local aﬁn de conserver une cohérence spatio-temporelle. Les performances obtenues
par ce critère montrent à la fois un gain par rapport au même critère utilisé avec des tubes ﬁxes,
mais également par rapport aux critères VQM et VSSIM. Le coeﬃcient de corrélation entre qualités
prédites et qualités mesurées est de , pour notre critère, contre , pour VQM et , pour
VSSIM. Les racines carrées de l’erreur quadratique moyenne sont respectivement de ,, , et de
, pour notre critère, VQM et VSSIM. De nouveau, les diﬀérences entre ces indicateurs ne sont
pas signiﬁcatives. Néanmoins, nous avons montré que l’idée d’orienter les tubes selon le mouvement
apportait un gain en performance. En eﬀet, le coeﬃcient de corrélation obtenu par ce même critère
utilisé avec des tubes ﬁxes au cours du temps est de , et la racine carrée de l’erreur quadratique
moyenne est de , dans les meilleures conditions. Au prix d’une complexité accrue due à l’estimation
de mouvement, l’orientation des tubes permet un gain sensible en performances.
Perspectives
D’une manière générale, nos travaux ont permis une meilleure compréhension des processus
d’évaluation de la qualité visuelle en télévision haute déﬁnition. Néanmoins, il reste des zones
d’ombre à éclaircir et la possibilité d’approfondir certaines des approches proposées. En premier
lieu, l’élargissement de la base de séquences haute déﬁnition permettrait un meilleur apprentissage
des critères objectifs. Cela permettrait également de réduire les imprécisions sur les indicateurs de
performance et donc de s’assurer de leur écart par rapport à l’existant.
Dans tous nos travaux, nous nous sommes restreints à l’évaluation de dégradations de type
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codage. Il est évident qu’un service de télévision haute déﬁnition complet introduit d’autres types
de dégradations, comme par exemple les erreurs de transmission. L’élargissement à un spectre de
dégradations plus grand permettrait une caractérisation plus ﬁne de la qualité d’un service de TVHD.
De même, nous n’utilisons qu’une seule mise en œuvre de la norme H.. Il n’est pas assuré qu’une
autre réagisse de la même manière, ce qui peut nécessiter des développements supplémentaires.
La caractérisation qualitative de la télévision haute déﬁnition pourrait être étoﬀée d’expérimenta-
tions complémentaires. Nous comparons ACR et SAMVIQ mais d’autres méthodologies d’évaluation
subjective de la qualité pourraient être ajoutées à la comparaison. De même, l’étude de l’impact
de l’aﬃchage ne prend en compte qu’un seul des nombreux traitements présents dans les écrans
haute déﬁnition modernes. Un ensemble plus exhaustif de ces traitements est envisageable et serait
intéressant pour la conception d’écrans TVHD.
Un service de TVHD est multimodal et l’un des prolongements logiques de ces travaux est la prise
en compte de la qualité sonore. Outre la mise au point de techniques d’évaluation de cette qualité, le
couplage des deux médias et la mesure de la qualité résultante est une problématique à envisager.
Plusieurs travaux complémentaires sont réalisables sur les critères objectifs de qualité, notamment
dans le développement de solutions temps-réel. Ainsi, le premier critère n’utilise qu’une partie des
informations fournies par la segmentation spatio-temporelle et la classiﬁcation. Il est envisageable
d’utiliser une méthode dédiée et plus rapide aﬁn de tendre vers un critère temps-réel.
L’approche consistant à segmenter l’évaluation de la qualité en plusieurs évaluations de qualité
locales n’a pas donné les résultats escomptés. Néanmoins, nous pensons qu’il est possible d’améliorer
sensiblement les résultats que nous avons obtenus. Toutefois, il faut insister sur la complexité de cette
tâche si ce critère doit s’appuyer sur des résultats expérimentaux, rendu très lourds par le découpage
du problème.
Enﬁn, le dernier critère est diﬃcilement envisageable en temps-réel avec une solution purement
logicielle. Sa complexité le destine plutôt à une mesure de qualité hors-ligne de courtes portions du
signal d’image. Néanmoins, il doit pouvoir s’adapter à un plus large spectre d’applications que le
premier, et notamment à des contextes non liés au codage. Les prolongements possibles à l’approche
adoptée par ce critère se situent principalement dans la diversité des éléments le constituant.
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A
Base de contenus et de séquences TVHD
et notes subjectives de qualité
Q    ’ de la perception des dégradations ou pour l’évaluationdes performances de critères objectifs de qualité vidéo, il est nécessaire de disposer d’unebase de séquences vidéo set de notes subjectives de qualité associées. De plus, suivant la
méthodologie d’évaluation utilisée, nous devons disposer de la version non dégradée et
de diﬀérentes versions dégradées. VQEG possède déjà une telle base au format TVSD [VQEG, ,
VQEG, ], mais il n’en existe pas en TVHD. L’idéal serait que la communauté scientiﬁque se dote
d’une base commune [Koh et Mitra, ] aﬁn de pouvoir comparer les résultats issus des études de
chacun.
Dans l’idéal, une telle base est constituée de trois éléments : les contenus non dégradés, pour
chacun d’eux une ou plusieurs versions dégradées et les MOS Mean Opinion Score correspondants.
Chaque élément requiert une attention particulière. Tout d’abord, les contenus ne doivent pas avoir
subi de dégradations, ce qui oblige à les obtenir directement des diﬀuseurs ou des producteurs. En
eﬀet, l’enregistrement après diﬀusion contient justement (du fait de la compression) des dégradations
que nous cherchons à évaluer. Le fait de travailler sur des séquences haute déﬁnition rend l’obtention
de tels contenus particulièrement délicate. Les productions actuelles en haute déﬁnition sont en eﬀet
soumises à droit d’auteurs, que les diﬀuseurs négocient avec les producteurs. Les contenus comme le
–  –
Annexe A. Base de contenus et de séquences TVHD et notes subjectives de qualité
sport ou les spectacles, particulièrement intéressants du fait de leur popularité, sont onéreux et non
redistribuables. De plus, produire ses propres contenus au format haute déﬁnition demande du temps
et des compétences techniques qu’il est généralement diﬃcile de rassembler à un cout raisonnable.
C’est pourquoi la quantité de contenus haute déﬁnition disponibles dans la communauté scientiﬁque
est faible et la constitution d’une base commune toujours d’actualité.
Créer des versions dégradées de tels contenus requiert un système dégradant. Cela peut servir à en
évaluer l’impact sur la perception des dégradations. Dans cette étude, nous nous sommes intéressés
à un système dégradant de type codeur H.. Pour un même contenu, nous eﬀectuons plusieurs
codages H., correspondant chacun à un taux de compression donné. Nous n’utilisons pas ici de
dégradations synthétiques comme l’application artiﬁcielle de ﬂou, d’eﬀet de bloc ou de bruit. Ainsi,
le système dégradant est réaliste car il correspond aux dégradations produites par la compression de la
TVHD en vue de sa diﬀusion.
Les notes subjectives de qualité sont la véritable valeur ajoutée majeure d’une telle base. Pour les
obtenir, cela nécessite de disposer d’une infrastructure technique importante et d’avoir le savoir-faire
de la réalisation de tests avec observateurs et de l’exploitation des données brutes. Le chapitre  propose
une description de l’obtention de ces notes subjectives.
Nous présentons ici les diﬀérents contenus utilisés pour la réalisation de nos campagnes de tests
subjectifs et pour l’évaluation de nos critères objectifs de qualité vidéo. Regroupés selon leur provenance,
ces contenus n’ont pas tous les mêmes caractéristiques. C’est pourquoi nous les détaillerons. Les
points communs à tous ces contenus non dégradés sont leur résolution spatiale ×, leur mode
entrelacé et leur cadence de  images par seconde (soit  trames par seconde). Les caractéristiques
du codeur H. utilisé et des séquences créées avec celui-ci seront détaillées. Enﬁn, nous donnerons
les résultats obtenus lors des tests subjectifs.
A. Contenus non dégradés
Nous disposons d’une base de  contenus non dégradés. Cette base est assez hétérogène. En eﬀet,
elle est structurée en trois sous-ensembles, selon les provenances et les caractéristiques techniques
des ﬁchiers informatiques. Le premier sous-ensemble contient les seuls contenus non libres de droit
de la base. Il provient de la chaine belge de télévision haute déﬁnition Euro. Les deux autres
ensembles proviennent du même fournisseur, la chaine de télévision suédoise SVT (Sveriges Television).
Cependant, ces deux derniers ensembles présentent quelques diﬀérences.
A.. Sous-base Euro
Cette première sous-base est constituée de huit contenus non libres de droit, donc uniquement
utilisables dans un but scientiﬁque, sans pouvoir être redistribués. Deux sous-ensembles se détachent,
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suivant la durée. Le premier est formé de contenus de douze secondes de durée, soit  images. Il
est nommé Euro- et contient les contenus nommés Concert, Foot, Movie et Voile. Le second est
formé de contenus de neuf secondes de durée, soit  images. Il est nommé Euro- et contient les
contenus nommés Crédits, Golf, Show et Standing. Tous sont au format ::. Notons également que
certains de ces contenus possèdent des changements de plan. Il s’agit de Foot, Voile, Crédits et Show,
qui contiennent respectivement un, quatre, trois et un changement de plan. La ﬁgure A. présente
une image issue de chacun de ces contenus, accompagnée d’une courte description. Les huit contenus
forment une sous-base nommée Euro.
(a) Concert : en intérieur,
faible luminance
(b) Foot : en extérieur,
traveling horizontal puis
plan sur les joueurs
(c) Movie : en intérieur,
traveling et zoom, peu de
mouvement
(d) Voile : en extérieur,
plusieurs plans sur des
bateaux en mer
(e) Crédits : en intérieur,
faible luminance,
déﬁlement de texte,
plusieurs plans
(f ) Golf : en extérieur,
faible mouvement
(g) Show : en intérieur,
zoom puis plan ﬁxe
(h) Standing : en intérieur,
plan ﬁxe sur orateur, très
faible mouvement
Figure A. – Illustration des contenus de la sous-base Euro.
A.. Sous-base SVT
Quatre contenus au format PAL ont été réalisés par la chaine de télévision suédoise SVT en .
Librement mis à la disposition de la communauté scientiﬁque, ils ont été spéciﬁquement tournés
pour la recherche scientiﬁque [Sveriges Television, ]. L’un des buts avoués de leur réalisation est
la mise en défaut des codeurs. Cela explique la complexité des contenus, non représentative de la
production classique en télévision. Notamment, le contenu Parkrun est particulièrement diﬃcile à
coder.
Ces contenus ont tous une durée de  secondes, soit  images. Ce sont les seuls de notre base à
être au format ::. La ﬁgure A. présente une image issue de chacun de ces contenus, accompagnée
d’une courte description. Cette sous-base est nommée SVT.
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(a) New Mobile &
Calendar : en intérieur,
mouvement lent
(b) Park Run : en extérieur,
traveling horizontal
(c) Knightshields : en
intérieur, traveling et
zoom
(d) Stockholm Pan : en
extérieur, panorama, faible
mouvement
Figure A. – Illustration des contenus de la sous-base SVT.
A.. Sous-base SVT
Douze contenus au format  mm nous ont également été fournis par la chaine de télévision
suédoise SVT. Issus du même esprit d’ouverture que les contenus précédents, ils ont aussi été spéciﬁ-
quement tournés en  pour la recherche scientiﬁque. Ils sont tous tirés d’un long contenu de six
minutes, ﬁlmé au format × en mode progressif à  images par seconde. Cette version est
ensuite déclinée à diﬀérentes résolutions inférieures, dont la haute déﬁnition × entrelacée.
Tous les contenus ont une durée de  secondes, soit  images. Nous avons nous-mêmes procédé au
découpage des séquences au sein de la vidéo originale, qui ne correspond donc pas à celui proposé par
SVT. Pour ne pas confondre nos séquences avec celles issues du découpage du SVT, leurs noms sont
diﬀérents. L’équipe de production a accompagné son travail d’une notice technique. Nous connaissons
donc particulièrement bien les conditions de réalisation et le format des ﬁchiers informatiques générés.
Les contenus sont tous au format :: et le codage est de  bits par composante. La ﬁgure A.
présente une image issue de chacun de ces contenus, accompagnée d’une courte description. Tous ces
contenus ont été tournés en extérieur. Cette sous-base est nommée SVT.
A.. Conclusion
Nous venons de détailler les caractéristiques des diﬀérents contenus TVHD dont nous disposons.
Le tableau A. récapitule les principales diﬀérences entre les trois sous-bases de contenus.
Sous-ensemble Nombre de contenus Format Nombre d’images Droits
Euro-  ::  non libres
Euro-  ::  non libres
SVT  ::  libres
SVT  ::  libres
Tableau A. – Tableau récapitulatif des caractéristiques de la base de contenus à notre disposition.
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A.. Contenus non dégradés
(a) Above Marathon : plan
ﬁxe sur une foule en
mouvement rapide
(b) Captain : gros plan sur
un homme, chute d’eau
en arrière-plan
(c) Dance in the Woods :
plusieurs personnages en
mouvement, fondu en
entrée de séquence
(d) Duck Fly : canards sur
une étendue d’eau, puis
envol
(e) Fountain Man : plan
ﬁxe, chute d’eau en
avant-plan
(f ) Group Disorder :
mouvement latéral lent,
passage chaotique de
personnages
(g) Inside Marathon : plan
ﬁxe, très fort mouvement
dû au passage de coureurs
en avant-plan
(h) New Parkrun :
mouvement latéral lent,
personnages en
mouvement
(i) Rendezvous : traveling
horizontal lent
(j) Stockholm Travel :
survol d’une ville puis
orientation vers les nuages,
faible mouvement
(k) Tree Pan : traveling
vertical, très faible
mouvement
(l) Ulriksdals : survol puis
zoom sur des arbres
Figure A. – Illustration des contenus de la sous-base SVT.
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A. Génération de séquences dégradées
Tous les contenus que nous venons de présenter ont été dégradés par le codeur de référence
H. [JVT, ]. Le proﬁl principal (main proﬁle) et le niveau . (level .) sont utilisés pour
coder les quatre contenus SVT. Les autres contenus sont codés en utilisant le proﬁl étendu (high
proﬁle) car le proﬁl principal ne gère pas le :: et le niveau ..
Nous avons remarqué que le codeur avait besoin de coder quelques images pour stabiliser le
fonctionnement du régulateur de débit. C’est pourquoi nous avons rajouté des images au début
de chaque contenu avant de les coder. Aﬁn de ne pas créer de discontinuité dans l’estimation du
mouvement, ces images ont été ajoutées dans le sens inverse de leur apparition dans la séquence
comme le montre la ﬁgure A.. De plus, les contenus étant entrelacés, les deux trames ont été inversées.
Cette partie n’étant pas évalué, cela n’a pas d’inﬂuence. Pour les contenus SVT,  images, ont
été ajoutées, soit presque une seconde. Pour les contenus Euro et SVT, nous en avons ajouté
, soit deux secondes environ.
        . . .’’’’’. . .
Figure A. – Schéma de l’ajout d’images dans l’ordre temporel inverse avec inversion des trames.
Les paramètres de codage sont les suivants.
Nous utilisons un GOP (Group of picture) de douze images et deux images bidirectionnelles B, ce
qui donne la structure de GOP suivante :
I B B P B B P B B P B B
Le ﬁchier codé en sortie du codeur est un bitstream H. que nous n’utilisons pas directement. Il
est d’abord décodé avec le codeur de référence, aﬁn de générer un ﬁchier informatique de même type
que celui en entrée du codeur. C’est pourquoi nous ne nous sommes pas particulièrement intéressé à
la conﬁguration du codeur entropique.
Sept débits diﬀérents ont été produits par contenu, ce qui fait un ensemble de  séquences
dégradées. Les débits utilisés, déﬁnis par un panel d’experts, sont présentés enMbps dans le tableau A..
Les gammes de débits peuvent être très diﬀérentes d’un contenu à un autre. Ceci est dû aux diﬀérences
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A.. Évaluation subjective de la qualité des séquences dégradées par le codeur de référence H.
de complexité spatio-temporelle des contenus. Pour chaque contenu, les gammes de débits conduisent
à couvrir l’échelle catégorielle de qualité de mauvais à excellent.
A. Évaluation subjective de la qualité des séquences dégradées par le
codeur de référence H.
Cette évaluation permet de caractériser le codeur de référence [JVT, ] en termes de qualité
visuelle en fonction du débit pour chacun des contenus. La réduction du débit lié à la quantiﬁcation
après transformation et compensation de mouvement se transforme en dégradations perçues par
l’observateur. Suivant le débit, la qualité ressentie est alors équivalente, inférieure ou très inférieure
à celle de la référence. C’est une valeur numérique représentant cette sensation que nous obtenons
ici. Nous commençons par détailler les conditions dans lesquelles les tests ont été réalisés. Puis, les
fonctions MOS–débit obtenus sont présentées et commentées.
A.. Conditions de test
Le protocole utilisé est la méthode SAMVIQ [EBU, ] présentée section ... L’écran de
visualisation est de type LCD Philips THW d’une hauteur de  centimètres. Les  séquences
de la section précédente sont présentées aux observateurs contenu par contenu. Ainsi, les tests sont
eﬀectués en six sessions de quatre contenus, soit  séquences. En eﬀet, une session SAMVIQ est
composée de neuf séquences, les sept traitements et les références explicite et cachée. Les observateurs
ne sont pas systématiquement les mêmes d’une session à l’autre. Le tableau A. présente le nombre
d’observateurs retenus pour chacune des sessions. La session SVT- contient les contenus Fountain
Man, Group Disorder, Rendezvous et Ulriksdals ; la session SVT- les contenus Above Marathon,
Captain, Dance in the Wood et Duck Fly ; la session SVT- les contenus Inside Marathon, New
Parkrun, Stockholm Travel et Tree Pan.
A.. Résultats des tests subjectifs
La ﬁgure A. présente les MOS et leurs intervalles de conﬁance à  en fonction du débit pour
les  contenus codés à sept débits chacun. Comme il est prévisible, la qualité subjective augmente
globalement avec le débit. Cependant, il arrive que la courbe ne soit pas monotone croissante. En eﬀet,
le codeur de référence n’est pas réputé pour posséder une régulation débit-distorsions très eﬃcace.
Nos contacts avec des spécialistes de ce codeur conﬁrment cette conclusion.
Les intervalles de conﬁance à  obtenus sur l’ensemble des évaluations sont de mesure comprise
entre , et ,, avec une moyenne de ,. Leur histogramme est présenté sur la ﬁgure A..
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contenu débits TVHD (Mbps)
New Mobile & Calendar , ; , ; , ;  ;  ;  ; 
Parkrun  ;  ;  ;  ;  ;  ; 
Knightshields , ;  ;  ;  ;  ;  ; 
Stockholm Pan , ; , ; , ;  ; , ;  ; 
Concert  ;  ;  ;  ;  ;  ; 
Foot  ;  ;  ;  ;  ;  ; 
Movie , ;  ;  ;  ;  ;  ; 
Voile , ;  ;  ;  ;  ;  ; 
Crédits  ;  ;  ;  ;  ;  ; 
Golf  ; , ;  ; , ;  ;  ; 
Show  ;  ;  ;  ;  ;  ; 
Standing , ; , ;  ;  ;  ;  ; 
Above Marathon  ;  ;  ;  ;  ;  ; 
Captain  ;  ;  ;  ;  ;  ; 
Dance in the Woods  ;  ;  ;  ;  ;  ; 
Duck Fly  ;  ;  ;  ;  ;  ; 
Fountain Man  ;  ;  ;  ;  ;  ; 
Group Disorder  ;  ;  ;  ;  ;  ; 
Inside Marathon  ;  ;  ;  ;  ;  ; 
New Parkrun  ;  ;  ;  ;  ;  ; 
Rendezvous  ;  ;  ;  ;  ;  ; 
Stockholm Travel  ;  ;  ;  ;  ;  ; 
Tree Pan , ; , ;  ; , ;  ;  ; 
Ulriksdals  ;  ;  ;  ;  ;  ; 
Tableau A. – Débits de compression utilisés avec le codeur de référence H.. Ils ont été
sélectionnés par des experts pour chaque séquence HD.
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A.. Conclusion
session SVT
Euro SVT
    
nombre
d’observateurs
     
Tableau A. – Nombre d’observateurs retenus après rejet pour chacune des sessions de l’évaluation
subjective des séquences dégradées par le codeur de référence H..
Les faibles valeurs obtenues montre la bonne précision que permet le protocole SAMVIQ, avec un
nombre restreint d’observateurs.




         
Figure A. – Histogramme des intervalles de conﬁance à  obtenus sur l’ensemble des évaluations
subjective eﬀectuées sur la base de séquences codées.
Enﬁn, la dépendance au contenu est ici évidente, avec des qualités équivalentes pour des débits
très diﬀérents, comme par exemple entre les contenus Parkrun et Tree Pan. Parkrun a un MOS de
, à  Mbps et de , à  Mbps, alors que Tree Pan obtient , à , Mbps et , à 
Mbps.
A. Conclusion
Cette annexe a présenté les éléments de la base de contenus et de séquences que nous avons
constituée lors de plusieurs campagnes de tests subjectifs. Trois parties distinctes ont été détaillées : les
contenus originaux non dégradées, les séquences compressées par le codeur de référence H. et
enﬁn les notes de qualité associées à chacune des séquences originales ou codées produites. Au total,
 contenus ont été codés à sept débits diﬀérents. Cette base est donc constituée de  séquences.
Cependant, il convient de noter que parmi cet ensemble, huit contenus ne sont pas libres de droit.
Nous ne pourrons donc pas en faire bénéﬁcier la communauté scientiﬁque.
orn
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Figure A. – Notes de qualité en fonction du débit, exprimé en Mbps, obtenues pour le codeur de
référence H. par les séquences de TVHD.
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B
Transformation des niveaux YCbCr
d’une séquence vidéo en luminances perceptuelles
A
   ’    sur la perception des observateurs, il est
possible de les représenter directement dans le domaine perceptuel. Ce domaine correspond
à une décomposition en composantes perceptuelles validée par Bédat [Bédat, ]. Pour
accéder à ce domaine, il faut réaliser l’ensemble de transformations permettant de passer
des niveaux de gris du signal numérique aux luminances perceptuelles perçues par les observateurs.
Ces transformations sont présentées ﬁgure B.. Elles sont dues à la fois au matériel et au logiciel utilisé
mais également au système visuel humain. Cette annexe présente les transformations subies par les
diﬀérentes séquences de la base de l’annexe A.
données
YCbCr
transformation
YCbCr⇒RGB écran
système
visuel
humain
luminances et
chrominances
perceptuelles
données
RGB
luminances
physiques
Figure B. – Transformations eﬀectuées par la chaine de traitement vidéo.
La transformation globale s’eﬀectue en plusieurs étapes présentées sur la ﬁgure B.. Nous partons
des séquences au format YCbCr ::, le plus courant de notre base et celui utilisé par le lecteur de
–  –
Annexe B. Transformation des niveaux YCbCr d’une séquence vidéo en luminances perceptuelles
séquences haute déﬁnition. Les quatre séquences au format :: sont tout d’abord transformées en
::. Pour cela, les échantillons de chrominance sont répétés une fois selon la direction horizontale
comme le montre la ﬁgure B..
YCbCr 
transformation
⇒
transformation
YCbCr⇒RGB
arrondi et
clipping
fonction γfonction
non linéaire
matrice
L′RL
′
GL
′
B ⇒LMS
transformation
de Krauskopf
ACrCr
YCbCr  RGB
R’G’B’
LRLGLBL′RL
′
GL
′
B
LMS
Figure B. – Étapes de la transformation des niveaux YCbCr en signaux perceptuels.
::
Y1 Cb1
Cr1
Y2
Y5 Y6
Y3 Cb2
Cr2
Y4
Y7 Y8
Y9 Cb3
Cr3
Y10
Y13 Y14
Y11 Cb4
Cr4
Y12
Y15 Y16
=⇒
::
Y1 Cb1
Cr1
Y2 Cb1
Cr1
Y3 Cb2
Cr2
Y4 Cb2
Cr2
Y9 Cb3
Cr3
Y10 Cb3
Cr3
Y11 Cb4
Cr4
Y12 Cb4
Cr4
Y5 Y6 Y7 Y8
Y13 Y14 Y15 Y16
Figure B. – Conversion du format :: au format :: pour une image de taille ×.
B. Conversion de YCbCr vers RGB
La première conversion appliquée consiste à transformer les données de l’espace YCbCr en
information de l’espace RGB. Dans la chaine de visualisation, cette étape est réalisée matériellement
par un convertisseur. En pratique, cette transformation se réalise en passant par le format intermédiaire
::. Nous transformons donc les séquences :: dans ce format. Nous utilisons la même méthode
que le convertisseur, à savoir une interpolation linéaire, telle que l’illustre la ﬁgure B.. La dernière
ligne de l’image est obtenue en recopiant les échantillons de chrominance de la ligne précédente.
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::
Y1 Cb1
Cr1
Y2 Cb2
Cr2
Y3 Cb3
Cr3
Y4 Cb4
Cr4
Y5 Y6 Y7 Y8
Y9 Cb5
Cr5
Y10 Cb6
Cr6
Y11 Cb7
Cr7
Y12 Cb8
Cr8
Y13 Y14 Y15 Y16
=⇒
::
Y1 Cb1
Cr1
Y2 Cb2
Cr2
Y3 Cb3
Cr3
Y4 Cb4
Cr4
Y5 Cb15
Cr15
Y6 Cb26
Cr26
Y7 Cb37
Cr37
Y8 Cb48
Cr48
Y9 Cb5
Cr5
Y10 Cb6
Cr6
Y11 Cb7
Cr7
Y12 Cb8
Cr8
Y13 Cb5
Cr5
Y14 Cb6
Cr6
Y15 Cb7
Cr7
Y16 Cb8
Cr8
Figure B. – Conversion du format :: au format :: avec Cb15 = Cb1+Cb52 , Cb26 =
Cb2+Cb6
2
,
Cb37 = Cb3+Cb72 , Cb48 =
Cb4+Cb8
2
pour une image de taille ×.
L’utilisation de la norme ITU-R BT. [ITU, b] est courante dans la production de contenus
haute déﬁnition. Nous savons par exemple qu’elle est utilisée pour la transformation de RGB vers
YCbCr des  séquences originales provenant de SVT. Nous n’avons pas l’information pour la sous-
base Euro mais nous supposons que c’est également le cas. Nous utilisons donc la transformation
inverse pour retrouver les données RGB :
MatYCbCr⇒RGB =


1 0 1,5748
1 −0,1873 −0,4681
1 1,8556 0

 . (B.)
L’étape d’arrondi et clipping consiste d’une part à arrondir les valeurs transformées à l’entier le plus
proche, et d’autre part à conserver toutes ces valeurs dans l’intervalle 0;255. Pour cela, les valeurs
inférieures à 0 sont prises égales à 0 et les valeurs supérieures à 255 sont prises égales à 255.
B. Transformation en luminances physiques
La seconde étape est une transformation en luminances physiques qui utilise la fonction de
transfert non linéaire de l’écran. Celle-ci se présente sous la forme d’une table de correspondance à
 niveaux pour chaque composante. Les trois tables sont obtenues grâce à des mesures eﬀectuées par
une sonde de calibrage. Par exemple, les valeurs mesurées sur notre écran LCD sont présentées sur la
ﬁgure B.. Ce type de mesure peut engendrer des saturations de certaines composantes, comme nous
le remarquons pour la composante rouge à partir de la valeur . Ainsi, utiliser cette transformation
permet de se placer dans les mêmes conditions que lors de l’évaluation subjective.
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Figure B. – Fonction γ des composantes R, G et B de l’écran LCD Philips.
B. Transformation en luminance et chrominances perceptuelles
Cette dernière transformation s’eﬀectue en trois étapes. La première est une transformation non
linéaire correspondant à la réponse du système visuel humain aux luminances physiques provenant de
l’écran [Poynton, ]. Cette adaptation permet de limiter la dynamique des signaux d’entrée. Pour
chaque composante de luminance physique LR , LG , LB , ici notée L, nous avons :
L′ =

116(
L
Lbr
)1/3−16, si L
Lbr
> ( 6
29
)3
( 29
3
)3× L
Lbr
, si L
Lbr
6 ( 6
29
)3
(B.)
avec Lbr la luminance du blanc de référence, mesurée à , pour l’écran LCD utilisé lors de nos
tests.
La seconde étape est une transformation en signaux des cônes d’absorption L, M et S présents sur
la rétine de l’œil humain. Cette transformation dépend de la réponse spectrale de l’écran utilisé. Cette
réponse va notamment être diﬀérente entre un écran de type CRT et un écran de type LCD. Nous
utilisons la matrice de transformation spéciﬁque à notre écran de type LCD, calculée par Sylvain
Tourancheau :
MatRGBlum⇒LMS =


64.1300 113.5566 17.4919
25.6881 138.6708 30.8196
4.2245 19.1384 171.8156

 . (B.)
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B.. Conclusion
Enﬁn, nous utilisons la transformation de Krauskopf [Krauskopf et al., ] pour passer dans
l’espace des signaux perceptuels ACr1Cr2, avec A la composante achromatique, Cr1 et Cr2 les deux
composantes de chrominance :
MatLMS⇒ACr1Cr2 =


1 1 0
1 −1 0
−1
2
−1
2
1

 (B.)
B. Conclusion
Cette annexe a présenté les diﬀérentes transformations nécessaires au passage des signaux YCbCr
d’une vidéo numérique à la luminance et aux chrominances perceptuelles perçues par l’observateur
standard. Prendre en compte cet ensemble de transformations dans un modèle permet de se placer
exactement dans les mêmes conditions que lors de l’évaluation subjective des séquences.
orn
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CIF Common intermediate format
CRT Cathode ray tube
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EBU European Broadcasting Union
GOP Group of picture
HDTV High deﬁnition television
ips images par seconde
ISO International organisation for standardisation
ITU International Telecommunication Union
ITU-T International Telecommunication Union – Telecommunication Standardisation Sector
LCD Liquid crystal display
Mbps Megabit par seconde
MOS Mean opinion score
MPEG Moving picture experts group
MTBF Mean time between failure
MUSHRA Multiple stimuli with hidden reference and anchor
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NTSC National television system committee
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UTI Union internationale des télécommunications
VGA Video graphics array
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Résumé La télévision haute déﬁnition (TVHD) est le nouveau système de diﬀusion sensé apporter
une plus grande immersion de l’observateur dans l’action et une qualité d’usage supérieure à celle de
la télévision standard (TVSD). Aﬁn de remplir ces exigences, les diﬀuseurs ont besoin de techniques
de mesure de qualité adaptées. Le premier objectif de cette thèse est de nous éclairer sur l’impact de la
transition de la TVSD vers la TVHD sur la qualité visuelle. Le second est de proposer des métriques
objectives de qualité adaptées à la TVHD. Nous avons tout d’abord étudié plusieurs aspects de la
qualité visuelle dans ce contexte. Cela nous a notamment permis de sélectionner une méthodologie
d’évaluation subjective de la qualité pour constituer une base de séquences dégradées par un codage
H.. Puis, nous avons proposé une méthodologie d’évaluation de l’impact d’un système dégradant
sur la qualité visuelle. Elle est utilisée dans les trois critères objectifs de qualité présentés par la suite.
Elle fournit au premier une analyse du contenu permettant de modéliser la qualité visuelle d’une
séquence. Le second critère cumule des fonctions de gêne locales en une note de qualité globale grâce
à des modèles validés par la méthodologie. Le dernier exploite la notion de tubes spatio-temporels
introduits par la méthodologie. Des caractéristiques y sont mesurées pour les séquences de référence et
dégradée. Le cumul des diﬀérences entre ces caractéristiques fournit une note de qualité ﬁnale. Alors
que le second critère n’oﬀre pas de résultats convaincants, les deux autres permettent une prédiction
des notes subjectives plus performante que celle de deux critères connus de la littérature.
Mot-clés : télévision haute déﬁnition, qualité subjective de la vidéo, codage H..
Abstract High Deﬁnition Television (HDTV) is the new broadcasting system expected to oﬀer a
deeper immersion in action to the observer and a higher quality of experience than standard television
(SDTV). In order to meet these requirements, broadcasters need better adapted quality measurement
techniques. e ﬁrst objective of this thesis is to clarify the impact on visual quality of the transition
from SDTV to HDTV.e second is to propose objective quality metrics adapted to HDTV. We ﬁrst
studied some aspects of visual quality in this context. is allowed us to select a subjective assessment
methodology to build a H.-distorted sequence base. en, we proposed a methodology to assess
the impact of a distorting system on visual quality, to be used in the three objective metrics presented.
Applied to the ﬁrst one, it provides a content analysis used to model the visual quality of a sequence.
e second one pools local distortion functions in a global quality score thanks to validated models.
e last one uses the notion of spatio-temporal tubes introduced by the methodology. Features are
extracted in these tubes for reference and distorted sequences. e pooling of features diﬀerences
provides a ﬁnal quality score. While the second metric obtains unconvincing results, the two others
allow a more eﬀective subjective score prediction than two other known metrics from the literature.
Keywords: High Deﬁnition Television, video subjective quality, H. coding.
