Our multilevel algorithms aim to improve existing graph clustering algorithms which predict protein complexes in large-scale proteomic networks, which are represented as unweighted graphs.
connected sets of proteins in the PPI networks. Computational identification of functional modules or protein complexes can provide an inexpensive guideline for biological experiments.
There are a number of challenges in treating protein-protein interaction data. One is that many high-throughput experiments have high error rates, which results in a great many false positives for interactions between proteins. Moreover, large-scale networks demand excessive computational time as the size increases.
Earlier on, Multilevel (ML) algorithms have been studied in diverse computational settings such as for solving linear systems arising from partial differential equations and graph partitioning. Recently, we have presented multilevel approaches for graph clustering algorithms for PPI networks [1] [2] [3] . The basic idea of ML algorithms is to reduce the problem to a smaller one so that sophisticated approaches can be applied at a lower cost. This is similar to the idea of solving a problem at a macroscopic level as opposed to a microscopic level. To represent the larger problem as a smaller model, we need a coarsening method for reducing the PPI network to a smaller network. Combining nodes of the graph in this coarsening process can be accomplished by matching pairs of nodes. Matching algorithms try to merge nodes based on edge or node related information. PPI matching algorithms were presented in [1] . However, matching algorithms on PPI networks are hampered by the lack of closeness information between nodes, i.e. no edge weights on the PPI network. While most multilevel algorithms are matching based, there are some group-based algorithms introduced in [4] . Many of these algorithms fail to merge correct pairs of proteins because they do not take advantage of any structured analysis.
In [2] we developed Triangular Clique (TC) based algorithms which merge highly connected triples of nodes. A clique is a set of nodes in a graph where each node in the clique is connected to every other node in the clique by an edge of the graph. A triangular clique is a clique of three nodes (that is, three nodes whose edges form a triangle). Our TC-based multilevel algorithm was inspired by Spirin and Mirny's use of cliques to identify highly connected clusters [5] . Our TC based algorithm showed more proteins correctly merged into supernodes than any other matching based algorithm. This is because all three proteins in a TC have a very high chance of being part of the same functional module. A weakness of the TC based algorithms is that there are many TCs in even a moderately-sized clique. For example, there are 560 TCs in a clique of 16 nodes.
Another recent approach for identifying protein complexes used maximal cliques to create subgraphs with high densities [6] . Cliques are called maximal when they are not completely contained in another. In general, enumerating all maximal cliques takes much more time than finding all TCs. Fortunately, PPI networks are quite sparse, so all maximal cliques are enumerated quickly.
Our experimental results show the quality of maximal cliques for finding protein complexes are very high. The bigger the maximal clique, the higher the quality of the results. This strongly motivates us to consider maximal cliques in conjunction with our multilevel algorithms. In this paper we generalize our TC-based multilevel algorithms to include maximal cliques. Note that the maximal cliques themselves do not identify clusters completely because they may have overlaps among them. Instead, they are used to quickly identify highly connected disjoint subgraphs. We call these new approaches structure-based multilevel algorithms.
We apply the new algorithms to a recently reported protein-protein interaction network in the yeast Saccharomyces cerevisiae [7] . The number of levels to produce best results is a common issue in multilevel algorithms. TC based algorithms showed that one level of grouping (or coarsening) is enough to produce clustering results as good as other matching based algorithms [2] . Similarly, the new maximal clique based multilevel algorithms achieves this with one or two levels of coarsening.
Methods

Model PPI network and protein complex dataset
Proteomic networks have two important features [8] . One is that the degree distribution function P (k) (the number of nodes of degree k) follows a power law P (k) ≈ C k −α (and so is considered a scale-free network). This means that, most nodes have low degrees and a few are highly connected. The other feature is the small world property which is also known as six degrees of separation. This means the diameter of the graph is small compared with the number of nodes.
Protein-protein interaction data have been available from various high-throughput experimental methods [9] [10] [11] [12] [13] . There are also many websites which provide PPI data on the Internet such as BIND, DIP, IntAct, MINT and Mpact (MIPS). Tandem affinity purification (TAP) of affinity-tagged proteins followed by mass spectrometry (MS) have accurately identified many protein-protein interactions [14] . Krogan et al. recently reported a list of protein complexes along with a group of protein-protein interactions in the yeast Saccharomyces cerevisiae [7] . They identified more interactions with better accuracy than the previously introduced TAP-MS method [11] . In their new method, 4562 TAP-tagged proteins go through two independent MS methods in parallel. A machine learning algorithm then integrates the two data sets and assign probabilities to interactions. After generating interactions with probability scores, they defined a 'core' data set of 7123 protein-protein interactions with 2708 proteins with a certain cut-off value on the scores. Let Y represent the network generated, consisting of 2708 nodes and 7123 edges. This is the core data set which is considered in this paper. More interactions with a lower cut-off value consist of an 'extended' set of over 14,000 interactions involving more than 3600 proteins. A Markov clustering algorithm was applied to construct 547 distinct protein complexes. About half of these were not annotated in MIPS or two other data sets (cataloged in Cellzome and BIND respectively), using affinity purification and mass spectrometry method. This newly identified data set outperforms previous protein complex data sets in precision and homogeneity.
In this paper we present computational results for the network of Krogan et al. [7] . In [15] we present results of these algorithms applied to the PPI network and the protein complexes cataloged in MIPS. The MIPS Comprehensive Yeast Genome Database (CYGD) provides the catalog of protein-protein interactions, the protein complex catalog and the protein localization catalog which stores information related to the proximity of proteins in Saccharomyces cerevisiae [16] . The PPI network was created manually from more than 3000 single experiments and published large-scale experiments. The protein complexes currently include more than 200 manually extracted protein complexes, and 3 systematic analysis of large-scale experiments.
On 2-core networks
One of the distinct features of PPI networks is that they follow a power-law property [8] . These networks have many low-degree nodes and a relatively small number of high-degree nodes. Very high-degree nodes correspond to proteins that interact with most other proteins, and these interactions can obscure the connections between other proteins. The low-degree nodes not only increase time complexity but also makes it harder for clustering algorithms to identify highly connected subgraphs, even though they can be grouped easily compared to high-degree nodes.
The k-core idea was originally suggested as a tool to simplify complex graph structures by Seidman in 1983 [17] . If we repeatedly remove nodes of degree <k from a graph (along with the edges associated with the removed nodes) we will eventually obtain a graph where all nodes have degree ≥k. The graph that remains is called the k-core of a graph. This idea is very useful and well suited to scale-free networks like PPI networks [18, 19] . Nodes which are part of some cycle are called cyclic nodes, and those that are not are called non-cyclic nodes.
In order to clarify the following discussion, we introduce the following notation. Let k-core(H ) be the k-core of the graph H . Let
Also A\B is the set of elements in A that are not in B. If A is a network, then A\B is the network whose nodes are the nodes in A but not in B, with all edges in A that do not contain a node in B.
In Krogan et al.'s PPI network with 2708 nodes as described in the previous section, there are 1717 nodes in 2-core(Y ), leaving 991 nodes in Y that are not in 2-core(Y ). Of these 991 nodes, 852 are connected to 2-core(Y ) by a single path. The remaining 991 − 852 = 139 nodes in Y \1-path(2-core(Y )) comprise 59 separate connected components; the largest of these connected components has seven nodes, and 16 of the 59 components have three or more nodes. These components of Y \1-path(2-core(Y )) have high overall accuracy (131 out of 139 nodes or 94.2% are grouped with nodes in the same functional module). Each node in 1-path(2-core(Y )) can be assigned to one of the clusters in 2-core(Y ).
For
Once a given node w in 2-core(Y ) is assigned to a cluster, the nodes of S w can also be assigned to the same cluster. This approach correctly assigns 1111 (87.3%) out of 1284 = 852 + 432 nodes to clusters. So after our clustering algorithm is applied to 2-core(Y ), adding the nodes in 1-path(2-core(Y ))\2-core(Y ) improves the quality of the clustering.
We apply our multilevel algorithm to this downsized 2-core network. The quality of grouping (or coarsening) is described in detail in section 2.4. This approach not only improves the quality of grouping but also saves time enumerating all maximal cliques. Building the 2-core network is very helpful for our methods, since it reduces the size of the networks, without changing any maximal clique, and the quality of the removed subgraphs is very high.
Triangular clique based multilevel approach
Graph theory is commonly used as a method for analysing protein-protein interaction (PPI) networks in computational biology. Each node represents a protein, and edges correspond to experimentally identified PPIs. Let G = (V , E) be a graph with node set V and set of undirected edges E. One of the most commonly used data structures for graphs are matrices. Matrix representations are very useful to store weights for edges and nodes. We can also use many well-known computational techniques from linear algebra. In our matrix representations S = (s ij ), diagonal entries s ii store the weights of nodes and off-diagonal entries s ij represent edge weights. Given interaction data, we typically set the node weights to one and s ij = 1 if there is an interaction between proteins i and j , and s ij = 0 otherwise. Our multilevel algorithms use this matrix representation.
The basic concept of 'multilevel clustering' algorithms is that when we have a large graph G = (V , E) to cluster, we construct a smaller graphḠ = (V ,Ē) whose nodes (that is, supernodes) are groups of nodes from G. We can apply a clustering method to this smaller graphḠ, and transfer the partition to the original graph. This coarsening can be repeated: the smaller graph can also be coarsened, and so on, giving a sequence of graphs
This process stops when the size of the coarsest graph is 'small enough'. This idea is very useful because smaller matrices and graphs require much less time to cluster. The process of constructing the smaller matrix is called coarsening, and the process of transferring the partition to the larger graph is called decoarsening.
If the matrix S represents the graph G (so that s ij = 0 if there is an edge between nodes i and j ), then we can represent the coarsening by a matrix C: c ik = 1 if node k ofḠ contains node i of the original graph G; c ik = 0 otherwise.
Let S j be the matrix for graph G j . The three main steps of multilevel cluster algorithms are:
(i) Coarsening Constructing a series of matrices S 0 , S 1 , . . . , S l recursively using coarsening matrices
Each column of a coarsening matrix shows the group of nodes merged. (ii) Clustering Forming a clustering for the coarsest graph with a clustering algorithm. (iii) Decoarsening with refinement Constructing new clusterings for the finer levels and refining them.
A graph clustering algorithm, the Minmaxcut method [20] , was used for Pothen's two-level architecture model of a proteomic network in Yeast [19] and Ding's bipartite graph modelling of protein complex data [21] . We also used the clustering algorithm to validate our previous multilevel algorithms. Minmaxcut algorithm is a divisive spectral clustering algorithm which repeatedly performs two main steps. One is selecting a cluster to split, and the other is applying a two-way clustering algorithm. Two-way spectral algorithms try to find a pair of disjoint subsets (A, B) of the node set V by computing the eigenvector q 2 associated with the second smallest eigenvalue λ 2 of the graph Laplacian L. That is, Lq 2 = λ 2 q 2 , q 2 = 0. The graph Laplacian L of a weighted graph G is the matrix where the rows and columns correspond to nodes of G, and l ij = −w ij (w ij being the weight of the edge joining nodes i and j ) if i = j , and l ii = j =i w ij . Please refer to [20] for more details.
Divisive algorithms recursively choose a cluster which satisfies a selection criterion and divides it, until we have the predefined number of clusters or until all current clusters satisfy a certain condition. We suggested a variant of Ding's Minmaxcut algorithm by adopting the 'diagonal weighting' idea for unweighted network [1] . The diagonal entries of network matrix are initially all zero. We showed that when the degree of each node is assigned to the corresponding diagonal entry, Minmaxcut algorithm works better.
The clustering of graph G i at level i is represented by a matrix Cut i where (Cut i ) pq = 1 if node p belongs to cluster q, and zero otherwise. The partition from the coarsest level is mapped into finer levels by using the coarsening matrix:
A traditional Kernighan-Lin (KL) type refinement algorithm can be applied to improve the quality at each level [22] , which has O(N 2 ) complexity. KL starts with an initial partition; it iteratively searches for nodes from each cluster of the graph if moving a node to one of the other clusters leads to a better partition. For each node, there may be more than one cluster to give smaller objective function values than the current cut. So the node moves to the cluster that gives the biggest improvement. The iteration terminates when it does not find any node to improve the partition. However, this scheme has many redundant computations. For a given node u, all clusters are considered as possible candidates to which the node u moves. Moving an edge to a cluster to which it is not already connected will always increase the number of edges between clusters. So we only calculate the improvements of cut with clusters which have edges with the node u. This modified scheme works much faster than traditional KL, especially for the sparse networks with large number of clusters. It should be mentioned that there are possibilities of certain objective functions which may improve when a node u moves to a cluster which does have any edge with u. Note that it would be a good idea to find a faster refinement algorithm for multiway clustering such as the Fiduccia-Mattheyses linear time heuristic which was used for bipartitioning problems [23] .
A key part of the ML algorithm is the coarsening of the network; that is, constructing a smaller network preserving essential information of the original network. Matching based algorithms try to merge at most two nodes based on edge or node related information. We have developed various multilevel algorithms to improve existing graph clustering algorithms for PPI networks based on matching. In [1, 3] we presented a ML based matching algorithm which combines a minimal matching idea and a greedy algorithm for weighted graphs. However, these matching based algorithms are hampered by the lack of information on the best number of levels to use. In addition, it fails to merge correct pairs of proteins because they do not take advantage of any structured analysis.
In [2] we developed Triangular Clique (TC) based algorithms which merge highly connected triples of nodes. A clique in an undirected graph G = (V , E) is a subset V ⊆ V , where each pair of nodes in V is connected by an edge. Our TC-based multilevel algorithm was inspired by Spirin and Mirny's use of cliques to identify highly connected clusters [5] . They used the 'clique' idea to identify highly connected clusters of proteins in PPI networks. They not only enumerated all cliques of size three or larger (complete subgraphs) but also constructed partially complete subgraphs with high density.
The problem of finding the maximum size of a clique for a given graph is an NP-complete problem [24] . However, finding all cliques comprised of three nodes takes O(|E| 2 /|V |) time. Cliques which are not completely contained in another are called maximal. A recent algorithm using cliques tries to construct partially complete cliques by merging overlapping maximal cliques [6] . Even though the protein complexes in [6] are predicted as accurately as Spirin and Mirny's method in fairly fast time, the proteins in the predicted protein complexes cover no more than 60% of all proteins in protein complexes annotated in MIPS with just over 70% accuracy.
When we use TCs to form sets of nodes to be merged, we have to make a decision, considering TCs sharing one or two nodes with each other. Our four TC-based algorithms presented in [2] are devised to deal with overlaps of one or two nodes between any two TCs. The graph at the upper-left of figure 1 has five TCs, TC1 through TC5. TC1 and TC2 share two nodes, and TC3 and TC4 share one node. One way is to merge all nodes in TCs which share one or two nodes into one supernode, let us call this method TC_ALL. In this case, any group of TCs which share one or more vertices is merged into a supernode.
Another simple way is to merge one of two TCs sharing nodes and leave the other TC nodes unmerged, let us call this TC_ONLY. Notice that in the figure we assumed TC1 and TC3 are chosen over TC2 and TC4 and merged into two separate supernodes by TC_ONLY, two nodes of TC4 and one node of TC2 were left unmerged. The way we deal with the unmerged nodes in TC_ONLY generates two possible new approaches, which we name TC_ONE and TC_TWO. The one unmerged node of TC2 forms an edge with the supernode after coarsening and it seems reasonable to group it in the same cluster from TC1 created in the TC_ONLY case. We name this approach TC_ONE. In other words TC_ONE is basically the same as TC_ONLY but merges the left-out node of TC2 with the TC1 supernode. TC_TWO however merges all unmerged nodes in TCs which share one or two nodes with the chosen TC. Under the same assumption as above TC1 and TC3 are chosen over other TCs, four nodes in TC1 and TC2 are merged and then five unmerged nodes in TC3, TC4 and TC5 are merged into a supernode. Since TC_ONE, TC_ONLY and TC_TWO all use a certain order to choose TCs, the coarsening varys depending on the order to choose TCs to merge. 
Structure based multilevel algorithms with maximal cliques
The 2-core of Krogan et al.'s network has 1717 proteins and can be broken into two groups. One group contains the proteins which belong to a maximal clique. The other group contains the remaining proteins. We deal with each of these groups in a different way.
First we describe how we deal with the nodes in the first group. If we consider cliques of size three or larger, 1143 distinct proteins are found in 1386 maximal cliques, with 5895 appearances. On average, each protein in this group contributes to about 5.2 maximal cliques. The accuracy of a clique is measured by the largest number of proteins from the same protein complex. The accuracy of a group of cliques is the number of nodes that are correctly grouped in all cliques in the group, divided by the number of nodes in the cliques in the group. The accumulated accuracy of a group of cliques is the sum of the number of correctly grouped nodes (summed over all cliques), divided by the sum of the sizes of the cliques. Table 1 shows the numbers of maximal cliques of various sizes, the quality of each group of cliques, and the accumulated quality for each given size k. The accumulated quality for size k is produced from all maximal cliques of size k and greater. As it happens for the number of nodes in the network, the number of cliques also follows a power-law distribution. There is large overlap among cliques; for example, the two biggest maximal cliques have 16 proteins, yet they share 15 proteins. The third column in table 1 shows that the quality of maximal cliques is very high. Roughly, the bigger the maximal clique, the higher the quality of cliques. This strongly motivates us to consider maximal cliques at each level of our multilevel algorithms. Table 1 . The numbers of cliques in size, the quality of each group of cliques, and the accumulated quality. The quality was computed using the number of correctly grouped nodes and the total number of nodes belonging to maximal cliques. When dealing with the TC based multilevel clustering algorithm [2] , a question left unanswered is how to deal with overlaps between groups of nodes (in our approach the groups are maximal cliques). In [2] we presented four methods for TCs. When considering two TCs there are three cases of overlap, sharing none, one, or two nodes. The experimental results showed that the best accuracy are expected with TC_ONE. That is, two TCs sharing two nodes are merged and two TCs sharing one node are separated with the sharing node assigned to one of them. Zhang et al. [6] uses a good criterion on how to merge maximal cliques. We apply a similar criterion to our TCs and maximal cliques. We define the density of subgraphs with n nodes with e edges as Q = 2e/(n(n − 1)). That is, the Q value of a subgraph is the fraction of the actual number of edges to the possible total number of edges. For cliques the density Q is equal to one. And for two TCs sharing two nodes, the subgraph including two TCs has five actual edges with four nodes, so Q = 5/6 = 0.83. Similarly, two TCs with one sharing node have Q = 3/5 = 0.6.
Number of
Our approach is to use this Q value as in [5, 6] . The importance of Q value has been supported in various papers [25] [26] [27] . We can set a certain cutoff value on Q value, Q cutoff , to decide which cliques are merged. We will talk about more details on choosing Q cutoff in section 3.1. So our approach is described as follows. The Bron-Kerbosch algorithm is used to enumerate all maximal cliques in the network [28] . The maximal cliques are sorted and stored in a clique list of decreasing order according to its clique size. Then, the biggest clique is compared to each with all the other cliques and the Q value of the subgraph including these two cliques is computed, when they have overlapping nodes. Subgraphs with a Q value higher than a certain Q cutoff are merged. Those with lower Q values than Q cutoff are not combined, instead they are modified to avoid overlap among them. They are still cliques, so these are added to the clique list. We repeat this process for all cliques in the clique list until all cliques of size two or greater are used. After we are done, all singletons in the list are left unmerged. We refer to the just described coarsening algorithm as the Maximal Clique Merging (MCM) algorithm.
So we now have to deal with the unmerged nodes in the MCM algorithm. For our graph, there are 574 unmerged nodes. In addition, using Q cutoff = 0.82, 184 singleton nodes were moved to the group of unmerged nodes during the elimination of overlapping parts of cliques mentioned in the previous paragraph.
Since the proteins in the unmerged group do not comprise any maximal clique (for clique sizes of three or greater), it is natural to apply a matching based algorithm to the second group. There are several matching based algorithms for unweighted networks. Among them, HESN, which stands for Heavy-Edge-Small-Node, was developed in [1] . Edge weights in the original PPI networks are initially all one. But after one level of coarsening some edges in the coarsened graph may represent more than one edge (in fact, up to 4) of the original graph. That is, we have groups of different edge weights after coarsening when we define the weight of an edge as the sum of edge weights combined into it. So after one level of coarsening we are able to use edge weights: merge nodes with highest edge weights. But there are many nodes with the same edge weight. Thus we give higher priority to the edge with fewer combining node weights, which is defined as the number of nodes included in the supernode. To break ties, we choose the edge maximizing w(n i ) −1 + w(n j ) −1 where w(n i ) and w(n j ) are the node weights (the number of nodes) of supernodes n i and n j . This method can be applied to the nodes unmerged by the MCM algorithm.
After one level of coarsening with MCM is done, the newly created coarser network may also have maximal cliques. But it is likely that there are fewer maximal cliques after MCM is applied.
Results
Optimum cutoff value
Here we show how changes in Q cutoff for MCM coarsening algorithm affects the number of nodes merged and the quality of coarsening, and we discuss how to decide the optimum Q cutoff .
Let us first start with four TC based algorithms. As seen in section 2.4, the subgraph with TCs sharing one node has Q = 0.83 and two TCs with one sharing node produces Q = 0.6. TC_ALL merges all TCs sharing any node, and merges too many nodes, which is not wanted. TC_TWO picks one TC and merges any TC which shares one or two nodes, so Q cutoff can be any number less than 0.6. TC_ONE similarly picks one TC and merges with TCs sharing only two nodes, so Q cutoff should be between 0.6 and 0.83. Finally, TC_ONLY does not merge with any other TC, so any number greater than 0.83 is acceptable for Q cutoff . We showed TC_ONE and TC_ONLY outperform TC_TWO and TC_ALL in [2] . So for TC based algorithms, Q cutoff can be chosen to be between 0.6 and 1 to expect a good coarsening. The qualities of four TC based algorithms are listed for comparison in table 2. There are 6968 TCs found compared to 1396 maximal cliques. The biggest supernode in TC_ALL has 959 nodes and next biggest one has 12. As expected, the quality of this algorithm is much worse. We now talk about how the quality of coarsening and the size of the coarsened network with MCM change for various Q cutoff . Figure 2 shows the number of nodes merged, the percentage of correctly grouped nodes, and the number of supernodes for 0.4 ≤ Q cutoff ≤ 1. All three figures start with a flat line because the choice of Q cutoff ≤ 0.55 does not make a difference. As Q cutoff increases, the quality of coarsening and the number of supernodes consistently increases up to some point. However, the number of distinct nodes in the supernodes keeps decreasing. This can be well explained as follows: the higher Q cutoff , the fewer nodes are merged; the higher Q cutoff , the higher quality of groupings; the higher Q cutoff , the smaller and more numerous the supernodes. Even though coarsening algorithms aim both to merge as many nodes as possible and to maintain the quality of coarsening, no Q cutoff satisfies both conditions at the same time. So we have to trade off between the number of nodes merged and the quality of coarsening. We present two viewpoints to help decide an optimal Q cutoff . One is the quality point of view. Since a coarsening algorithm is not a clustering algorithm, it is better not to merge too much, as TC_ALL does. Clustering is also considered as grouping supernodes (in some sense it is merging). That is, all nodes go through one more merging stage. So, we rather go with 'less' merging than 'more' merging for higher quality of clustering. The other point of view is in terms of time. Less merging with a high Q cutoff generates a big coarsened network which requires more computational time to cluster. Thus, the optimum Q cutoff should be determined according to the relative importance of time and accuracy.
Comparison of various multilevel algorithms
Finally, we talk about the effect of the MCM algorithm and its variants when they are actually applied to the 2-core network. We compare the clustering results of plain Minmaxcut with those of a TC based multilevel algorithm, TC_ONE, and MCM and its variants. We first fix our cutoff value, Q cutoff , at 0.78 for MCM for the rest of the experiments. When one level of coarsening is completed by MCM, we consider two options. The first is one more coarsening with MCM (that is, two levels of coarsening with MCM); we call this method MCM2. The other option is to use a matching based coarsening algorithm, HESN, for the second level; we call this MCM + HESN. The model network, 2-core network, does not have any more maximal cliques size of three or greater after two levels of coarsening with MCM. So we only consider MCM2 and MCM + HESN for the test. TC_ONE is also compared, along with TC_ONE2 which has two levels of TC_ONE.
One issue dealing with clustering algorithms is the number of clusters created. After clustering the 2-core network, all nodes not in 2-core(Y ) are added. The 139 nodes not in 1-path(2-core(Y )) are stored in 59 additional components. These separate components can be directly added as distinct clusters. The remaining 852 nodes in 1-path(2-core(Y )) are included in existing clusters as described in section 2.2. Under the assumption that we do not have any information on how many clusters are supposed to be constructed, we create 60 through 200 clusters from 2-core(Y ). The 59 additional components from Y \1-path(2-core(Y )) give 119 through 259 clusters in total. Figure 3 shows the accuracy for Minmaxcut and the five multilevel algorithms, MCM, TC_ONE, TC_ONE2, MCM2, and MCM+HESN to build 60 through 200 clusters. The accuracy of each method mostly keeps increasing as the number of clusters increases. All methods show improvements from the plain Minmaxcut method. In particular, MCM, MCM2, and MCM + HESN reliably improve the accuracy of clusters by, on average, 10% (and up to 15%). The MCM related methods mostly work better than TC_ONE. MCM usually outperforms the other multilevel algorithms in accuracy. The reason TC_ONE2 does not outperform TC_ONE is easily explained: TC_ONE2 over-merges nodes (Q cutoff too low) so the coarsening becomes bad like TC_ALL.
The total elapsed time for these six methods appear on the left hand side of figure 4. Time is measured in seconds. Top right figure shows the accumulated time after each of three stages of multilevel algorithms finished for MCM method. The bottom right figure shows those for MCM + HESN. The total elapsed time for Minmaxcut is dedicated to partitioning. Also, the number of clusters does not increase the total time much. Of course, there should be much difference from a few levels to 10. This means that after some number of clusters are obtained by Minmaxcut, constructing extra clusters does not take much time. The middle lines in (b) and (c) of figure 4 indicate the time consumed for coarsening and partitioning. Those are all very flat like plain Minmaxcut. This leads to the conclusion that the total time for these multilevel algorithms depends mostly on the refinement step. This phenomenon occurs for all other multilevel algorithms. Since KL refinement algorithm (complexity O(N 2 )) performs poorly with a large number of clusters, it was modified to generate good results. Coarsening time for MCM is 1.16 seconds compared to 55.69 seconds for partitioning. Only 0.55 seconds is used to enumerate all maximal cliques. Even though finding all maximal cliques in a network is NP-hard, it doesn't take much time to detect them in sparse networks like PPI networks.
Of the five multilevel methods considered, MCM + HESN takes the least time in general. 
Conclusion
Traditional matching based multilevel algorithms which merge at most two nodes at a time to construct a supernode are limited, especially on unweighted graphs, because they do not use any structured analysis. We present triangular clique (TC) based multilevel algorithms and further maximal clique merging multilevel algorithms to overcome this problem. Qualities of supernodes with our clique merging multilevel algorithms are better even though time complexities are much bigger than other matching based algorithms because all maximal cliques should be enumerated in advance. Fortunately, all maximal cliques are enumerated pretty rapidly on scale free networks. Most of the time is spent at the refining step, especially when dealing with many clusters.
