Introduction
First, we introduce some notation. Let the shortcut 'an m × n-matrix' M mean a matrix with m rows (which we view as horizontal arrays) and n 'vertical' columns. Usually, we restrict entries to only two values, 0 and 1; in all other cases, we indicate the range explicitly. For an n × m-matrix M, its order v(M) = n is the number of rows and its size e(M) = m is the number of columns. We distinguish the expressions like 'an n-row matrix' and 'an n-row' standing respectively for a matrix with n rows and for a row containing n elements.
For an n × m-matrix M and sets A ⊆ if the addition of any new n-column C to M creates a new forbidden submatrix, that is, there is A ⊆ [n] such that M(A, ) is F -free while [M, C](A, ) is not. Clearly, m-SAT(n, F ) ⊇ SAT(n, F ), so m-sat(n, F ) ≤ sat(n, F ) where as always m-sat(n, F ) = min{e(M) : M ∈ m-SAT(n, F )}. This is the natural analog of the m-sat-function for graphs, which was studied already in [11] . It is useful in proving lower bounds on sat(n, F ) via induction on n.
There is an obvious generalization of these problems when we consider the class of [0, l]-matrices (matrices whose entries can assume (l + 1)-values from {0, . . . , l}) with the above definitions going practically unchanged. In this case we will use symbols like SAT(n, F ; l), etc., whereas the default SAT(n, F ) = SAT(n, F ; 1) is the usual notion.
By T l k we denote the simple k × k l
-matrix consisting of all k-columns with exactly l ones and by K k -the k × 2 k matrix of all possible columns of size k. Naturally, T ≤l k denotes the k × f (k, l)-matrix consisting of all distinct columns with at most l ones, etc, where we use the shortcut f (n, k) = n 0 + n 1 + · · · + n k .
Vapnik and Chervonenkis [21] , Perles and Shelah [19] , and Sauer [18] showed independently that forb(n, K k ) = f (n, k − 1).
As formula (1) plays an important role in our consideration of the sat-function, we give a proof, for the sake of completeness, of a more general result which is of independent interest. Namely, in the class of [0, l]-matrices, we compute the maximum size of a K l k -free n-row matrix, where K l k is the k-row matrix of size (l + 1) k consisting of all distinct k-columns made of symbols from [0, l] = {0, . . . , l}. Our proof is based on the ideas of Frankl introduced in [13] . Theorem 1.1 For any l ≥ 1, k ≥ 1 and n ≥ k − 1,
Proof. To prove the lower bound, consider the matrix made of all columns containing l at most k − 1 times which is obviously K ′ , in an arbitrary way, to an F -saturated matrix. Let C be any added (n + 1)-column. As both M ′ ([n], ) and M ′ ([n−1]∪{n+ 1}, ) are equal to M ∈ SAT(n, F ), we conclude that both C([n]) and C([n−1]∪{n+1}) must be columns of M. As C is not an M ′ -column, C = (C ′ , b, 1 − b) for some (n − 1)-column C ′ and b ∈ {0, 1} such that both (C ′ , 0) and (C ′ , 1) are columns of M. This implies that sat(n+1, F ) ≤ e(M)+2d, where d is the number of pairs of equal columns in M after we delete the nth row.
The above argument works for the m-sat-function. Namely, duplicate a row of some M ∈ m-SAT(n, F ) and add one by one missing columns so that no new forbidden submatrix appears; clearly the resulting matrix is monotonically F -saturated and, like above, we add at most 2d extra rows. In particular, the following theorem follows.
Theorem 2.1 Either m-sat(n, F ) is constant for large n or m-sat(n, F ) ≥ n + 1 for every n. The analogous statement is true for the sat-function if no matrix in F has two equal rows.
Proof. If we have some M ∈ m-SAT(n, F ) with at most n columns then a well-known theorem of Bondy [7] (see, e.g., Theorem 2.1 in [5] ) implies that there is i ∈ [n] such that the removal of the ith row does not create two equal columns. Hence, the duplication of the ith row gives a monotonically F -saturated matrix, which implies m-sat(n+1, F ) ≤ m-sat(n, F ) and the first part follows. The same argument establish the second part as the duplication of a row cannot create a forbidden submatrix by the condition on F .
Suppose that F consists of k-row matrices. Is there any good general upper bound on forb(n, F ) or sat(n, F )? There were different papers dealing with general upper bounds on forb(n, F ), e.g., by Anstee and Füredi [4] , by Frankl, Füredi and Pach [14] and by Anstee [1] , until the conjecture of Anstee and Füredi [4] that forb(m, F ) = O(n k ) for any fixed F was elegantly proved by Füredi (see [2] for a proof).
On the other hand, we can show that sat(n, F ) = O(n k−1 ) for any family F of krow matrices (including infinite families). This is the matrix analog of the main result in [17] . Note we cannot decrease the exponent of k − 1 with the estimate remaining true for any F ; for example, sat(n,
Proof. We may assume that K k is F -admissible (i.e. every matrix of F contains a pair of equal columns) for otherwise we are home by (1) as then sat(n,
be the smallest number such that there exists m for which [mT
Suppose first that l < k. Given n, let N be the n-row matrix corresponding to the following set system:
Here X (i) = {Y ⊆ X : |Y | = i} denotes the set of all subsets of X of size i.
Note that any A ∈ [n]
(l) is covered by at most d−1 edges of H as there are at most
On the other hand, the set H ′ of all l-subsets of [n] covered by fewer than d − 1 edges of H has size at most 2(d − 1)
] and x ∈ A, 2x = j − a∈A\{x} a (mod n) so, once A \ {x} and j have been chosen, there are at most 2 choices for x.
To obtain a bad k-set X, we either complete some A ∈ H ′ to any k-set or take any l-set A and let X ⊇ A intersect some H-edge covering A. Therefore, the number of bad sets is at most
Hence, M ′ cannot contain a forbidden submatrix. Now complete it to arbitrary
for some X, Y . Now, remove the columns corresponding to Y from M ′′ and repeat the procedure as long as possible to obtain > O(n
and M(X, ) contains a forbidden matrix. This contradiction proves the required bound for l < k.
Suppose that l = l(F ) equals k; the above argument does not work in this case because
is as above; clearly, each N s is F -free. Also let C * be obtained from a column C by adding d zeros to the end; to obtain M * , we apply this operation to every column of a matrix M; this increases the number of rows by d.
Let
is not F -free; clearly, this property is not affected by a row/column permutation of M.
so l(F * ) < k and, by the above argument, we can find
and the theorem follows.
Forbidding Complete Matrices
Let us investigate the value of sat(n, K k ). (Recall that K k is the k × 2 k -matrix consisting of all distinct k-columns.) We are able to settle the cases k = 2 and k = 3.
We will use the following trivial lemma a couple of times.
Lemma 3.1 Each row of any M ∈ m-SAT(n, K k ), n ≥ k, contains at least l ones and at least l zeros, l = 2 k−1 − 1. But then M has at most 2 k − 2 columns, which is a contradiction.
The following result sounds as a rather natural (and not difficult) question if reformulated in the terms of set systems but we have not been able to find it in the literature.
Proof. Suppose that the statement is not true, that is, there exists a monotonically K 2 -saturated matrix with its size not exceeding its order. By Theorem 2.1, m-sat(n, K 2 ) is eventually constant so we can find an n×m-matrix M ∈ m-SAT(n, K 2 ) having two equal rows for some n ∈ N.
As we are free to complement and permute rows, we may assume that, for some
. Note that i < n as we do not allow multiple columns in M (and
Let j ∈ [i + 1, n]. By Lemma 3.1, the jth row M(j, ) has both entries 0 and 1. By the definition of i, M(j, ) is not equal to M(1, ) nor to 1 − M(1, ). It easily follows that there are
Now, as M ∈ SAT(n, K 2 ), the addition of the column
(which is not in M because C(1) = C(2)) must create a new K 2 -submatrix, say in the xth and yth rows, some 1 ≤ x < y ≤ m. Clearly, {x, y}
and we can see that K 2 is isomorphic to M({x, y}, {a 1 , a 2 , g y , h y }), which contradicts K 2 M({x, y}, ). So we have to assume that i < x < y ≤ n.
which is a contradiction proving our theorem.
Theorem 3.2 yields that sat(n, K 2 ) = forb(n, K 2 ) = n + 1 which, in our opinion, is rather surprising. A greater surprise is yet to come as we are going to show now that sat(n, K 3 ) is constant for n ≥ 4. Theorem 3.3 For K 3 the following holds:
Proof. The claim is trivial for n = 3, so assume n ≥ 4. A computer search [10] revealed that
which suggested that sat(n, K 3 ) is constant. An example of a K 3 -saturated 6 × 10-matrix is the following. So sat(n, K 3 ) ≤ 10 for each n ≥ 4 and, to prove the theorem, we have to show that no K 3 -saturated matrix M with at most 9 columns and at least 4 rows can exist. Let us assume the contrary. Claim 1. Any row of M ∈ SAT(n, K 3 ) necessarily contains at least four 0's and at least four 1's, for n ≥ 4.
Suppose, on the contrary to the claim, that the first row M(1, ) contains only 3 zeros, say in the first three columns. (By Lemma 3.1 we must have at least 3 zeros.)
If we replace the ith of these zeros by 1, i ∈ [3] , then the obtained column
, C 2 and C 3 are columns of M. These columns differ only in the first entry from M(, 1), M(, 2) and M(, 3) respectively. Therefore, for each A ∈ [2, n] (3) , the matrix M(A, ) can contain at most e(M) − 3 ≤ 6 distinct columns. But then any column C which is not the column of M and has the leading entry 1 (C exists as n ≥ 4), contradicts the K 3 -saturation of M as the first row of [M, C] contains at most 3 zeros. This contradiction proves Claim 1.
Therefore, e(M) is either 8 or 9. As we are free to complement the rows, we may assume that each row of M contains exactly four 1's. Call A ∈ [n] (3) (and also M(A, )) nearly complete if M(A, ) has 7 distinct columns. T is the missing column of M(A, ), then some 7 columns span a copy of K 3 \ (0, 0, 1)
T . By counting 1's in the rows we deduce that the remaining column(s) must have exactly one non-zero entry and one of them equals (0, 0, 1)
T , which is a contradiction. Now fix any nearly complete A which exists by the K 3 -saturation of M. Assume that A = [3] and that the first 7 columns of M( [3] , ) are distinct. We know that the 3-column missing from M( [3] , [7] ) has at least two 1's.
If (1, 1, 1) T is missing, then M( [3] , [7] ) contains exactly three ones in each row, so the remaining column(s) of M must contain an extra 1 in each row. As (1, 1, 1) T is the missing column, we conclude that e(M) = 9 and the 8th and 9th columns of M( [3] , ) are, up to a row permutation, (0, 0, 1)
T and (1, 1, 0) T . This implies that M( [3] , ) contains the column (0, 0, 0)
T only once. On the other hand, by Claims 2 and 3, M must contain the columns ( (0) n ) T and ((0) n−1 , 1) T (as they cannot create K 3 ) whose first three entries are zeros, which is a contradiction.
Similarly, if (1, 1, 0) T is missing, one can deduce that, up to a row permutation, M( [3] , ) contains 7 distinct columns plus the columns (1, 0, 0)
T and (0, 1, 0) T and, again, the multiplicity of (0, 0, 0) T is only one, which is a contradiction as above, completing the proof of the theorem.
We do not have any non-trivial results concerning K k , k ≥ 4 except that a computer search [10] showed that sat(5, K 4 ) = 22 and sat(6, K 4 ) ≤ 24. (We do not know if a K 4 -saturated 6 × 24-matrix discovered by a partial search is minimal.)
Forbidding Small Matrices
Here we will try to compute sat(n, F ) for forbidden matrices with at most 3 rows.
Forbidding 1-Row Matrices
For any given 1-row matrix F , we can determine sat(n, F ) for all but finitely many values of n:
Proof. Assume that l ≥ 2, as the case l = 1 is trivial.
Suppose that m = 0. The case l = 2 is trivial, so assume l ≥ 3. An example of M ∈ SAT(n, F ) can be built for n ≥ l −1 by taking T On the other hand, suppose on the contrary that some F -saturated matrix M has n ≥ l − 1 rows and c ≤ l columns. As c < 2 n and M contains the all-0 column, c = l and some row M(i, ) contains at l − 1 ones. As we are not allowed multiple columns in M, some other row, say M(j, ), has at most l − 2 ones. Then χ {j} is not a column of M because its ith entry is zero but its addition does not create l ones in a row. This contradiction establishes the case m = 0.
For
. Clearly, each row of M contains l ones and m − 1 zeros so any new column (which must contain at least one 0) creates an F -submatrix and the upper bound follows. The lower bound is trivial.
Remark 4.2
The case when n ≤ l − 2 in Theorem 4.1 seems messy so we do not investigate it here.
Forbidding 2-Row Matrices
Now let us consider some particular 2-row matrices.
Let F = lT T exactly l−1 times. If we let set X i be encoded by the ith row of M ′′ as its characteristic vector, we have that |X i ∩ X j | = l − 1 for every 1 ≤ i < j ≤ n. The result of Bose [8] (see [16, Theorem 14.6] ), which can be viewed as an extension of the famous Fisher's inequality [12] , asserts that the rows of M ′′ are linearly independent over the reals or M ′′ has two equal rows, say X i = X j . The last case is impossible because then |X i | = l − 1 and each other X h contains X i as a subset; this in turn implies that the column ( (1) n ) T appears at least l − 1 ≥ 2 times in M ′′ and (since n ≥ 3) the same number of times in M ′ , a contradiction. Thus the rank of M ′′ over the reals is n. Since every column added to M ′ when we were constructing M ′′ was already present in M ′ , the matrices M ′ and M ′′ has the same rank over the reals. Thus M ′ has at least n columns and the lemma follows.
Let us show that Lemma 4.3 is sharp for some n. Suppose there exists a symmetric (n, k, 2)-design (meaning we have n k-sets
(2) is covered by exactly two X i 's). Let M be the n × n-matrix whose rows are the characteristic vectors of the sets (3) form the Fano plane. Constructions of such designs for n = 16, 37, 56, and 79 can be found in [9, Table  6 .47].
Of course, the non-existence of a symmetric (n, k, 2) design does not imply anything about sat(n, 3T Let X 1 , . . . , X 5 be the subsets of [5] encoded by the rows of M.
, then |X i | = 2, every other X h contains X i as a subset, and M has two equal columns, a contradiction. In particular, 3 ≤ |X i | ≤ 4 for every i ∈ [5] . A simple case analysis gives a contradiction by assuming that each |X i | = 3. Finally, if some |X i | = 4, say X 1 = [4], then each of X 2 , . . . , X 5 contains 5 and some two elements of [4] , and we can easily derive a contradiction. It is easy to compute sat(n, T . Then sat(n, F ) = 3, n ≥ 2.
Proof. For n ≥ 3, the matrix M consisting of the columns (0, 1, (1)
T and (0, 0, (1) n−2 ) T can be easily verified to be F -saturated and the upper bound follows.
Since n = 2 is trivial, let n ≥ 3. Any 2-column F -free matrix M T 1 2 is, without loss of generality, the following: we have rows (0, 0), (1, 1), (1, 0) and (0, 1) occurring, in this order, n 00 ≥ 0, n 11 ≥ 1, n 10 ≤ 1 and n 01 ≤ 1 times respectively. But then the addition of a new column ( (0) n 00 +1 , 1, 1, . . . ) T cannot create an F -submatrix.
Proof. Clearly, forb(n, F ) ≤ forb(n, K 2 ) = n + 1. Next, suppose that some M ∈ SAT(n, F ) has two equal rows, for example,
(For example, A 1 = A 2 = X.) As M is F -free, for every i, j ∈ [n], the sets A i and A j are either disjoint or one is a subset of the other. T cannot be a column of M({i, j}, )), which implies A i = A j ; but then we do not have a copy of F as (1, 0) T is missing. Thus, no F -saturated matrix M cannot have two equal rows and, by Theorem 2.1, sat(n, F ) ≥ n + 1 for any n.
Trivially, sat(n, [(0, 1) T , T 2 2 ]) = 2 so we know the sat-function for any simple 2-row matrix.
Forbidding 3-Row Matrices
Here we consider some particular 3-row matrices. First we solve completely the case when F = [T Proof. For the upper bound we define the following family of matrices. [10] showed that sat(n, F ) = e(M n ) for 3 ≤ n ≤ 10. It remains to show that sat(n, F ) ≥ 7 (6) for n ≥ 11. In order to see this, we show the following result first. Claim. If M is an F -saturated matrix of size n × m with n ≥ 11 and m ≤ 6 then M contains a row with all zero entries or with all one entries.
Suppose on the contrary that we have a counterexample M. We may assume that the first 6 entries of the first column of M are equal to 0. Consider a matrix A = M( [6] , {2, . . . , m}). Note that every column of A contains at most two entries equal to 1, otherwise M( [6] , ) ⊇ F . Hence, the number of 1's in A is at most 2(m−1). By our assumption, each row of A has at least one entry 1. Since 2(m − 1) < 12, A has a row with precisely one entry equal to 1. We may assume that A(1, 1) = 1 and A(1, i) = 0 for 2 ≤ i ≤ m. Let C 2 be the second column of M (remember that C 2 (1) = A(1, 1) = 1) .
Consider the n-column C 3 = [0, C 2 ({2, . . . , n}) T ] T which is obtained from C 2 by changing the first entry to 0. If it is not in M, then F ⊆ [M, C 3 ]. This copy of F has to contain the entry in which C 3 differs from C 2 . But the only non-zero entry in Row 1 is M (1, 2) ; thus F ⊆ [C 2 , C 3 ], which is an obvious contradiction. Thus we may assume that C 3 is the third column of M.
We have to consider two cases. First, suppose that C 2 ({2, . . . , n}) has at least one entry equal to 1. Without loss of generality, assume that C 2 (2) = C 3 (2) = 1.
It follows that C 2 (i) = C 3 (i) = 0 for 3 ≤ i ≤ 6 (otherwise the first and the second columns of M would contain F ). Let B = M({3, 4, 5, 6}, {4, . . . , m}).
By our assumption, each row of B has at least one 1; in particular m ≥ 4. Clearly, B contains at most 2(m − 3) < 8 ones. Thus, by permuting Rows 3, . . . , 6 and Columns 4, . . . , m, we can assume that B(1, 1) = 1 while B(1, i) = 0 for 2 ≤ i ≤ m−3. Let C 4 be the fourth column of M and C 5 be such that C 4 and C 5 differ at the third position only, i.e., C 4 (3) = 1 and C 5 (3) = 0. As before, C 5 must be in M, say it is the fifth column. Since C 4 ({4, 5, 6}) has at most one 1, assume that C 4 (5) = C 4 (6) = C 5 (5) = C 5 (6) = 0. We need another column C 6 with C 6 (5) = C 6 (6) = 1 (otherwise the fifth or the sixth row of M would consist of all zero entries). In particular, m = 6. But now the new column C 7 which differs from C 6 at the fifth position only (i.e. C 7 (5) = 0 and C 7 (i) = C 6 (i) for i = 5) should be also in M, since M is F -saturated. This contradicts e(M) = 6. Thus the first case does not hold.
In the second case, we have C 2 (i) = C 3 (i) = 0 for every 2 ≤ i ≤ 6. We may define B as in (7) and get a contradiction in the same way as above. This proves the claim.
Suppose on the contrary to the theorem that we can find an F -saturated matrix M with n ≥ 11 rows and m ≤ 6 columns. By the claim, M has a constant row, say
Repeating this argument, we eventually conclude that sat(10, F ) ≤ 6, a contradiction to the results of our computer search. The theorem is proved. Moreover, for any n ≥ 8, sat(n, F ) ≤ 7.
Proof. For n = 3, . . . , 7 the statement follows from a computer search [10] with the following F -saturated matrices. 
, ) = M 6 and M n (i, ) = 0 0 0 1 1 1 1 for every 7 ≤ i ≤ n (i.e. the last row of M 6 is repeated (n − 6) times). It remains to show that M n , n ≥ 8, is F -saturated. Clearly, this is the case, since M 7 is F -saturated and F contains no pair of equal rows.
Then sat(n, F ) = 7 for every n ≥ 8. 
Moreover, for any n ≥ 7, sat(n, F ) ≤ 10.
Proof. For n = 3, . . . , 6 the statement follows from a computer search [10] with the following F -saturated matrices. Then sat(n, F 1 ) = sat(n, F 2 ) = 3n − 2 for any 3 ≤ n ≤ 6. Moreover, for any n ≥ 7, sat(n, F 1 ) ≤ 3n − 2 and sat(n, F 2 ) ≤ 3n − 2 as well.
n and consists of all those columns of T 2 n which have precisely one entry equals 1 either in the first or in the nth row, e.g., for n = 5 we obtain 
n is F 1 -admissible we get that M n is both F 1 and F 2 admissible. Now we show that M n is F 1 -saturated (consequently, M n is also F 2 -saturated). Indeed, pick any column C which is not present in M n . Such a column must contain at least 2 ones and 1 zero. Let 1 ≤ i, j, k ≤ n be the indices of C so that c i = 0, c j = c k = 1. If i = 1 or i = n, then the matrix M n ({i, j, k}, ) contains F 1 . Otherwise, c 1 = c n = 1, and there also exists 1 < i < n such that c i = 0. Here M n ({1, i, n}, ) contains F 1 . Hence, sat(n, F 1 ) ≤ 3n − 2 and sat(n, F 2 ) ≤ 3n − 2 for any n ≥ 3. A computer search [10] yields that these inequalities are equalities when n = 3, . . . , 6. . Then sat(n, F 1 ) = sat(n, F 2 ) = 3n − 2 for every n ≥ 7.
Remark 4.16 It is not hard to see that sat(n, F 1 ) ≥ n + c √ n for some absolute constant c and all n ≥ 3. Indeed, let M be an n × (n + 2 + λ) F 1 -saturated matrix of size sat(n, F 1 ) for some λ = λ(n). We may assume that M(,
Moreover, we assume that every column of matrix M([λ], {n + 3, . . . , n + 2 + λ}) contains at least one entry equal to 1 (there must be a permutation of the rows of M satisfying this requirement). We claim that all rows of M({λ + 1, . . . , n}, {n + 3, . . . , n + 2 + λ}) are different. Suppose not. Then, there are indices λ + 1 ≤ i, j ≤ n such that M(i, {n + 3, . . . , n + 2 + λ}) = M(j, {n + 3, . . . , n + 2 + λ}). Now consider a column C in which the only nonzero entries correspond to i and j. Clearly, C is not present in M, since the first λ entries of C equal 0. Moreover, since M is F 1 -saturated, the matrix [M, C] contains F 1 . In other words, there are three rows in M which form F 1 as a submatrix. Note that the ith and jth row must be among them. But this is not possible since F 1 has no pair of equal rows.
Let M 0 = M({λ + 1, . . . , n}, {n + 3, . . . , n + 2 + λ}) T . Clearly, M 0 is F 1 admissible. Anstee and Sali showed (see Theorem 1.3 in [3] ) that forb(λ,
, and consequently, λ = Ω( √ n). Hence, sat(n, F 1 ) = e(M) ≥ n + Ω( √ n), as required. printf("\n************************** Wellcome to SATMAT! **************************\n"); printf("This program checks if sat(n,F) <= target, for a given an r-row matrix F.\n"); printf("If so, an n-row F-saturated matrix is produced.\n"); printf("*************************************************************************");
printf("\n input n --> "); scanf("%d", n); if (*n < 2 || *n > MAXN) { printf(" n is not in the range 2 to %d (MAXN)\n\n", MAXN); exit(0); printf("\n******************************* Solution ********************************\n"); if (examples > 0) { printf("%28s sat(%d,F) = %d\n", "",n, strong+irr); } else { printf("%28s sat(%d,F) > %d\n", "", n, target+irr); } printf("*************************************************************************\n"); } int main(int argc, char *argv[]) { int n, r, c, ncr, target, irr; input(&n, &target, &r, &c, &irr); setup(n, r, c, &ncr); find_sat(n, r, ncr, target-irr, irr); exit(0); }
