The economic recession has been suggested as a probable cause of the significant decline in traffic casualties in the U.S. in the early 1980s. The present study was designed to identify the underlying relationship between changes in economic conditions, as reflected in the rate of unemployment, and motor vehicle crash involvement. The potentially intervening influence of vehicle miles traveled was also examined. ARIMA and dynamic regression time-series modeling procedures were used to assess the direction, magnitude, and lag structure of the relationships. Results revealed a significant concurrent inverse relationship between the rate of unemployment and the frequency of crash involvement, and a significant lag 1 positive relationship between these two variables. Vehicle miles traveled was not a significant intervening influence between unemployment and crash involvement. Summing the concurrent and lagged effects indicated a net negative relationship between unemployment and crash involvement. However, the magnitude of the effect is quite small, accounting for only a small portion of the total decline in traffic casualties in recent years.
Injury and death caused by motor vehicle crashes have recently received increased attention in the U.S. New policies and programs designed to reduce traffic casualties have proliferated. Some 40 states now require that young children be adequately restrained when traveling in a motor vehicle [Physicians for Automotive Safety, 1983; Highway and Vehicle Safety Report, 19831 . Higher legal drinking ages have been implemented in 30 states, primarily as a means to reduce alcohol-related crashes among youth [Wagenaar, 19831. Other laws focused on alcohol-impaired drivers of all ages have been strengthened. In addition to such high-profile changes in public interest and traffic safety laws, most states and localities continue with a wide variety of law enforcement, educational, and public health efforts designed to reduce trauma due to traffic crashes. Corresponding to the heightened interest in highway safety, the death and injury toll due to traffic accidents has declined. The number of traffic fatalities in the U.S. compared with the previous year declined 3. 5% in 1981, and 10.8% in 1982 [Cerrelli, 19831 . Given that such significant declines in casualties occurred at the same time as strengthened countermeasure efforts, one might conclude that recently implemented policies and programs are successfully reducing the frequency and severity of traffic accidents. Numerous confounding factors make such a conclusion premature. Even when controlled scientific evaluations of specific countermeasure programs are available, there remain other variables that must be taken into account. One such potentially confounding factor is the influence of macroeconomic conditions on the rate of crash involvement. It was the goal of this study to identify whether general economic conditions significantly influence crash rates, and to measure the effects so that they might be taken into account when assessing the success or failure of current prevention efforts.
Findings concerning the effects of macroeconomic conditions on crash rates should be of immediate interest to policy makers and program managers attempting to reduce the incidence of traffic accidents. If the severe recession of the early 1980s is followed by a period of significant economic expansion, as many analysts predict, effects of the changing economic circumstances may overwhelm expected policy or program effects. For example, the limited evidence to date indicates that significant reductions in motor vehicle crash rates in recent years may be due to the economic recession. If local, state, and national agencies implement and evaluate programs to reduce crash involvement during a time of economic expansion, inaccurate conclusions may be made that the intensified prevention efforts had no beneficial effect. Without detailed information on the nature of the potentially confounding effects of economic conditions, new policies and programs currently being implemented may not contribute to a major improvement in the state of knowledge concerning effective means for prevention of traffic casualties.
BACKGROUND
Interest in the influence of economic conditions on behavior is not new. Several social scientists over the past century have noted the link between economic conditions and social behavior [Durkheim, 1951 [Durkheim, , originally published in 1897 Burgess, 1925; Ogburn, 1936; Cottrell, 19511 . Sociologists, noting that upward social mobility is defined as normative in American society, have pointed out that lack of such mobility therefore significantly disrupts a person's definition of self and pattern of interpersonal relationships, and reduces one's integration into the social system [Mizruchi, 19641. One consequence of economic recessions that has been studied in some detail is psychological stress and associated mental illness. Dohrenwend [19753 and Liem and Liem [1978] reviewed numerous cross-sectional studies, and pointed out that most have found an inverse relationship between socioeconomic status and mental illness. More convincing of a causal relationship between undesirable economic change and mental illness are longitudinal or time-series studies. Fifteen aggregate time-series studies of the effect of economic change on mental health were reviewed by Dooley and Catalan0 [1980] , Catalan0 and Dooley 119811. Although specific findings on the nature of the observed effects vary, all 15 studies found significant relationships between economic change and mental disorder (as reflected in suicide rates, admissions to mental hospitals, and self-reported mood). Kasl and Cobb [1979] monitored individual workers prior to, during, and after plant closings, and found significant changes in reported symptoms of disorder.
Several studies have examined the relationship of economic conditions to the incidence of a variety of health problems other than mental stress, such as cardiovascular diseases and infant mortality [Catalan0 and Dooley, 19831 . The most frequent finding is that negative changes in economic conditions, such as increased unemployment rates, are associated with increased incidence of health problems.
A contrary view was expressed by Eyer [ 19771, who noted that death rates for accidents, heart disease, stroke, liver cirrhosis, influenza, and other causes (with the exception of suicide and homicide) rise during periods of business expansion, and fall during recessions. Eyer acknowledged that suicide and homicide death rates as well as mental illness indicators rise during recessions, rather than during periods of economic growth. However, since suicide and homicide represent only about 2% of the total death rate, Eyer concludes that economic prosperity is the more serious public health problem, rather than economic recession.
The broad literature on health effects of economic change includes very little discussion of the effects of the economy on injuries, the leading cause of death for those age 1 to 44 wational Safety Council, 19821. Some researchers, like Catalan0 and Dooley [1983] , measure the dependent variable by asking respondents whether they have been ill or injured in the past three months. Because responses were coded dichotomously (ill or injured: yes/no), no separate information concerning the effect of economic change on injury rates was obtained. The relationship between economic conditions and motor vehicle accidents, the leading cause of trauma-induced death, has been given even less research attention. One exception is a very brief report by the Insurance Institute for Highway Safety [ 19831. Plots of changes in traffic deaths and changes in the Industrial Production Index from 1976 through 1982 showed similar patterns. Although no statistical analyses were reported, the apparent correlation is used as the basis for the conclusion that the economy "accounted for the 1981-82 downturn in deaths".
In summary, a diverse body of literature indicates that economic conditions influence a number of health problems. The findings, however, vary from study to study, and there is a dearth of research focused on the effect of economic conditions on injury rates. The present study was designed to clarify the effects of economic conditions on motor vehicle crashes and resulting injury and death rates.
HYPOTHESES
The specific measure of economic conditions used in the current study is the rate of unemployment. Two types of effects of the unemployment rate on crash involvement were hypothesized. First, that high rates of unemployment would lead to less motor vehicle travel, which would in turn cause a reduction in frequency of traffic crashes. Economic uncertainty and reduced disposable income associated with high unemployment rates may cause a reduction in discretionary driving. Reduced exposure to the risk of involvement in traffic crashes is likely to reduce the aggregate number of crashes.
The second hypothesized effect of unemployment on crash involvement is not mediated by vehicle miles traveled. The argument is as follows. High rates of unemployment lead to higher levels of mental stress in the population. Increased stress associated with job loss or feared job loss during a recession might cause more aggressive driving patterns (i.e. higher threshold of acceptable risk). A consequence may be increased crash rates, in spite of no change in amount of automobile travel. Note that increased stress associated with high unemployment is not limited to specific individuals who lose their jobs. Awareness among the entire population of an increased rate of unemployment may increase their level of apprehension and stress experienced, even though they themselves are not subject to job loss. Because high levels of stress are known to be associated with increased risk of involvement in traffic accidents [Appel and others, 1980; Selzer and Vinokur, 1975; Holt, 19821 , an increase in rate of unemployment may result in an increase in automobile accidents.
These two hypotheses represent opposite effects of a change in unemployment on crash involvement. This study was not only designed to identify which of these hypotheses is supported by the data, but also to assess the nature of the lag structure of observed effects. The effect of changes in unemployment rate may not be limited to a single immediate direct or inverse effect, but may be dynamic, evolving over the months following a change in unemployment. Both effects may be present, but have different lag structures. The current study assessed both simultaneous and dynamic relationships (with lags from 1 to 9 months) between unemployment rate, vehicle miles traveled, and crash involvement.
METHODS
The analysis methods developed by Box and Jenkins [1976] were used to construct dynamic time series models of the relationships under study. All variables were measured on a monthly basis from January 1972 through December 1982. The dependent variable was the number of drivers involved in motor vehicle accidents in Michigan in which there was at least one injury (Fig. 1) . These data were based on detailed investigative reports for all traffic accidents that were reported to police during this period. The goal of the study was to identify effects of economic conditions on typical drivers; therefore, to avoid the potentially confounding influence of economic conditions on traffic directly related to commerce (heavy truck traffic, for example), only passenger cars, light trucks, and motorcycles were included in the crash involvement indicator.
The independent variable, economic conditions, was operationalized using the percent of Michigan civilian labor force that is unemployed (i.e. not currently employed and actively seeking employment). These data, based on a household sample, can be found in Verway [1983] . Michigan was selected as the jurisdiction for study not only because of the availability of comprehensive data on crash involvement, but also because the state has experienced wide variation in the rate of unemployment over the past decade (Fig. 2) . High variance in the independent variable facilitates the identification of its effects on the dependent variable.
Finally, a measure of motor vehicle miles traveled was incorporated into the study, to assess its potentially intervening effect between unemployment and crash involvement. Vehicle miles traveled is estimated on a monthly basis by the Michigan Department of Transportation, based on both traffic counter and motor fuel sales data. While estimation of vehicle miles traveled is an inexact science, these data represent the best currently available measure of exposure to the risk of crash-related injury (Fig. 3) . The data analyses involved the development of parsimonious Auto-Regressive Integrated Moving Average (ARIMA) models for each variable. These models describe the stochastic autocorrelation structure of each series, and in effect filter out any variance in the variable that is predicable on the basis of the past history of that variable. There are a number of advantages of ARIMA modeling versus standard regression and common econometric techniques. Most importantly, ARIMA modeling procedures explicitly take into account all of the significant autocorrelations within each variable, and do not simply assume that the error terms are independent (as with ordinary least squares regression) or only characterized by first-order autoregression (as with many conventional econometric modeling techniques). The combination of dynamic regression models (i.e. transfer functions) with ARIMA models included an explicit examination of the lag structure of bivariate relationships under study, providing information on the time-ordered structure of the relationships, further increasing the degree of confidence in interpreting observed relationships in causal terms.
Each of the final models discussed below is the result of several repetitions of the specification, estimation, and diagnostic procedures originally developed by Box and Jenkins. The nonlinear backcasting algorithm found in BMDPZT [Dixon and others, 19831 was used for parameter estimation. All models were estimated iteratively until the relative change in the residual sum of squares was less than 0.00001. Each of the models presented here meet all of the criteria for model adequacy suggested by Box and Jenkins. Accompanying the estimation results for each model is an analysis of residuals demonstrating the lack of significant remaining autocorrelation patterns. The revised Q-statistic developed by Ljung and Box [I9761 was used as an overall test of the independence of the residuals.
Whether or not the reader is familiar with these methods, the important point to keep in mind when reviewing results of this study is the effect of using the Box-Jenkins methods on the allocation of explained variance. All variance in the dependent variable explainable (i.e. predicable) on the basis of the past history of the dependent variable is removed first. Remaining variance is then candidate for allocation to the effects of the independent variable. One implication of this approach is that any regular pattern over time in the dependent variable that is similar to the pattern of the independent variable over time is not considered as a possible causal effect between the two variables. Such intra-series regularities are filtered out first, and only random fluctuations in the independent variable from month to month are used to identify its potential effect on the dependent variable. This procedure has several advantages. First, effects of many exogenous variables that cause similar trends and cycles in both series are controlled. Second, independent error terms, required for unbiased estimation of the models, are obtained. However, it should also be recognized that these procedures are a conservative test of the causal connections between two time series. If similar trends and cycles in the two series are due to a causal connection between the series (rather than solely due to the common influence of the exogenous "seasonal" effect on both series), that causal connection will not be evident in a model controlling out those trends and cycles. Finally, regularities in time-series variables usually account for over half the variance in each series. Measurement and other random errors are a significantly larger portion of the variance of the residual series, reducing their sensitivity to effects of the independent variable. With these considerations in mind analysis results are discussed next. As an initial step in measuring this relationship, cross correlations between unemployment and crash involvement were calculated. Because the effect of a monthly change in the rate of unemployment on crash involvement might not occur simultaneously, both the simple correlation and correlations at lags 1 through 9 were calculated. As seen in Table 1 , a change in unemployment in a given month is inversely correlated with crash involvement in that month and crash involvement during the following several months. All the correlations are larger than twice their calculated standard errors. The correlation coefficients confirm the finding of an inverse relationship between rate of unemployment and number of drivers involved in accidents based on a visual analysis of the time-series plots.
The findings thus far confirm that there is an inverse association between unemployment rate and crash involvement. However, the more important question in this research is whether a change in unemployment rate cauSe.s a change in crash involvement. The correlations presented in Table 1 include the confounding effects of regular patterns within each time-series. For example, both unemployment rate and crash involvement are characterized by regular seasonal cycles; such cyclic patterns in the two series induce high cross correlations, even if there is no casual connection between the two variables. More generally. any autocorrelation patterns within each series will be confounded with the true cross correlations. To better identify the underlying relationship between unemployment and traffic accidents, independent of autocorrelation patterns in each variable, the time series modeling strategy developed by Box and Jenkins [1976] was used.
The first step was the development of an ARIMA model for the independent variable, unemployment. Using the iterative Box-Jenkins modeling procedures, the model shown in Table 2 was developed to account for the autocorrelation patterns in unemployment. As shown in Table 2 , the model passed the diagnostic tests, producing a residual series that was white noise (i.e. independently distributed). The residuals from this ARIMA model, therefore, represent random fluctuations in the rate of unemployment that cannot be predicted from previous patterns in unemployment. Cross correlations of this residual series with the dependent variable, crash involvement, were then calculated to aid in the identification of a transfer function model for the relationship between unemployment and crash involvement. To maintain the structural relationship between unemployment and crash involvement, however, the crash time series was first filtered (i.e. transformed) using the equation shown in Table 2 representing the ARIMA model for unemployment. Cross correlations between the unemployment residuals and filtered crash involvement. therefore. represent relationships between random (unpredictable) month-to-month changes in unemployment and crash involvement (Table 3) . A comparison of Tables 1 and 3 indicate that most of the cross correlation between the rate of unemployment and crash involvement in Table 1 is due to autocorrelation in the unemployment series. The coefficients in Table 3 are substantially smaller than those in Table 1 , with none more than twice their standard errors. Since the link between unemployment and crash involvement was the focus of this research, and to ensure that a small effect was not missed, parameters for all correlations larger then their standard errors were included in an initial transfer function model. The estimation results indicated that the lag 3 parameter was not statistically significant, and it was therefore dropped from the model. The model was re-estimated; all remaining parameters were significant and the residuals were white noise. Results indicated that a one percentage-point increase in the unemployment rate is associated with a decrease of 316 drivers involved in injury crashes the month of the change in unemployment, and an increase of 237 drivers.involved in such crashes the month following the change in unemployment (Table 4) .t A major anticipated intervening variable between the rate of unemployment and crash involvement is vehicle miles traveled. High unemployment rates may lead to fewer miles traveled, and the reduction in travel may cause reduced crash involvement. Trends in travel mileage (Fig. 3) were compared to trends in unemployment and crash involvement ( Figs.  1 and 2 ). It appears that vehicle miles traveled is directly associated with crash involvement and inversely associated with the unemployment rate. However, as noted earlier, such a cursory visual examination of relationships between time series can be misleading. Therefore the Box-Jenkins procedures were also used to identify the potentially intervening influence of vehicle miles traveled in the relationship between unemployment and crash involvement. tpercentage-point changes are to be distinguished from percent changes. For example, if the unemployment rate is loO/0 and experiences a one percentage-point increase, the rate would then be 1 lo%, a IO"% change in the rate.
PLOT OF CROSS CORRELATIONS
To isolate the random variation in vehicle miles traveled, an ARIMA mode] was developed to describe the autocorrelation structure of the series. The final model, shown in Table 5 , reveals a significant seasonal cycle as well as second and third order autoregressive components in the series. To identify a transfer function representing the structural relationship between travel mileage and crash involvement, crash involvement was filtered with the ARIMA model for miles traveled, and the residual series for miles traveled and the filtered series for crash involvement were cross-correlated (Table 6 ). The cross correlations revealed significant positive coefficients for lags 1 and 2. Based on these results, a transfer function model incorporating the first and second-order relationships was estimated. Following the iterative Box-Jenkins model-building procedures, the final model in Table 7 was obtained. Estimation results indicated, as expected, a significant direct relationship between miles traveled and crash involvement. A one-billion increase in the number of miles traveled is associated with an increase in crash involvement of 949 drivers in the following month, and a further increase of 869 drivers in the second month after the change in travel mileage.
While a significant positive relationship between miles traveled and crashes was expected, the time lag for the effect to be fully evident was not anticipated. Reasons for the observed lag structure are not clear. Other unmeasured factors may be operating that are not yet well understood. One explanation focuses on errors in measurement. Estimated vehicle miles traveled is based partially on sales of motor fuel. Since a lag of one to two months may be expected between the time fuel is sold and the time it is fully used in travel, it is possible that the indicator of travel mileage used here is a leading indicator of actual miles traveled. If so, the estimated effects shown in Table 7 actually reflect a simultaneous rather than lagged relationship between travel mileage and crash involvement.
Up to this point we have found both a direct and an inverse relationship between unemployment and crash involvement, and a direct relationship between estimated miles traveled and crash involvement, in each case first controlling for the influence of all effects reflected in recurring patterns in each variable. If part of the effect of miles traveled on crash involvement is due to the causally antecedent effects of unemployment on travel, unemployment should be related to travel mileage. A transfer function was developed to test this relationship. First, the residuals from the ARIMA model for rate of unemployment (Table 2 ) and residuals after filtering travel mileage by the same ARIMA model were cross-correlated, with the results shown in Table 8 . The largest correlation, -0.157, is at lag 2. Although not quite twice its standard error, a transfer function model was estimated to more precisely assess the significance of the unemployment-travel mileage relationship. Transfer function estimation results (Table 9 ) indicated no significant relationship between unemployment and miles traveled, consistent with the small correlation coefficient in Table 8 . Because unemployment and vehicle miles traveled are independent of each other, both were included in a combined transfer function model, to assess their independent effects on the dependent variable of interest, crash involvement. Application of the iterative model identification, estimation, and diagnosis strategy produced the final model shown in Table  10 . Estimation results show a strong predictable seasonal cycle in crash involvement as well as a first-order moving average component in the differenced series. Significant independent effects on crash involvement of both unemployment and vehicle miles traveled are evident, consistent with the bivariate-equation estimation results discussed above. A one percentage-point increase in the rate of unemployment is associated with a concurrent decrease in crash involvement of 350 drivers, and an increase in crash involvement the following month of 298 drivers; averaging these two effects indicates the net estimated effect of a one percentage-point increase in unemployment is a monthly decrease of 52 drivers involved in injury crashes. Estimated vehicle miles traveled has an independent effect on crash involvement such that a one-billion-mile-per-month increase in travel results in 2007 more drivers involved in injury crashes over the subsequent two months.
DISCUSSION
The first hypothesis was that the rate of unemployment is inversely related to crash involvement due to the intervening influence of vehicle miles traveled. That is, increased unemployment would cause a decline in travel mileage, and reduced travel mileage would lead to fewer crash-involved drivers. This hypothesis was not supported by the data analyzed. Although travel mileage is related to the number of crashes, changes in the unemployment rate are not significantly related to the number of miles traveled (after controlling for intra-series autocorrelation patterns). The second hypothesis was that the unemployment rate is directly related to the level of mental stress experienced by the population, and stress is directly related to subsequent involvement in traffic crashes. Although stress as an intervening variable was not measured in this study, finding a significant positive relationship between changes in the rate of unemployment and the number of crash-involved drivers one month later supported this hypothesis. First, consider the component of the effects of increased unemployment represented by those who lose their jobs. Increased stress associated with job loss is not necessarily concentrated in the month in which one is laid off. The first few weeks of joblessness may be perceived as a break from routine, and an opportunity to catch up on a backlog of personal tasks. Stress is likely to increase a month later for both those who find new employment, and those who remain unemployed. Those in the former group experience the stress of adapting to a new work environment. Those in the second group begin to realize the lack of opportunity to return to a job as desirable as the one they had had. Both segments of the unemployed population, then, experience more stress in the month following layoff than in the month in which the layoff takes effect, consistent with the significant increase in crash involvement one month after an increase in unemployment. The second component in the positive lag-one relationship between unemployment and crash involvement is the effect of a change in the rate of unemployment on the great majority of the population that does not lose their job. The psychological effects of high rates of unemployment on this part of the popultition presumably do not occur until people become aware of changes in the unemployment rate. The general population becomes aware of an increase in unemployment in the month following the actual change, when the previous month's unemployment statistics are widely disseminated through the mass media. This one-month lag in awareness is consistent with the observed one-month lag in the significant positive relationship between unemployment and crash involvement.
A third major finding of this study is a significant simultaneous inverse relationship between unemployment rate and frequency of traffic crashes. This relationship also has multiple explanations. As noted above, the newly unemployed may experience less stress at the time of layoff than before or after losing their job. These relatively low stress levels may lead to reduced risk of crash involvement. Second, and perhaps more plausibly, there may be a substantial change in driving patterns at the time of layoff. The change in pattern may involve increased driving for running errands and seeking work during the relatively safe weekday daytime hours, and decreased recreational driving during the more-dangerous weekend nighttime hours. Although no change in total vehicle miles traveled is associated with unemployment, such changes in typical driving patterns may significantly reduce the risk of involvement in traffic crashes.
There are a number of possible dimensions of the link between unemployment and crash involvement that have not been considered in this initial study. For example, impairment caused by consumption of beverage alcohol plays a role in a significant proportion of injury crashes. As a result, effects of economic conditions on drinking and driving-after-drinking patterns may mediate the unemployment-crash involvement relationship. The aggregate relationship between unemployment and crash involvement is most likely the result of a combination of several effects. Other possible effects might include more careful driving during economic recessions due to the desire to avoid expenses of repair or replacement of one's automobile. High unemployment typically reduces new car sales, reducing the amount of driving in new, unfamiliar vehicles, and therefore reducing crash risk. On the other hand, reduced new car sales leads to a higher proportion of older vehicles on the road. Since older vehicles are more likely to be involved in crashes, the net effect may be increased crash rates.
The present study does not resolve the debate concerning multiple theoretical causal links between economic conditions and traffic crashes. However, policy makers and program managers may be more interested in the magnitude of the effects rather than their precise theoretical specification. The relationships between unemployment and crash involvement observed here are statistically significant at any reasonable probability level. The simultaneous inverse relationship represents a 2.5% decline in crash involvement for each one percentage-point increase in unemployment (based on a monthly average of 13,955 Michigan drivers involved in injury crashes over the 1972 through 1982 period). The positive lag-one relationship represents a 2.1% increase in crash involvement for each one percentage-point increase in unemployment. If the inverse simultaneous and positive lagone relationships between unemployment and crash involvement are summed, the net effect of a one percentage-point increase in the unemployment rate is a monthly decline of 52 drivers involved in injury traffic accidents, representing a four-tenths of one percent decline in injury crash involvement. Consistent with the small magnitude of the net unemployment effect, the rate of unemployment explains a relatively small part of the total variation in crash involvement over time. The time series model incorporating the ARIMA component and the transfer function for vehicle miles traveled explained 75.6% of the variance in crash involvement. The addition of the unemployment parameters to the model increased the explained variance to 76.0%1 Given the multitude of factors that affect the aggregate frequency of crash involvement, a much larger increase in explained variance cannot be expected.
Implications of these findings for policy makers are as follows. First, increased unemployment in recent years has lead to a reduction in the number of drivers involved in crashes. However, economic conditions, as reflected in the unemployment rate, account for only a small part of reduced crash involvement in the early 1980s. The recent economic recession cannot be used to "explain away" declines in crash involvement during this period. Most of the recent decline in crash involvement is apparently due to other factors. Controlled studies focused on the State of Michigan have found that an increase in legal minimum drinking age (effective December 1978) and a mandatory child restraint law (effective April 1982) have been effective in reducing crash injuries [Wagenaar, 1983, 19841 . Strengthened enforcement of drinking-driving laws, enhanced public information and education programs, and other renewed traffic safety efforts may be contributing to the decline in crash involvement, although controlled studies of these activities have not yet been conducted.
Finally, a couple of methodological issues should be noted. The time series modelling procedures employed here are conservative in the sense of being less likely to find what appear to be significant statistical relationships than conventional correlation and regression techniques. However, the Box-Jenkins methods have two very important advantages, and their use should therefore be encouraged in research on predictors of crash involvement. First, the underlying relationships between changes over time in two variables are identified, not corrupted by the spurious cross correlations produced by intra-series regularities. Second, controls for autocorrelations in the dependent variable allow unbiased estimates of standard errors for the parameters to be obtained, providing a more accurate assessment of the statistical significance of parameter estimates.
Additional research is clearly needed to clarify the role of numerous factors that mediate the effects of economic conditions on crash involvement. Analyses reported here should be replicated with data from other jurisdictions. Replication within the same jurisdiction using alternate dependent variables, such as suicide rate, may improve our understanding of the relationship between economic conditions, stess, and behavior. The multiple dimensions of economic change should be measured, and their independent effects on traffic safety assessed. For example, the single indicator used in this study, the rate of unemployment, is directly a result of two factors, the number of people without work tThe small increase in explained variance attributable to the independent variable is partially a result of the analysis methods. As indicated earlier, most of the variance in the dependent variable is attributed to identifiable regularities in the dependent variable. Therefore, the independent variable explained a larger proportion of the remaining variance than a comparison of the total R-squares would indicate.
seeking employment and the number of people in the workforce. Changes in the size of the workforce may influence the rate of unemployment, with no change in the total number of people employed. The investigation reported here is continuing along these lines. Given that motor vehicle occupant injury is one of the most serious public health problems, and that increased attention both among policy makers and the public is being given to the crash problem, further epidemiological research on factors influencing crash involvement is to be encouraged.
