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Radionuclide extraction, processing and storage have resulted in a legacy of 
radionuclide-contaminated groundwater aquifers worldwide. An emerging 
remediation technology for such sites is the in situ immobilisation of radionuclides 
via biostimulation of dissimilatory metal reducing bacteria. While this approach has 
been successfully demonstrated in experimental studies, advances in understanding 
and optimization of the technique are needed. Mass transfer processes in 
heterogeneous and structured porous media may significantly affect the geochemical 
and microbial processes taking place in contaminated sites, impacting remediation 
efficiency significantly. The objective of this work was to understand better how 
heterogeneous porous media may affect immobilisation efficiency through 
interactions with the dominant geochemical, microbial and transport processes. A 
biogeochemical reactive transport model was developed for uranium immobilisation 
by DMRB. Physical heterogeneity is conceptually represented by a two-region 
model. Simulations investigate the parameter sensitivities of the system over wide 
ranging geochemical, microbial and groundwater transport conditions. The 
simulations highlight the conditions under which optimal remediation occurs. The 
relative significance of regional microbial residence patterns, U(VI)-surface 
complexation, geochemical conditions such as mineralogy, and porous media 
characteristics such as porosity and regional mass transfer are identified. 
Additionally, low level radioactive waste disposal sites typically contain significant 
quantities of cellulose, whose hydrolysis can have a significant impact on the 
geochemical conditions in these sites. Those geochemical conditions, in turn, can 
affect radionuclide mobility and bioimmobilisation. To investigate the potentially 
critical role of cellulose, process-based predictive model was developed, which 
includes a novel approach to biomass transfer between a cellulose-bound biofilm and 
biomass in the bulk liquid. A sensitivity analysis of the system parameters revealed 
the significance of bacterial colonisation of cellulose particles by attachment through 
contact in solution.  The thesis concludes that the processes involved in uranium 
bioimmobilisation are sensitive to regional residence characteristics, media porosity, 
surface complexation, microbial efficiency, and mass transfer under varying 




these processes in sufficient detail is therefore deemed necessary before the 
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a dispersivity [L] 
A average distance between one biomass cell and another [L] 
Am mineral specific surface area [L2L-3] 
Ai chemical formula of the ith primary species 
B average distance between one cellulose particle and another [L] 
BEA biomass population carrying out the terminal electron accepting process 
involving the respective electron acceptor [ML-3] 
C concentration (subscripts m and i indicate the mobile and immobile region, 
respectively; other subscripts indicate chemical species) [ML-3] 
CDOC concentration of electron donor [ML-3] 
CEA concentration of electron acceptor [ML-3] 
Ci initial cellulose concentration [ML-3] 
Cj concentration of the jth primary species [ML-3] 
d diffusion capability of a cellulose particle (subscript “2”) or biomass cell 
(subscript “1”) [L2T-1] 
D hydrodynamic dispersion coefficient [L2T-1] 
Da Damköhler number 
Db bound biomass death rate [T-1] 
De effective diffusion coefficient [L2T-1] 
Df free biomass death rate [T-1] 
Dk dimensionless parameter group associated with microbial activity 
F cumulative spatial uraninite metric [ML-2] 
G goodness of fit metric [-] 
Garg argument for the shape factor W 
GFWb gram formula weight of biofilm [M-1M] 
h biofilm thickness [L] 
hh hydraulic head [L] 
H Heaviside step function 
J stoichiometric coefficient for products such as acetic acid, hydrogen and 
carbon dioxide 
k microbial rate [T-1] 
kB Boltzmann constant [L2MT-2K-1] 
Kb half saturation constant for cellulose hydrolysis [ML-3] 
KOC half saturation constant for OC species [ML-3] 
KEA half saturation constant for specific EA species [ML-3] 
K hydraulic conductivity [LT-1] 
Ke equilibrium constant 
Ki solubility product for mineral 
L length scale [L] 
Lc cellulose cylinder length [L] 
m0 initial number of moles of mineral for mineral kinetic dissolution [M] 
M remediation efficiency metric 
n arbitrary positive integer 
Nc number of cellulose particles 
Nb number of free-floating biomass cells 




Np number of primary species 
Ns number of secondary species 
O arbitrary model output 
P probability of contact between characteristic free biomass cells and 
cellulose particles 
Pe Péclet number 
q source/sink term for chemical reactions (specifically for biomass in 
cellulose hydrolysis chapter) [ML-3] 
R concentration of reaction product [ML-3] 
s characteristic distance between the centres of cellulose particles and 
biomass cells [L] 
S function shape factor 
Smin minimum value which can be taken by the shape factor S 
Smax maximum value which can be taken by the shape factor S 
t time [T] 
tr timescale representative of the geochemical reactions [T] 
tt timescale representative of all transport processes [T] 
T dimensionless time 
Tc90 time taken for cellulose to degrade to 90% of its initial concentration [T] 
TK temperature [K] 
Tadvection timescale associated with advection [T] 
Tflux timescale associated with volumetric flux [T] 
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Tmicrobial timescale associated with microbial OC fermentation [T] 
Ttransfer timescale associated with mobile-immobile regional mass transfer [T] 
v pore water velocity [LT-1] 
vij stoichiometric coefficient for species 
Vb maximum substrate utilization rate [T-1] 
W step function 
x distance [L] 
X dimensionless distance 
Xdiff indicator for the switch between functional states for step function W 
Xb bound biomass population [ML-3] 
Xbi initial bound biomass population [ML-3] 
Xf free biomass population [ML-3] 
Xfi initial free biomass population [ML-3] 
Xi concentration of the ith secondary species [ML-3] 
Xmax maximum number of moles of biomass on the collective group of 
spherical cellulose particles [ML-3] 
y y-coordinate 
Yb microbial yield coefficient 
Yd fraction of dead biomass cells recycled 
z coerror function calculation parameter 
α sticking efficiency of biomass cells 
βn arbitrary parameter  
EA limiting concentration of (subscripted) electron acceptor for TEAP 
switching, [ML-3] 




ø characteristic diameter of cellulose particles or biomass cells [L] 
φi initial cellulose particle diameter [L] 
γ mobile-immobile mass transfer coefficient [T-1] 
γi activity coefficient of the ith primary species 
γj activity coefficient of the jth secondary species 
 liquid viscosity [ML-2T] 
EA maximum OC fermentation (subscripted) electron acceptor [ML-3T-1] 
m mobile region porosity [L3L-3] 
i immobile region porosity [L3L-3] 
p dimensionless parameter group associated with media porosities 
T total media porosity (equal to m + i) [L3L-3] 
z arbitrary porosity, equal to either m or i, depending on the region in 
which microbial activity takes place [L3L-3] 
ρb density of biofilm layer [ML-3] 
ρcellulose density of cellulose [ML-3] 
n sensitivity of the model output 
n dimensionless sensitivity of the model output 
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Radionuclide extraction, processing and storage have resulted in a legacy of 
radionuclide-contaminated groundwater aquifers worldwide. Contaminant release from 
mining, ore extraction, nuclear fuel reprocessing or ammunitions manufacture is of 
serious concern in large numbers of countries (e.g., DOE, 1991; Riley et al., 1992; 
Folger, 1994; Landa and Gray, 1995; National Research Council, 2000; BNFL, 2002; 
Landa, 2004; DOE, 2007a). The scale of this problem is massive, with 4200 Department 
of Energy (DOE) sites contaminated with radionuclides in the USA alone (DOE, 
2007b), and numerous others in Europe and the former USSR (Lloyd and Renshaw, 
2005). Radionuclides may migrate through subsurface groundwater and into the wider 
environment, posing further risk to human health and the environment. Such sites clearly 
require cleanup or containment of their contaminants. Indeed, in 1978 US Federal law 
charged the US DOE with the responsibility for remediating former uranium (U) ore and 
mill tailings sites (UMTRCA, 1978). 
 
Invasive engineered cleanup and containment strategies can negatively impact 
biodiversity and increase the spreading of radionuclides (Whicker et al., 2004). Further, 
such strategies can cost billions of US dollars (Pasternak and Carey, 1992; Hebert, 2003) 
and cause further environmental damage (Nelson, 2001). Passive in situ remediation 
strategies that utilize natural biogeochemical cycles therefore represent highly desirable 
containment options. An emerging remediation technology capable of this is the in-situ 




bacteria (DMRB). For this reason, the study of naturally ubiquitous DMRB has recently 
received increased interest (Lloyd and Renshaw, 2005). DMRB are capable of 
modifying the chemical form of radionuclides, thereby potentially rendering them less 
soluble and thus less mobile (Hazen and Tabak, 2005). 
 
While radionuclide bioimmobilisation has been successfully demonstrated in small scale 
experimental studies and at the field scale, advances in understanding and optimization 
of the technique are needed. The success of this remediation technology is further 
complicated by the heterogeneous nature of subsurface porous media systems, and the 
uncertainties associated with them. Mass transfer processes in heterogeneous and 
structured porous media may significantly affect the geochemical and microbial 
processes taking place in contaminated sites, impacting the success of remediation.  
 
The goal of this study is to improve the understanding of how heterogeneous porous 
media may affect radionuclide immobilisation efficiency through interactions with the 
dominant geochemical, microbial and transport processes. In order to meet this goal, a 
biogeochemical reactive transport model is developed for DMRB induced 
immobilisation of U, one of the most significant radionuclides. The model is used to 
explore the impact which spatial heterogeneity has on remediation efficiency. Spatial 
heterogeneity is conceptually represented by a dual-region model. The impacts of porous 
media characteristics such as porosity and regional mass transfer, as well as biological 
and geochemical conditions, are investigated. The relevance of different microbial 




complexation of U to sediments. A non-dimensional sensitivity analysis is conducted to 
determine the optimum and adverse conditions under which bioremediation may or may 
not occur. 
 
Additionally, low level radioactive waste disposal sites typically contain significant 
quantities of cellulose, whose hydrolysis can have a significant impact on the 
geochemical conditions in radionuclide contaminated sites. A process-based predictive 
model relevant to landfill and anaerobic digesters is developed, which includes a novel 
approach to biomass transfer between a cellulose-bound biofilm and biomass in the bulk 
liquid. Simulations explore the sensitivities of the system and reveal the significance of 
bacterial colonisation of cellulose particles by attachment through contact in solution.   
 
The thesis concludes that the processes involved in these remediation strategies are 
sensitive to regional residence characteristics, media porosity, surface complexation, 
microbial efficiency, and mass transfer under varying conditions. Careful 
characterisation of potential sites is therefore deemed necessary before the remediation 
effectiveness can be reliably predicted. 
 
This research contributes to the field of contaminant hydrogeology, particularly in the 
area of reactive transport modelling.  
 
This thesis has been written in manuscript format. Chapter 2 provides a review of the 




subsequent chapters, and Chapter 4 provides model evaluation and discussion associated 
with evaluation related issues. Chapters 5 through 8 consist of manuscripts that have 
been submitted to refereed journals (see Chapter 13 for a list of submitted manuscripts). 
They have been modified from their submitted form to meet the needs of a thesis 
structure to minimise repetition and to provide a complete integrated study. Chapters 5-7 
investigate various aspects of U bioimmobilisation remediation strategies and Chapter 8 
focuses on cellulose hydrolysis. Chapter 9 provides a summary of the general 
conclusions of the research and Chapter 10 discusses future research needs in the light of 




2. Literature review 
This chapter summarises the scientific literature relating to the bioremediation of 
radionuclides. Particular focus is given to U, which is a radionuclide of primary concern. 
The scientific background to remediation techniques is first given. This is followed by a 
discussion of existing modelling techniques and existing models used to better 
understand remediation technologies. Cellulose as it pertains to low level radioactive 
waste (LLW) landfill is also discussed. This chapter does not discuss the contribution to 
knowledge made by this work; this is discussed in the following chapters. 
 
2.1. Radionuclide contamination 
Radionuclides are significant groundwater contaminants worldwide, generating obvious 
health risks and environmental damage. Radionuclide extraction, processing and storage 
have resulted in a legacy of contaminated groundwater aquifers. Leaching from storage 
facilities and mill tailings is of serious environmental concern (Riley et al., 1992; Landa 
and Gray, 1995).  
 
Uranium is one of the most significant contributors to radiological dose in the primary 
UK LLW waste disposal site Drigg, Cumbria (BNFL, 2002). Uranium is also the 
contaminant of prime concern at former U mining and milling sites (Landa, 2004). The 
United States Department of Energy (DOE) notes over 4200 separate subsurface sites 
contaminated with radionuclides across the US (DOE, 2007b) and classifies U as a high 




US uranium mill tailings inventory is around 220 tonnes (Landa, 2004). This is 
particularly significant due to the fact that the risk from U mill-associated contamination 
is likely to exceed that posed by high level nuclear waste after the decay of short-lived 
(<600 years) isotopes (Landa and Gray, 1995). Consequently, significant interest exists 
in the development of U containment strategies (National Research Council, 2000). 
Furthermore, the redox properties of U are similar to other actinides such as plutonium 
(Pu) and neptunium (Np) (Macaskie, 1991; Suzuki and Banfield, 1999; Lloyd and 
Macaskie, 2000). U is therefore an exemplar for actinide behaviour more generally. 
 
In natural waters, U in its oxidized U(VI) state commonly forms stable aqueous 
complexes (e.g., carbonate, hydroxide) of high solubility and mobility (Langmuir, 
1978), and is potentially toxic over long periods of time (238U half-life is 4.5 × 109 yr). 
 
2.2. Remediation of radionuclide contamination 
Radionuclide and heavy metal contamination of soil is challenging due to the adsorption 
of radionuclides and heavy metals to subsurface media. Remediation by excavation is 
often expensive, impractical (due to the large volumes of material), and potentially 
hazardous. Capture & control strategies, using a pump-and-treat approach, do not solve 
the source of the problem, can be expensive in the long term, and inefficient. Further, the 
slow desorption of adsorbed metals mean that the addition of chemical agents is often 
required (e.g., acids, chelates, reductants) to improve efficiency, thereby further 




traditional methods of immobilising radionuclides by the addition of cement or chemical 
fixatives, by capping the site, or by in situ vitrification are also expensive and render the 
soil unfit for future use (Cunningham et al., 1995). Alternatively, use of pump-and-treat 
technologies reduces excavation costs, but remains expensive and potentially inefficient.  
 
The accumulation of toxic metals by plants, termed phytoremediation, is an alternative 
remediation option (Tabak et al., 2005). Phytoextraction, the removal of toxic metals by 
plants, and phytostabilisation, eradication of toxic metal bioavailability, are two 
techniques used for soil contamination (e.g. Chaney, 1997; Van der Leilie, et al., 2001; 
Schwitzguebel et al., 2002; Pulford and Watson, 2003; Dutton and Humphreys, 2005). 
Raskin et al. (1997) and Salt et al. (1998) offer comprehensive reviews of the 
phytoremediation. 
 
In situ bioremediation technology presents an attractive alternative. This approach 
makes use of microorganisms in order to reduce, remove, or contain contaminants in 
water, air, soils and/or sediments. It is particularly useful for dispersed contaminant 
plumes over large areas and/or at great depth, present in dilute concentrations, or 
inaccessible due to ground cover. Additionally, it is more cost effective (Macaskie et al., 
1997; Quinton et al. 1997; Lovley and Philips, 1992b).  
 
Radionuclide and heavy metal contaminated soils, sediments and groundwater are 
bioremediated via microbially mediated changes in the redox or valence state of the 




radionuclides. For certain radionuclides, solubility and mobility are increased allowing 
for it to be flushed from the environment. In other cases, the modified metal will 
precipitate out of solution and be immobilised. The three primary processes by which 
microbes may influence the solubility and mobility of metals and radionuclides are 
biosorption, bioaccumulation, and biotransformation. 
 
Biosorption describes the sorption of heavy metals and radionuclides to living or dead 
biomass that is independent of microbial metabolism (see McHale and McHale, 1994; 
Tobin et al., 1994; Volesky and Holan, 1995; Beveridge et al., 1997a,b; Lloyd and 
Macaskie, 2000). It includes adsorption and absorption (Gadd and White, 1989). The 
success of this technique depends on the stability of metal-ligand complexes in solution 
(Macaskie, 1991). Some work in molecular biology has focused on this technique, but to 
date it has not been developed as a remediation technology to any significant degree 
(Tabak et al., 2005). 
 
Bioaccumulation is the metabolic-dependent process of metal ion uptake into the 
microbial cell. Some heavy metals and radionuclides are used by microbes in this way as 
chemical substitutes in transport processes. The technique has not been used 
commercially for bioremediation (Tabak et al., 2005), however, due to the difficulty in 
characterizing the uptake of radionuclides (Lloyd and Macaskie, 2000, 2002). 
 
Bioaugmentation involves the addition of organisms to the contaminated subsurface 




bioaugmentation and the technique has not proven any more successful in field trials 
than stimulation of indigenous bacterial communities (Hazen and Tabak, 2005). 
 
Biotransformation involves the microbially mediated reduction of heavy metals and 
radionuclides. The biological process has been reviewed extensively by Lloyd (2003). 
Subsurface organisms act as catalysts of oxidation and reduction (redox) reactions by 
mediating the electrons transferred in the reactions (Baedecker and Back, 1979; 
Chapelle, 1993; Jakobsen and Postma, 1994; Kent et al., 1994; Vroblesky and Chapelle, 
1994; Cozzarelli et al., 1995; Heron and Christensen, 1995). Subsurface microbial 
metabolism generally consists of a two-step process involving inorganic redox chemistry 
and organic carbon oxidation (e.g., Lovley and Phillips, 1988; McMahon and Chapelle, 
1991; Chapelle and Lovley, 1992; Murphy et al., 1992; Robertson et al., 1996). In doing 
so they obtain a source of energy required for their maintenance and growth. Electron 
transfers involving oxidation and reduction are both required to complete the redox 
reaction. By conceptualizing the electrons (e-) as a chemical entity, the oxidation and 
reduction reactions may be separated into half reactions. Each complete redox reaction is 
then comprised of two steps: an oxidation half reaction and a reduction half reaction. 
Table 2.1 shows an example oxidation half reaction (O1) and six examples of different 
reduction half reactions (R1-6). Combinations of these reactions (O1+R1, O1+R2, …) 
yield the net redox reactions that occur in the subsurface (e.g., aerobic fermentation, 
denitrification, Mn reduction, Fe reduction, sulfate reduction, and methanogenesis, 
respectively). The microbially mediated redox reactions occur in a sequence determined 




the widely accepted sequence itself based on the work of Baedecker and Back (1979a,b), 
Champ et al. (1979) and Nicholson et al. (1983). The resulting spatial and temporal 
segregation of the different terminal electron-accepting processes (TEAPs) during 
degradation of organic matter in sediments, referred to as redox zonation, tends to follow 
the accepted TEAP sequence. However, the accepted sequence is a simplified and 
idealized representation of redox zonation. In reality, redox zonation may be affected by 
a variety of hydrological and geochemical phenomena resulting in the overlap of 
different redox zones, allowing multiple TEAPs to occur simultaneously, although one 
particular redox process may dominate. This overlap of simultaneous redox reactions is 
observed at field sites (e.g., Berner, 1981b; Lovley and Goodwin, 1988; Kuivila et al., 
1989; Parkes et al., 1990; Canfield et al., 1993; Wersin et al., 1993; Postma and 
Jakobsen, 1996; Jakobsen and Postma, 1999). 
 
Table 2.1. Microbially mediated half reactions (Stumm and Morgan, 1996, p474). 
Reaction Number Reaction 
O1 CH2O + H2O  CO2(g) + 4H+ + 4e- 
R1 0.5O2 + 2H+  H2O 
R2 NO3- + 6H+ + 5e-  0.5N2 + 3H2O 
R3 MnO2 + 4H+ + 2e-  Mn2+ + 2H2O 
R4 Fe(OH)3 + 3H+ + e-  Fe2+ + 3H2O 
R5 SO42- + 10H+ + 8e-  H2S + 4H2O 
R6 HCO3- + 9H+ + 8e-  CH4 + 3H2O 
 
Subsurface microorganisms obtain energy from mediating redox reactions. The example 
in Table 2.1 shows the oxidation of a generic electron donor (CH2O). Electron donors 




respire the electron acceptors such as those listed in reaction R1-5 (O2, NO3-, Fe(III), 
Mn(IV), SO42-). 
 
Dissimilatory metal reducing bacteria (DMRB) are microorganisms that possess the 
ability to use heavy metals and radionuclides as electron acceptors. Figure 2.1 shows this 
process diagrammatically. DMRB have been found capable of using uranium (Suzuki et 
al., 2003; Neal et al., 2004), selenium (Herbel et al., 2003), chromium (Roux et al., 
2001; Cheung and Gu, 2003), mercury (Hobman et al., 2000), and technetium. The state 
and the fate of metals in the subsurface are largely determined by the redox state of the 
environment, which controls whether the metal will reduce or oxidize. 
Biotransformation represents the most promising bioremediation technique (Tabak et al., 
2005). The present work therefore focuses on the process of biotransformation. 
 
 




Electrons from electron donor 











Due to the significance of U (noted in Section 2.1), the specific focus of the present 
work is on DMRB capable of U(VI) reduction. Biotransformation causes reduction of 
U(VI) to the reduced U(IV) state, in which U is present as immobile uraninite (UO2), a 
mineral of low solubility (Langmuir, 1978; Lovley et al., 1991). The remediation 
approach thereby reduces U migration in subsurface environments by precipitating and 
immobilising it (Abdelouas et al., 1998a, 2000; Senko et al., 2002; Anderson et al., 
2003). Figure 2.2 displays bioreduced uraninite particles surrounding a bacterium. 
 
 
Figure 2.2. Bacterium with bioreduced uraninite mineral (from Abdelouas et al., 
1998a). 
 
The study of DMRB has recently received increased interest (e.g., Gorby and Lovley, 
1992; Lovley and Phillips, 1992a; Lovley et al., 1991; Ahmann et al., 1994; Oremland et 
al., 1994; Lovley, 1995) due to the bacteria’s ability to carry out this bioreductive 




oxides in aquifers as terminal electron acceptors (TEAs) for the growth and maintenance 
of their populations (Wilson et al., 1993). The ability for Fe(III)- and sulfate-reducing 
organisms to enzymatically reduce U(VI) in laboratory cultures has been studied 
relatively intensively (e.g., Lovley et al., 1991; Lovley and Phillips 1992a, b; Gorby and 
Lovley, 1992; Lovley, 1993; Caccavo et al., 1994; Lloyd and Macaskie, 1996; Gorby et 
al., 1998; Tebo and Obraztsova, 1998; Lloyd et al., 2000; Chang, 2005). A further 
benefit of dissimilatory Fe(III) reduction within U-contaminated sediments is the 
potential for the Fe(II) product to potentially abiotically reduce other contaminant metals 
often found in concert with U in radionuclide-contaminated environments (Fendorf et 
al., 2000; Lloyd et al., 2000; Ortiz-Bernad et al., 2004a). 
 
Stimulation of U(VI) reducing bacteria by addition of an electron donor (ED) - energy 
source - has proved successful in the laboratory. Truex et al. (1997) studied the kinetics 
of U(VI) reduction by a Shewanella strain, Liu et al. (2002a) studied the kinetics of 
U(VI) reduction by 4 different DMRB strains using three different EDs, and Gu and 
Chen (2003) studied U(VI) reduction rates and kinetic mechanisms by different natural 
organic matter fractions. Suzuki et al. (2005) found U(VI) to have been naturally 
reduced by organic matter in U-contaminated mine sediment. Suzuki et al. (2003) found 
Desulfosporosinus and Clostridium to be major contributors to U(VI)- and sulfate 
reduction in the same site, respectively. Tebo and Obraztsova (1998) found that a 
Desulfotomaculum reducens strain isolated from heavy metal contaminated sediments 
grew with Mn(IV), Fe(III), and U(VI) as electron acceptors (EAs). Beyenal et al. (2004) 




was passed. U(VI) was reduced to uraninite both enzymatically and abiotically (by 
reacting with microbially produced H2S). 
 
The role of Fe and Mn oxides in U(VI) reduction has also been investigated by 
numerous authors (Weilinga et al., 2000; Fredrickson et al., 2000 and 2002; Childers et 
al., 2002; Jeon et al., 2004; Sani et al., 2005; Senko et al., 2005). DMRB are capable of 
aqueous U(VI) reduction in the presence of these oxides, though their efficiency may be 
reduced. 
 
The reduction of U(VI) in numerous sediments has been successful in a number of 
studies. Abdelouas et al. (2000) investigated U(VI) reduction in groundwater from five 
different sites, including mill-tailing sites and those not contaminated with U. 
Stimulation of the sediments with ethanol resulted in oxygen, nitrate, Mn(IV) and Fe(III) 
reduction, with U(VI) reduction accomplished by sulfate-reducing bacteria. U(VI) 
reduction took place in all sediments, suggesting that DMRB were ubiquitous in both the 
U-contaminated and the previously uncontaminated natural environment. The work of 
others supports the ubiquity of DMRB (Snoeyenbos-West et al., 2000; Anderson et al., 
2003; Petrie et al., 2003; North et al., 2004; Shelobolina et al., 2004).  
 
Numerous field studies have demonstrated immobilisation of U by DMRB successfully 
(Finneran et al., 2002; Holmes et al., 2002; Senko et al., 2002; Anderson et al., 2003; 
Ortiz-Bernard et al., 2004b). U(VI) loss appears to be coincident with Fe(III) reduction 




(Holmes et al., 2002). U(VI) reduction may halt when Fe(III) is depleted and sulfate 
reduction becomes the dominant process (Ortiz-Bernard et al., 2004b; Anderson et al., 
2003). DNA-based analyses reveal enriched Fe(III)- and U(VI) reducing bacteria 
species, such as Geobacteraceae, in the treatment zone of sites that undergo U(VI) 
immobilisation (Holmes et al., 2002; Anderson et al., 2003). Sorbed U(VI) appears not 
to be bioavailable for enzymatic reduction, however (Ortiz-Bernard et al., 2004b). 
 
In sites where conditions are less favourable for biostimulation, groundwater 
adjustments may be made. For example, Wu et al. (2006b) installed a groundwater 
recirculation system at Area 3 of the US Department of Energy Natural and Accelerated 
Bioremediation Research (NABIR) Field Research Center (FRC) in Oak Ridge, 
Tennessee. U-contaminated groundwater was first adjusted for 2-months in order to 
prepare the site for biostimulation by pumping to remove aluminium, calcium and nitrate 
and adjust pH. Ethanol was then added to the site over a 13-month period and U(VI) 
significantly reduced, with a corresponding increase in solid-phase U(IV) in the 
sediment. Microbial analysis revealed the presence of nitrate, sulfate and iron reducing 
bacteria in the sediments.  
 
Of course, for biostimulation remediation schemes to be successful it is necessary for the 
DMRB to be present within the site. Fortunately, DMRB appear to be ubiquitous in, and 
indigenous to, the subsurface (Abdelouas et al., 2000; Snoeyenbos-West et al., 2000; 
Röling et al., 2001; Finneran et al. 2002; Holmes et al. 2002; Anderson et al., 2003; 





The long-term stability of U(IV) following the biostimulation of contaminated sites is of 
concern. It is possible for U(IV) to reoxidise after biostimulation ceases in environments 
where oxic groundwater enters the reduced zone (Zhou and Gu, 2005). Reoxidation of 
U(IV) is also possible under anaerobic conditions. For example, while nitrate is not 
capable of oxidizing Fe(II) (Weber et al., 2001) or U(IV) (Senko et al., 2002), nitrate-
reducing bacteria produce nitrite, nitrous oxide and nitric oxide during nitrate reduction 
(Elias et al., 2003; Istok et al., 2004). These intermediates may abiotically oxidize Fe(II) 
and U(IV) (Senko et al., 2002). Complete reduction of Fe(III) may also be required to 
prevent Fe(III) oxidation of U(IV) (Sani et al., 2004 and 2005). Evidence of uraninite 
reoxidation by MnO2 suggests that Mn(IV) may act similarly (Fredrickson et al., 2002; 
Liu et al., 2002b). Experimental work further suggests that carbonate-U(VI) complexes 
may cause reoxidation of U(IV) (Wan et al., 2005). The risk of U(IV) reoxidation is 
further exacerbated by the small uraninite particle size (1-3 nm) (Suzuki et al. 2002; 
Fredrickson et al., 2000), which may allow more rapid reoxidation. The release of 
reoxidised U from bioimmobilised sites may cause significantly high U concentrations 
downgradient of the remediated zone. 
 
Sites in which U has been immobilised may experience a degree of U(IV) reoxidation 
and yet remain relatively safe, when the rate of reoxidation is slow enough to maintain 
U(VI) migration at acceptable levels. Indeed, evidence suggests that the presence of 
reduced species may contribute significantly to the long-term stability of U(IV). 




from reoxidation by oxygen and Senko et al. (2005) established that nitrate-dependent 
U(IV) reoxidation did not occur in the presence of reducing compounds including H2S, 
Fe(II), or iron-sulfide minerals. The geochemical complexities of these systems are, 
however, not yet fully understood (Suzuki and Senko, 2006). 
 
2.3. Complications due to subsurface structured porous media 
While bioremediation of U has been successfully demonstrated in simple laboratory 
systems and in a general sense at the field scale, the processes involved in such systems 
may be further complicated by the interactions between geochemical, biological, and 
physical processes in heterogeneous and structured porous media. Natural aquifers 
exhibit heterogeneous and structured porous media through the existence of regions of 
contrasting hydraulic conductivity, such as fractured clays and rocks or sandy aquifers 
with frequent low permeability interbeds. Contrasting zones of low- and high- hydraulic 
conductivity (K), continuous fractures or disjointed sub-domains (for example, lenses) 
can act as preferential flow paths (see Figure 2.3), leading to interconnected networks of 
characteristically both high- and low-permeability material.  
 
In such media, sorption and diffusion effects associated with the low flow regions can 
have significant effects on contaminant behaviour and remediation effectiveness (e.g., 
Sudicky et al., 198; Chapman and Parker, 2005). Porous media properties such as 
hydraulic conductivity can be the most limiting environmental factor in the success of 




(e.g. electron donor) between aquifer sub-domains may be controlled by diffusion 
processes, thereby affecting bioremediation efficiency by limiting DMRB accessibility 
to either the electron donor or contaminant (Luo et al., 2005; Roden and Scheibe, 2005; 
North et al., 2004). Bioremediation efficiency may also be reduced by induced microbial 
or mineralogical heterogeneity (Murphy et al., 1997; Vrionis et al., 2005; Nyman et al., 
2006). The physical characteristics of sites are therefore potentially likely to 
significantly impact the success of this remediation technology. Wider application of 
radionuclide bioremediation would benefit from knowledge of how its effectiveness is 
influenced by heterogeneous and structured porous media systems.  
 
 






2.4. Review of existing models and modelling approaches 
Subsurface system modelling offers a low-cost, non-intrusive technique for gaining 
valuable insight into the sensitivities of, and interdependent processes in, remediation 
systems. Geochemical and hydrodynamic processes have traditionally been modelled 
autonomously, due to the fact that (i) this allows a mathematical simplification of the 
system and, (ii) they are traditionally categorized as separate scientific fields. Of course, 
these processes are interdependent in natural systems in a way that requires their 
coupling. This has led to the development of multicomponent biogeochemical reactive 
transport models. This modelling field encompasses numerous engineering and scientific 
disciplines such as biology, geochemistry, physics, engineering and mathematical 
modelling. 
 
2.4.1. Reactive transport processes 
Biogeochemical reactive transport models that deal with U(VI) immobilisation have 
generally developed out of the literature-rich field of subsurface biodegradation and 
redox modelling. This section first outlines the fundamental principles of 
biogeochemical reactive transport models generally, including a review of literature 
supporting the modelling concepts used in such models. A review of the literature 
focused on modelling work relevant to the present work then ensues. 
 
Contemporary multicomponent reactive transport models may incorporate processes 




mediated, mineral precipitation and dissolution, surface complexation, ion exchange, 
aqueous and gas phase transport, and colloidal transport and interactions. 
 
2.4.2. Biogeochemical processes, modelling approaches and 
principles 
2.4.2.1. Time and spatial scales 
Most geochemical models make the reasonable assumption of local thermodynamic 
equilibrium. This assumes that, at the modelled scale, the dominant chemical reactions 
of natural waters occur at fast timescales (e.g. Westall, 1986). However, certain redox 
reactions and some precipitation-dissolution reactions occur at relatively slow timescales 
and require a kinetic modelling approach.  
 
Whether a reaction should be modelled by equilibrium or kinetics is dependent on the 
relative timescales of transport processes and geochemical reactions within the system of 
interest. Use of a Damköhler number (Damköhler, 1936) provides a useful estimate of 
which modelling approach should be used for individual reactions. A general Damköhler 
number may be used to compare representative timescales and may be defined as: 
 





where tr is the timescale representative of the geochemical reaction of interest and tt is 
the timescale representative of all transport processes. Thus, if Da >> 1 the geochemical 




over the characteristic length scale (e.g. spatial discretisation length), and the 
geochemical reaction may therefore be modelled using an equilibrium approach (local 
equilibrium assumption applies). Conversely, when Da << 1, the geochemical reaction 
should be modelled using a kinetic approach.  
 
The use of Damköhler numbers has its limitations. The approach requires a constant 
flow field and a first-order rate constant for accurate estimation, yet these may 
themselves vary in time. For example, the rate of mineral dissolution may vary 
depending on whether the mineral is near or far from equilibrium. Nevertheless, as a 
first estimate this approach is valuable for assessing the appropriateness of different 
modelling approaches. Further, the use of an equilibrium approach may be compared 
with use of a kinetic approach to determine whether such a choice is reasonable. 
 
2.4.2.2. Equilibrium reactions 
Speciation models are used to determine the composition of solution species at 
equilibrium. Speciation, complexation, acid-base, ion-exchange, and precipitation-
dissolution reactions may all be modelled using this technique.  
 
Equilibrium reaction chemistry is described extensively in the works of Stumm and 





Multi-component models typically use the ion-association theory of chemical 
equilibrium (Yeh and Tripathi, 1989). Two different approaches may be used based on 
the theory: the Gibbs free-energy approach (Felmy, 1990) and the equilibrium-constant 
approach (Wolery, 1979; Parkhurst et al., 1980; Felmy et al., 1984; Parkhurst, 1995). 
The Gibbs free-energy approach bases reaction activity on changes in the Gibbs free 
energy, a measure of the maximum available work that can be derived from any system. 
The equilibrium-constant approach is perhaps the most common, and formulates a set of 
simultaneous nonlinear algebraic equations based on the principles of mole balance and 
mass action (Stumm and Morgan, 1981). 
  
Multicomponent modelling involves conceptualising complex equilibrium systems in 
terms of components (Aris, 1965; Westall et al., 1976; Kirkner and Reeves, 1988). 
Components represent independent species, such that they cannot be represented by a 
combination of other components. Each chemical species then comprises a combination 
of individual components (or master species). Chemical species may be in a dissolved, 
precipitated or complexed form. In a system with Np primary species and Ns secondary 
species, the equilibrium chemical reactions between primary and secondary species are 
defined by 
 
 Ai ↔ 
j=1
Np





where Ai and Aj are the chemical formulas of the primary and secondary species, 
respectively, and vij are the stoichiometric coefficients for the species. 
 
The algebraic relationship between primary and secondary species may be determined 
by the law of mass action. This states that, at a given temperature, the equilibrium of a 
chemical reaction of the form 
 
 aA + bB  cC + dD (2.3) 
 
may be described by 
 
 Ke = 
[C]c[D]d
[A]a[B]b  (2.4) 
 
where Ke is the equilibrium constant for the reaction. The equilibrium constant may 
alternatively be defined 
 
Applying this to equation 2.2 yields 
 










where Cj and Xi are the concentrations of the primary and secondary species, 
respectively; and γi and γj are the activity coefficients of the primary and secondary 
species, respectively. 
 
A total concentration, Tj, is used in the governing differential equations and is defined: 
 
 Tj = Cj + 
i=1
Ns
 vijXi (2.6) 
 
For equilibrium dissolution–precipitation reactions, the equilibrium for a pure phase 
mineral is given by 
 





   i = 1…Nm (2.7) 
 
where Ki is the solubility product for the mineral and Nm is the number of mineral 
phases. The rate of mineral production is then non-zero only if the mineral phase is 
saturated in solution. 
 
Numerical codes that calculate equilibrium reactions utilize thermodynamic databases 
comprised of reaction definitions, components, species, minerals and their equilibrium 
constants. Equilibrium reaction databases may differ and their data may itself contain 




reactive transport modelling of radionuclides (e.g., Nitzsche et al., 2000). Evaluation 
using independent databases may therefore be of value (Chandratillake et al., 1998). 
 
2.4.2.3. Kinetic reactions 
Most abiotic aqueous reactions occur relatively fast enough to justify an equilibrium 
approach. However, microbially mediated redox reactions and, under certain conditions, 
mineral precipitation-dissolution reactions (see Appelo and Postma, 1993; Sposito, 
1994) typically occur at time scales that may be longer than transport. In such cases, 
these processes require a kinetic approach. 
 
Dissolution and precipitation reactions are important as they impact chemical conditions 
significantly, especially pH and redox potential, significantly. Kinetic mineral 
dissolution-precipitation reaction rates are typically dependent on a rate constant, a 
reaction equilibrium constant, and the concentrations of mineral and dissolved species. 
Further, the reaction rate may be formulated such that it is dependent on reactive mineral 
surface area. Mayer et al. (2002) provide an in-depth description of kinetic dissolution 
and precipitation modelling approaches. 
 
Microbially mediated redox reaction kinetics typically employ zero- or first-order rate 
formulations, or Monod/Michaelis-Menten models. It is the modelling approach to 
substrate utilization rate and biomass representation that tends to distinguish different 




utilization rate is modelled as either a zero-order rate or first-order rate with respect to 
the substrate (e.g., van Breukelen et al., 1998; Jakobsen and Postma, 1999; Basberg and 
Engesgaard, 1999). Zero- or first-order approaches may further be appropriate when OC 
concentrations remain low relative to EAs. However, biomass populations experiencing 
inhibition effects due to toxic compounds or limited nutrient availability may render 




t  = -kCsubstrate (2.8) 
 
where k is the first-order degradation rate (T-1) and Csubstrate is the concentration of 
substrate in solution (ML-3). The substrate may be the electron donor or electron 
acceptor involved in the reaction. 
 
In other cases, the rate is dependent on both the concentration of the dissolved organic 
carbon (OC) electron donor and the electron acceptor (e.g., Hunter et al., 1998; Brun and 
Engesgaard, 2002). Microbial groups are then implicitly considered, since the 
consumption of each specific EA is linked to a specific biomass group. (Such models 
typically consider consumption of the different EAs to progress according to standard 





















where EA is the maximum substrate utilization rate that is dependent on the EA being 
consumed (T-1); CEA is the concentration for the EA being consumed (ML-3), and KOC 
and KEA are the half saturation constants for the OC and the EA being consumed (ML-3), 
respectively. W is a basic step function which is equal to one when the concentration of 
the respective EA is above EA, and equal to zero when it is below EA. z is the media 
porosity. When using a dual porosity approach (see Sections 2.4.4 and 3.4), z may be 
equal to either the porosity of the mobile region, m, or the porosity of the immobile 
region, i, depending on the region in which microbial activity takes place. The number 
of C/(K+C) terms in equation 2.9 may be extended to include other chemical species. 
This approach may therefore be used to account for microbial inhibition effects. 
 
In certain cases non-growth conditions may actually better represent biodegradation at 
the field-scale due to substrate competition between different bacterial populations 
(Truex et al., 1997). Further, it may be expected that during OC injection, the degrading 
biomass populations attain a maximum biomass concentration (Jaffé and Rabitz, 1988). 
Additionally, methods of measurement for microbial rates at the field-scale such as 
push-pull tests (e.g., Schroth et al., 1998; North et al., 2004) generate bulk reaction rates 
that implicitly take account of biomass. Therefore, systems may be better represented in 
models that do not explicitly model biomass growth. In its favour, this approach reduces 
the risk of under-constraining model systems that are already difficult to characterize 
accurately. However, such an approach may fail to capture the lag-time behaviour 














consider the OC fermentation/utilisation rate to be dependent on biomass concentration 
may be more suitable.  
 
Certain model formulations may reduce to other formulations depending on the 
conditions. Figure 2.4 displays the OC fermentation rate when modelled as a Monod 
function with a single species concentration, C, which may represent OC or an EA (see 
equation 2.9). When C is small relative to K, such a model reduces to a first-order 





Figure 2.4. OC fermentation rate functions may reduce to different formulations 





In systems in which microbial populations change, biomass may also be explicitly 
defined. In such cases, biomass may be modelled as a single chemical species without 
reference to its composition, or it may be modelled as a chemical species composed of 
carbon, oxygen, nitrogen, etc which reacts with other species accordingly (Barry et al., 
2002). The TEAPs are considered to be on the biomass concentration (e.g. Prommer et 















 KEA + CEA
BEA (2.10) 
 
where BEA is the biomass population [ML-3] carrying out the TEAP involving the 
respective EA. The biomass population may itself grow or decay subject to OC and EA 
availability. The growth and decay of biomass populations is typically formulated as 
dependent on the substrate utilization rate itself, and is therefore formulated as a 
function of the above equations. Given this approach, some authors have argued that at 
quasi-steady state, explicit representation of biomass is not necessary, since microbial 
populations are in fact dependent variables linked to substrate concentrations (Wang and 
Papenguth, 2001). The constant biomass (BEA) is then automatically factored into the 
rate. Furthermore, incorporating biomass into the kinetic expressions as in equation 2.10 
may yield contaminant profiles very similar to those without such incorporation (e.g. 





2.4.2.4. Microbial representation 
Microbes are typically thought to exist in one of two forms within aquifer sediments: as 
biofilms or as discontinuous colonies. In the biofilm form they cover the sediment 
surface in a continuous uniform biofilm (Rittman and McCarty, 1980; Bouwer and 
McCarty, 1984; Bouwer and Cobb, 1987; Taylor and Jaffé, 1990; Taylor et al., 1990). 
However, numerous authors have raised doubt over the biofilm concept (Baveye and 
Valocchi, 1989; Widdowson, 1991; Baveye and Valocchi, 1991). Such authors suggest 
that biofilms occur in the second form, in which they are assumed to be attached to 
sediment in discontinuous aggregated colonies (termed microcolonies) (Baveye et al., 
1992; Chen et al., 1992). Interpretations of experimental data leading to differing 
conclusions concerning biofilm form are a topic of some debate (e.g. Baveye et al., 
1992). Baveye and Valocchi (1989) present an evaluation, classification and comparison 
of existing biofilm modelling approaches. However, their work is criticized by 
Widdowson (1991), which was in turn responded to in Baveye and Valocchi (1991). 
Clearly there remains some uncertainty as to the likely spatial form of bacteria in natural 
aquifer sediments. 
 
Both forms of biomass subsurface colonisation have been represented in numerical 
models. For example, Molz et al. (1986) and Widdowson et al. (1988) considered 
uniform microcolonies with constant dimensions to grow by an increase in microcolony 
number per unit volume of aquifer. In contrast, Kinzelbach et al. (1991) and Schäfer 
(1992) considered biomass as constant sized point-colonies. Chen and Li (2002) coupled 




(1999) considered microscopic to macroscopic upscaling for biofilm growth in a pore 
network model.  
 
Thullner et al. (2004) conducted a bioclogging experiment (bioclogging entails the 
growth of biomass which causes a physical build-up within media pores causing 
decreased media). The author’s experiment was conducted in a glass bead-packed flow 
cell and modelled the bioclogging using colony and biofilm modelling approaches. The 
experimental data was matched with a 3-dimensional groundwater flow and transport 
model (with dual region approach in which the biomass was represented by the second 
region). They used three different relations between hydraulic conductivity and porosity 
changes: a macroscopic approach (Clement et al., 1996a,b), a pore network approach 
(Thullner et al., 2002) for colony growth, and a pore network approach for biofilm 
growth. The most accurate reproduction of experimental data was achieved with a pore 
network approach with the colony growth approach. 
 
Cunningham and Mendoza-Sanchez (2006) compared an “idealized biofilm model” 
(one-dimensional, first-order or Monod biodegradation) to a ‘‘biofilm’’ model that 
accounted for contaminant diffusion and reactions with the biofilm. Their analyses 
indicated that the two models were precisely equivalent at the macroscopic scale under 
steady state conditions. 
 
Other authors do not consider diffusion between the bulk solute and the active biomass 




process within their models (e.g., Borden and Bedient, 1986a,b; Kindred and Celia, 
1989; MacQuarrie et al., 1990; Essaid et al., 1995). Odencrantz (1992) modelled 
biodegradation under typical groundwater conditions using a biofilm modelling 
approach. Using dimensionless parameters, the author concluded that the mass transfer 
resistance inherent in the biofilm system was insignificant, and that a (macroscopic) 
Monod modelling approach could instead be used when biomass attained steady-state 
conditions as a result of continuous rate-limiting substrate injection. 
 
Nevertheless, under certain conditions, such assumptions may not be made. For 
example, when bioclogging is significant (e.g., Vandevivre and Baveye, 1992a,b; Taylor 
and Jaffé, 1990; Schäfer, 1992; Clement et al., 1996a,b; Holm, 1999; Thullner et al., 
2004). Furthermore, microbes may be transported in subsurface flow (e.g., Clement et 
al. 1997; Dorn et al., 2005) and this may assist radionuclide transport (Gillow et al., 
1999). In cases where active biomass is transported this process should be accounted for 






2.4.2.5. Microbial representation of DMRB 
The microbial groups responsible for TEAPs are typically classified by the TEA 
pathway they take. The principal TEAPs in the subsurface are aerobic respiration, 
denitrification, manganese reduction, iron reduction, sulfate reduction and 
methanogenesis (Stumm and Morgan, 1996). 
 
DMRB capable of U(VI) reduction encompass a range of bacterial species, including 
Geobacter (Lovley et al., 1991; Holmes et al., 2002; Finneran et al., 2002a; Anderson et 
al., 2003; North et al., 2004; Suzuki et al., 2005), fermentative anaerobic Clostridium 
(Francis et al., 1994), Shewanella (Tebo and Obraztsova, 1998; Lovley et al., 1991; 
Wielinga et al., 2000; Fredrickson et al., 2002), Desulfotomaculum (Ganesh et al., 1999) 
and Desulfovibrio (Lovley and Philips, 1992b; Sani et al., 2004; Spear et al., 2000; 
Suzuki et al., 2005). In addition to U(VI) reduction, DMRB have been shown to be 
capable of reducing nitrate (Finneran et al., 2002a), Fe(III) (Holmes et al., 2002), 
Mn(IV) (Tebo and Obraztsova, 1998) and sulfate (Lovley and Philips, 1992; Lovley et 
al., 1993; Ganesh et al., 1999; Spear et al., 2000; Sani et al., 2004; Suzuki et al., 2005). 
 
Most groundwater sediments are host to a variety of microbial species which are, 
collectively, capable of carrying out the full range of TEAPs (in DMRB-related studies 
see, for e.g., Anderson et al., 2003; North et al., 2004; Suzuki et al., 2005). The 
dominant microbial consortium is likely to change as the electron acceptors (EAs) 





2.4.2.6. Partial equilibrium approach 
Of the two redox steps discussed in Section 2, the first involves the fermentation of 
dissolved organic carbon (OC) which yields products such as acetate, formate and H2. 
The fermentation products are consumed as electron acceptors (EAs) by different 
TEAPs. Since the energy yield from the fermentation step is relatively small, the 
differences in energy yield largely result from the second TEA step (Postma and 
Jakobsen, 1996). It is generally accepted that the net reaction is limited by the 
fermentation step (e.g., Berner, 1980; Westrich and Berner, 1984; Middelburg, 1989; 
Boudreau and Ruddick, 1991). This is supported by the brief presence and low 
concentrations of the intermediate fermentation products, suggesting that the TEA step 
is much faster than the fermenting step. Of the two steps in each net reaction, 
fermentation is therefore rate-limiting, and the net reaction kinetics cannot be 
determined by the net energy yield. Rather, the first fermentation step is defined 
kinetically, and the path of the second TEA step is determined by chemical equilibrium 
(the energy yield of the TEA step) (Postma and Jakobsen, 1996). 
 
The individual TEAPs are considered to occur in a sequence determined by their Gibbs 
free energy yield (e.g., Berner, 1981a; Stumm and Morgan, 1981), with the widely 
accepted TEAP sequence itself based on the work of Baedecker and Back (1979a,b), 
Champ et al. (1979) and Nicholson et al. (1983). The resulting spatial and temporal 
segregation of the different TEAPs during degradation of organic matter in sediments, 
referred to as redox zonation, tends to follow this accepted TEAP sequence. However, 




reality, redox zonation may be affected by a variety of hydrological and geochemical 
phenomena resulting in the overlap of different redox zones, allowing multiple TEAPs 
to occur simultaneously, although one particular redox process may dominate. This 
overlap of simultaneous redox reactions is observed at field sites (e.g., Berner, 1981b; 
Lovley and Goodwin, 1988; Kuivila et al., 1989; Parkes et al., 1990; Canfield et al., 
1993; Wersin et al., 1993; Postma and Jakobsen, 1996; Jakobsen and Postma, 1999).  
 
To account for the fact that TEAPs are driven by a kinetic first-step and a chemical 
equilibrium second step, Postma and Jakobsen (1996) recommended use of a partial 
redox disequilibrium approach modelling approach or Partial Equilibrium Approach 
(PEA). The PEA was proposed by McNab and Narasimhan (1994) and was further used 
by, amongst others, McNab and Narasimhan (1995), van Breukelen et al. (1998), 
Keating and Bahr (1998), Jakobsen and Postma (1999), Prommer et al. (1999a,b) and 
Brun et al. (2002). The oxidation of organic matter (fermentation) is assumed to be the 
rate-controlling step and is represented by a kinetically controlled release of zero-valent 
carbon into solution. The second (equilibrium) step, controlling the TEAP’s sequence, 
occurs instantaneously. This approach allows for simultaneous redox reactions, without 
violation of thermodynamic laws, and for the straightforward modelling of abiotic 
processes. 
 
2.4.2.7. Surface complexation 
Most surface-chemical processes involve adsorption, which entails the accumulation of 




species, the reactivity of surfaces, and the electrostatic properties of suspended particles 
such as colloids. Surface complexation reactions are primarily responsible for U 
sorption. This discussion will therefore focus on surface complexation with relevance to 
U. At typical groundwater pH, U(VI) transport is affected by adsorption to mineral 
surfaces in soils and sediments (Waite et al., 1994; Kohler et al., 1996; Turner et al., 
1996; Pabalan et al., 1998; Chisholm-Brause et al., 2001; Prikryl et al., 2001; Barnett et 
al., 2002; Davis et al., 2002). Clay-rich sediments may bind U(VI) by ion exchange, but 
this is limited by specific aqueous conditions such as low ionic strength, low pH and low 
Ca concentrations (Turner et al., 1996). Mineral surface complex formation exerts the 
most significant control over U sorption (Pabalan et al., 1998).  
 
The most common reactive transport modelling approach for surface complexation is the 
use of constant distribution coefficients (constant-Kd) (USEPA, 1999; Bethke and 
Brady, 2000). However, U(VI) adsorption is significantly influenced by pH and 
carbonate concentration, as well as changes in aqueous speciation (Dzombak and Morel, 
1990; Waite et al., 1994). Constant-Kd modelling approaches are relevant to specific 
chemical conditions and cannot account for these effects. Consequently, use a constant-
Kd modelling approach for U may lead to significant uncertainly in the predicted 
retardation due to changes in pore water chemistry (Read et al., 1998; Bethke and Brady, 
2000; Glynn, 2003). 
 
Surface complexation models (SCM), however, account for pH changes, the effect of 




(Waite et al., 1994; Langmuir, 1997; Pabalan et al., 1998; Kohler et al., 1999; Koretsky, 
2000; Davis, 2001; Davis et al., 2002). This is achieved by describing the equilibria 
between aqueous species and mineral surfaces species through mass action equations 
(Bargar et al., 2000; Sylwester et al., 2000; Alcacio et al., 2001; Becker et al., 2001; 
Brown and Parks, 2001; Sverjensky, 2001). SCM models assume adsorption occurs on 
specific surface sites, allowing for a number of specific sites to be utilized by the 
sorbent. Such an approach allows SCMs to be easily incorporated into existing reactive 
transport models (Kohler et al., 1996; Stollenwerk, 1998; Papini et al., 1999; Kent et al., 
2000; Parkhurst et al., 2003; Curtis et al., 2004). Detailed discussion of various surface 
complexation modelling approaches may be found in Stumm and Morgan (1996) and 
Langmuir (1997). 
 
Natural organic matter may also play a role in U(VI) sorption (Wood, 1996; Lenhart and 
Honeyman, 1999). However, OC-complexed U is not included in this work. OC-
complexed U is considered insignificant in facilitating U transport where OC 
concentrations are high (Farquhar and Sykes, 1982; Kjeldsen and Christensen, 1984; 
Kjeldsen, 1986; Ranville et al., 2006). Since OC concentrations are typically high in 
biostimulation schemes, such as in this work, OC-complexed U is considered negligible.  
 
2.4.3. Modelling mass transport 
Macroscopic conservation of mass for the transport of a dissolved species in one-







t  = -v
C
x  + D

2C
x2  + 
q
t  (2.11) 
 
where C is the concentration of a chemical species in solution (ML-3), v is the average 
pore-water velocity in the mobile region (LT-1), D is the hydrodynamic dispersion 
coefficient (L2T-1), q/t is a source/sink term that accounts for chemical reactions 
(ML-3T-1), x is the distance along the spatial domain (L), and t is time (T). The chemical 
species C may experience advective and dispersive transport within the fluid. The 
advection term describes the transport of the species by the groundwater velocity, as 
driven by a pressure gradient. The dispersion term describes the process of the spreading 
and dilution of the species as it is transported. This term itself consists of both 
mechanical and molecular diffusion, and is thus defined: 
 
 D = De + avm (2.12) 
 
where De is the effective diffusion coefficient (L2T-1) and a is the dispersivity (L). 
Mechanical dispersion is the result of small changes in flow direction away from the 
mean flow direction for portions of the flow. Molecular diffusion is caused by the 
process of Brownian motion which causes molecules to respond to a concentration 
gradient. The relative importance of dispersion to diffusion is typically governed by 
hydraulic conductivity, with the former dominating in high-K materials (e.g., sands) and 
the latter dominating in low-K media (e.g., clays). The macroscopic pore water velocity, 









 ∂x   (2.13) 
 
where K is the hydraulic conductivity (LT-1) and hh is the hydraulic head (L). This model 
assumes that the porous media and flowing solution may be represented as a continuum. 
The continuum must apply for averaged processes within a representative elementary 
volume (Bear, 1972; Hassanizadeh and Gray, 1979a,b; Lichtner, 1996a).  
 
2.4.4. Modelling porous media spatial heterogeneity 
Spatial heterogeneity has been represented in models using various approaches. Small-
scale heterogeneities associated with media structure are perhaps most commonly 
modelled using a continuum approach. Models can explicitly account for spatial 
variability in physical porous media by spatially varying properties such as hydraulic 
conductivity (Steefel and Yabusaki, 1996; Meile et al., 2003). The basic continuum 
approach has been extended to multi-region and multi-continuum approaches. For 
example, a two-region (also termed dual-region or dual-porosity) model may be used to 
represent heterogeneity (van Genuchten and Wierenga, 1976). This is a well-established 
technique (c.f., Gardner and Brooks, 1957; Barenblatt et al., 1960; Deans, 1963; Coats 
and Smith, 1964) that represents heterogeneities by the introduction of mass transfer 
processes. Typically, one region represents media regions of advective-dominated flow 
within the media while the other region represents media regions of diffusion-dominated 




in structured soils or fractured porous media (Skopp and Warrick, 1974; van Genuchten 
et al., 1974; Selim et al., 1977; van Genuchten and Wierenga, 1977; Rao et al., 1979, 
1980; Grisak and Pickens, 1980; Grisak et al., 1980; Huyakorn et al., 1983; Nkedi-Kizaa 
et al., 1983; Goltz and Roberts, 1986; Herr et al., 1989; Haselow and Greenkorn, 1991; 
Gerke and van Genuchten, 1993; Zimmerman et al., 1993; Brusseau et al., 1994; Li et 
al., 1994; Haggerty and Gorelick, 1995, 1998; Hamm and Bidaux, 1996; Hu and 
Brusseau, 1996; Bajracharya and Barry, 1997; Hantush and Marino, 1998; Zhang and 
Brusseau, 1999; Feehley et al., 2000; Harvey and Gorelick, 2000; Stagnitti et al., 2001; 
Sánchez-Vila and Carrera, 2003; Haws et al., 2004, 2005). Griffioen et al. (1998) 
provide a review of data requirements for this modelling approach. Modelling systems 
with heterogeneous hydraulic conductivity employing two-region mass transfer 
approaches has more successfully reproduced observed solute transport behaviour than 
classical Fickian advection-dispersion formulations (e.g. Feehley et al., 2000).  
 
The multi-region modelling approach has also been modified to consider convection and 
dispersion mechanisms in all regions within the model (Skopp et al., 1981; Dykhuizen, 
1990; Gerke and Van Genuchten, 1996; Ahmadi et al, 1998; Gwo et al., 1998; Vogel et 
al., 2000; Zinn and Harvey, 2003; Zinn et al., 2004; Van Genuchten et al., 2001). These 
are often multi-continuum approaches (e.g., Gwo et al., 1995, 1996), in which each 
region possesses unique boundary conditions and hydraulic conductivity (Dykhuizen, 
1987; Liu and Chen, 1990; Jarvis et al., 1991; Gerke and van Genuchten, 1993; Gwo et 
al., 1994 and 1995). The dual-permeability approach may also be extended to a 2D 




phenomena (Vogel et al., 2000). The approach has been further expanded to capture 
more complex systems by including multiple mass transfer rates (i.e., a distribution of 
rate coefficients) (Haggerty and Gorelick, 1995; Haggerty et al., 2000; Dentz and 
Berkowitz, 2003). The parameters used in these models are typically extracted from 
experimental data using curve-fitting methods (Gaudet et al., 1977; Grisak and Pickens, 
1980; Goltz and Roberts, 1988; Maraga, 2001; Johnson et al., 2003). Further, Ahmadi et 
al. (1998) and Cherblanc et al. (2003) present an approach that allows connection 
between different scales and the acquisition of macroscopic properties associated with 
heterogeneous dual-porosity systems. 
 
Discrete fracture network models have also been used to represent spatial heterogeneity 
in the subsurface (e.g., Sudicky and McLaren, 1992; Therrien and Sudicky, 1996; 
Berkowitz, 2002). Governing equations are provided for both the porous matrix and the 
fracture network, with the factures idealized as two-dimensional parallel plates.  
 
Stochastic approaches (for example, by using autocorrelated random fields) are a further 
alternative modelling approach (e.g., Sposito and Barry, 1987; Kabala and Sposito, 
1991; Srivastava and Brusseau, 1996). Stochastic approaches typically model hydraulic 
conductivity as random (log normally distributed), and the governing model flow 
equation becomes a stochastic differential equation. However, the computation speeds 
required for uncertainty analysis in stochastic approaches may limit their applicability 





Yet other approaches include particle tracking, in which the pore water velocity flow 
field determines the motion of the solute (e.g., Tompson et al., 1988), or the use of 
fractal theory (Wheatcraft and Tyler, 1988). 
 
2.4.5. Coupling method 
One of two methods is typically used to couple the solving of physical transport and 
geochemical reactions in reactive transport models. The first is the global implicit 
formulation, and the second is the operator splitting formulation (Engesgaard and 
Christensen, 1988; Yeh and Tripathi, 1989; Saaltink et al., 2001). The global implicit 
method solves physical transport and geochemical reactions simultaneously while the 
operator splitting technique solves the two sequentially (the latter may or may not 
involve iteration between the two steps) (Steefel and Lasaga, 1994; Walter et al., 1994). 
The former is more accurate (typically second order in time) but is more 
computationally expensive, while the latter is more efficient but with first-order 
accuracy (Barry et al., 2002). 
 
2.4.6. Existing reactive transport models 
Reactive transport models covering redox processes and the biodegradation of organic 
matter have been a focus of research for decades. Many models couple the simulation of 
transport with equilibrium geochemistry (e.g., Miller and Benson, 1983; Cederberg et 
al., 1985; Hostetler and Erickson, 1989; Narasimhan et al., 1986; Liu and Narasimhan, 




Parkhurst and Appelo, 1999). Early models may have been limited to a single redox 
process (e.g., Kinzelbach et al., 1991), or have ignored microbial complexities or 
secondary redox reactions (reactions in which reduced species may be reoxidised). 
Further development yielded models that accounted for secondary redox reactions (e.g., 
Schäfer, 1992) as well as multiple microbial groups and EA consumption (e.g., Lensing 
et al., 1994). Models have been developed to couple transport with numerous kinetic 
geochemical reactions such as adsorption (e.g., Theis et al., 1982; Szecsody et al., 1998), 
redox processes (Lensing et al., 1994; Wang and Van Cappellen, 1996; Hunter et al., 
1998; Smith and Jaffé, 1998; Saiers et al., 2000), biodegradation processes (MacQuarrie 
et al., 1990; Chen et al., 1992; Chang et al., 1993; Cheng and Yeh, 1994; Wood et al., 
1994) or precipitation-dissolution (e.g., Lichtner, 1996; Steefel and Yabusaki, 1996; 
Suarez and Šimnek, 1996). Essaid et al. (1995) presented an extensive summary of 
such pre-1995 models. Since the mid-1990s, models that couple transport with 
equilibrium and kinetic reactions have been developed (e.g., Steefel and Lasaga, 1994; 
McNab and Narasimhan, 1994, 1995; Chilakapati, 1995; Salvage et al., 1996; Yeh et al., 
1996; Abrams et al., 1998; Chilakapati et al., 1998; Saaltink et al., 1998; Tebes-Stevens 
et al., 1998; Salvage and Yeh, 1998; Chilakapati et al., 2000; Robinson et al., 2000; Yeh 
et al., 2001a and b; Brun and Engesgaard, 2002; Molins et al., 2004; Kräutle and 
Knabner, 2005). More recent techniques implement “reaction-network” based modelling 
(Fang et al., 2003; Zhang et al., 2007). This approach uses matrix methods to derive 
governing equations that model mixed equilibrium and kinetic reactions by transforming 
reactive transport equations into a set of thermodynamic equilibrium equations (for 




Partial differential equations for kinetic-variables are then solved rather than individual 
chemical species. 
 
Reactive biogeochemical transport models have tended to either add geochemical 
reactions to biodegradation transport models or add simple biodegradation reactions to 
geochemical transport models (Brun and Engesgaard, 2002). 
 
McNab and Narasimhan (1994), Brun et al. (1994) and Lensing et al. (1994) used a 
partial redox disequilibrium (or partial equilibrium approach (PEA)) in which the OC 
fermentation step was kinetically controlled and the TEA step was equilibrium 
controlled. Such an approach would, for example, model the oxidation half reaction O1 
in Table 2.1 kinetically and the reduction half reactions R1-6 (Table 2.1) based on 
equilibrium thermodynamics. Such an approach considers the “two steps” of reduction 
and oxidation involved in redox reactions separately. This enables the simultaneous 
modelling of complex geochemical reactions and kinetic biodegradation reactions, as 
well as allowing use of existing equilibrium databases, and is also faster to solve than a 
fully kinetic approach. Further, robust and consistent equilibrium databases exist, 
whereas kinetic databases remain comparatively incomprehensive and are highly 
dependent on geochemical conditions. These factors have doubtless led to the 
widespread popularity of this technique (van Breukelen et al., 1998; Keating and Bahr, 
1998; Jakobsen and Postma, 1998; Basberg and Engesgaard, 1999; Prommer et al., 
1999a,b). Fully kinetic approaches model net redox reactions kinetically. The net 




would be represented as a single reaction. Such an approach might be termed “one step”, 
since only single net reactions exist. Other authors have retained a kinetic approach but 
allowed the OC fermentation step to be explicitly decoupled from the TEA step (Hunter 
et al., 1998).  
 
A number of relatively comprehensive numerical codes now exist capable of carrying 
out a host of geochemical processes coupled to transport. These include, but are not 
limited to, the codes MT3D (Zheng, 1990), RT3D (Clement, 1997), MT3DMS code 
(Zheng and Wang, 1999), PHREEQC (Parkhurst and Appelo, 1999), MIN3P (Mayer, 
1999), HydroBioGeoChem 123D (ORNL, 1999), PHT3D (Prommer, 2000), PHAST 
(Parkhurst et al., 2004), and PHWAT (Mao et al., 2006). 
 
In radionuclide-contaminated environments, the interest is in the geochemical 
environment and its impact on radionuclide solubility and mobility. Such a focus may 
therefore also lead to the development of models that focus on the geochemical 
environmental changes due to biodegradation processes (e.g., Manton et al., 1995; 
Humphreys et al., 1997).  
 
As discussed in Section 2.3, porous media spatial structure and heterogeneity may 
significantly affect the success of bioremediation techniques. Unfortunately, while many 
models can account for spatial variability by means of variable hydraulic conductivity 
and other parameters, few multicomponent reactive transport models actively account 




included an explicit representation of physical heterogeneity in their reactive transport 
model, while Malmstrom et al. (2004) coupled a stochastic advective-reactive model 
with random heterogeneity to a multicomponent geochemical code. Huang and Hu 
(2001) used a stochastic reactive transport model which accounted for physical and 
chemical heterogeneity with interregional mass diffusion and nonequilibrium sorption 
processes. 
 
2.4.7. Existing reactive transport models incorporating radionuclide 
redox chemistry 
Contemporary reactive transport models that account for microbially mediated redox 
reactions are generally built as extensions of existing reactive transport models. 
Nevertheless, numerous reactive transport models that do not account for microbially 
mediated redox reactions, at least in their applications, have been used to explore 
radionuclide migration in subsurface environments without a specific focus on microbial 
mediation. For example, the multicomponent reactive transport code TOUGHREACT 
(Xu et al., 2000) has been used to explore radionuclide migration and issues related to 
radioactive waste disposal for the Yucca Mountain Project (e.g., Xu et al., 2003;  
Spycher et al., 2003). De Windt et al. (2003) compared three different reactive transport 
codes for UO2 dissolution by rainwater infiltration and spent fuel degradation in an 
oxidising waste disposal. Chen and Yiacoumi (2002) modelled the sorption and 
transport of depleted U. De Windt et al. (2004) included cement/claystone interactions in 




repository. Bain et al. (2001) used a model to evaluate the potential groundwater 
contamination effects of flooding in a decommissioned U mine. 
 
Other work has focused on the modelling of natural analogue sites in order to better 
understand the likely geochemical and transport processes which might occur within U 
contaminated (waste disposal) sites over the long term (e.g., Salas and Ayora, 2004; 
Steefel and Lichtner, 1998; Gurban et al., 2003). However, such models tend not to 
consider microbially mediated redox reactions. Besides, other authors (Read and 
Hooker, 1992) caution that such exercises should be limited to the observation of net 
geochemical effects. It is further argued that the quantitative evaluation of models using 
natural analogue data is unrealistic due to the complexity of the system, the difficulty in 
limiting boundary conditions (Amter, 1989), and the fact that no single natural analogue 
may be convincingly compared to engineered waste repositories (Read and Hooker, 
1992). 
 
The inclusion of microbially mediated redox reactions are particularly important for the 
modelling of radionuclide migration, since microorganisms are both directly involved in 
redox reactions (see Section 2.2) and more generally control the chemical conditions in 
groundwater such as pH, Eh, CO2 and secondary mineral precipitation/dissolution 






Several studies have coupled radionuclide redox chemistry and microbially mediated 
redox reactions to existing reactive transport models. Applications using such models 
may be particularly appropriate for improving understanding of U(VI) bioremediation 
strategies. Wang and Papenguth (2001) extended the kinetic biogeochemical transport 
model of Hunter et al. (1998) to include radionuclide redox chemistry and modelled the 
injection of a generic electron donor into an anoxic aquifer through which U(VI) was 
passing. The authors reported on the geochemical changes to the aquifer after 15 years 
of biostimulation. Wang et al. (2003) developed a biogeochemical transport model using 
the PEA and kinetic mineral precipitation/dissolution, with kinetically modelled U redox 
reactions. The authors modelled an aquifer contaminated by U(VI) influent and 
conducted a global uncertainty assessment on the system in order to identify parameter 
sensitivities (for primary and secondary redox reaction rates). 
 
Very few reactive transport models incorporating radionuclide redox chemistry have 
accounted for the spatial heterogeneity of porous media. Luo et al. (2007) used a kinetic 
one-dimensional dual-porosity model to reproduce geochemical data in a well from the 
field-scale U(VI) bioremediation experiment conducted by Wu et al. (2006b). However, 
their model used the “immobile” region in the model to account for mass transfer 
processes associated with surface complexation rather than spatial heterogeneity. 
Further, the work of Huang and Hu (2001) has highlighted the importance of separating 
interregional mass transfer (diffusion) and chemical sorption processes into separate 
mass transfer processes. Roden and Scheibe (2005) used a one-dimensional tri-porosity 




structured porous media (fractured rock). However, they used a one-step fully kinetic 
model rather than a multicomponent reactive transport model, thereby excluding 
potentially important geochemical processes (including, but not limited to, redox 
reactions). 
 
A list of biogeochemical reactive transport models is given in Table 2.2. The presence 





Table 2.2. List of biogeochemical reactive transport models and their features. 
Reference CMa MKb EBc SDd 
Kinzelbach et al. (1991) 1 M Y 2 
Lensing et al. (1994) 1 M Y 1 
McNab and Narasimhan (1994, 1995) 2 PEA 1 N 2 
Essaid et al. (1995) 1 M Y 2 
Griffioen et al. (1995) 2 PEA 1 N 2 
Schäfer and Therrien (1995) 1 M Y 3 
Steefel and Yabusaki (1996) N/I N/I N 3 
Wang and Van Cappellen (1996) 1 1 N 1 
Schäfer et al. (1998a,b) 1 M Y 3 
Abrams et al. (1998) 1 M N 2 
Tebes et al. (1998) 1 M Y 1 
Salvage and Yeh (1998) 1 M Y 1 
Smith and Jaffé (1998) 2 PEA M N 1 
Chilakapati et al. (1998) 1 M Y 1 
Amirbaham et al. (1998) 1 0 N 1 
Hunter et al. (1998) 2 K 1 N 1 
van Breukelen et al. (1998) 2 PEA 1 N 1 
Keating and Bahr (1998) 2 PEA 0 N 2 
Jakobsen and Postma (1998) 2 PEA 0 N 1 
Basberg and Engesgaard (1999) 2 PEA 0 N 1/2/3 
Prommer et al. (1999a,b) 2 PEA M Y 1/2 
Abrams and Loague (2000a,b) 1 M N 2 
Brun et al. (2002) 2 PEA M Y 2 
Wang and Papenguth (2001) 2 K M N 1 
Wang et al. (2003) 2 PEA M N 1 
Roden and Scheibe (2005) 1 K M Y 1 
Thullner et al. (2005) 1 M Y 1 
Luo et al. (2007) 1 K M Y 1 
this work 2 PEA 1 & M N 1 
aCM = Coupling Method; 1 or 2 step (see this Section), K – Kinetic (see Section 
2.4.2.3), PEA – Partial Equilibrium Approach (see Section 2.4.2.6), N/I – Not Included 
in model. 
bMK = Microbial Kinetics approach; 0 or first-order (0/1) or Monod (M) kinetic 
approach (see Section 2.4.2.3). 
cEB = Explicit Biomass modelled; Y – Yes, N – No (see Section 2.4.2.3). 





2.5. Cellulose in low level radionuclide contamination 
Cellulose is a sizeable component of the material deposited into municipal solid waste 
(MSW) and low-level radioactive waste (LLW) disposal sites (BNFL, 2002; Bookter 
and Ham, 1982). It is present in the form of paper, cardboard, wood and fabrics and 
undergoes enzymatic hydrolysis in situ by microbes in such anaerobic environments, the 
products of which become substrates for subsequent microbial groups such as 
methanogens, acetogens and acidogens (El Fadel et al., 1997). These processes may 
cause geochemical changes in the disposal site. In LLW sites, such changes can affect 
the solubility of radionuclides that, once mobilized, may then migrate in the 
groundwater (Humphreys et al., 1997; Askarieh, 2000). Enhanced cellulose hydrolysis 
leads to more rapid stabilization of the landfill site and a decrease in the leaching of 
organic acids. The rate of cellulose hydrolysis, and that of the subsequent microbial 
processes, is therefore important in determining the stability of landfill sites and their 
potential impact on the environment (Eleazer et al., 1997).  
 
Additionally, the anaerobic digestion of the organic fraction of MSW is now a common 
ex situ treatment for landfill waste/leachate (de Baere, 2000; Mata-Alvarez et al., 2000; 
O’Keefe and Chynoweth, 2000). Cellulose hydrolysis is also more generally relevant to 
sequential leach bed anaerobic processing, which has also been applied to treat 




wastewater treatment systems (e.g., Batstone et al., 2000). The key processes occurring 
at the microscale in such anaerobic digesters are identical to those occurring in landfill.  
 
The presence of cellulose-bound cellulolytic bacteria in landfill sites is significant. For 
example, Lockhart (2004) found numerous cellulolytic clostridia strains in an LLW site 
and noted that conditions in the site were suitable for a wide diversity of clostridia. The 
clostridia are well known for their extracellular multi-enzyme complex called 
cellulosome (Schwarz, 2001) which binds the cells to crystalline cellulose particles 
(Bayer et al., 1983; Lamed et al., 1987; Mayer et al., 1987). Figure 2.5 displays a portion 
of a cellulose fibre coated and then stripped of cellulose hydrolyzing bacteria. 
 
The most common approach to modelling cellulose hydrolyzing bacteria involves 
approximating the hydrolysis as a zero- or first-order, biomass-independent reaction 
(e.g., Gusakov and Sinitsyn, 1985; Humphreys et al., 1997; Bezerra and Dias, 2004). 
Other models have explored methods for incorporating the effects of biomass-substrate 
binding in the cellulose hydrolysis process. Nopharatana et al. (2003) developed a model 
that recognized the association between biomass and hydrolysis rate. Lai et al. (2005) 
presented a model in which biomass grew until it approached a limiting value at which 
substrate coverage was reached. Vavilin et al. (1996) developed a model that 
incorporated colonisation of cellulose particles by a pre-existing cellulose-bound 
bacterial population, with the associated progressive reduction in particle size as the 




enzymatic level (e.g., Movagarnejad et al., 2000; Gan et al., 2003; Movagarnejad et al., 
2003), considering the binding mechanisms of enzymes to the cellulose substrate. 
 
The simplifying assumptions of existing models, issues related to cellulose hydrolysis, 
and importance of parameters and processes in the modelling of cellulose degradation is 
dealt with in Chapter 8. 
 
 
Figure 2.5. Cellulose fibre covered with biofilm (A), a hole in the biofilm (B) and 





3. A one-dimensional biogeochemical reactive transport 
model for bioimmobilisation of U(VI) in 
heterogeneous and structured porous media 
 
3.1. Introduction 
The impact of media heterogeneity is explored in the present work via a biogeochemical 
reactive transport model that accounts for the key physical and biogeochemical 
processes involved. This chapter discusses the development of a one-dimensional 
biogeochemical reactive transport model built for the purpose of modelling the 
bioimmobilisation of U(VI) in single and dual porosity media. The chapter first 
discusses the biogeochemical aspects of the model, followed by the transport features 
and surface complexation model. Model discretisation and model assumptions are then 
detailed. 
 
3.2. Theoretical background and model development 
A conceptual model for biomineralisation of U(VI) by DMRB is developed here in order 
to explore the efficiency of U(VI) remediation by DMRB in porous media exhibiting 
both single and dual porosity behaviour. The model is built in the widely used and fully 
verified USGS code PHREEQC (Parkhurst and Appelo, 1999), and couples 1D 
advective-dispersive solute transport with a comprehensive set of aqueous speciation, 
precipitation/dissolution and primary and secondary redox reactions included in the 
MINTEQA2 4.00 chemical database (Allison et al., 1991). The transport equation is 




except that unlike most reactive transport models (Yeh and Tripathi, 1989), the kinetic 
and equilibrium reactions are calculated after both the advection and the dispersion step. 
This is performed to reduce numerical dispersion.  
 
A flow path (one-dimensional) system is considered as an appropriate first step towards 
simulating and understanding such complex systems. Due to its free availability and the 
U.S. Geological Survey’s development and application of the PHREEQC code, the code 
has been tested in numerous applications and used in modelling work reported in 
numerous publications. It is a verified and reliable code that can be used with confidence 





3.3. Biogeochemical model 
3.3.1. Microbial representation 
The model employs the PEA (see Section 2.4.2.3). The model assumes the presence of a 
host of microbial species which are collectively capable of carrying out the full range of 
TEAPs (in DMRB-related studies see, for e.g., Anderson et al., 2003; North et al., 2004; 
Suzuki et al., 2005). This approach is considered to capture system behaviour adequately 
in the majority of sites.  
 
The explicit modelling of microbial processes requires microbial yield factors and rate 
constant for growth and decay to be specified. However, the values of these parameters 
are poorly constrained by field or laboratory experiments (Gasol and Duarte, 2000). For 
these reasons the model presented here models only the substrate utilisation processes 
carried out by the biomass, and does not explicitly model the biomass itself (i.e., 
biomass concentration is not considered). As this modelling approach reduces the 
number of parameters required, the risk of under- or over-constraining the model system 





It should be noted that modelling microbial processes without explicitly considering 
biomass concentration implicitly assumes that biomass growth is insignificant. The 
model therefore implicitly assumes that the biomass is in a quasi-steady-state condition. 
This may be inappropriate when representing systems in which biomass growth is 
significant. However, models that do not consider biomass concentrations should be 
considered appropriate for the following reasons: 
(i) It may reasonably be expected that during OC injection, the degrading 
biomass populations attain a maximum biomass concentration (Jaffé and 
Rabitz, 1988). Once the biomass has reached this maximum concentration 
the system is inherentally at quasi-steady-state (with respect to biomass), and 
the model is therefore appropriate. 
(ii) Methods of measurement for microbial rates at the field-scale such as push-
pull tests (e.g., Schroth et al., 1998; North et al., 2004) generate bulk reaction 
rates that implicitly take account of biomass. Therefore exclusion of biomass 
concentration from the model allows a more accurate parameterisation of the 
system microbial rates. 
(iii) The majority of experimental studies investigating U(VI) reduction rates are 
conducted under non-growth conditions, making it difficult to parameterise 
accurately for growth conditions. 
(iv) Since the modelling interest here is on global biogeochemical processes 
rather than microbial populations, explicit representation of biomass is not 
necessary in systems at quasi-steady state, since microbial populations are in 




Papenguth, 2001). The results of Thullner et al. (2005), in which the authors 
compared different microbial modelling approaches to biodegradation of 
lactate in a sand column, further support this. 
(v) In certain cases non-growth conditions may actually better represent 
biomineralisation at the field-scale due to substrate competition between 
different bacterial populations (Truex et al., 1997).  
 
Since the first step (oxidation half reaction) of each TEAP is the rate-limiting step (see 
Section 2.4.2.6), the model developed in the present work models this step kinetically. 
(The second step is modelled according to thermodynamic equilibrium.) The model 
represents the injected OC compound as CH2O. OC degradation occurs via microbially 
mediated oxidation (the first step in the TEAP) and results in the release of zero-valent 
carbon into solution.  
 
The model employs both first-order and Michaelis-Menten/Monod kinetics approaches 
to modelling OC oxidation rate (TEAP first-step). The chosen method is subsequently 









where k is the first-order degradation rate [T-1] and COC is the concentration of OC in 
solution [ML-3]. z is equal to either m or i, depending on the region in which microbial 
activity takes place. 
 
The second approach, where the OC oxidation rate is dependent on the concentration of 
both the OC and the relevant EA (e.g., Hunter et al., 1998; Brun and Engesgaard, 2002),  
implicitly considers microbial groups, since OC oxidation is explicitly dependent on the 















 KEA + CEA
 (3.2) 
 
where EA is the maximum OC oxidation rate which is dependent on the EA being 
consumed [T-1]; CEA is the concentration for the EA being consumed [ML-3], KOC and 
KEA are the half saturation constants for OC and the EA being consumed, respectively. 
W is a step function which is equal to one when the concentration of the respective EA is 
above EA, and equal to zero when it is below EA. In the model, OC oxidation utilizing 
U(VI) as the EA is permitted to occur concurrently with OC oxidation utilizing Fe(III) 
or sulfate as the EA as has been documented (Finneran et al., 2002a,b; Holmes et al., 
2002; Senko et al., 2002; Anderson et al., 2003; North et al., 2004). 
 
The stoichiometry defined in the model, together with the defined reaction network set 




moles of UO2 produced for every mole of CH2O oxidized (in agreement with Wang and 
Papenguth, 2001; Roden and Scheibe, 2005). 
 
3.3.2. DMRB and redox sequence 
Generally, DMRB activity tends to conform to typical TEAP sequencing (Abdelouas et 
al., 1998a). For example, nitrate must be reduced prior to Fe(III) or U(VI) reduction 
(DiChristina, 1992; Lovley and Chapelle, 1995; Finneran et al., 2002a,b; Senko et al., 
2002; Istok et al., 2004). This may be due to either DMRB preference for nitrate as an 
EA or the fact that the presence of nitrate would rapidly reoxidise formerly reduced 
Fe(II) or U(IV) to Fe(III) and U(VI) (Finneran et al., 2002a). However, extensive and 
stable U(VI) reduction has also been demonstrated by biostimulation at a field site with 
high nitrate concentrations in which Clostridia and Clostridia-like organisms were the 
dominant bacterial species (Smith et al., 2006). Furthermore, the Fe(III)-, U(VI)- and 
nitrate-reducing Geobacter metallireducens has been found to reduce Fe(III) and U(VI) 
in the presence of nitrate when it had been grown with Fe(III) as the EA, but not when it 
had been grown with nitrate as the EA (Finneran et al., 2002a). It is therefore likely that 
the sequence of TEAPs is sensitive to both bacterial species and the history of the 
geochemical environment.  
 
Following nitrate reduction, U(VI) and Fe(III) reduction typically occur concurrently 
(Finneran et al., 2002a,b; Holmes et al., 2002; Anderson et al., 2003; North et al., 2004) 




sulfate reducers can reduce U (Tebo and Obraztsova, 1998; Lovley and Philips, 1992; 
Lovley et al., 1993; Ganesh et al., 1999; Spear et al., 2000; Sani et al., 2004; Suzuki et 
al., 2005). Ortiz-Bernard et al. (2004b) biostimulated Rifle, Colorado (USA) sediments 
with acetate and found U(VI) reduction halted when Fe(III) was depleted and sulfate 
reduction became the dominant process. However, Spear et al. (2000) reported 
concurrent U(VI) and sulfate reduction by Desulfovibrio desulfuricans, with an increase 
in U(VI) reduction rate in the presence of sulfate. The biostimulation project by 
Anderson et al. (2003) at the U(VI)-contaminated Rifle field site found an increase in 
U(VI) when the dominant TEAP switched from Fe(III) to sulfate reduction. Senko et al. 
(2002) observed concomitant U(VI) and sulfate reduction in sediment incubations in 
which sulfate did not inhibit U(VI) reduction, however slight inhibition of U(VI) 
reduction by sulfate was witnessed in associated push-pull tests. Holmes et al. (2002), 
however, deduced that sulfate-reducing microorganisms were not important for the 
biostimulated U(VI) reduction in Shiprock, New Mexico (USA) field site sediments, and 
Lovley and Philips (1992a) noted that the presence of sulfate had no impact on U(VI) 
reduction by the sulfate-reducing bacterium Desulfovibrio desulfuricans. 
 
It appears that the specifics of TEAP sequencing depends on the geochemical 
environment, the biogeochemical history, and the DMRB stain(s) present, some of 
which may be capable of sulfate or metal reduction without being capable of U(VI) 
reduction. The dependence of U(VI) reduction rates on DMRB strain, EA, and electron 
donor further support this (Liu et al., 2002a). The details of these complex relationships 




controlled by accepted thermodynamic equilibrium. Specifically, the network of 
equations in the MINTEQA2 4.00 database is employed. 
 
3.3.3. Inhibition 
The reduction rate and extent of U(VI) by DMRB may be decreased by solid Fe oxides 
(Fredrickson et al. 2000; Wielinga et al., 2000) and Mn oxides (Lovley and Chapelle, 
1995; Fredrickson et al., 2002; Liu et al., 2002b). Nevertheless, DMRB remain capable 
of aqueous U(VI) reduction in the presence of Fe oxides (Fredrickson et al. 2000; 
Wielinga et al., 2000; Sani et al., 2004) and Mn oxides (Fredrickson et al., 2002). 
Additionally, there is evidence that the rate and extent of U(VI) bioreduction is reduced 
in the presence of calcium. It is thought that this is due to U being a less energetically 
favourable EA in the presence of Ca-UO2-CO3 complexes (Brooks et al., 2003). Whilst 
biomineralisation activity decreases under these geochemical conditions, U(VI) 
biomineralisation is not entirely inhibited. The present work implicitly accounts for 
potentially reduced biomineralisation efficiency by investigating how widely varying 
biological rates impact U(VI) bioremediation efficiency. Though this approach does not 
account for dynamic inhibitory effects, it nevertheless covers observed net rates of 
microbial reduction. 
 
3.3.4. Porous media clogging 
Porous media may be subject to clogging via the excessive accumulation of minerals or 




Clement et al., 1996a,b; Holm, 1999; Thullner et al., 2004). However, clogging is 
neglected in the present work. Abdelouas et al. (1998a) stimulated DMRB at a U mill 
tailings site near Tuba City, Arizona (USA) and found no evidence of pore clogging due 
to either biomass accumulation or mineral formation. The hydrological properties of the 
sandstone media investigated were not changed by increased bacterial activity. In 
addition, it is noted that at the maximum mineral concentrations encountered in the 
simulations conducted in the present work, the sum of all mineral volumes accounts for 
just 0.2% of aquifer pore space. This is considered negligible with regards to aquifer 
flow plugging. It is acknowledged that bioclogging can be significant in the vicinity of 
injection/withdrawal wells (e.g., for electron donor).  However, the quasi-steady-state 
biomass assumption employed limits this model’s applicability to the treatment (i.e., 
bioimmobilisation) zone located between wells where this effect is assumed to be 
minimal. 
 
3.4. Transport model 
It is generally accepted that the traditional Fickian advection-dispersion model does not 
capture the solute transport behaviour exhibited in multi-porosity heterogeneous porous 
media adequately, particularly at the field scale. This is because factures and other high-
hydraulic conductivity (K) flow paths in heterogeneous porous media provide rapid 
transfer of contaminants into aquifers, while low-K zones act as diffusion-limited 
reservoirs for contaminants and other aqueous species. Such preferential flow paths have 




Groundwater flow systems showing this dual-domain flow phenomenon have been 
documented in the literature both in column flow experiments (Grisak et al., 1980; Haws 
et al., 2004, 2005) and at the field scale (Sidle et al., 1998; Ryan et al., 2000; Julian et 
al., 2001). 
 
Groundwater flow models for heterogeneous porous media which display this dual-
domain transport behaviour have been characterized by two separate overlapping flow 
zone continua. These two zones conceptually combine the effects of local flow variation 
and inter-region diffusion (Li et al., 1994), such that existing concentration gradients are 
adequately captured. The first zone, traditionally conceptualized as the “mobile” region, 
exhibits mass transfer dominated relatively high-velocity range of flows. The second 
zone, traditionally conceptualized as the “immobile” region, exhibits mass transfer 
dominated by more localized flow variations with a contrasting low-velocity range of 
flows. Modelling systems with heterogeneous hydraulic conductivity employing dual-
domain mass transfer approaches has more successfully reproduced observed solute 
transport behaviour than single domain formulations (Feehley et al., 2000). 
 
The set-up of the physical domain is displayed in Figure 3.1. The figure displays 
individual model cells for both the mobile and immobile regions. Microbial presence 
may be considered within either or both regions. Advective-diffusive transport occurs 
within all cells in the mobile region only. Pore water within all cells in the immobile 




immobile region model cell and aqueous chemical species may transfer between the two 
via diffusive mass transfer.  
 
The partial differential equation describing saturated one-dimensional chemical transport 
under transient fluid flow conditions in the mobile region is (Coats and Smith, 1964; van 
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where Cm and Cim are the concentrations of a chemical species in solution in the mobile 
and immobile regions, respectively (ML-3), vm is the average pore-water velocity in the 
mobile region (LT-1), q/t is a sink term which accounts for chemical reactions 
[ML-3T-1], x is the distance along the spatial domain (L), t is time (T), and m and i are 
the media porosities in the mobile and immobile regions (L3L-3), respectively. De is the 
effective diffusion coefficient (L2T-1) and a is the dispersivity (L). The total porosity of 
the media is the sum of the mobile and immobile region porosities 
 
 T = m + i (3.4) 
 
and the hydrodynamic dispersion may be defined as 
 





In the present work, DP functionality is utilized such that high permeability porous 
media regions in the aquifer are represented by mobile zones, whilst regions of relatively 
slow flow are represented by immobile regions. Mass exchange between mobile and 
immobile groundwater occurs via a first-order mixing process, which is typically 
assumed to be driven by a concentration gradient and characterized by a mass transfer 
rate (e.g., Grisak and Pickens, 1980; Tang et al., 1981; Šimnek et al., 2003; Haws et al., 
2004; Gwo et al., 2005). In the PHREEQC model, an immobile cell is associated with 
each mobile cell. The mass transfer exchange between the mobile and immobile cells is 










t  = 	(Cm - Ci) (3.6) 
 
where  is the first-order exchange coefficient [T-1]. This method is a mobile-immobile 
model in which convection and dispersion in the immobile region are considered 
negligible. Modelling heterogeneous porous media in this way is a simplified approach 
which accounts for non-equilibrium flow effects by using a “lumped” mass transfer term 






Figure 3.1. Arrangement of dual porosity domain. 
 
3.5. Surface complexation model 
Natural systems may exhibit complex sorption behaviour. Specifically, U(VI) adsorption 
is significantly influenced by pH and carbonate concentration, as well as changes in 
aqueous speciation (Dzombak and Morel, 1990; Waite et al., 1994). However, numerous 
reactive transport models ignore this, instead adopting a constant-Kd modelling approach 
for U(VI) sorption (e.g., Wang and Papenguth, 2001; Wang et al., 2003; Roden and 
Scheibe, 2005). Surface complexation models (SCM) account for pH changes, the effect 
of variations in solution chemistry, and the complexing properties of sorbing surface 
sites (Langmuir, 1997). SCM models assume adsorption occurs on specific surface sites, 
allowing for a number of specific sites to be utilized by the sorbent. 
 
Advective diffusive transport 
OC 
All aqueous species 
 





Waite et al. (1994) developed a model which built on the diffuse double layer (DDL) 
model (Stumm et al., 1970; Huang and Stumm, 1973; Dzombak and Morel, 1990), 
applied specifically to ferrihydrite. Barnett et al. (2000) hypothesized that iron oxides 
control U(VI) sorption and further developed the model by Waite et al. (1994) to 
successfully simulate the U(VI) sorption behaviour of three heterogeneous subsurface 
media (from the US Department of Energy Oak Ridge, Savannah River, and Hanford 
Reservation sites) (Barnett et al., 2002). The Barnett et al. (2002) model successfully 
predicted the pH-dependent adsorption of the three different media, with only slight 
differences between observations and predictions in the location of adsorption isotherm 
pH edges and the maximum amount of U(VI) adsorbed. The SCM model adopted in the 
present model is therefore believed to adequately represent typical U-contaminated 
aquifers exhibiting U sorption to iron oxides. The authors also varied U(VI) and 
carbonate concentration with reasonably favourable model predictions. While the model 
has been observed to overestimate retardation in the pH region of maximum adsorption 
on the adsorption isotherm, it remains one of the most accurate models in the literature 
for U(VI)-iron oxide sorption. 
 
The chemical reaction equations and equilibrium constants related to the surface 
complexation model are from Barnett et al. (2002), and are given in Table 3.1. (Note that 

Few and 
Fes represent weak and strong sorption sites, respectively.) In addition to 
these reactions, the aqueous-phase reactions provided by the MINTEQA2 4.00 database 
(Allison et al., 1991) are adopted. The surface complexation model parameters (number 




Barnett et al. (2002) are adopted in the present work. The parameter values are presented 
in Table 3.2 under “General iron oxide application”. This results in a slightly different 
model behaviour from that in Barnett et al. (2002). The mass of the binding site solid 
(i.e., the mass of mineral present in the experiment) was 1 × 10-3 mol (per litre), and the 
batch solution contained 1 mg/l (4.23 × 10-6 mol/l) U, as were used in the Barnett et al. 
(2002) experiment. Figure 3.2 provides the pH isotherm output for this formulation of 
the model, as well as the U(VI) sorption behaviour of the three heterogeneous 
subsurface media originally published by Barnett et al. (2002). An analysis was 
conducted to quantify the goodness of fit between the Oak Ridge data (diamond symbols 
in Figure 3.2) and the model output. The following goodness of fit metric used was 
 















where y1 is a y-coordinate value for the data being matched (e.g. experimental data), y2 
is a y-coordinate value for the model data being compared, and y1,max is the maximum 
value that any y1 attains in the data sequence. The value of G is therefore a measure of 
the mean deviation of the model data from the matched (e.g. experimental) data set, 
expressed as a percentage of the maximum data set value. The value of G for model 





The model accurately fits the data provided. Indeed, the model reaction networks used in 
the present work result in a more accurate approximation of the subsurface media 
sorption behaviour of the three samples than the model used by Barnett et al. (2002), 
especially at the near-neutral pH values typical of groundwater in U contaminated sites. 
 
Table 3.1. Surface complexation model reactions and parameters (from Barnett et 
al., 2002). 
U(VI) aqueous complexation reactions Log Ke 
UO22+ + H2O ↔ UO2OH+ + H+ -5.41 
UO22+ + 2H2O ↔ UO2(OH)2 + 2H+ -12.23 
UO22+ + 3H2O ↔ UO2(OH)3- + 3H+ -20.00 
UO22+ + 4H2O ↔ UO2(OH)42- + 4H+ -32.57 
2UO22+ + H2O ↔ (UO2)2(OH)3+ + H+ -2.44 
2UO22+ + 2H2O ↔ (UO2)2(OH)22+ + 2H+ -5.79 
3UO22+ + 4H2O ↔ (UO2)3(OH)42+ + 4H+ -12.25 
3UO22+ + 5H2O ↔ (UO2)3(OH)5+ + 5H+ -16.22 
3UO22+ + 7H2O ↔ (UO2)3(OH)7- + 7H+ -31.29 
4UO22+ + 7H2O ↔ (UO2)4(OH)7+ + 7H+ -22.62 
UO2+2 + H2CO3 ↔ UO2CO3 + 2H+ -6.80 
UO2+2 + 2H2CO3 ↔ UO2(CO3)22- + 4H+ -15.90 
UO2+2 + 3H2CO3 ↔ UO2(CO3)34- + 6H+ -26.45 
2UO2+2 + 3H2O + H2CO3 ↔ (UO2)2CO3(OH)3- + 5H+ -18.07 
  
Surface complexation reactions Log Ke 
2
FesOH + UO22+ ↔ (
FesO)2UO2 + 2H+ -2.57 
2
FewOH + UO22+ ↔ (
FewO)2UO2 + 2H+ -6.28 
2
FewOH + UO22+ + H2CO3 ↔ (
FewO)2UO2CO32- + 4H+ -16.43 
2
FesOH + UO22+ + H2CO3 ↔ (
FesO)2UO2CO32- + 4H+ -12.34 





Fes,wO- + H+ -9.13 

Fes,wOH + H2CO3 ↔ 
Fes,wCO3H + H2O 2.90 

FewOH + H2CO3 ↔ 
FewCO3- + H2O + H+ -5.09 
  
Parameter Value 
Strong surface sites (mol sites per mol Fe in Fe oxide) 0.005 
Weak surface sites (mol sites per mol Fe in Fe oxide) 0.2 


























Figure 3.2. Surface complexation model evaluation against Barnett et al. (2002) 
data. 
 
Since the Waite et al. (1994) model, and therefore implicitly the Barnett et al. (2002) 
model, assume that ferrihydrite governs U(VI) sorption to sediments, the model 
formulated here was also compared to the data presented by Missana et al. (2003) for the 
more crystalline material, magnetite. The model was run with identical reactions and 
parameters as applied to the Barnett et al. (2002) data (Table 3.1). The mass of the 
binding site (i.e., the mass of magnetite mineral present in the experiment) was 2 g (per 
litre of solution used in the experiment), and the batch solution contained 4.4 × 10-7 
mol/l U, as were used in the Missana et al. (2003) experiment. Figure 3.3 displays the 
percentage of U sorbed at various pH values for the model (thick line) over the 
experimental data and model output presented in Missana et al. (2003). The model 
qualitatively captures the sorption behaviour. However, at the majority of pH values, 




assumes ferrihydrite to be responsible for all U-Fe oxide sorption sites may be applied to 
magnetite rather than ferrihydrite. In such cases, the number of sorption sites and the 
surface area of the mineral (in addition to the equilibrium reactions for magnetite and 
their equilibrium constants) may require adjustment. Adjusting the surface area to that 
for magnetite (8.5 m2/g magnetite) reported by Missana et al. (2003) did not change the 
results significantly (data not shown). However, adjusting the number of sorption sites 
to, for example, 0.14 mmol strong surface sites per mol Fe in magnetite and 5.6 mmol 
weak surface sites per mol Fe in magnetite yielded the improved results presented in 
Figure 3.4. This more appropriate parameterisation captures the sorption behaviour 
reasonably well at short contact times. However, at pH values over 5.5 the model 
slightly overestimates the U(VI) sorption for 4 hour and 1 day contact times (all non-star 
symbols). Nevertheless, values in this pH range correspond with data for sorption with 3 
months contact time (star symbols) sufficiently well. This second evaluation to a 
different kind of sorption site (different metal) demonstrates the versatility of the surface 
complexation model used within the present work and builds further confidence in the 







Figure 3.3. Surface complexation model evaluation against Missana et al. (2003) 
data. Experimental data for 1 day contact time (T), ionic strength (I) = 0.1 mol/L 
(filled triangles); 4 d T, I = 0.1 (open triangles); 3 months T, I = 0.1 (stars); 4 d T, I 
= 0.2 (squares); 4 d T, I = 0.001 (circles). Thick line is model presented in this work, 
other lines are Missana et al. (2003) model. 
 
 
Figure 3.4. Surface complexation model evaluation against Missana et al. (2003) 
data. Experimental data for 1 day contact time (T), ionic strength (I) = 0.1 mol/L 
(filled triangles); 4 d T, I = 0.1 (open triangles); 3 months T, I = 0.1 (stars); 4 d T, I 
= 0.2 (squares); 4 d T, I = 0.001 (circles). Thick line is model presented in this work, 





The surface complexation models presented thus far have been static batch or beaker 
based models applied to single solutions. In order to account for the dependence of 
surface complexation on mineral presence, the complexation surface was linked to 
ferrihydrite mineral presence. As the models assumed ferrihydrite (rather than 
magnetite) to be the Fe oxide responsible for U(VI) sorption, ferrihydrite is considered 
the only iron oxide present in subsequent simulations presented in this work. The 
PHREEQC code allows surfaces to be associated with mineral phases. This modelling 
option was selected and the parameter values in Table 3.1 were simply modified to 
reflect a per mole ferrihydrite unitary basis (surface area becomes 33600 m2mol-1). 
Figure 3.5 displays the pH isotherm produced by the model that considers sorption 
surfaces to be directly related to ferrihydrite mineral phase. The figure also shows the 
experimental data of Barnett et al. (2002) previously presented. Comparison to the 
experimental data remains reasonable, although the isotherm edges at pH > 8 and pH < 4 
underestimate U(VI) surface complexation slightly. Modification of the model in this 



























Figure 3.5. Surface complexation model evaluation against Barnett et al. (2002) 
data for the surface related to the ferrihydrite mineral phase. 
 
Surface complexation is assumed to act throughout the domain. Complexed U(VI) is 
unavailable to bacteria for bioreduction (Ortiz-Bernard et al., 2004b; Jeon et al., 2004).  
 
3.6. Model discretisation 
The PHREEQC code utilises a split-operator approach which adjusts time step to grid 
size for each individual part of the ARD equation (equation 2.11). Numerical dispersion 
is reduced by both the iteration technique used (see Section 3.2) and by forcing the 
Courant condition (equation 3.8) for advective transport and the Von Neumann criterion 
(equation 3.9) for dispersive transport: 
 
  (∆t)a = 
∆x







 (∆t)d ≤ 
(∆x)2
3D  (3.9) 
 
where (∆t)a and (∆t)d are the advection and dispersive/diffusive time steps, respectively, 
and ∆x is the cell length (spatial discretisation length) . 
 
A further two restrictions are imposed on the dispersive/diffusive time step, such that the 
(∆t)d will be reduced to meet the required conditions. Firstly, when the grid 
discretisation is small, (∆t)d may become smaller than (∆t)a, since (∆t)d has quadratic 
dependence on grid size. In such cases multiple dispersion time steps are used such that 
Σ(∆t)d = (∆t)a, and chemical reactions are calculated after each of the dispersion steps. 








where n is a positive integer, the value of which is increased to meet the condition. The 
dispersion time step is then: 
 
 (∆t)d = 
(∆t)a
n  (3.11) 
 





Nevertheless, the algorithm may display numerical dispersion when the model grid is 
coarse, particularly when surface complexation and dual porosity diffusion occur. 
Furthermore, all simulations were conducted in effectively infinite spatial domains. The 
results are affected by the Péclet number, and hence a domain length of the order of 
magnitude of D/v from the downstream boundary is impacted by the downstream 
boundary condition. Unless otherwise stated, in this work the impact of the downstream 
boundary condition was not desired and all data presented was therefore collected at 
distances (x) no less than D/v orders of magnitude from the downgradient boundary. 
 
In order to ensure that numerical dispersion was minimized in simulations, a number of 
simulations were conducted for different spatial/temporal discretisations. Both the 
spatial and temporal U(VI) concentration profiles are compared for 4 different 
spatial/temporal discretisations. All simulations used the first-order OC rate model 
(equation 3.1), with the chemical conditions used in Chapter 6 (Table 6.1), a mobile-
immobile region exchange rate (γ) of 0.5 yr-1, mobile and immobile porosity (θm and θi) 
of 0.5, pore water velocity (v) of 10 myr-1, hydrodynamic dispersion (D) of 0.1 m2s-1, 
and a OC fermentation rate (k) of 1 yr-1. 
 
Figure 3.6 presents the temporal U(VI) concentration profile at x ≈ 10 m for four 
different spatial/temporal discretisations. The three finest discretisations are those that 
are used in all subsequent simulations within this work. The curve at the coarsest 




discretisation. Additionally, a curve marked with an asterisk shows a spatial/temporal 
discretisation which does not satisfy the condition noted above regarding the impact of 
the downgradient boundary condition. The results show that as the discretisations 
become finer/smaller, the curves converge towards a given result. It should be noted that 
the changes in slope of the curves at approximately 0.8, 1.9 and 2.5 years are due to 
expected geochemical changes in the system and not due to numerical instability. Figure 
3.7 displays the specific geochemical species which induce these changes. For example, 
at approximately 0.8 years, the nitrate in the system becomes depleted. Following nitrate 
depletion, U(VI) reduction may occur and the U(VI) concentration is subsequently 
observed to begin decreasing. Likewise, the presence of uraninite mineral at t ≈ 1.9 years 
changes the geochemical dynamics of U(VI) reduction and the U(VI) concentration 
slope is again observed to change. 
 
Figure 3.8, presents the spatial U(VI) concentration profile for four different 
spatial/temporal discretisations. Again, the three finest discretisations are those that are 
used in all subsequent simulations and an additional curve marked with an asterisk 
shows a spatial/temporal discretisation allows the downgradient boundary condition to 
impact the results. For spatial distributions the influence of the downgradient boundary 
condition is clearly shown to impact the results. Further, as the discretisation becomes 





The different discretisations yield very similar results, demonstrating that the Courant 
condition and the Von Neumann criterion yield consistently accurate results that avoid 
numerical dispersion. To a minor extent, results converge as spatial/temporal 
discretisations become finer. The downgradient boundary condition may impact results 
when model discretisation is not appropriately selected. All subsequent simulations 
within this work ensure this does not occur. 
 
The implementation of the Courant condition and the Von Neumann criterion in 
PHREEQC forces the simulation time step to be inextricably linked to simulation spatial 
domain step/discretisation. This means that (i) simulations which require small time-
steps but not small spatial discretisations (or vice versa) cannot be used, (ii) simulation 
discretisations cannot change with time throughout a simulation run, preventing the 
possibility of varying model accuracy within a run and thereby reducing run time. 
Furthermore, if pore water velocity, v, is changed for different simulation runs, the 





















dx = 5 m, dt = 0.5 yr
dx = 2.5 m, dt = 0.25 yr
dx = 0.5 m, dt = 0.05 yr
dx = 0.5 m, dt = 0.05 yr (*)
dx = 0.25 m, dt = 0.025 yr
 













































) dx = 5 m, dt = 0.5 yr
dx = 2.5 m, dt = 0.25 yr
dx = 0.5 m, dt = 0.05 yr
dx = 0.5 m, dt = 0.05 yr (*)
dx = 0.25 m, dt = 0.025 yr
 
Figure 3.8. Spatial U(VI) concentration profile at different spatial/temporal 
discretisations. 
 
3.7. Model assumptions 
It is important to recognize the modelling assumptions inherent within the developed 
model in order to understand the limitations and confining conditions under which 
results are relevant. These include: 
 
• The dual porosity (dual region) modelling approach employed assumes (i) 
advection and dispersion in the immobile region are negligible, and (ii) ideal 
physical mixing within each cell. Further, it is likely that the system requires 
heterogeneity distribution to be random (Bajracharya and Barry, 1997). 
• The model developed here assumes that the biomass clogging is insignificant in 




precipitation. The volume of aquifer porosity occupied by precipitated minerals 
does not constitute a significant proportion of total aquifer volume in any of the 
simulations considered in this work. However, biomass clogging is a process 
which may impact aquifer permeability significantly (e.g., Vandevivre and 
Baveye, 1992a,b; Taylor and Jaffé, 1990; Schäfer, 1992; Clement et al., 1996a,b; 
Holm, 1999; Thullner et al., 2004). Furthermore, the production of gases in 
saturated porous media may result in the formation of gas bubbles which affect 
aquifer hydraulic conductivity (Amos and Mayer, 2006). The model developed 
here assumes that the effects of gas bubble evolution are insignificant. 
• The model assumes biomass to be at quasi-steady-state. Because biomass growth 
and decay do not occur, microbial lag times are effectively zero. The model is 
therefore valid for steady-state systems in which the introduction of organic 
carbon does not significantly alter degradation rates. Biomass presence is 
considered homogeneous throughout a region (which may exhibit advective or 
diffusive dominant flow) within the media. Biomass transport via pore water 
flow is assumed to be insignificant. 
• The model assumes surface complexation of U(VI) to take place on ferrihydrite 
mineral and that OC-complexed U is negligible. 
• The systems modelled (modelling applications) in this work assume uranium is 
not dissolved within the biostimulated region. The region of focus is assumed to 




• The model assumes OC is represented by a single generic OC species. This is the 
typical approach taken in most modelling work, though an interesting alternative 
modelling approach is that multiple OC species exist which degrade at different 
rates (see Hunter et al., 1998). 
• The systems modelled (modelling applications) in this work consider excess OC 
to be supplied to the advective pore water of the aquifer only. This is considered 





4. Validating a one-dimensional biogeochemical 
reactive transport model for bioimmobilisation of 
U(VI) in dual porosity porous media 
4.1. Introduction 
Conducting performance assessment studies using reactive transport models is difficult 
due to the hydrogeochemical complexity of radionuclide-contaminated sites 
(MacQuarrie and Mayer, 2005). Models are necessarily simplification of real systems. 
This is particularly true in the earth sciences of hydrology and geochemistry, where 
numerical models are created to represent complex open systems that exhibit uncertain 
boundary and initial conditions and simulations may produce results that are non-unique. 
The primary function of reactive transport numerical modelling is therefore to determine 
parameter sensitivities, identify dominant processes, test hypotheses (the implications of 
qualitative or conceptual models), identify discrepancies between models and observed 
data, further informing understanding of field observations, conduct sensitivity analyses, 
identify specific areas in which empirical data is needed, and explore potential scenario 
outcomes (Oreskes et al., 1994). Of course, in order to build confidence in these 
capabilities, it is necessary to ensure that the model accurately solves the intended 
governing equations (i.e., model verification) and that its formulation adequately 
captures the behaviour of the natural system(s) of interest (i.e., model validation).  
 
The concepts of model validation and verification raise numerous issues, some of which 
have been discussed recently by numerous authors (Konikow and Bredehoeft, 1992; 




simplifications of real systems due to lack of data. Validation requires the selection of 
data sets that provide enough information to assure that system behaviours are captured. 
Proper validation of all significant system processes simultaneously (i.e., including their 
interaction with each other) in biogeochemical transport models requires comprehensive 
data sets containing biological, geochemical and physical information. Unfortunately, 
there exist very few such data sets, particularly in the area of U(VI) bioimmobilisation; 
most provide only a subset of the required information. In the absence of comprehensive 
data, validation is only possible for those processes that have been documented. It is 
noted that multiple-parameter fitting to match experimental data is common, which does 
not represent a rigorous model validation exercise. Moreover, parameterising a system 
with a host of unknowns may lead to erroneous conclusions, since fundamental 
processes may be ignored by way of this approach. Nevertheless, when data is lacking, 
model validation using lacking data sets remains the best that may be achieved. 
Unfortunately, there exist very few thorough data sets in the area of U(VI) 
bioimmobilisation. Data sets detailing combined microbial, geochemical and transport 
processes is particularly lacking. The next section lists a number of potential data sets 
for evaluation of the model developed in Chapter 3, and discusses the usefulness and 
relevance of each. The model is then (i) compared against an existing model and (ii) 





4.2. Model testing structure 
In order to evaluate the performace of the model a number of tasks were performed, 
some of which have been discussed in previous chapters. The PHREEQC code has been 
tested by its authors in numerous applications, as well as used in modelling work 
reported in numerous publications. It is a verified and reliable code that can be used with 
confidence in model development. Therefore, the model testing required in this work 
relates to the specific features of the developed model and their ability to successfully 
model real behaviour rather than, for example, testing chemical mass balance or 
verification of the transport equations using analytical solutions.  
 
Figure 4.1 displays the sequence of major model testing exercises conducted. The 
surface complexation model was tested in Section 3.5 and the model discretisation tested 
in Section 3.6. This chapter details the evaluation of the model against both an existing 






Figure 4.1. Model evaluation process. 
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4.3. Data available for evaluation of the developed model 
Models may be compared to existing models or validated against experimental data. 
Experimental data in the U(VI) bioremediation research field may be divided into three 
categories: (i) field site data, (ii) laboratory batch experimental data in which “batch” (or 
uniformly mixed volume) experiments have been conducted without fluid transport 
through a porous media, and (iii) laboratory column experimental data in which the 
experiment has been conducted in a porous media-packed column with one-dimensional 
fluid transport. 
  
A number of data sets were collated and the appropriateness of each was considered for 
potential evaluation exercises. The list of potential data sets includes the following: 
 
1. Field scale data 
1.1. Anderson et al. (2003): Twenty-well injection gallery with acetate 
stimulation (Rifle, CO). Data: well data over time for tracer, U(VI), 
Fe(II), sulfate, acetate, bacterial communities (qualitative biomass 
and communities). 
1.2. Vrionis et al. (2005): Post-stimulation static analysis of stimulated field 
site (Rifle, CO). Borehole data with depth: U(VI), Fe(II):Fe(total), 
bacterial community types. 
1.3. Wu et al. (2006a,b): Four-well recirculation system, treatment zone 
flushing and conditioning followed by ethanol stimulation of 




well data over time for pH, NO3-, SO42-, OD, and U during 
stimulation. 
2. Laboratory column experimental data 
2.1. Abdelouas et al. (1998a): Contaminated crushed sandstone, site 
groundwater influent. Data over time: NO3-, SO42-, U. 
2.2. Gu et al. (2005): Closed-loop recirculated contaminated column. 
Flushing and conditioning followed by ethanol injection. Data with 
time: ethanol, acetate, sulfate, U(VI), pH. 
2.3. Wan et al. (2005): Contaminated sediments with lactate injection. Data 
over time: effluent U, OC, bicarbonate. 
2.4. Tokunaga et al. (2005): Vertical diffusion in columns with OC 
injection. Data at depths for redox potential (mV), U(VI):U(total), 
DNA. 
2.5. Michalsen et al. (2006): Long term (20-month) stimulation of 
uncontaminated sediments with influent from contaminated site 
groundwater. Data: spatially averaged NO3-, SO42-, and U 
concentrations over (120 hour) time period. 
3. Batch experimental data 
3.1. Holmes et al. (2002): Acetate-amended batch U(VI) reduction with 
concurrent Fe(III) reduction – prior to sulfate reduction. Data: 
bacterial communities, U(VI) and Fe(II) 
3.2. Finneran et al. (2002b): Sediment incubation, U(VI) reduction and 




3.3. Suzuki et al. (2003): Sediment incubation. Data: initial water 
composition, pH, U, SO42-, Mn. 
3.4. Beyenal et al. (2004): Biofilms grown in continuous flat-plate reactors. 
U(VI) reduced in reactor. Data: immobilised U, H2S. 
3.5. Jeon et al. (2004): Batch DMRB U(VI) reduction under Fe(III) sorbed 
U(VI). Data with time: U(VI), Fe(II). 
3.6. Ortiz-Bernad et al. (2004b): Acetate addition. Inability of DMRB to 
reduce U(VI) adsorbed to sediments. Data with time: acetate, 
U(total), U(ads), U(VI), sulfate, Fe(II):Fe(total). 
4. Existing modelling data 
4.1. Wang and Papenguth (2001): Single porosity biogeochemical reactive 
transport model. Data: numerous TEAP presented at particular point 
in time. 
4.2. Wang et al. (2003): Single porosity biogeochemical reactive transport 
model. Data: numerous TEAP species presented at particular point in 
time. 
4.3. Roden and Scheibe (2005): Tri-porosity fully kinetic reactive transport 
model (no chemistry). Data: U(VI) concentrations. 
 
None of the available data sets permits comprehensive evaluation to the simultaneous 
and interactive biological, geochemical and transport processes of the system under 
investigation. The batch data sets listed above may be useful to confirm the net 




occurring in U(VI) bioimmobilisation schemes. However, the fact that they cannot 
account for the impacts of other processes as, for example, transport behaviour, which 
may exert influence on redox or surface complexation processes, renders them of limited 
value for this purpose. 
 
Furthermore, the availability of data in field scale studies listed above is limited. For 
example, data is primarily confined to only a few boreholes or and a few chemical 
species. Furthermore, none of the studies listed above provide sufficient data on the 
characteristics of the porous media in which the experiments took place to allow suitable 
modelling. Luo et al. (2007) modelled the field-scale experiment conducted by Wu et al. 
(2006a). Their work appears to provide the only existing experimental evaluation of a 
biogeochemical transport model dealing with DMRB mediated U immobilisation. 
However, the authors avoid the complexity inherent in field-scale porous media systems 
by fitting the model to well data at a specific spatial location within the stimulated 
domain. In order to obtain a solution, the multi-dimensional advection-dispersion 
equation is transformed to a one-dimensional (time) transport equation along a 
streamline in travel-time coordinates. While the streamlines may be affected by spatial 
heterogeneity, the model does not explicitly consider the spatial heterogeneity of the 
system. 
 
The listed laboratory column experiments provide the opportunity to collect more useful 
data due to the fact that they were conducted in a controlled environment from which 




constrained laboratory experiments are also better capable of eliminating non-
uniqueness when modelling systems in which transport and biogeochemical interactions 
occur (e.g., Postma and Appelo, 2000; Saiers et al., 2000; Guha et al., 2001; Amos et al., 
2004; Jurjovec et al., 2004). Given that the modelling of an experimental data set is a 
significant undertaking, only a small number of analyses are possible.  
 
Numerous studies present ambiguity over experimental conditions such as media 
characteristics (hydraulic conductivity/pore water velocity, media porosity, mineralogy) 
and results collation (spatial location of data collation) (Abdelouas et al., 1998a), 
including generic and spatially averaged data over a relatively short time period 
(Michalsen et al., 2006). Complications in some studies lead to reduced confidence in 
the relevance of the results to real systems; for e.g., lack of bioactivity due to potential 
loss biomass via media flushing (Gu et al., 2005). Still others are limited to investigation 
of only a subset of processes; for e.g., vertical diffusive transport only (Tokunaga et al., 
2005). 
 
The experimental data set of Wan et al. (2005) was deemed the most suitable. This 
experiment considers bioimmobilisation of a U-contaminated sediment in five duplicate 
columns. The sediment used in the experiment is from Area 2 of the NABIR FRC site at 
the Oak Ridge National Laboratory, USA. This sediment contains shale saprolites 
(Jardine et al., 1993) which exhibit multi-porosity flow behaviour (Gwo et al., 1995) and 
therefore represent a suitable sediment against which to validate the dual porosity model 




sediment, thus providing the appropriate scenario for a naturally attenuated field site. 
The column is subjected to advective-diffusive transport with defined pore water 
velocities. The work notes the sediment characteristics such as mineralogy, porosity and 
density required for modelling the system, and presents effluent concentrations against 
time for U, OC and carbonate. The geochemical data is specific with regard to both 
space and time. Duplicate columns provide valuable experimental consistency and the 
useful inclusion of OC in the reported data allows the two-step modelling of TEAPs to 
be more accurately defined. For these reasons, this experimental data set was chosen as 
the most appropriate against which to validate the model developed in the present work. 
  
Few modelling studies on U(VI) bioimmobilisation by DMRB in heterogeneous or 
structured porous media exist. Three existing models were identified for potential 
comparison to the model developed within the present work. The multi-porosity model 
used by Roden and Scheibe (2005) offers a suitable basis against which to compare the 
physical formulation of the developed model. However, that model uses a fully kinetic 
approach to biogeochemical processes rather than a biogeochemical reactive transport 
model, and therefore lacks the appropriate biogeochemical complexities for appropriate 
comparison. Wang et al. (2003) developed a one-dimensional biogeochemical reactive 
transport that included U redox geochemistry, but is a single-region model. 
Nevertheless, it covers the biogeochemical and transport processes relevant to U(VI) 
immobilisation and therefore represents a suitable model against which to compare those 
aspects of the model developed in the present work. It is noted that Wang and Papenguth 




Hunter et al. (1998) with U redox geochemistry. That model uses a two-step kinetic 
approach to primary and secondary redox reactions and therefore uses a different 
formulation to the model developed within this work. In order to build confidence in the 
accuracy of a developed model by comparing it with other models, the compared model 
is required to be similarly formulated. Thus, it was deemed preferable to use the model 
developed by Wang et al. (2003) for comparison with the model developed in the 
present work. 
 
4.4. Comparison with an existing model 
The developed model was compared to the model of Wang et al. (2003) by simulation of 
an oxic recharge water rich in OC entering a U-contaminated aquifer. The comparison 
(1) verifies the developed biochemical redox formulation and, (2) compares results with 
a simulator that employs a different U(VI) adsorption model.  
 
The presented model was operated in SP mode and was parameterised so as to reproduce 
the Wang et al (2003) scenario as closely as possible. The simulated geochemical 
conditions, including concentrations of the electron acceptors, are detailed in Table 4.1. 
The transport conditions simulated are detailed in Table 4.2, and the parameters relating 
to the microbial formulation (equation 3.2) are listed in Table 4.3. As the model 
developed by Wang et al. (2003) is a single porosity model, the dual porosity model 
developed in this work was used with a mobile-immobile mass transfer () of value zero 




(2003) except the immobile region porosity (DP case), the mobile-immobile mass 
transfer and the domain discretisation. Note that the domain is discretised to a finer grid 
in this work (x = 0.25 m) than that used by Wang et al. (2003) (x = 0.5 m). 
 
Every effort was made to use the same conditions reported in Wang et al. (2003). 
However, the differences in modelling approach between the two models mean the 
following differences remain: (i) the U(VI) adsorption model, in which Wang et al. 
(2003) use an empirical isotherm adsorption model whereas this work uses a SCM, and 
(ii) the approach to secondary redox reactions, which are modelled kinetically by Wang 
et al. (2003) whereas the PEA model formulation adopted in the present model considers 
such reactions to occur strictly based on equilibrium constraints. The implications of 
these differences are discussed below. 
 
A Dirichlet boundary condition is used at the upstream end of the domain and the 
domain is physically semi-infinite. Wang et al. (2003) do not explicitly state which 
minerals are present in their simulations. In this work, Fe(III) and Mn(IV) are present in 
the form of ferrihydrite and pyrolusite minerals, as these minerals are likely to be present 
in typical aquifers. Uraninite is not initially present but is capable of forming. Carbonate, 
while often found in natural groundwaters, is omitted here to provide similarity with 
Wang et al. (2003). It is acknowledged that the inclusion of carbonate may significantly 
alter the results, and thus it may not be possible to extrapolate the results presented here 
to such scenarios. All parameters were obtained independently and the comparison 





Table 4.1. Initial and boundary geochemical conditions. 
Species  Units Boundary 
concentration 
(x = 0, t)  
Initial 
concentration 
(x > 0, t = 0)  
OC  mol l-1 3000 0 
O2 mol l-1 100 100 
N(V) mol l-1 200 200 
S(VI) mol l-1 300 300 
U(VI) mol l-1 0.1 0.1 
Ferrihydrite  mol dm-3 0 50 
Pyrolusite mol dm-3 0 25 
pH - 6.5 6.5 
 
Table 4.2. Transport conditions used in simulations. 
Parameter Units Value for Wang et al. (2003) 
comparison 
Groundwater velocity, v m yr-1 10 
Dispersivity, a m 0.25 
Mobile region porosity, m - 0.35 
Immobile region porosity, i - N/A 
Mobile-immobile mass transfer,  yr-1 0 





Table 4.3. Microbial parameter values used in simulations, from Wang et al. (2003). 
Parameter Value Units 
O2 0.1 mol l
-1 yr-1 
NO3 0.004 mol l
-1 yr-1 
Mn 0.001 mol l-1 yr-1 
Fe 0.0005 mol l-1 yr-1 
U 0.0002 mol l-1 yr-1 
SO42- 0.017 mol l
-1 yr-1 
CO2 0.05 mol l
-1 yr-1 
KOC 54 mol l-1 
KO2 20 mol l
-1 
KNO3 20 mol l
-1 
KMn 3.7 mol l-1 
KFe 3.7 mol l-1 
KU 0.1 mol l-1 
KSO42- 10 mol l
-1 
O2 0.5 mol l
-1 
NO3 6 mol l
-1 
Mn 1 mol l-1 
Fe 5 mol l-1 
SO42- 15 mol l
-1 
 
Figures 4.2-4.7 show the simulated spatial concentration distributions of various species 
and minerals in the domain after one year of biostimulation. Wang et al. (2003) 
simulated results are also detailed in these figures: if a figure does not include Wang et 
al. (2003) data, this is because such data was not provided in that work. 
 
Figure 4.2 presents the OC, pH and carbonate concentration along the flow path. Figure 
4.3 presents the spatial distribution of EAs compared with those reported by Wang et al. 
(2003), demonstrating that the model captures the characteristic geochemical behaviour 
reported in their work. Figure 4.2 reveals that the OC entering the domain is quickly 




biostimulated systems (e.g., Wan et al., 2005; Luo et al., 2007). Note, however, that 
typical porous media may exhibit a smaller pH change than predicted, since a higher 
buffering capacity is possible than accounted for in this comparison scenario (cf. 
Abdelouas et al, 2000; Anderson et al., 2003). Additional soil buffering capacity can be 
easily included in the presented model due to the PHREEQC platform employed.   
 
Figure 4.3 reveals that, as expected, the EAs are reduced sequentially in order of the 
most energetically favourable and a region forms in the domain that favours reduction (4 
m < x < 12 m). The two models exhibit similar concentration profiles, as calculated by a 
comparison of the spatially integrated concentration over the 30m domain for a given 
chemical species, for nitrate (present model is within 11% of the result reported by 
Wang et al. (2003)), Fe(III) (within 12%), Mn(IV) (within 23%) and sulfate (within 
12%). Figure 4.2 shows that carbonate concentration and pH increase just downgradient 
of the reductive region. In addition, Figure 4.4 illustrates that Fe and Mn oxyhydroxides 
are progressively reduced and dissolved whilst reduced species such as Fe(II), Mn(II) 
and HS- accumulate also just downgradient of the reductive region. These geochemical 
changes are characteristic of U(VI) immobilisation in biostimulated sites and sediments 
(e.g., Abdelouas et al., 1998a; Finneran et al., 2002b; Holmes et al., 2002).  
 
The abiotic reactions in the presented model proceed similarly to those reported by 
Wang et al. (2003):  Fe(III) and Mn(IV) reduction appears to be less progressed than 
nitrate (Figure 4.3), but this is due to the occurrence of simultaneous abiotic reactions. 




abiotically before bacterial reduction is possible. These processes appear to be enhanced 
in the presented model, resulting in the reduced species Fe(II) and HS- exhibiting lower 
concentrations compared to those predicted by Wang et al. (2003) (Figure 4.4). This 
difference is likely due to the different models’ formulations for secondary redox 
reactions. While it is difficult to find comprehensive experimental data in which all 
relevant parameters have been measured, confidence in the model(s) is provided by the 
qualitative match achieved between the results presented here and the behaviour of 
similar systems reported in the literature (e.g., Abdelouas et al., 1998a; Finneran et al., 
2002b; Holmes et al., 2002; Ortiz-Bernard et al., 2004a). 
 
Figure 4.5 reveals that U(VI) is reduced in the reductive region of the domain once it is 
energetically favoured as an EA. The spatial position of the U(VI) concentration 
decrease and increase is slightly different for the two model outputs, reflecting the 
slightly differing reductive region in the domain noted previously (Figure 4.3). Wang et 
al. (2003) do not specify if uraninite may form in their model, whereas the presented 
model allows its formation in order to properly account for known DMRB activity in 
biostimulated subsurface environments.  (The inclusion and exclusion of uraninite in the 
model was compared and that which included uraninite compares more closely with the 
results presented by Wang et al. (2003)) Due to this likely difference in approach, the 
observed U(IV) in solution may not be comparable between the two models. Note that 
the U(IV) concentration for the presented model is so low as to not be visible in Figure 
4.5. The U(IV) and uraninite concentrations are presented in Figure 4.6 for the model 




with a low U(IV) concentration present at the downgradient end of this region where the 
domain becomes more oxidizing. 
  
The present model is within 50% of the result reported for the U(VI) concentration 
profile reported by Wang et al. (2003). This mismatch is due to the U(VI) concentration 
spike observed downgradient of the reductive region as shown in Figure 4.5. The 
maximum concentration of this spike increases as time progresses (data not shown). This 
phenomenon is not observed in the Wang et al. (2003) model output. This behaviour is a 
consequence of the more accurate surface complexation model used in this work, and it 
occurs for multiple reasons. First, the pH in the downgradient U(VI)-spike region has 
increased due to biological activity (Figure 4.2, 12 m < x < 18 m) resulting in a 
condition less amenable to adsorption (see Figure 3.5). Second, a snow-plough effect 
occurs: as the ferrihydrite in the reductive region is reduced, the U(VI) previously 
complexed to its surface desorbs, causing a net increase in U(VI) in solution 
downstream of the reductive region. Third, the high carbonate concentrations in this 
region (Figure 4.2) cause increased adsorption (Figure 4.2). All these factors may 
increase the propensity for U(VI) to desorb. Figure 4.7 demonstrates that the 





FewO) 2UO2CO32-) reduces in regions where ferrihydrite is less abundant 
(4 m < x < 12 m). The more ferrihydrite that is reduced, the more desorption occurs and 
the greater the concentration of the U(VI) spike. Where the ferrihydrite concentration 
and pH decrease to initial levels (at x > 18 m), the U(VI) concentration also decreases 




appear not to capture this behaviour, likely because they do not account for the 
variations in pH, bicarbonate or mineral abundance along the flow path. The superior 
SCM model used in this work is generally likely to provide improved accuracy in 































Figure 4.2. OC, carbonate and pH spatial profiles in the model developed in this 



































Figure 4.3. Model comparison for electron acceptor species after one year of 
biostimulation. Dashed lines show this model output, solid lines show Wang et al. 
























Figure 4.4. Model comparison for reduced geochemical species after one year of 
biostimulation. Dashed lines show this model output, solid lines show Wang et al. 
















































Figure 4.5. Model comparison for U(IV) (thin lines) and U(VI) species (thick lines) 
after one year of biostimulation. Dashed lines are this work’s model output, solid 



















































































Figure 4.7. Spatial profile of sorbed species and ferrihydrite after one year of 
biostimulation. 
 
4.5. Evaluation to an experimental data set 
Wan et al. (2005) conducted five (duplicated) column experiments using the mixed shale 
saprolite and gravel sediment from the “Area 2” of the DOE Natural and Accelerated 
Bioremediation (NABIR) Program’s Field Research Center (FRC) in Oak Ridge 
National Laboratory. The sediment contains shale saprolite that displays multi-porosity 
behaviour (Roden and Scheibe, 2005; Gwo et al., 1995; Jardine, 1993). A salt and OC 
solution was continuously injected into the columns. Within 100 days the U(VI) reduced 
to U(IV) by DMRB indigenous to the sediments. To date, the experiment has not been 
modelled previously. 
 
Nevertheless, the experiment takes place under conditions that may not be typical of 




bioremediation in media downgradient of the contaminant source. Therefore, the 
influent should contain U(VI), but the modelled domain of interest should not contain a 
U source. However, the experiment presented by Wan et al. (2005) uses a site sediment 
(media) which contains U, and the influent solution in the experiment does not contain 
U. Unfortunately, the proportion of sorbed U initially present within the column in not 
known (Wan, J., 2007, personal communication).  
 
General column and geochemical conditions used in all evaluation simulations are 
presented in Table 4.4. Iron and manganese in the sediment are represented by 
ferrihydrite and pyrolusite, respectively, and are present within both mobile and 
immobile modelling regions. Simulation transport conditions used are presented in Table 
4.5. In order to account for the potential influence of the downstream column boundary 
condition, the simulated domain length is equal to the length of the column as given in 
Table 4.5. 
 
As U was not present in the experiment influent solution, any U released from the 
column must come from the sediment itself. It is evident from the experimental data that 
this “release” of U is slow relative to other biological and chemical process occurring 
within the sediment sample. In order to represent the process occurring in this 
experiment as accurately as possible, two different approaches were used. The first 
approach considered kinetic dissolution of U as a mechanism within the sediment 
sample. Thus, the amount of U present in the column at any time is solely based on the 





Schoepite was assumed to represent the U present within the sediment (in both mobile 
and immobile regions). The schoepite kinetically dissolves along the entire sediment 
flow path at the rate (Riba et al., 2005): 
 












where Kr is the constant rate (mol m-2 s-1), Am is the total surface area of schoepite per 
litre (m2 l-1), m is the current number of moles of schoepite (mol), m0 is the initial 
number of moles of schoepite (mol), IAP is the ionic activity product, and Ksp is the 
equilibrium constant (log Ke = 5.994) for the reaction 
 
UO2(OH)2:H2O + 2H+ = UO22+ + 3H2O 
 
The surface area (A) was adjusted to represent the amount of schoepite in column, 
assuming a specific surface area based on the surface area and mass of schoepite used by 
Riba et al. (2005). Surface complexation was not considered. Kinetic dissolution 
parameters reported by Riba et al. (2005) were used. These are displayed in Table 4.6. 
This model failed to yield results that closely matched those of the experiment. Inverse 
modelling might have been performed in order to fit a set of parameters that would 
reproduce the results. However, the confidence gained by such a curve-fitting exercise is 





Table 4.4. Column conditions used in evaluation simulations (all data from Wan et 
al., 2005). 
Parameter Units Value 
Column volume dm3 0.16 
Sediment density Mg dm-3 1.48 
U in column sediment mg kg-1 206 
   
Influenta   
OC mmol l-1 32 
pH  7.2 
Na (represents NaCl) mmol l-1 1 
Cl (represents NaCl, CaCl2, MgCl2, KCl) mmol l-1 6 
Ca  (represents CaCl) mmol l-1 1 
Mg  (represents MgCl2) mmol l-1 1 
K  (represents KCl) mmol l-1 1 
   
Initial conditions in columna   
pH  7.4 
SO4-2 mmol l-1 46.2 
Ferrihydriteb mol dm-3 2.58 
Pyrolusiteb mol dm-3 0.12 
Calciteb mol dm-3 0.93 
aCalculated from % mass of Fe/Mn/Ca in Table 1 of Wan et al. (2005), using column 
volume and sediment density. 
bSolutions are charge balanced. 
 
Table 4.5. Transport conditions used in evaluation simulations. 
Parameter Units Value Reference 
Groundwater velocity, va m yr-1 0.013 Wan et al. (2005) 
Dispersivity, aa m 0 assumed 
Domain length m 0.2 Wan et al. (2005) 
Media mobile region porosity, θm m3 m-3 0.2 assumed 





Table 4.6. Schoepite dissolution simulations. 
Parameter Units Value Reference 
Schoepite dissolution rate, Kr mol m-2 s-1 4.1 × 10-10 Riba et al. 
(2005) 
Surface area of schoepite, Aa m2  l-1 5.64 Riba et al. 
(2005) 
Initial number of moles of 
schoepite, m0b 
mol dm-3 0.003 Wan et al. 
(2005) 
OC fermentation rate, k d-1 fit to data  
Mobile-immobile mass 
transfer rate, γ 
s-1 5× 10-5 Luo et al. 
(2007) 
aAdjusted from Riba et al. (2005) for comparative U present in the experiment. 
bCalculated from column volume, sediment density, and U in column sediment. 
 
The second modelling approach assumed that the kinetic “release” of U was 
characterised by both a kinetic diffusion of U from the immobile porosity region and 
(potential) desorption of sorbed U induced by pH changes. A similar approach was used 
by Luo et al. (2007) and Roden and Scheibe (2005). This better represents the known 
processes occurring within U contaminated dual porosity media, since it is rather likely 
that (1) more than 60% of U present in the column was initially present as U(VI) (Wan 
et al., 2005) and (2) surface complexation is likely to be significant within 
U-contaminated pore water in which carbonate (from calcite) is present. The model 
therefore considers surface complexation to occur. Given that equilibration with pore 
water would allow a distribution of U(VI) throughout both the mobile and immobile 
regions of the media, U(VI) was considered present within both regions in the model. 
However, due to diffusive mass transfer limitations within the saprolite media, the 
relative quantities of U(VI) within the mobile and immobile regions may be different. 




concentrations within each region. Table 4.7 presents four cases with varying initial OC 
concentrations for the mobile (OCm) and immobile (OCi) regions. 
 
OC may also be distributed unevenly between regions of different characteristic flow 
velocities (the mobile and immobile regions), since the collected sediment contained OC 
from a prior field site remediation experiment (Wan, J., 2007, personal communication). 
This can be seen in the experimental effluent OC concentrations that are upward of 100 
mM, much greater than in the influent OC concentration of 32 mM. This has been 
explored by conducting simulations that consider initial OC concentrations within each 
region that appear to fit the experimental data appropriately. Table 4.7 presents four 
cases with varying initial U(VI) concentrations for the mobile (U(VI)m) and immobile 
(U(VI)i) regions. The total quantity of U present within the sediment is 2.1 × 10-4 mol 
(Wan et al., 2005). If this total amount were to dissolve within the column pore water, 
the result would be a U concentration of 3 mM (see Table 4.7). However, due to the 
structured nature of the sediment, it is unlikely that all U present within the sediment has 
the opportunity to dissolve in the pore water. Therefore, pore water U concentrations of 
less than 3 mM, which fit the experimental data more appropriately, are considered. The 
OC fermentation rate (k) and mobile-immobile region mass transfer rate (γ) were 
adjusted to fit the data.  
 
The mass transfer rates (γ) used are within the range reported in the literature (Feehley et 




and 2005; Jørgensen et al., 2004; Luo et al., 2005; Roden and Scheibe, 2005), including 
those reported for the Area 2 ORNL FRC field site sediment used in the experiment 
(Luo et al., 2007). Likewise, the OC fermentation rates used are within range of those 
reported in the literature (cf. Hunter et al., 1998). 
 
Table 4.7. Mass transfer and sorption driven U mechanisms simulations. 
Simulation k γ OCm OCi U(VI)m U(VI)i 
Units d-1 s-1 mmol l-1 mmol l-1 mmol l-1 mmol l-1 
Case A 0.1 5 × 10-8 500 500 0 0.1 
Case B 0.1 1 × 10-5 900 500 3 0.1 
Case C 0.01 5 × 10-8 700 700 0.02 0.1 
Case D 0.05 9 × 10-8 100 600 0.01 0.15 
 
Case A considers that U(VI) is not initially present in the mobile region. Figure 4.8 
shows the effluent log(U(VI)) concentrations for the five columns, as originally 
presented in Wan et al. (2005), and the model effluent log(U(VI)) concentration for the 
model. Figure 4.9 presents the same data on an arithmetic U(VI) scale. The arithmetic 
U(VI) scale is considered more appropriate for this data, since the log(U(VI)) plot gives 
the impression that the different data sets show similar concentrations, when in fact they 
do not. In order for a fair comparison to be made between the model predictions and the 
experimental data, arithmetic plots are deemed more appropriate. 
 
The model matches the data relatively well qualitatively, showing an early rise in U(VI) 
concentration, followed by a gradual decline as U(VI) is reduced. However, the log plot 
fails to show that the U(VI) concentration is initially perhaps too low, and that the model 




modelled OC concentration shown in Figure 4.10, which appears to show the loss of OC 
as initially too high and later too low. Initially, the OC present in the mobile region is 
flushed from this region. OC concentrations then drop to level which reflect the 









































































Figure 4.10. Effluent OC concentration for Case A. 
 
Case B assumes greater OC and U(VI) concentrations in the mobile region initially. 
Regional diffusive mass transfer is also considered to be higher. Figure 4.11 
demonstrates that with high initial U(VI) concentration, the presence of U(VI) is 
overestimated, resulting in a poor match, both quantitatively or qualitatively. Figure 4.12 
shows an improved OC concentration profile relative to the data, though it does not 















































Figure 4.12. Effluent OC concentration for Case B. 
 
Case C assumes a lower OC fermentation rate, and different initial OC and U(VI) 
concentrations. Although slightly temporally shifted, it successfully captures the U(VI) 
concentration profile both qualitatively and quantitatively as shown in Figure 4.13. The 




subsequent decay. This reflects the experimental data’s initial release of U and the 
ensuing U(VI) decay as U is immobilised. However, while the match of the OC 
concentration profile is qualitatively sufficient, in a quantitative sense it is less 
successful (Figure 4.14). The problems associated with matching Case A to the 















































Figure 4.14. Effluent OC concentration for Case C. 
 
The difficulty in quantitatively matching both U(VI) and OC experimental data is 
partially the result of comparing the modelling results to the data of five different 
columns. Figure 4.15 therefore presents the OC concentration profile for Case D against 
the experimental data of column 4 only. The model matches the data favourably, with 
the same qualitative initial rise and later decay, and similar quantitative concentrations. 
Figure 4.16 shows the U(VI) concentration profile for Case D. The temporal shift 
between the model and experimental results is now made clearer. The profiles are 
similar in both qualitative and quantitative behaviour, except that the model’s profile is 
shifted temporally by approximately one pore volume. This shift may be due to the 
experimental results showing a delayed equilibration with the pore water or delayed 
desorption of U(VI) relative to the model. The goodness of fit of the model data to the 
experimental data was obtained by comparing the temporally integrated concentration 




comparison yields a 6% difference between the model result and the experimental data 
for the U(VI) concentration profile presented in Figure 4.16. Naturally, this comparative 
measure cannot account for the temporal shift witnessed in the results, but nevertheless 
demonstrates that the model successfully predicts the experimental results quantitatively 
without consideration of temporal shifts. A similar analysis on the OC data in Figure 
4.15 yields a model result at 214% of the experimental data. However, this is due to the 
significant rise in OC before approximately 0.8 pore volumes has passed through the 
column. As the concentration of OC in the experimental data is not known before this 
time (i.e., it is effectively considered to be zero), but the model data assumes a high OC 
concentration here, it is to be expected that the model results over-estimate the 
experimental data. If the intial 0.8 pore volumes of the model results are considered to 
instead display a zero concentration for OC as is assumed for the column then the model 
data gives a 68% over-estimation of the experimental data. The model is therefore 
capable of capturing the U(VI) concentration profiles concurrently, though minor 
temporal shifts may be apparent. The simulations demonstrate that the model can 







































Figure 4.16. Effluent U(VI) concentration for Case D. 
 
The ability to confidently validate biogeochemical transport models is further challenged 
by the fact that parameter values in natural systems may vary by several orders of 
magnitude. For example, using 23 references from a variety of environments, Hunter et 
al. (1998) collected first-order OC oxidation rate values that covered a range of 10 




confidence may not entirely be warranted by fitting a single model to a single data set. 
This is particularly true when numerous parameters may be “tweaked” to obtain a match 
to the experimental data. However, evaluation using parameter values which remain 
within the ranges of values reported in the literature add some degree of confidence in 
the ability of the model to adequately capture real behaviour.  
 
Relatively minor changes in parameter values can affect results significantly. Case C is 
reproduced in Figure 4.17 with two additional modelling curves that were obtained using 
the same conditions as Case C, except that one used a higher value OC fermentation rate 
value (k = 0.1 d-1) and the other a lower rate value (k = 0.001 d-1). These values remain 
well within the bounds of the range of possible OC fermentation rates reported (see 
Hunter et al., 1998). At the higher OC fermentation rate the modelled bacteria operate at 
a faster rate than those in the experiment and the U(VI) concentration is correspondingly 
observed to reduce more rapidly. Conversely, at the lower OC fermentation rate the 
modelled bacteria operate at a slow rate than those in the experiment and the effluent 
U(VI) concentration is overestimated. Thus, with increased or decreased k values the 
model fails to accurately capture the behaviour of the system. This simple illustration 
demonstrates that the model (i) is sensitive to model parameters (in this case, k) and, (ii) 
the experimental data fits within a specific range of certain parameter values (i.e., those 
displayed in Table 4.7). The fact that the model can only reproduce the experimental 
data under such constrained parameter values (at a specific k value in Figure 4.17) 
highlights the importance of possessing accurately defined parameter values. One of the 




data. For example, the k value and the initial concentrations of U(VI) and OC are not 
known for the experiment. In spite of this, the results presented here demonstrate that a 
suitable match to experimental data may be attained, and suggest that an improved 
match might be obtained if only such data were known. This builds confidence in the 
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Figure 4.17. Comparison of effluent U concentration for different OC fermentation 
rates against experimental data. 
 
4.6. Conclusions 
In order to build confidence in the capabilities of the model developed in the present 
work, the model was evaluated against (i) an existing biogeochemical transport model 




column experiment in which DMRB were stimulated to reduce U(VI) reported in the 
literature. The difficulty in finding appropriate data sets for evaluation highlights the 
need for more complete data sets in this topical area. 
 
A one-dimensional simulation in a single porosity domain compared favourably to the 
model developed by Wang et al. (2003) without any model calibration. The geochemical 
changes predicted were qualitatively characteristic of U(VI) immobilisation in 
biostimulated sites and sediments. Differences between the concentration profiles of 
certain species were attributed to the different models’ formulations for secondary redox 
reactions (kinetic versus partial equilibrium approach) and the different surface 
complexation models utilised (constant Kd versus SCM). 
 
The column experiment of Wan et al. (2005) was modelled in order to provide model 
evaluation against U(VI) bioimmobilisation in a heterogeneous porous media. The 
model successfully reproduced the experimental U(VI) and OC concentration profiles 
independently. However, difficulty arose in reproducing both U(VI) and OC 
experimental data in parallel.  
 
These evaluation exercises build confidence in the capability of the developed model to 




5. Impact of dual porosity media on U(VI) 
bioimmobilisation 
5.1. Introduction 
The aim of this chapter is to give preliminary insight into the specific effects dual 
porosity (DP) porous media might have on U(VI) bioremediation efficiency. 
Comparison is made between the developed model and an existing model for a single 
porosity (SP) porous medium simulation. Simulations examining model predictions for 
DP porous media are then considered. 
 
To aid later discussion, it is first worth noting the impact of surface complexation on the 
system. Figure 5.2 displays the presented model results previously presented in Figure 
4.14 in Section 4.5, but shows how the U(VI) concentration varies with time at x = 10 m, 
with the inclusion and the exclusion of the SCM. When surface complexation is 
included, the U(VI)-spike is expressed as a “pulse” with respect to time. Following this 
spike, full reduction of U(VI) is rapid. However, when surface complexation is not 
included, the U(VI) spike is no longer present. This further confirms that the U(VI)-
spiking behaviour is the result of surface complexation behaviour. Thus, the surface 
complexation behaviour of the system may have a significant impact on downstream 
contaminant concentrations. Empirical adsorption models, such as employed by Wang et 
al. (2003), appear not to capture this behaviour, likely because they do not account for 
the variations in pH, carbonate or mineral abundance along the flow path. This supports 




2006). However, more detailed research is needed to characterize whether such effects 
result in U(VI) spikes in lab or field conditions. 
 
5.2. Impact of dual porosity media 
Simulations were conducted in order to investigate the potential impact of DP media on 
the effectiveness of U immobilisation. The SP case presented in Section 4.4, involving a 
homogeneous sand, is compared here to a similar scenario characterized by a combined 
low-K and high-K porous medium (e.g., interspersed sand and clay stringers). 
 
The porosities of the mobile and immobile regions were varied to provide two different 
“porosity cases”. In both cases the total porosity, θt, of the media takes the same value 
(0.35) as the SP system to give equivalent pore space between the SP and DP systems. 
The first case considers the porosity of the mobile region, θm, to be 0.1 and the porosity 
of the immobile region, θi, to be 0.25. The second case considers these porosity values to 
be reversed, with θm = 0.25 and θi = 0.1.  
 
Bacterial activity is considered here to take place only in the mobile region, because its 
presence in both the mobile and immobile regions would result in a net increase in the 
bacterial activity, creating a biased comparison to the SP system. Figure 5.1 displays the 
arrangement of the DP model. The figure displays individual model cells for both the 
mobile region (in which advective-diffusive transport occurs) and the immobile region 




immobile cell and all aqueous chemical species may transfer between each mobile 
region cell and its corresponding immobile region cell via diffusive mass transfer. In this 
chapter, microbially mediated U(VI) reduction occurs only in the mobile region in which 
the bacteria are present. It should be noted that U(VI) may be sequestered in the 
immobile region and thereby essentially rendered immobile. U(VI) may therefore be 
effectively immobilised by both microbially mediated reduction and by sequestration in 
the immobile region. Clearly, no such sequestration occurs in the SP model and, as such 
retardation is not considered in the SP model, the DP results may be expected to 
exaggerate delays in U(VI) immobilisation. 
 
The initial geochemical conditions are maintained the same for all SP and DP 
simulations (as defined in Table 4.1, initial conditions). This is because differing 
geochemical conditions of the immobile region may impact the comparison, since the 
presence of EAs more thermodynamically favourable than U in this region will cause a 
net delay in immobilisation. The initial geochemical conditions are therefore maintained 
the same for all SP and DP simulations (as defined in Table 4.1, initial conditions). 
Geochemical boundary conditions are the same in both cases (Table 4.1). Transport 






Figure 5.1. Arrangement of dual porosity domain. 
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Table 5.1. Transport conditions used in simulations 
Parameter Units Value for SP 
simulations  
(from Wang et al. 
(2003) comparison, 
Section 4.6) 




m yr-1 10 10 
Dispersivity, aa m 0.25 0.25 
Mobile region 
porosity, m 
- 0.35a Variesb, see text 
Immobile region 
porosity, i 




yr-1 0 1900 (high value) 
278 (mean value) 
1.8 (low value) 
x m 0.25 0.25 
aWang et al. (2003). 
bFetter (1994); Griffioen et al. (1998); Kim and Corapcioglu (2002); Haws et al. (2005); 
Roden and Scheibe (2005). 
cFeehley et al. (2000); Harvey and Gorelick (2000); Kim and Corapcioglu (2002); Haws 
et al. (2004,2005); Jørgensen et al. (2004); Luo et al. (2005); Roden and Scheibe (2005). 
Note: the porosity values used in this work have been used to calculate mass transfer 
values from lumped porosity-mass transfer terms reported in the literature. 
 
As the ultimate aim of this bioremediation strategy is significant immobilisation of 
U(VI), the metric used to compare results is the concentration of U(VI) passing a 
specific distance (10 m) downgradient of the OC injection point. Figure 5.3 presents the 
SP and DP results for the first porosity case (i.e., θm = 0.1 and θi, = 0.25). In both SP and 






In the DP system, U(VI) immobilisation is significantly delayed relative to the SP 
system. This is because (i) U(VI) remains sequestered in the immobile region and 
diffusion limits the rate of its release to the mobile region where reduction occurs 
(bioactivity is in the mobile region only), and (ii) the bacteria first reduce the other EAs 
diffusing out of the immobile region before U(VI) becomes energetically preferable for 
them. As well as the SP simulation, Figure 5.3 displays the U(VI) concentrations for 
three different mobile-immobile mass transfer rates in the DP media (low, mean and 
high value rates given in Table 5.1). The DP media at all three transfer rates display 
relatively similar U(VI) immobilisation behaviour to one another, indicating a relative 
insensitivity to this parameter in systems in which bioactivity takes place only in the 
mobile region. 
 
Up to this point, simulations in this work have omitted the presence of carbonate from 
the groundwater, in order to provide similarity with Wang et al. (2003). In order to 
compare systems in which carbonate is and is not significant, Figure 5.4 is included as a 
comparison to Figure 5.3. Figure 5.4 displays the same simulations as were presented in 
Figure 5.3, except that significant carbonate is present in the groundwater (1 mmol l-1 for 
x > 0, t = 0 and for x = 0, t > 0). When carbonate is present, the maximum concentration 
of the U(VI) spike before immobilisation is predicted to be reduced (note change in 
vertical axis scale). Note, however, that the time to U(VI) immobilisation remains the 




U(VI) concentrations exiting the biostimulated zone, yet it appears not to impact the 
long-term efficiency of remediation significantly. 
 
Figure 5.5 displays the U(VI) concentrations for the second porosity case in which the 
porosities of the regions are reversed compared to those used in Figure 5.4 (θm = 0.25, θi 
= 0.1). (Carbonate is also considered present in this system in order for it to be directly 
compared with Figure 5.5.) The time taken for U(VI) immobilisation to occur is 
significantly reduced in this DP scenario relative to the first porosity case (i.e., θm = 0.1, 
θi = 0.25). The increased mobile region porosity means the volume over which microbial 
activity takes place is increased (bacteria are resident in the mobile region) with the 
result that U(VI) immobilisation is more efficient relative to the first porosity case. This 
suggests that the time delay for U(VI) immobilisation compared to a SP system may 
decrease as the porosity of the (microbially active) mobile region approaches that of the 
total porosity in the SP system. Again, the U(VI) concentrations for the three different 
mobile-immobile mass transfer rates in the DP media remain similar. As wide-ranging 
real-site parameterised mobile-immobile mass transfer rate (γ) values have been used for 
this comparison and the decline in U(VI) concentration is similar in each case (Figure 
5.3), the results suggest that the mobile-immobile mass transfer rate (γ) has little impact 
on remediation efficiency in DP systems in which bioactivity is present in only the 
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Figure 5.2. U(VI) concentration passing x = 10 m in single porosity (SP) with SCM 
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Figure 5.3. U(VI) concentration passing x = 10 m in single porosity (SP) and dual 
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Figure 5.4. U(VI) concentration passing x = 10 m in single porosity (SP) ) and dual 
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Figure 5.5. U(VI) concentration passing x = 10 m in single porosity (SP) and dual 
porosity (DP) mobile region. Carbonate present in system. m = 0.25, i = 0.1. 
 
5.3. Comparison of first-order and Michaelis-Menten/Monod 
microbial kinetics modelling approaches 
Two of the most common formulations for modelling microbial kinetics in reactive 
transport models include modelling microbial activity as (i) a first-order process with 
respect to the OC substrate (e.g., van Breukelen et al., 1998; Jakobsen and Postma, 
1999; Basberg and Engesgaard, 1999) and (ii) a Monod/Michaelis-Menten modelling 
approach which accounts for OC and EA concentrations (e.g., Hunter et al., 1998; Brun 





A first-order approach implies that OC substrates limit microbial enzymatic activity 
(Van Cappellen and Gaillard, 1996). It may be appropriate when OC concentrations 
remain low relative to EAs. However, biomass populations experiencing inhibition 
effects due to toxic compounds or limited nutrient availability would render such an 
approach inappropriate. The approach further implies that the microbial populations are 
spontaneously ready to degrade the modelled OC; however this may not be the case 
when an OC new to the indigenous bacteria is introduced and as they may require time 
to evolve enzymatic systems to deal with the new OC, resulting in lag times. A 
Monod/Michaelis Menten approach considers the availability of both OC and EAs in the 
system, and reduces to a first-order dependency on either OC or EA when the 
concentration of either becomes very low, or a zero-order dependency when both OC 
and EA concentrations are high. This approach implicitly accounts for individual 
microbial populations that carry out separate TEAPs. 
 
These assumptions are obvious when the equations of the formulation are scrutinized 
(equation 3.1 and 3.2). However, in biostimulated U(VI) immobilisation remediation 
schemes, numerous other effects such as transport effects and geochemical reactions 
related to the availability of EAs may complicate the simple assumptions made evident 
by mathematical analysis. In order to better understand the modelling implications of 
these two approaches with respect to biostimulated U(VI) immobilisation remediation 
schemes, the two approaches were compared for the same system. The first-order and 
Michaelis-Menten/Monod (multi-population) approaches to modelling microbial 




for the same model and modelling conditions as reported in Section 4.5. As previously 
explained, the system modelled is fairly typical of biostimulated U(VI) immobilisation 
schemes: a high OC concentration is injected via U-contaminated oxic influent 
groundwater into the remediation zone of a U-contaminated aquifer. To parameterise the 
first-order model in such a way as to be equivalent to the multi-population model, the 
OC fermentation rate of the first-order model (k) was adjusted such that the spatial 
U(VI) concentration profile after 1 year of biostimulation for both models was similar. A 
k value of 3.5 yr-1 best provided this match. Figure 5.7 displays the spatial U(VI) 
concentration profiles of both modelling approaches at five different times. From one 
year and beyond, the U(VI) concentration profiles are almost identical for both 
approaches. However, prior to this time, the first-order approach displays increased 
U(VI) reduction relative to the Michaelis-Menten/Monod approach. This suggests that 
when modelling typical biostimulated U(VI) immobilisation schemes and observing 
U(VI) reduction at later times, results may be similar whether a first-order or Michaelis-
Menten/Monod approach is used. However, at earlier time, the first-order approach is 
observed to present a system with more advanced U(VI) reduction than a Michaelis-
Menten/Monod approach. As the OC concentration solely controls the microbial activity 
in the first-order approach and in part controls the microbial activity in the Michaelis-
Menten/Monod approach, it might be assumed that changes in the influent OC 
concentration would negate or highlight the differences in different approaches’ U(VI) 
concentration profiles. Figures 5.7 and 5.8 demonstrate that this is not the case. Figure 
5.8 shows the system with the OC influent concentration doubled for the Michaelis-




higher rates in the Michaelis-Menten/Monod yielding more rapid U(VI) reduction. 
However, the change has no significant impact on the modelling outcomes. Figure 5.9 
shows the system with the OC influent concentration halved for the first-order approach 
simulation. It might be expected that this would yield lower rates in the first-order 
approach, yielding a closer comparison with the Michaelis-Menten/Monod approach at 
earlier time. However, the results demonstrate that while results are similar at earlier 
time they remain different at later time. This suggests that the different results produced 
by the different modelling approaches are not, therefore, strongly dependent on the OC 
concentrations themselves. Since biostimulated U(VI) immobilisation systems exhibit 
complex geochemical interactions that are related to, but not entirely dependent on, OC 
fermentation rates, different approaches to modelling OC fermentation kinetics may 
result in significantly different modelling outcomes even when parameters are 
equivalently matched. 
 
Figures 5.9 and 5.10 display the OC concentration profiles at different times for the 
Michaelis-Menten/Monod approach and the first-order approach, respectively. Clearly, 
the first-order approach (Figure 5.11) attains steady state with respect to the OC profile 
much sooner than the Michaelis-Menten/Monod approach. Note that once a steady-state 
condition is reached with respect to OC profile (after >1 year), both systems exhibit the 
same U(VI) concentration profiles (cf. Figure 5.7). Once the TEAPs prior to U(VI) 
reduction are complete and OC profiles have reached steady state, U(VI) concentration 
profiles are likely to be represented equally well by either modelling approach. 




modelling of system lag time. Conversely, the first-order-approach may be more 
appropriate for modelling systems already at steady-state, or with short lag times. 
 
Given that biostimulated U(VI) immobilisation remedial schemes will undoubtedly be 
monitored, these results demonstrate that the application of different modelling 
approaches may result in similar modelling outcomes at later time, but give significantly 
different outcomes at earlier time. This should be recognized when modelling 
biostimulated U(VI) immobilisation, and care should be taken to ensure that appropriate 















Figure 5.7. Spatial U(VI) concentration profiles for first-order (solid lines) and 
Michaelis-Menten (dashed lines) after 0.2 (diamonds), 0.7 (squares), 1 (crosses), 1.5 

















Figure 5.8. Spatial U(VI) concentration profiles for first-order (solid lines) and 
Michaelis-Menten (dashed lines) after 0.2 (diamonds), 0.7 (squares), 1 (crosses), 1.5 















Figure 5.9. Spatial U(VI) concentration profiles for first-order (solid lines) and 
Michaelis-Menten (dashed lines) after 0.2 (diamonds), 0.7 (squares), 1 (crosses), 1.5 



























Figure 5.10. Spatial OC concentration profiles for Michaelis-Menten/Monod 























Figure 5.11. Spatial OC concentration profiles for first-order approach at different 






A biogeochemical reactive transport model was developed for U bioimmobilisation in 
both single and dual porosity media. A one-dimensional simulation in a single porosity 
domain compared well to the Wang et al. (2003) model without any model calibration. 
The geochemical changes predicted are qualitatively characteristic of U(VI) 
immobilisation in biostimulated sites and sediments. Some differences between the 
models for the predicted quantitative value of certain species are attributed to the 
different models’ formulations for secondary redox reactions (kinetic versus partial 
equilibrium approach). 
 
A comparison of different microbial kinetics modelling approaches revealed that 
different modelling approaches may produce very similar outcomes at later time, yet 
simultaneously produce significantly different outcomes at earlier time. This is due to 
differences in modelling the influence of OC and EA presence on OC fermentation rate. 
This should be recognized when modelling biostimulated U(VI) immobilisation 
remedial schemes, and care should be taken to ensure that appropriate modelling 
approaches are used for appropriate conditions (OC and EA concentration at steady-state 
or not?) when modelling experimental data. 
 
The presented model predicts a transient increase (“spike”) in U(VI) concentrations 
downgradient of the treatment zone in systems with insignificant carbonate content. This 
is due to geochemical changes (carbonate and ferrihydrite concentrations and pH) 




Simulations confirm that this is not predicted by empirical adsorption models, likely 
because they do not account for the variations in pH, carbonate or mineral abundance 
along the flow path. The increase in downgradient U(VI) appears to be temporary, as 
desorbed U(VI) is immobilised to U(IV) following this process. 
 
U(VI) bioimmobilisation is predicted to be significantly affected by the presence of dual 
porosity porous media with bioactivity taking place in the media region of relatively 
high-velocity ranging flow (“mobile region”). Dual-porosity systems are likely to exhibit 
delayed U(VI) immobilisation relative to more homogeneous systems due to diffusion 
limitations on all electron acceptors. 
 
Sensitivity simulations suggest that, when the “mobile”-region of a dual porosity 
possesses the dominant microbial activity, the rate of mass transfer between the 
“mobile” and “immobile” regions appears to have little impact on remediation 
efficiency. However, variation in the each region’s fraction of the total porosity resulted 
in quantitatively different time delays for U(VI) immobilisation. When bioactivity 
occurs predominantly in the “mobile” region of DP systems, results suggest this delay 
will be reduced as the “mobile” region porosity approaches that of the single porosity 
system. Overall, the study underscores (i) the value of relatively comprehensive 
biogeochemical models (e.g., that include robust surface complexation processes and a 
database of standard geochemical reactions) and (ii) the time delay anticipated for U(VI) 





The presented simulations assumed microbial residence in the “mobile” region in order 
to minimize the differences between single and dual porosity systems being compared in 
this work. It is acknowledged that systems with significant bacterial activity in relatively 
immobile porous media will likely exhibit different behaviour; this is the focus of future 
work. Further, this work assumes that system biomass has reached a quasi-steady-state 
and therefore does not grow, and that ferrihydrite is the only surface with which U(VI) 
complexes. Despite these simplifications, it is expected that the differences outlined 
between single and dual porosity systems are likely to be broadly representative for 
systems with predominant bioactivity in more media regions of more mobile (relatively 
high-velocity) flow. It is acknowledged that this work focuses on one-dimensional 
simulations; future work that combines the presented model with a multidimensional 
flow and transport simulator will investigate the expected additional remediation 
challenges associated with heterogeneous systems such as spatial variability in microbial 
populations and flow bypassing of injected substrates. Further, reoxidation of 
immobilised U should be considered in future work in order to assess the long-term 




6. Sensitivity analysis of the biogeochemical reactive 
transport model for U(VI) immobilisation via 
immobile-resident DMRB in dual porosity porous 
media 
6.1. Introduction 
In this chapter, dimensionless parameter groups are employed to analyze a wide range of 
system behaviour. An extensive suite of simulations are presented that explore how key 
processes impact remediation efficiency, and permit identification of the conditions 
under which processes associated with groundwater transport, dual porosity media 
phenomena and microbial activity interact.  
 
In this chapter, it is assumed that DMRB reside in regions of low-to-negligible advective 
flow. Most aquifer bacteria are associated with particle surfaces (Christensen et al., 
2001; Tabak et al., 2005), and particularly with the surfaces of the finer sediment such as 
clay and silt (Albrechtsen, 1994). Some bacteria produce electron-shuttling compounds 
and/or chelators negating any requirement to make contact with the Fe(III) or Mn(IV) 
oxides (Newman and Kolter, 2000; Childers et al., 2002; Nevin and Lovley, 2002a,b), 
however, many bacteria must make contact with an electron acceptor (EA) to reduce it 
(Nevin and Lovley, 2000c). Indeed, doubt exists as to whether production of electron-
shuttling compounds and Fe(III) chelators may be an energetically favourable approach 
for Fe(III) oxide reduction in nutrient-poor subsurface environments (Childers, 2002; 
Nevin and Lovley, 2002a). Furthermore, Neal et al. (2004) conducted continuous flow 




therefore hypothesized that DMRB are non-motile and predominantly occupy low flow 
and finer-grained regions where they take advantage of low shear forces and high 
electron accepting capacity. A conceptual representation of the system is presented in 
Figure 6.1. The figure displays individual model cells for both the mobile and immobile 
regions. OC enters the mobile region in which advective-diffusive transport occurs. All 
aqueous chemical species may transfer into the immobile region, in which pore water is 
stagnant. Thus aqueous chemical species, such as U(VI), sequestered in the immobile 
region are essentially rendered immobile. 
 
In this chapter, all microbially mediated redox reactions are implicitly conducted by a 
single biomass population. This is deemed reasonable in a system which follows the 
accepted sequence of TEAPs, where the interest is not specifically focused on individual 
microbial processes, but rather on the net geochemical changes in the system (Postma 
and Jakobsen, 1996). The biomass population is considered to be in a non-growth, 
steady state condition. This is because (i) it is likely that biomass populations attain a 
maximum concentration during the organic carbon stimulation phase (Jaffé and Rabitz, 
1988), and (ii) models are typically parameterised using data obtained under non-growth 
conditions both in the laboratory (Truex et al., 1997; Liu et al., 2002a) and in the field 
(Schroth et al., 1998; North et al., 2004). The biomass degrades the injected electron 







Figure 6.1. Arrangement of dual porosity domain. 
 
The simulations consider U(VI)-contaminated oxic recharge water entering an anaerobic 
aquifer. Geochemical conditions vary widely in the natural environment and it is 
impractical to cover the entire range. The geochemical parameters used in the presented 
numerical simulations were selected based on U-contaminated (and high-nitrate) field 
site data: the Shiprock U mill tailing site (Elias et al., 2003) and Area 2 of the Oak Ridge 
Field Research Center, USA (ORNL, 2007).  Initial conditions and boundary conditions 
are presented in Table 6.1.  Identical initial geochemical conditions are employed for the 
mobile and immobile regions.  Rhodochrosite, siderite, calcite, mackinawite and 
uraninite all have the potential to precipitate, but are not initially present. Surface 
complexation of U(VI) to sandstone or iron hydroxide minerals is insignificant in 
contaminated sites (e.g., Abdelouas et al., 1998b and 1999) when carbonate 
concentrations are high (Hsi and Langmuir 1985; Koß 1988; Bond et al., 1991). To 
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better constrain the system in this parametric study, U(VI)-surface complexation and 
biomass attachment are ignored. 
 
Table 6.1. Initial and boundary conditions. 




OC mmol l-1 300 0 
N(V) mmol l-1 2.24 2.24 
S(VI) mmol l-1 6.1 × 10-1 6.1 × 10-1 
Ferrihydrite mmol dm-3 0 117 
Pyrolusite mmol dm-3 0 76 
U(VI) mmol l-1 8.5 × 10-3 8.5 × 10-3 
Carbonate mmol l-1 1.06 1.06 
pO2(g)  10-3.55 0 
pH  7.1 7.15 
 
6.2. Model analysis: dimensionless parameter groups 
Biogeochemical transport models encompass multiple complex processes, each of which 
may require multiple parameter inputs. Such models have the potential to simulate 
system behaviour over a large parameter space, within which processes may interact 
differently depending on the chosen point in the multi-parameter space. The remediation 
efficiency in bioremediated aquifers is dependent on the combined impacts of 
groundwater transport processes, DMRB activity and geochemical effects. 
 
Mapping system behaviour across a complex, multi-parameter space requires a 
thorough, extensive approach to results collation; a process associated with substantial 
computational expense. For this reason, the majority of existing biogeochemical models 
exploring U(VI) bioremediation instead employ specific parameter sets, typically 




Papenguth, 2001; Roden and Scheibe, 2005). This approach is applied widely; for 
example to complex redox models (e.g., Hunter et al., 1998; Smith and Jaffé, 1998; 
Prommer et al., 1999a). However, this approach may limit the applicability of the 
results, since remediation efficiency can vary widely depending on the parameter values 
chosen for each scenario. For example, using 23 references from a variety of 
environments, Hunter et al. (1998) collected first-order OC oxidation rate values which 
covered a range of 10 orders of magnitude. Base case scenarios making use of a single 
rate value cannot cover the range of behaviour that could exist in systems of such widely 
varying bacterial rates.  
 
Furthermore, uncertainty remains over the validity of sourcing parameters from one 
environment and transferring them to the modelling scenarios of different environments 
(Alvarez et al., 1994). Restricting model parameterisation to, for example, biological 
rate data from experimental laboratory studies may be inappropriate as such data can 
vastly overestimate in situ bacterial rates (Lovley and Chapelle, 1995). Moreover, 
microbial kinetic rate experimental data is generally fit to a single mathematical kinetic 
approach (e.g., simple Monod, Michaelis-Menten with/without inhibition factors), and it 
is difficult to compare different approaches. For example, kinetic rate data for U(VI) 
biomineralisation by DMRB have been successfully fitted to non-growth biomass-
dependent dual Monod (Roden and Scheibe, 2005), non-growth biomass-explicitly-
independent dual Monod (Wang et al., 2003), non-growth biomass-dependent (single) 
Monod (Truex et al., 1997; Liu et al., 2002a), first-order (Liu et al., 2002a; Gu and 





Few U(VI) bioremediation studies explore the parameter sensitivities of the system. 
Wang et al. (2003) conducted an extensive parameter sensitivity study on primary and 
secondary redox reaction rates. However, the study did not consider varying 
groundwater transport or geochemical conditions. 
 
This work addresses the complexity of system mapping bioremediation efficiency in 
multi-parameter space by making use of dimensionless parameter groups (DPGs). DPGs 
allow analysis of the relative importance of interacting or competing processes. 
Additionally, by using DPGs, the system of interest is decoupled from specific space or 
time scales (Griffioen, 1998). The approach therefore has the potential to cover a wide 
range of parameter values, scales, and modes of behaviour. In any non-
dimensionalisation, several choices are possible, with the physical circumstances 
providing the basis for the DPGs chosen. 
 
In identifying the DPGs for the dual-porosity first-order-kinetic PEA biogeochemical 
model outlined in this work, it is convenient to introduce the dimensionless variables 
 
 T = 
vmt
L  (6.1) 
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Dimensional analysis yields four dimensionless parameter groups. The first, the Péclet 
number, is defined by 
 
 Pe = 
vmL
D  (6.5) 
 
The second DPG is associated with the mobile-immobile mass transfer, defined as 
 








where Tflux = L/θmvm and Ttransfer = 1/γ. The DPG ω therefore combines the timescales 
associated with volumetric flux (Tflux) and mobile-immobile mass transfer (Ttransfer). 
 
The third DPG is associated with matrix porosities, is defined as 
 





and the fourth DPG is associated with microbial activity when DMRB activity is present 













where Tadvection = L/vm and Tmicrobial = 1/k. The DPG Dk therefore combines the timescales 
associated with advection (Tadvection) and the microbial fermentation of OC (Tmicrobial). 
 
In general, the processes within each of these DPGs compete when the DPG’s value 
approaches unity. For example, both advective and diffusive transport are significant 
when Pe = 1, whereas advective transport dominates when Pe >> 1 and diffusive 
transport dominates when Pe << 1. It is important to note also that the chosen DPGs are 
not independent, with advective velocity, porosity, and length all appearing in multiple 
DPGs; this is appropriate because of their central influence on key processes examined. 
Determining the success of remediation through use of DPGs and associated timescales 
allows for a thorough investigation of the system parameter space. 
 
The simulations explore the full range of parameter values reported in the literature by 
varying the value of a single DPG while holding all other DPGs constant. This exercise 
is then repeated until all DPGs have been considered. 
 
The values over which the DPGs were varied were based on data reported in the 
literature. The values of the DPGs ω and Dk were each varied over 8 orders of 
magnitude, from 0.0001 to 10 000. This covers the range of fermentation rate (k) values 




used and reported by numerous authors (Griffioen et al., 1998; Feehley et al., 2000; 
Harvey and Gorelick, 2000; Kim and Corapcioglu, 2002; Haws et al., 2004 and 2005; 
Jørgensen et al., 2004; Luo et al., 2005; Roden and Scheibe, 2005). The Pe values were 
varied between 0.1 and 10 000, bracketing the majority of conditions observed at field 
sites (Gelhar et al., 1992). The DPG p is ranged from 0.09 to 0.99, covering the full 
range reported by Griffioen et al. (1998) (equivalent m/(m + i) values in that work 
range 0.55-1). 
 
6.3. Simulation results 
6.3.1. Remediation metric 
In this study, success of a particular bioremediation strategy is related to the U(VI) 
concentration flowing out of the remediation zone. The cumulative U(VI) concentration 
passing at X = L is: 
 
 Mremediated = 	[U(VI)] dT (6.9) 
 
while the equivalent cumulative U(VI) concentration exiting an identical system that is 
not undergoing bioremediation is defined as Mcontaminated. The upper integration limit of T 
= 5 is chosen to ensure complete temporal coverage. The remediation efficiency of a 
system, M, is then defined as 
 








This metric is taken to represent the remediation efficiency of any scenario, providing a 
basis for comparison. Note that the maximum efficiency cannot reach unity for the 
system examined here since OC is injected and the initial state of the porous medium is 
not altered. Thus, about one pore volume must be eluted before the effect of remediation 
is seen. In this study we wish to determine relative efficiency, so the fact that the 
maximum efficiency does not reach unity is unimportant. 
 
6.3.2. Remediation efficiency under various conditions 
Figure 6.2 illustrates the observed remediation efficiency, M, for log(ω) values varied 
over 6 orders of magnitude. The solid line shows this relation for all other DPGs equal to 
unity (Pe = p = Dk = 1).  Note that volumetric flux dominates when ω is low and 
mobile-immobile mass transfer dominates when it is high.  Meeting expectations, 
bioremediation is unsuccessful at low ω due to the DMRB’s limited access to OC. 
However, the figure illustrates that when ω is high, the DMRB are not OC-limited and 
bioremediation is more efficient.  A transition zone is evident between the asymptotic 
results at the two extremes. 
 
Figure 6.2 also presents the sensitivity of this relationship to microbial efficiency, Dk. At 
reduced microbial efficiency (reduced Dk) the transition zone is unaffected, but the 
maximum attainable remediation efficiency (asymptote at high Dk) is reduced. 
Likewise, at an increased microbial efficiency, the range of the transition zone remains 




the greater the microbial activity the greater the maximum potential level of remediation, 
but this maximum potential is only attained when the mobile-immobile mass transfer 
timescale (Ttransfer) is smaller than one-thirtieth the value of the volumetric flux timescale 
(Tflux) (ω > 30 or log(ω) > 1.5). Furthermore, minimum remediation efficiency always 
occurs at log(ω) < 1.5. This suggests that if the mobile-immobile mass transfer timescale 
(Ttransfer) is larger than approximately 30 times the value of the volumetric flux timescale 
(Tflux) then it is unlikely that remediation will take place. 
 
All results presented in Figure 6.2 consider the geochemical conditions outlined in Table 
6.1. However, initial geochemical conditions can modify modelling outcomes 
significantly (Zhu and Burden, 2001).  Figure 6.3 explores the effect of different 
mineralogy on remediation efficiency for varying log(ω) values, with all other DPG’s 
equal to unity. All curves share the same parameter values, except that the level of 
minerals present is varied as outlined in Table 6.2. The “low” mineral values represent 
the lowest concentrations reported for Area 2 of the ORFRC field site (ORNL, 2007). 
The “high” mineral values are well above those encountered at either the ORFRC or 
Shiprock (Elias et al., 2003) field sites. The results suggest that as mineral presence is 
reduced, net remediation becomes slightly more efficient. This is because bacteria 
progress through the redox sequence more rapidly due to reduced EA availability prior 
to U(VI), and U(VI) reduction then occurs earlier. As the EA presence in the system is 
reduced the log(ω) value at which remediation becomes significant decreases (M near 




for the different geochemical conditions, and is consistent with that reported in Figure 
6.2 (log(ω) > 1.5). It is acknowledged that substantially different geochemical conditions 
may cause greater shifts than the results reported here. 
 
Table 6.2. Simulations varying geochemical conditions: initial conditions. 
Species   Units Low Intermediate High 
N(V) mmol l-1 0.1 1 2.2 
S(VI) mmol l-1 0.1 0.3 0.6 
Ferrihydrite mmol dm-3 0.008 0.163 117 
Pyrolusite mmol dm-3 0.001 0.026 76 
 
Figure 6.4 presents remediation efficiency, M, for varying log(Dk).  The solid line shows 
this relationship when all other DPGs values equal unity.  The results indicate that, as 
expected, remediation is more efficient when the value of the DPG Dk is high. The 
transition zone between the asymptotic values is 2-3 orders of magnitude, which is 
slightly greater than that for the DPG associated with mobile-immobile mass transfer 
(Figure 6.2). Thus, U(VI) bioremediation in dual porosity media may be more sensitive 
to microbial efficiency than immobile-mobile mass transfer rate, all other things being 
equal. Figure 6.4 further illustrates that remediation effectiveness increases as the value 
of the mobile-immobile mass transfer DPG, ω, is increased. This suggests that systems 
with lower mobile-immobile transfer require increased bacterial efficiency to achieve 
efficient remediation. 
 
Figure 6.5 presents remediation efficiency (M) as a function of microbial efficiency 
DPG (Dk) for three different geochemical conditions defined in Table 6.2 (all other 




(Figure 6.3), reductions in EA presence result in slightly improved remediation 
efficiency and this is achieved at slightly lower microbial efficiencies. In both cases the 
DPG value at which optimum remediation occurs remains largely insensitive to the 
mineral presence (log(Dk) or log(ω)  1.5). Further, the range of DPG values at which 
remediation becomes significant (M near zero) for microbial efficiency is similar to that 
for mobile-immobile mass transfer efficiency (-3 < log(Dk) < -1 in Figure 6.5 versus -3 
< log(ω) < -1 in Figure 6.3, respectively). 
 
Figure 6.6 reveals how remediation efficiency varies with the Péclet number DPG, Pe. 
Independent of the Pe value, it is observed that remediation is limited by the DMRB’s 
access to OC transferring into the immobile region. This is demonstrated by the fact that 
M is relatively constant over the entire Pe range, but that the remediation efficiency 
increases as the mobile-immobile mass transfer DPG increases. The same phenomenon 
is observed in Figure 6.7 for the DPG associated with microbial efficiency, Dk. 
Remediation is here limited by the DMRB’s efficiency itself. Since the DMRB are 
present in the immobile region only, it is unsurprising that changes in solute transport 
behaviour (represented by the DPG Pe) have no effect on the remediation efficiency. 
 
Figures 6.8-6.10 demonstrate how the remediation efficiency varies with mobile to 
immobile region porosity ratio, including sensitivity to ω, Dk, and Pe, respectively. The 
relationship appears to display peak remediation efficiency at an intermediate mobile-




U(VI) are transferred into the immobile region at a rate that is balanced (accommodated) 
by the DMRB activity (see equation 3..6).  At lower immobile region porosities, 
efficiency is reduced due to limited transfer of OC and U(VI).  At higher immobile 
region porosities, OC and U(VI) transfer rates exceed the DMRB fermentation rate also 
resulting in decreased remediation efficiency. In all cases, maximum remediation 
efficiency generally tends to occur at porosity ratios (as defined in Figures 6.8-6.10) in 
the range 0.5-0.8. This suggests that, for immobile-resident DMRB systems, optimal 
remediation tends to occur when the mobile region porosity is between one and four 
times the magnitude of the immobile region porosity. 
 
Figure 6.8, presenting sensitivity to the mobile-immobile transfer DPG, ω, reveals that 
maximum remediation occurs when the porosity ratio is approximately 0.7 (all other 
DPGs equal to unity). Overall, as mobile-immobile mass transfer increases, peak 
efficiency occurs at higher porosity ratios and the porosity ratio range over which 
optimal remediation takes places widens. Thus, high mobile-immobile transfer systems 
may be able to achieve efficient remediation regardless of porosity ratio. 
 
A similar trend is observed for variations in microbial efficiency, as illustrated in Figure 
6.9. With high microbial efficiency, remediation is more efficient and high remediation 
efficiency is maintained over a wide range of porosity ratios. As microbial efficiency 




remediation takes place narrows.  Figure 6.10 illustrates that, in agreement with previous 
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Figure 6.10. Variation in remediation efficiency for varying porosity ratios and Pe 
values. 
 
6.4. Potential application 
The insight gained from the DPG analysis in this work may be useful in conceptual 




site data is discussed. Groundwater transport parameters were obtained from Luo et al. 
(2005) and microbial parameters from Liu et al. (2002a). 
 
Luo et al. (2005) conducted a bromide tracer test at the Y-12 National Security Complex 
site in the Oak Ridge Reservation, Oak Ridge, TN (USA). The authors calculated 
heterogeneous mass transfer properties by successfully fitting the experimental data to 
dual- and tri-porosity models. The parameter values for pore water velocities, mobile-
immobile mass transfer rates, hydrodynamic dispersion and the mobile-immobile 
porosity ratio they provide (Table 1 of Luo et al., 2005) are assumed representative of 
U(VI) contaminated porous media exhibiting multi-porosity behaviour. The DPGs for a 
conservative scenario are calculated using the minimum pore water velocity value (2.8 × 
10-4 ms-1), the maximum hydrodynamic dispersion value (1.2 × 10-4 m2s-1), the minimum 
(dual porosity equivalent) mobile-immobile mass transfer exchange value (5.1 × 10-6 
s-1), and a remediation scheme length scale, L, of 1.8 m (estimated from the tracer 
pumping plan). This results in the DPG values Pe = 4, ω = 0.3, and p = 0.9, providing a 
conservative case that is likely to yield less efficient remediation. 
 
Liu et al. (2002a) conducted U(VI) reduction experiments by four DMRB species 
utilizing 3 different electron donors. That work employed a Monod formulation, rather 
than the first-order kinetic rates used in this work. The values were therefore estimated 




4000 (minimum) to 2.3 × 105 (maximum) d-1 adopted in this work. This yields a DPG 
value for Dk between 0.8 (minimum) and 46 (maximum).  
 
Simulations parameterised accordingly yield a remediation efficiency, M, of 0.13 and 
0.46 using the minimum and maximum Dk values, respectively. The DPG analysis 
previously discussed gives an indication of the process(es) which may limit remediation 
efficiency in this scenario. For example, it was noted earlier that for optimum 
bioremediation to take place, it is preferable that the mobile-immobile mass transfer 
timescale (Ttransfer) is lower than one-thirtieth the value of the volumetric flux timescale 
(Tflux) (i.e., ω > 30). Therefore, it appears likely that the reduced remediation efficiency 
experienced by this system is due to, at least in part, the fact that the mobile-immobile 
mass transfer timescale (Ttransfer) is too high relative to the volumetric flux timescale 
(Tflux). This system might be optimized by adjusting the ratio of these timescales. 
Reducing the pore water velocity (e.g., by modifying pumping rates in the laboratory or 
field) value by one tenth accomplishes this goal by subsequently increases the 
volumetric flux timescale (Tflux) by an order of magnitude. The DPG values then become 
Pe = 0.4, ω = 3, Dk = 8 (minimum) and 458 (maximum), and p = 0.9. The adjusted 
scenario yields a remediation efficiency, M, of 0.90 and 0.93 for the minimum and 
maximum Dk values used, respectively. When considered in concert with other 
important features of DMRB bioremediation systems (e.g., complex geochemical 
conditions), consideration of the timescales associated with interacting processes may 






Over relatively wide ranging microbial and geochemical conditions, optimum 
bioremediation is likely to occur when the mobile-immobile mass transfer timescale 
and/or microbial timescale is less than one thirtieth the value of the volumetric flux 
timescale. Furthermore, remediation may be restricted to systems whose mobile-
immobile region mass transfer timescale and/or microbial timescale is between 
approximately 10 and 1000 times the volumetric flux timescale; the exact value may 
increase or decrease in systems less or more abundant in electron acceptors, 
respectively. 
 
The study suggests that the ratio of advection to diffusion in the mobile zone exerts little 
influence on the remediation efficiency in this system, since the mobile-immobile mass 
transfer and microbial efficiency are the rate limiting parameters in an immobile-
DMRB-resident system under conditions in which sufficient electron donor is supplied. 
This work further suggests that, in dual porosity immobile-resident DMRB systems, 
optimal remediation is associated with mobile region porosity between equal to and four 
times greater than the immobile region porosity. 
 
The presented results demonstrate the conditions under which improved U 
immobilisation might be improved in biostimulated DMRB U(VI) remediation schemes 
in dual-porosity systems. Influential parameters that can be actively manipulated in the 




bioaugmentation, nutrient supply, or maturation of the population), and mobile region 
porosity (e.g., via hydraulic fracturing). The other parameters may be dictated by site 
conditions and the presented results may suggest scenarios in which bioimmobilisation 
is unlikely to be efficient. 
 
The results presented are subject, of course, to the assumptions in the model scenarios in 
this chapter. This chapter has assumed that DMRB are resident only in the immobile 
region. It is expected that as mobile-resident DMRB increases, the importance of Pe will 
increase. This chapter has also assumed no surface complexation occurs; while 
complexation may be important in some scenarios it is expected that the relative changes 
(i.e., sensitivity) with respect to the DPGs presented will not be significantly affected. 
The model assumes non-limiting OC in the mobile region and is one-dimensional; multi-
dimensional modelling is expected to illuminate the large scale issues of dilution, 






7. Impact of microbial residency on U(VI) immobilisation 
in dual porosity porous media 
7.1. Introduction 
Recent numerical models targeted at simulating U bioimmobilisation remediation have 
been developed in an attempt to gain a better understanding of the complex interaction 
between the biological, geochemical and solute transport processes involved (Wang and 
Papenguth, 2001; Wang et al., 2003; Roden and Scheibe, 2005; Luo et al., 2007). A few 
of these studies account for the heterogeneous physical structure of aquifer porous media 
by modelling solute transport using a multi- region or porosity approach. This approach 
is widely accepted for the modelling of media which possess local flow variations and 
interregional diffusion due to the existence of fractures, contrasting zones of low- and 
high- hydraulic conductivity, and/or preferential flow paths (Sidle et al., 1998; Feehley 
et al., 2000; Ryan et al., 2000; Julian et al., 2001; Haws et al., 2004 and 2005). A multi-
porosity approach involves characterization of the media by two or more overlapping 
flow continua (e.g., van Genuchten and Wierenga, 1976; Grisak and Pickens, 1980; 
Šimnek et al., 2003; Haws et al., 2004; Jørgensen et al., 2004; Gwo et al., 2005). In a 
dual-porosity approach a “mobile” region is conceptualized as exhibiting a relatively 
high-velocity range transport behaviour dominated by interregional diffusive mass 
transfer, while a second “immobile” region is conceptualized as exhibiting a 
contrastingly low-velocity range transport behaviour dominated by local mass transfer. 
Modelling systems with heterogeneous hydraulic conductivity using the two-region 
approach has successfully reproduced observed solute transport behaviour (e.g., Li et al., 




microbial activity occurs. This study explores the consequences of different assumptions 
concerning the region of microbial residence. 
 
Unfortunately, there is very limited data that identifies the residential preferences of 
microbes in subsurface porous media, especially under remediation schemes. The 
available data is further distorted by the act of gathering the media, the method of 
analysis, and the choice of sample media (Lehman et al., 2004). Nevertheless, 
subsurface studies have found microbial activity correlated with porosity (Musslewhite 
et al., 2003), media type (Madsen and Ghiorse, 1993), and grain size (Balkwill, 1989; 
Sinclair and Ghiorse, 1989; Kieft et al., 1995; Albrechtsen, 1994).   
 
There remain some difficulties in interpreting these identified correlations, since the 
correlated parameters may not be independent: for example, correlations between 
microbial activity and either organic carbon content or depth may be made, yet a 
correlation between depth and organic carbon content may itself be made (Kieft et al., 
1995). This situation may lead to apparent contradictions in the correlations. For 
example, in one study Martino et al. (1998) found the microbial activity to be 
independent of grain size, so the correlation that was previously attributed to this 
parameter may have actually instead been associated with a different parameter that also 
happened to vary with grain size in that study. Furthermore, such correlations may 
depend on bacterial species. For example Martino et al. (1998) found that lithology 
influenced the abundance of anaerobic heterotroph and sulfate reducing bacteria, but not 




at understanding the relationship between media-correlated bacterial residence and U 
immobilisation. 
 
Bacterial growth or movement may be restricted by the porous media physical 
conditions. Porosity networks with pore throat sizes narrower than the bacterial cell 
diameter prevent bacterial penetration into these regions (Smith et al., 1985; Champ and 
Schroeter, 1988; McKay et al., 1993; Fredrickson et al., 1997). The high shear forces 
often associated with rapid fluid flow may cause biomass sloughing (Applegate and 
Bryers, 1991), resulting in a bacterial preference for immobile or near-immobile regions 
in which shear forces are low and flow is dominated by diffusion. Furthermore, biomass 
starvation of electron acceptors (as opposed to electron donor) may cause significant 
sloughing events (Applegate and Bryers, 1991). This suggests that porous media regions 
scarce in electron acceptors may be less likely to harbour significant bacterial 
populations. Accordingly, Roden and Scheibe (2005) chose to model DMRB presence in 
only the mid-region of their tri-region model, in part for these reasons. 
 
In the undisturbed subsurface, microbial activity is certainly correlated with higher 
carbon contents (Kieft et al., 1995). Naturally, it may be expected that microbial 
distribution correlates well with an electron donor source. In organic-rich sediments, 
dominant bacterial activity may take place at the interface between different 
media/porosity regions (Krumholz et al., 1997; Detmers et al., 2001; Ulrich et al., 1998). 
It is often assumed that this is due to diffusion of existing electron donors from fine-




restricted to the clayey confining sediment, with the resulting fermentation acids being 
transported to the surrounding lower-OC sandy sediment in which the electron acceptors 
are present (Lovley and Chapelle, 1995). In such cases, complete redox processes are 
physically separated. However, in bioremediation schemes in which OC is injected into 
the subsurface, the initial natural OC content may become less significant to the 
microbial distribution: bacterial communities may instead favour the more mobile 
(advective dominant flow) regions where electron donor concentrations are higher and 
therefore more accessible to the bacteria. Regions in which electron acceptor 
concentrations are higher may also be favoured. Such regions are likely to exist in lower 
porosity regions where the ratio of solid surface area to pore water volume is high and 
hydraulic conductivity is low.  
 
Such varied data and conditions make it difficult to generalize how characteristic 
regional media conditions and microbial residence are linked. Many authors 
consequently assume that (i) all biological processes are restricted to a chosen region(s) 
(e.g., Roden and Scheibe, 2005), or (ii) bioactivity occurs in all regions (e.g., Sun et al., 
1999; Luo et al., 2007).  It is not known what effect such assumptions have on the 
outcome of modelling calculations. Further, the effect of such assumptions may 
influence field site characterization decisions. 
  
This chapter provides a preliminary investigation into the affects of different bacterial 




multiple conditions typical of field sites and identifies the key distinctions in U 
immobilisation behaviour imparted by the different bioresidence modelling assumptions. 
 
7.2. Simulation parameterisation 
Simulations using the model developed in Chapter 3 were conducted for three different 
microbial residency conditions: bioactivity present in the immobile region, the mobile 
region, and both regions. The simulations consider U(VI)-contaminated oxic recharge 
water entering an anaerobic aquifer. In order to best represent real-site conditions and 
allow for the influence of U(VI) on the accumulation and stability of both oxidized and 
reduced U phases (Neal et al., 2004), U(VI) is considered to continually enter the 
domain. OC is injected into the mobile region. Mass transfer occurs between the mobile 
and immobile regions. The transport conditions are outlined in Table 7.1.  
 
Geochemical conditions vary widely in the natural environment and it is impractical to 
cover the full range in numerical simulations. Therefore, the geochemical parameters 
used in the numerical simulations were selected based on U-contaminated field site data 
so as to be representative of U-contaminated aquifers in what is deemed to be a typical 
natural environment. The geochemical conditions used in the simulations were mean 
values from data reported for Area 2 of the Oak Ridge Field Research Center (ORNL, 
2007), and are presented in Table 7.2. A media bulk density of 1.5 kg dm-3 was assumed. 
Rhodochrosite, siderite, calcite, mackinawite and uraninite all have the potential to 
precipitate, but were not taken to be present initially. The same initial conditions were 





The microbial kinetics of the system were parameterised according to Wang et al. 
(2003). Values were previously given in Table 4.3. 
 
Table 7.1. Transport conditions used in simulations. 
Parameter Units Value 
Groundwater 
velocity, va 
m yr-1 10 
Dispersivity, aa m 0.25 
Mobile-immobile 
mass transfer, γc 
yr-1 1900 (high value) 
280 (mean value) 
1.6 (low value) 
x m 0.25 





aWang et al. (2003) 
bFetter (1994); Griffioen et al. (1998); Kim and Corapcioglu (2002); Haws et al. (2005); 
Roden and Scheibe (2005). 
cFeehley et al. (2000); Harvey and Gorelick, 2000; Kim and Corapcioglu (2002); Haws 






Table 7.2. Initial and boundary geochemical conditions. 
Species  Units Boundary 
concentration 
(x=0, t)  
Initial 
concentration 
(x>0, t=0)  
OC  mol l-1 3000 0 
O2 mol l-1 200 0 
N(V) mol l-1 200 200 
S(VI) mol l-1 300 300 
U(VI) mol l-1 1 1 
Ca2+ mmol l-1 3.5 0 
Ferrihydrite  mmol dm-3 0 0.163 
Pyrolusite mmol dm-3 0 0.026 
Calcite mmol dm-3 0 0.804 
Carbonate mmol dm-3 1 1 





7.3. Simulation results 
7.3.1. Impact of media porosity 
The injected OC is utilized by the bacteria in TEAPs, and the EAs are sequentially 
reduced in the system in order of the most energetically favourable. This leads to a 
reductive section in the domain where U(VI) is, when energetically most favourable, 
reduced. Surface complexation of U(VI) and numerous abiotic reactions also take place 
in the system. The specifics of these phenomena have been documented elsewhere 
(Wang and Papenguth, 2001; Wang et al., 2003). Instead, the focus here is on how 
different bioactivity scenarios affect U(VI) bioimmobilisation. U(VI) migrating from the 
contaminated site gives an indication of the success of bioimmobilisation. The time at 
which U(VI) is reduced to less than the existing groundwater protection standard of 0.18 
mol l-1 (Federal Register, 1995) in the mobile region at 10 m downstream of the OC 
injection point is therefore used as the metric for the comparison of different simulation 
scenarios. In order to compare bioimmobilisation efficiency in different porous media 
types, the ratio of mobile to total porosities is used: 
 





This ratio tends to be constant for any given medium type (Li et al., 1994). 
 
Figure 7.1 presents the time at which U(VI) is reduced to the metric level against the 
porosity ratio (). When bioactivity occurs in both the mobile and immobile regions the 




faster U(VI) immobilisation relative to either mobile- or immobile-region isolated 
bioactivity. Further, the time taken to immobilise the U(VI) is independent of the 
porosity ratio. 
 
However, when bioactivity occurs in either the immobile or mobile region only, the net 
microbial efficiency is slower and is demonstrated to vary with . In the case of 
immobile-resident bioactivity, mass transfer limitations between the mobile and 
immobile region limit the bacteria’s access to OC, thereby reducing the net microbial 
efficiency. As a result, U(VI) immobilisation is considerably slower compared to 
systems in which bioactivity occurs in both regions. As the immobile region porosity 
becomes smaller relative to the mobile region porosity (increasing ), the reduced 
relative porosity of the immobile region yields a reduced pore water volume in which 
microbial activity takes place, thus reducing the net U(VI) immobilisation efficiency. In 
the case of mobile-resident bioactivity, the reverse situation occurs as  increases: 
microbially accessible pore water volume increases and the time taken to reduce U(VI) 
decreases. 
 
Therefore, systems with m < i and microbial activity occurring predominantly in 
porous media regions of more mobile (higher velocity ranging) pore water will tend to 
exhibit slower U(VI) immobilisation than those with microbial activity occurring 
predominantly in immobile (low velocity ranging) pore water regions, for systems of 
comparable biological, geochemical, and transport conditions. In systems in which m > 




immobile region, U(VI) immobilisation is more efficient than when microbial activity 
occurs predominantly in the mobile region.  
 
The majority of porous media exhibiting dual porosity transport behaviour are likely to 
be characterized by a mobile region porosity of lower value than their immobile region 
porosity. This is because regions which are of low hydraulic conductivity (e.g., clay) are 
correlated with high porosity, and vice versa (e.g., Morin, 2006). It is therefore likely 
that in most systems, if microbial activity is dominant in either one of the mobile or 
immobile pore water regions only, higher remediation efficiency will occur in the case 
of the latter. However, it should also be noted that microbial activity in both regions 
results in greater remediation efficiency than either of these scenarios. This suggests 
that, under equivalent bacterial, geochemical (including injected OC concentration) and 
transport conditions, variation in porosity ratio does not affect bioimmobilisation speed 


























Figure 7.1. Time at which U(VI) is immobilised for bioactivity in different regions 
at various porosity ratios, with an mean value mobile-immobile mass transfer rate. 
 
The uraninite mineral presence may also vary significantly depending on media 
conditions. Figures 7.2-7.7 present the spatial uraninite concentration distributions after 
1.5 years of biostimulation for systems with a mean value transfer rate (γ = 280 yr-1). 
This represents a point in time when U(VI) is no longer present (above the 0.18 mol l-1 
standard) in the groundwater passing 10 m downgradient of the OC injection point. Two 
different porosity ratios ( = 0.41 and  = 0.59) are presented to demonstrate the 
behaviour of different media types. In all simulations, oscillations of uraninite 
concentration occur. It may be supposed that these have arisen due to a poor numerical 
discretisation. Figure 7.8 displays the spatial uraninite distribution after 1.5 yrs of 
biostimulation for a system with a bioactive mobile region only, mean transfer rate (γ = 




discretisations as fine as x = 0.01 m (t = 3.65 days) do not significantly change the 
results. Nevertheless, the causes of these oscillations are likely due to coarse 
discretisation. This issue is discussed further in Section 8.3. 
  
Figures 7.2 and 7.3 display systems with bioactivity in the mobile region only. At either 
porosity ratio () of 0.59 (Figure 7.2) or 0.41 (Figure 7.3), the mobile region holds the 
majority of uraninite in the system. The immobile region in both these systems also 
holds a small quantity of uraninite. Although the immobile region is not bioactive, both 
scenarios display a small amount of uraninite present in the immobile region. This is due 
to the transfer of reduced species such as Fe(II) and HS- into the immobile region, 
allowing U(VI) to be abiotically reduced in this region. However, when the mobile-
immobile transfer rate is reduced to the low value of 1.5 yr-1 this effect is not observed 
(result not shown), since significant quantities of reduced species do not enter the 
immobile region. These observations are similar for the two different porosity ratio 
systems. 
 
Figures 7.4 and 7.5 display systems with bioactivity in the immobile region only. In 
contrast with mobile-region bioactive systems, these systems instead hold the majority 
of uraninite in the immobile region. This is the case irrespective of porosity ratio. They 
also hold a significant amount of uraninite in the non-bioactive mobile region. But, in 
contrast with mobile-region bioactive systems, the quantity of uraninite in the mobile 
region varies slightly depending on porosity ratio: the system with the higher porosity 




porosity ratio ( = 0.41, Figure 7.5). Furthermore, the uraninite in this system is 
clustered in a small spatial region (3 m < x < 5 m). Note also that the upgradient front of 
the reductive region (down gradient of which uraninite precipitates) tends to shift 
position slightly depending on the porosity ratio.  
 
Figures 7.6 and 7.7 display systems with bioactivity in both regions. At the higher 
porosity ratio ( = 0.59, Figure 7.6) the system contains twice as much uraninite as held 
in any of the preceding systems. (Note the different scale on the vertical axis for this 
figure.) This is to be expected, since bioactivity in both regions increases the net 
microbial activity within the system. Further, the mobile and immobile regions share the 
same uraninite content. At the low porosity ratio ( = 0.41, Figure 7.7) the uraninite 
concentrations and spatial distributions are similar to the system of the same porosity 
ratio with bioactivity in the immobile region only (Figure 7.5), except that the uraninite 
in immobile region is distributed somewhat differently (both systems show a similar 


























Figure 7.2. Spatial uraninite distribution after 1.5 yrs of biostimulation for 























Figure 7.3. Spatial uraninite distribution after 1.5 yrs of biostimulation for 


























Figure 7.4. Spatial uraninite distribution after 1.5 yrs of biostimulation for 























Figure 7.5. Spatial uraninite distribution after 1.5 yrs of biostimulation for 


























Figure 7.6. Spatial uraninite distribution after 1.5 yrs of biostimulation for both 























Figure 7.7. Spatial uraninite distribution after 1.5 yrs of biostimulation for both 






















dx = 0.25 m,
dt = 788400 s
dx = 0.15 m,
dt = 473040 s
dx = 0.01 m,
dt = 315360 s
 
Figure 7.8. Spatial uraninite distribution after 1.5 yrs of biostimulation for 
bioactive mobile region only, mean transfer rate,  = 0.41 for various model 
discretisations. 
 
7.3.2. Impact of mass transfer rate 
The rate of mass transfer between the mobile and immobile regions may also impact 
remediation efficiency significantly. For the geochemical and transport conditions used 
in this Chapter, U(VI) immobilisation at the maximum transfer rate determined from real 
site data (1900 yr-1) is not significantly different from that at the mean value rate (280 
yr-1). However, at a low transfer rate (1.6 yr-1), the impact is significant. Figure 7.9 
presents the time at which U(VI) is reduced to the metric value (0.18 mol l-1 at x = 10 
m) against the porosity ratio . These results are complemented by those for the mean 





When only the immobile region is bioactive, U(VI) immobilisation efficiency is reduced 
due to the decreased microbial accessibility to OC. However, when only the mobile 
region is bioactive, U(VI) immobilisation efficiency is not significantly different to that 
presented for a mean mobile-immobile transfer rate (mean γ value). This is because the 
microbial accessibility to OC is not restricted. Furthermore, the geochemical conditions 
in the immobile region have no significant net impact on the system. When the mobile 
and immobile regions are both bioactive, the immobilisation efficiency is exactly the 
same in the low value transfer (low γ value) case as it is for the mean value transfer case 















Immobile bioactive, low transfer
Immobile bioactive, mean transfer
Mobile bioactive, low transfer
Mobile bioactive, mean transfer
 
Figure 7.9. Time at which U(VI) is immobilised for bioactivity in different regions 



















Immobile bioactive, high transfer
Immobile bioactive, mean transfer
Mobile bioactive, high transfer
Mobile bioactive, mean transfer
 
Figure 7.10. Time at which U(VI) is immobilised for bioactivity in different regions 




Figures 7.11-7.16 present the uraninite concentration distributions after 1.5 years of 
biostimulation in a system with a porosity ratios  of 0.5 for the three transfer rates (γ) of 
1900 (high value), 280 (mean value) and 1.6 (low value) yr-1. Whether bioactivity is 
restricted to the mobile or immobile region, systems possessing this porosity ratio will 
reach the remediation target (mobile region [U(VI)] < 0.18 mol l-1 at x = 10 m) at the 
same time (cf. Figures 7.9 and 7.10). This allows such systems to be compared directly. 
Note, however, that in cases in which bioactivity occurs in both regions, the remediation 





Figures 7.11-7.13 present the uraninite concentration distributions for the three different 
transfer rates in the mobile region. Figure 7.11 displays a system with bioactivity in the 
mobile region only. The concentrations and distributions of uraninite are similar for the 
three different transfer rates. Figure 7.12 displays a system with bioactivity in the 
immobile region only. The concentrations and distributions of uraninite are again 
similar, except when the transfer rate becomes low. In such cases mobile region displays 
a lower uraninite concentration due to the limited transfer of reduced species from the 
immobile region into the mobile region. This supports the same result determined from 
Figure 7.9. Figure 7.13 displays a system with bioactivity in both regions. (Note that the 
vertical axis scale is different.) The uraninite concentrations in this system are higher 
than in systems with bioactivity restricted to a single region, yet are again similar for the 
three different transfer rates. It is worth further noting that the spatial distribution of the 
uraninite is different in this system, with the majority of uraninite precipitating further 
upgradient at all three transfer rates compared to that in the mobile only or immobile 
only bioactive systems.  
 
Figures 7.14-7.16 present the uraninite concentration distributions for the three different 
transfer rates in the immobile region. In all cases, the different transfer rates do not result 
in significantly different uraninite concentrations or distributions in each system. When 
bioactivity occurs in the mobile region only (Figure 7.14), the uraninite concentrations at 
the low transfer rate are slightly different compared to higher transfer rates. However, as 
the system contains low uraninite concentrations compared to systems with different 

























Figure 7.11. Spatial uraninite distribution in the mobile region after 1.5 yrs of 



























Figure 7.12. Spatial uraninite distribution in the mobile region after 1.5 yrs of 



























Figure 7.13. Spatial uraninite distribution in the mobile region after 1.5 yrs of 


























Figure 7.14. Spatial uraninite distribution in the immobile region after 1.5 yrs of 


























Figure 7.15. Spatial uraninite distribution in the immobile region after 1.5 yrs of 


























Figure 7.16. Spatial uraninite distribution in the immobile region after 1.5 yrs of 
biostimulation for bioactivity in both regions and  = 0.5, at three different transfer 
rates. 
 
7.3.3. Impact of microbial efficiency 
Microbial efficiency may, of course, affect U(VI) immobilisation efficiency. In order to 
determine how immobilisation efficiency varies with porosity when microbial efficiency 
changes, the results presented in Figure 7.1 is again presented in Figure 7.17 in 
conjunction with results for which the microbial rates were increased. Increased 
microbial efficiency was modelled with all rates () in Table 4.3 increased by a factor of 
two. The results in Figure 7.17 show that the relationship between immobilisation 
efficiency and porosity holds irrespective of microbial efficiency. Figure 7.17 does not 
show results for microbial residence in both regions; at the doubled microbial rates the 




value is 0.275 years instead of 0.525 years. Clearly, at increased microbial efficiency, 



















Figure 7.17. Increased microbial efficiency. 
 
 
7.3.4. Impact of mineralogy 
Variations in mineral concentrations may result in significantly different modelling 
outcomes, even when pore water chemistry is accurately described (Zhu and Burden, 
2001). Therefore, understanding the impact which varying mineral assemblages have on 
the system is important for the effective operation of any bioremediation scheme. The 
lack of known mineralogy variations within different regions of heterogeneous porous 
media mean that uncertainties exist over the realism of regionally varying mineralogical 




this area should be investigated further to explore its potential impact on remediation 
systems. 
 
The model was used to explore the effect which varying mineral concentrations had on 
the time taken to reduce the mobile region U(VI) concentration to less than 10-11 mol l-1 
at x = 10 m (the “target” U(VI) reduction metric). Glassley et al. (2002) showed that 
representation of complex heterogeneous mineral distributions by averaged mineral 
properties is a valid method for use in reactive transport simulations. 
 
Table 7.3 shows the results of 12 simulations. The “base case” data represent the 
mineralogies and bioactivity scenarios already presented (mineralogies given in Table 
7.2). Further to these, the initial ferrihydrite and pyrolusite concentrations were reduced 
to 5 × 10-6 and 1 × 10-6 mol dm-3, respectively, in each of (i) the mobile region only, (ii) 
the immobile region only, and (iii) both regions. These concentrations are approximately 
the minimum reported for Area 2 of the Oak Ridge Field Research Center site. For each 
of these three cases, simulations were conducted in which the bioactivity was present in 
(i) the mobile region only, (ii) the immobile region only, and (iii) both regions. Thus, 
data for 9 further scenarios is presented. A number of observations can be made from the 
results. In all cases the reduced initial mineral presence results in a shorter time taken for 
U immobilisation to occur. The reduced presence of electron acceptors means U-





Table 7.4 displays the time taken for each mineral-reduced system to reach the target 
U(VI) bioreduction as a percentage of the base case. The table shows that a reduction in 
time to attain the U(VI) reduction target occurs irrespective of the region(s) in which 
mineral presence has been reduced, or the region in which microbial activity takes place. 
The time taken to attain the U(VI) reduction target is reduced with (i) a reduced mineral 
presence in the immobile region (relative to that present in the mobile region), when 
bioactivity is restricted to a single region, and (ii) a reduced mineral presence in the 
mobile region (relative to that present in the immobile region) when both regions are 
bioactive. 
 
Due to the lack of data concerning mineralogy within heterogeneous porous media, it is 
uncertain what kind of real scenarios specific mineral distributions represent. 
Nevertheless, these results not only confirm that mineral presence can exert a significant 
impact of U(VI) bioreduction efficiency, but also demonstrate that the efficiency is 
dependent on the combination of spatial mineral distribution and spatial microbial 
distribution. The results highlight the potential significance of spatially varying 
mineralogical and biological conditions within heterogeneous porous media and suggest 
that future research into the sensitivities of systems to mineralogy may prove to bring 





Table 7.3. Bioimmobilisation time (years, rounded to nearest 0.025 year) for 
various mineralogy and bioactivity scenarios. 
Bioactive 
region 









mobile 1.700 1.200 0.875 1.200 
immobile 0.525 0.375 0.325 0.375 
both 0.725 0.375 0.525 0.525 
 
Table 7.4. Percentage (to nearest 5%) of base case scenario time taken for 












mobile 70 50 70 
immobile 70 60 70 
both 50 70 70 
 
7.4. Conclusions 
The biogeochemical transport model developed in Chapter 3 was used to explore the 
effects of different microbial residence locations on the success of biostimulated U(VI) 
immobilisation in a dual-porosity porous media system. Three microbial residence 
scenarios were compared in which bioactivity was present in (i) a predominantly low-
velocity ranging (diffusive dominated) “mobile” flow region, (ii) a predominantly high-
velocity ranging (advective dominated) “immobile” flow region, and (iii) both these 
regions. The speed of U(VI) immobilisation was compared for each of the three 
microbial residence scenarios. 
 
For the typical U(VI) contaminated field site geochemical, microbial and transport 
conditions used, the predictions suggest that when bioactivity is dominant in only one of 




ratio of the mobile region porosity to the total porosity. However, when both regions are 
bioactive, the ratio of the region porosities has significantly less impact on U(VI) 
immobilisation. The mass transfer rate between the mobile and immobile regions may 
significantly impact U(VI) immobilisation efficiency when only the immobile region is 
bioactive. However, when the mobile region only or both regions are bioactive, U(VI) 
immobilisation efficiency is less affected by the transfer rate. In systems with equivalent 
porosities and bioresidency characteristics, mass transfer rate will not generally cause 
significantly different uraninite concentrations. An exception to this exists when the 
mass transfer is low, and the region in which uraninite precipitates is not the region in 
which bioactivity takes place. In all cases, U(VI) immobilisation is faster in a system 
with bioactivity in both regions than it is in a system with bioactivity in only one of 
either the mobile or immobile regions. These conclusions are valid irrespective of the 
microbial efficiency of the system. 
 
When the predominant bioactive region is the mobile region, the majority of uraninite 
tends to accumulate in the mobile region. This occurs irrespective of the porosity ratio of 
the media. When the mass transfer rate between the mobile and immobile regions is high 
enough, some uraninite also precipitates in the immobile region due to mass transfer of 
reductive chemical species into that region. However, when the predominant bioactive 
region is the immobile region, significant quantities of uraninite may precipitate in both 
the mobile and immobile regions. The quantity precipitating in the immobile region may 
increase as the porosity ratio decreases, and the location at which uraninite 




microbial residence. These observations may be valuable in the context of U remediation 
schemes, since DMRB tend to form nano-sized particles of uraninite (Suzuki et al., 
2002) which may undergo oxidative dissolution (Kelly et al., 2001). The presence of 
such uraninite particles in less accessible porous media regions of low flow velocity may 
prevent reoxidation or transportation of the mineral. In such cases, the results presented 
here would suggest that systems with bioactive immobile regions may hold advantages 
over those without. Whilst U(VI) immobilisation efficiency in systems with bioactivity 
in both regions is the same irrespective of the porosity ratio, the distribution of uraninite 
in the media may nevertheless vary depending on this porosity ratio. Furthermore, 
systems with bioactivity in both regions tend to exhibit uraninite precipitation further 
upgradient compared to those with bioactivity in the mobile region only or immobile 
region only.  
 
Simulations revealed that spatially varying mineral presence can exert a significant 
impact of U(VI) bioreduction efficiency. Efficiency was found to be dependent on the 
combination of spatial mineral distribution and spatial microbial distribution. The results 
highlight the potential significance of spatially varying mineralogical and biological 
conditions within heterogeneous porous media and suggest that future research into the 
sensitivities of systems to mineralogy may prove to bring valuable insight to remediation 
efficiency. 
 
Multi-regional models that assume microbial residence in both “mobile” and 




and thereby exaggerate predicted remediation effectiveness if biomass is restricted to 
specific media regions. This highlights the importance of characterizing the bioresidency 
status of field sites if biogeochemical models are to accurately predict remediation 




8. Reoxidation of bioimmobilised U(IV) in dual porosity 
media 
This chapter details an investigation into the effects of U(IV) reoxidation in porous 
media after cessation of biostimulation. 
 
8.1. Introduction 
As discussed in Chapter 2, the long-term stability of U(IV) following the biostimulation 
of U-contaminated sites is of some concern (Suzuki and Suko, 2006). Experimental 
evidence suggests that U(IV) may reoxidise after biostimulation ceases in environments 
where either oxic groundwater enters the reduced zone (Zhou and Gu, 2005), or under 
anaerobic conditions by nitrate-reduction products (Senko et al., 2002; Elias et al., 2003; 
Istok et al., 2004). However, the presence of iron-sulfide minerals may protect 
bioreduced U(IV) from reoxidation by providing a reductive barrier (Abdelouas et al., 
1999; Senko et al., 2005).  
 
Uncertainties exist over the likelihood and extent of reoxidation in previously 
bioimmobilised U in porous media. This chapter explores the affects of reoxidation on a 
previously biostimulated domain in dual porosity porous media, in the context of 





8.2. Simulation scenarios 
The simulations presented in Chapter 7 were used as a basis for exploration. The model 
developed in Chapter 3 was utilised, with a Michaelis-Menten/Monod kinetic approach 
to modelling OC oxidation rate (equation 3.2) and inclusion of surface complexation 
(see Section 3.5). Simulations used the transport conditions outlined in Table 7.1, with  
= 0.41. The microbial kinetics parameterisations given in Table 4.3, were used. As in 
previous simulations (Chapter 7), OC injection proceeded for 1.5 years. The 
geochemical conditions given in Table 7.2 are used. As in Chapter 7, rhodochrosite, 
siderite, calcite, and uraninite all have the potential to precipitate, but were not taken to 
be present initially. In these simulations, however, OC injection was terminated at that 
time. The same initial conditions were adopted for both the mobile and immobile 
domain. The domain influent therefore remains as reported in Table 7.2, except that after 
1.5 years the influent OC concentration is zero. As the influent water is oxic, after 1.5 
years the domain will therefore be exposed to oxic water capable of reoxidising U(IV) in 
the absence of OC.  
 
It is acknowledged that secondary redox reactions such as the reoxidation of U(IV) may 
be modelled using a kinetic approach (e.g. Wang and Papenguth, 2001; Wang et al., 
2003). Unfortunately, these models do not use kinetic oxidation rates based on observed 
data. While numerous studies report observed reoxidation of bioimmobilised U (e.g., 
Abdelouas et al., 1999; Senko et al., 2002, Elias et al., 2003; Sani et al., 2005; Senko et 
al., 2005; Wan et al., 2005), data concerning the kinetic reoxidation of bioimmobilised U 




be restricted to the oxidative dissolution of spent fuel (e.g., De Windt et al., 2003) rather 
than to the reoxidation of bioimmobilised U. The relevance of the available data to the 
reoxidation of bioimmobilised U is therefore questionable. 
 
Simulations considered microbial presence in the mobile region only, the immobile 
region only, and both regions.  Simulations also considered the presence and absence of 
the iron-sulfide mineral mackinawite in order to assess the impact such minerals might 
have on U(IV) oxidation. 
 
As discussed further in Section 8.3, model discretisation was an issue in these 
simulations. Unless otherwise stated, the discretisation used is the simulations in this 
chapter is ∆x = 0.5 m and ∆t = 0.05 yr. 
 
8.3. Simulation results 
Figure 8.1 presents the spatial uraninite concentration in the mobile region at different 
times for a system with bioactivity in both regions. All times presented are after OC 
injection has ceased (i.e., > 1.5 years); the domain is therefore experiencing inflowing 
oxic water. As oxic water enters the domain, uraninite is progressively oxidised and 
dissolved, and the reductive front moves downgradient. It is also worth noting that the 
uraninite concentration at the front soon begins to spike. Figure 8.2 presents the spatial 
U(VI) concentration in this system. The U(VI) concentration profiles reflect the redox 




concentration of 1 µM can be seen to progressively permeate the domain. Some of the 
U(VI) entering the domain is abiotically reduced by reduced species. However, the net 
system effect is that of oxidation. Significantly, oxidised uraninite dissolves at the 
oxidative front and consequently increases well above that of the influent U(VI) 
concentration creating a U(VI) concentration spike at the redox front. This U(VI) 
concentration spiking behaviour should be of serious concern in remediated sites, as it 
may result in downgradient U(VI) concentrations even higher than prior to 
bioimmobilisation.  
 
It should be noted that the magnitude of the uraninite and U(V) spikes was observed to 
vary depending on simulation discretisation. Attempts to refine the mesh in order to 
negate these instabilities (at, or finer than, ∆x = 0.25 m, ∆t = 0.025 yr) resulted in 
numerical convergence problems which caused the code to crash. Reducing the 
convergence tolerance for the element mole-balance equations by up to 4 orders of 
magnitude did not alleviate this problem. This does not invalidate the observations made 
above, since the qualitative observation of spiking behaviour occurs irrespective of the 
discretisation. However, as uncertainty remains over the exact magnitude of the 


























Figure 8.1. Spatial uraninite distribution in the mobile region at t = X years for 

















Figure 8.2. Spatial U(VI) distribution in the mobile region at t = X years for system 





Systems lacking, or with minimised, iron-sulfide mineral presence are likely to be more 
prone to this effect. This is because such minerals protect the reduced U in the domain 
(Abdelouas et al., 1999; Senko et al., 2005). Figures 8.3 and 8.4 present the same system 
as presented in Figures 8.1 and 8.2, except that the iron-sulfide mineral mackinawite is 
neither formed nor initially present. The uraninite front is observed to move 
downgradient more rapidly (Figure 8.3) relative to the system with mackinawite present 
(Figure 8.1), and the U(VI) concentration profiles follow this pattern with even higher 
U(VI) concentration spikes (Figure 8.4). This behaviour was found to occur regardless 
of which region(s) is (are) bioactive. Figures 8.5 and 8.6 compare simulations with and 
without mackinawite for systems with bioactivity restricted to the mobile region only 






















Figure 8.3. Spatial uraninite distribution in the mobile region at t = X years for 




















Figure 8.4. Spatial U(VI) distribution in the mobile region at t = X years for system 





















Figure 8.5. Spatial U(VI) distribution in the mobile region at t = X years for system 
with bioactivity in the mobile region only: comparison of system with mackinawite 






















Figure 8.6. Spatial U(VI) distribution in the mobile region at t = X years for system 
with bioactivity in the immobile region only: comparison of system with 
mackinawite (no crosses) to that without mackinawite (crosses). 
 
In order to compare the progressive reoxidation of U(IV) in systems with and without 






  (8.1) 
 
Figure 8.7 displays F for the mobile region against time for the scenario in which 
bioactivity is present in both regions. Data for both with and without mackinawite are 
presented. The value of F for the mobile region is observed to oscillate significantly with 
time. This is due to numerical instability within the model. Note that these oscillations 
tend to be more drastic in the simulation with mackinawite present. It is likely that the 




sensitivity of the system to the presence of an additional mineral (i.e. mackinawite). The 
model discretisation for this simulation is ∆x = 0.5 m and ∆t = 0.05 yr. Mesh refinement 
to ∆x = 0.3 m and ∆t = 0.03 yr yielded the result presented in Figure 8.8. (Note the range 
on the axes in Figures 8.7 and 8.8 are comparable, but do not begin at zero.) The finer 
discretisation yields slightly different results, however the general trends remain the 
same. These results nevertheless demonstrate that while the specific quantitative stability 
of these results is uncertain, qualitative insight may still be gleaned from them. As a 
consequence of the numerical instability, an 8-point moving average of the data is used 
in the figures. This gives an average approximation to the data in general, allowing 
system trends to be highlighted. 
 
Further simulations at yet finer discretisations of ∆x = 0.25 m and ∆t = 0.025 yr and ∆x = 
0.1 m and ∆t = 0.01 yr were conducted for bioactivity in only the mobile region and with 
mackinawite present. The results of the simulations conducted at these discretisations 
are presented Figure 8.9, and may be compared to the similar results (for a discretisation 
of ∆x = 0.5 m and ∆t = 0.05 yr) presented in Figure 8.11. The amplitude of each 
oscillation was measured, as shown in the figure, for each discretisation simulation. The 
sum of all oscillation amplitudes in the range was then averaged for each discretisation 
simulation and the two averages compared. The finer (∆x = 0.1 m and ∆t = 0.01 yr) 
discretisation yielded a 19% reduction in oscillation amplitude compared to the coarser 
(∆x = 0.25 m and ∆t = 0.025 yr) discretisation. This suggests that the oscillations reduce 




discretisation was small enough. Unfortunately, simulations at finer discretisations 
exhibit prohibitively long run times and are therefore not presented here. Future 
modelling might utilise other codes, for example PHAST (Parkhurst et al., 2004) in 
which the cell size and time step are not coupled and a Crank-Nicholson scheme 
(centered in both time and space) is likely to further minimise numerical dispersion. The 
parallel version of PHAST can make use of multiple processors, allowing computational 
times to be reduced significantly. 
 
Figure 8.7 shows that, on average, the system with mackinawite present tends to retain 
higher quantities of uraninite in the mobile region compared with the system without 
mackinawite. This further confirms the ability for iron-sulfide minerals to help protect 
uraninite against oxidation. In addition to Figure 8.7, Figures 8.10 and 8.11 present the 
same simulations except with the immobile region-only and the mobile region-only 
bioactive, respectively. Note that the uraninite content in the region immediately after 
OC injection ceases (1.5 years) may not be the same in each of the different 
bioresidency scenarios (as shown in Chapter 7). To aid comparison of the different 
systems, the vertical axes on Figures 8.7-8.11 (excluding Figure 8.9) have been adjusted 
such that they possess different range values, but that the total range over the axis is the 
same in each (4 × 10-5 mol.dm-2). The variation in the magnitude of F in each figure is 






















Figure 8.7. Total uraninite, F, in mobile region for systems with and without 
mackinawite. Both regions bioactive, with discretisation ∆x = 0.5 m and ∆t = 0.05 
yr. (Solid dark line – 8-point moving average for with mackinawite data, solid pale 






















Figure 8.8. Total uraninite, F, in mobile region for systems with and without 
mackinawite. Both regions bioactive, with discretisation ∆x = 0.3 m and ∆t = 0.03 
yr. (Solid dark line – 8-point moving average for with mackinawite data, solid pale 






















Figure 8.9. Total uraninite, F, in mobile region for system with mackinawite and 
the mobile region only bioactive. Two different discretisations are presented. 
 
In all three bioresidency scenarios the system with mackinawite present tends to retain 
uraninite more efficiently. This supports the existing experimental evidence (Abdelouas 
et al., 1999; Senko et al., 2005) suggesting that iron-sulfide mineral presence will help 
protect uraninite against reoxidation independent of the spatial microbial distribution or 
the spatial uraninite distribution. When bioactivity is restricted to the immobile region 
only (Figure 8.10), the system with mackinawite generally maintains a higher uraninite 
concentration. However, relative to the system with bioactivity in both regions (Figure 
8.7) and the system with bioactivity in the mobile region only (Figure 8.10), the total 
uraninite content remains fairly stable. Uraninite mineral loss is both most significant 




the mobile region only (Figure 8.11). It is also the system in which mackinawite 
presence (or absence) impacts uraninite stability most significantly. Interestingly, the 




















Figure 8.10. Total uraninite, F, in mobile region for systems with and without 
mackinawite. Immobile region only bioactive. (Solid dark line – 8-point moving 
average for with mackinawite data, solid pale line – 8-point moving average for 






















Figure 8.11. Total uraninite, F, in mobile region for systems with and without 
mackinawite. Mobile region only bioactive. (Solid dark line – 8-point moving 
average for with mackinawite data, solid pale line – 8-point moving average for 
without mackinawite data.) 
 
Figures 8.12-8.14 show the total uraninite content in the immobile region for the system 
with bioactivity in (i) both regions, (ii) the immobile region only and (iii) mobile region 
only, respectively. (Again note that the vertical axes on these figures may possess 
different range values, but that the total range over the axis is the same in each (4 × 10-5 
mol.dm-2), allowing a visual comparison to be made in magnitudes.) As in the mobile 
region, the system with bioactivity in both regions (Figure 8.12) experiences significant 
uraninite loss and the impact of mackinawite presence on the system is significant. With 




behaviour to the mobile region with bioactivity in the mobile region. That is, the region 
with bioactivity will display a high uraninite content after biostimulation (as shown in 
Chapter 7), but this uraninite will be lost more rapidly than the region in which microbes 
are not active. Figure 8.14, which presents uraninite content for the immobile region in a 
system with a bioactive mobile region only, therefore displays a low uraninite content 
relative to other systems (as shown in Chapter 7), but this uraninite remains relatively 

















Figure 8.12. Total uraninite, F, in immobile region for systems with and without 
mackinawite. Both regions bioactive. (Solid dark line – 8-point moving average for 





















Figure 8.13. Total uraninite, F, in immobile region for systems with and without 
mackinawite. Immobile region only bioactive. (Solid dark line – 8-point moving 
average for with mackinawite data, solid pale line – 8-point moving average for 




















Figure 8.14. Total uraninite, F, in immobile region for systems with and without 
mackinawite. Mobile region only bioactive. (Solid dark line – 8-point moving 
average for with mackinawite data, solid pale line – 8-point moving average for 
without mackinawite data.) 
 
The uraninite content, F, of the mobile and immobile regions were added together to 
give insight into the trends occurring within the entire domain for the three different 
bioresidency scenarios. These results are presented in Figures 8.15-8.17. When 
bioactivity is restricted to either the mobile region (Figure 8.15) only or the immobile 
region only (Figure 8.16), the total uraninite content in the domain is observed to 
initially increase following cessation of OC injection, but soon begins to oxidise and 
reduce following this. Significantly, all systems experience a similar loss of uraninite. 




affect the system’s resistance to any later uraninite oxidation. Furthermore, all 
bioresidency scenarios show a similar difference between systems with and without 
mackinawite. Thus, the results suggest that the protection offered by mackinawite is the 
same in each of the different bioresidency scenarios, and no particular bioresidency 
scenario offers greater protection over another. However, it is acknowledged that these 




















Figure 8.15. Total uraninite in both regions (F for mobile + F for immobile) for 
systems with and without mackinawite. Mobile region only bioactive. (Solid dark 
line – 8-point moving average for with mackinawite data, solid pale line – 8-point 




















Figure 8.16. Total uraninite in both regions (F for mobile + F for immobile) for 
systems with and without mackinawite. Immobile region only bioactive. (Solid dark 
line – 8-point moving average for with mackinawite data, solid pale line – 8-point 




















Figure 8.17. Total uraninite in both regions (F for mobile + F for immobile) for 
systems with and without mackinawite. Both regions bioactive. (Solid dark line – 8-
point moving average for with mackinawite data, solid pale line – 8-point moving 
average for without mackinawite data.) 
 
8.4. Conclusions 
This chapter examined the affects of reoxidation on a previously biostimulated domain. 
The influence of different bioresidency scenarios and the iron-sulfide mineral 
mackinawite was explored. 
 
The presence of the iron-sulfide mineral mackinawite was found to offer significant 
protection against U(IV) oxidation, supporting the existing experimental evidence. In so 




(see Section 7.2), these results are considered relevant. However, it is acknowledged that 
geochemical conditions may vary. The results further suggest that the active microbial 
distribution in the media is unlikely to affect the system’s resistance to U(IV) oxidation. 
However, it should be noted that this particular conclusion is based upon quantitative 





9. Parameter and process significance in mechanistic 
modelling of cellulose hydrolysis 
 
This chapter illustrates the importance of the biological degradation of cellulose in 
landfill, and outline the value of modelling of this process. A brief review of the 
cellulose degradation modelling in the literature will be provided and potential 
inadequacies in current modelling approaches identified. The chapter will detail the 
development of a model to overcome the identified inadequacies and explore the validity 
of the assumptions made in existing models. Model results explore the impact of 
diffusion biomass transfer on cellulose degradation and show the significance of 
processes and the assumptions behind them.  
 
9.1. Introduction 
Cellulose is a sizeable component of the material deposited into municipal solid waste 
(MSW) and low level radioactive waste (LLW) disposal sites (BNFL, 2002). It is 
present in the form of paper, cardboard, wood and fabrics and undergoes enzymatic 
hydrolysis in situ by microbes in such anaerobic environments, the products of which 
become substrates for subsequent microbial groups such as methanogen, acetogen and 
acidogen (El Fadel et al., 1997). These processes could cause changes in a site’s 
geochemical environment. In LLW sites, such changes can affect the solubility of 
radionuclides which, once mobilized, may then migrate in the groundwater (Humphreys 
et al., 1997). In addition, the microbial degradation processes result in methane and 




Rodhe, 1990). On the other hand, methane can be collected at MSW sites and 
subsequently used as an energy source (Lay et al., 1999), making desirable both the 
maximization of gas volume produced and the acceleration of the degradation process 
itself. Enhanced cellulose hydrolysis leads to more rapid stabilization of the landfill site 
and a decrease in the leaching of organic acids. The rate of cellulose hydrolysis, and that 
of the subsequent microbial processes, is therefore important in determining the stability 
of landfill sites and their potential impact on the environment (Eleazer et al., 1997). 
Additionally, the anaerobic digestion of the organic fraction of MSW is now a common 
ex situ treatment for landfill waste/leachate (de Baere, 2000; Mata-Alvarez et al., 2000; 
O'Keefe and Chynoweth, 2000). The key processes occurring at the microscale in such 
digesters are identical to those occurring in landfill.  
 
The goal of this work is to evaluate the importance of parameters and processes in the 
modelling of cellulose degradation. To achieve this, a robust, process-based model of the 
microbial system at the microscale relevant to cellulose degradation in landfill sites and 
anaerobic digesters has been developed. Confidence in the model was achieved by 
comparison to an existing model. This chapter presents the developed model and a 
sensitivity analysis that investigates the significance of each of the processes commonly 
used to model cellulose degradation. A number of the novel concepts introduced in this 
chapter are potentially applicable to microbial degradation of particulate matter in 
general, and are therefore relevant to waste water treatment applications in addition to 




these widely contrasting scenarios. In addition, the developed model is compared with 
an alternative (simpler) model.   
 
9.2. Process based cellulose degradation model 
9.2.1. Existing models 
The presence of cellulose-bound cellulolytic bacteria in landfill sites is significant. For 
example, Lockhart (2004) found numerous cellulolytic clostridia strains in an LLW site 
and noted that conditions in the site were suitable for a wide diversity of clostridia, and 
Lockhart et al. (2006) found the highly effective cellulose degrader Neocallimastigales 
in two landfill sites, one of which contained LLW. The clostridia are well known for 
their extracellular multi-enzyme complex called cellulosome (Schwarz, 2001) which 
binds the cells to crystalline cellulose particles (Bayer et al., 1983; Lamed et al., 1987; 
Mayer et al., 1987). The most common approach to modelling cellulose hydrolyzing 
bacteria involves approximating the hydrolysis as a zero- or first-order, biomass-
independent reaction (e.g., Gusakov and Sinitsyn, 1985; Humphreys et al., 1997; 
Bezerra and Dias, 2004). A number of assumptions are made in using this approach and 
these may result in an inadequate representation of reality. First, this approach ignores 
the impact of the growth of bacteria on the hydrolysis reaction itself. Second, it assumes 
that both the cellulose particles and the biomass responsible for producing hydrolysis 
enzymes are available in excess for immediate and spontaneous contact with each other 
(note that the term ‘particle’ is used to refer to cellulose, while the terms ‘cell’ or 




biomass might not have direct access to cellulose particles and (2) biomass/enzyme-
cellulose binding is essential for the microbially mediated cellulose hydrolysis process to 
proceed (Schwarz, 2001; Lynd et al., 2002). 
 
Subsequently, models have explored methods for incorporating the effects of biomass-
substrate binding in the cellulose hydrolysis process. Nopharatana et al. (2003) 
developed a model which recognized the association between biomass and hydrolysis 
rate. Lai et al. (2005) presented a model in which biomass grew until it approached a 
limiting value at which substrate coverage was reached. However, the approach used in 
both of these models neglects the size of the cellulose particles and of the biomass and 
neglects the spatial separation between them. In systems of low substrate and/or low 
biomass loading (e.g., landfill or subsurface environments), it is hypothesized that this 
spatial separation may be large enough to slow hydrolysis significantly. The validity of 
neglecting such effects has not previously been investigated. 
 
Vavilin et al. (1996) developed a model that incorporated colonisation of cellulose 
particles by a pre-existing cellulose-bound bacterial population, with the associated 
progressive reduction in particle size as the cellulose hydrolyzed. However, the model 
did not distinguish between a cellulose-bound bacterial population and a free-floating 
(hereon referred to simply as free) bacterial population. Instead, it assumes that the pre-
existing cellulose-bound biomass population is solely responsible for particle 
colonisation. Whilst the authors acknowledge that biomass can slough off into solution, 




solution was disregarded, and the reattachment process was not modeled explicitly. It is 
hypothesized that these processes may be significant when biomass is either transported 
into the system from elsewhere, or is injected into the system as part of an enhanced 
remediation/treatment strategy. 
 
Other models have investigated the hydrolysis process on an enzymatic level (e.g., 
Movagarnejad et al., 2000; Gan et al., 2003; Movagarnejad et al., 2003), considering the 
binding mechanisms of enzymes to the cellulose substrate. However, models working 
solely at this scale do not explicitly account for the bacterial enzyme source (i.e., 
biomass) involved in this process.  
 
Here the simplifying assumptions of existing models noted above are addressed by 
considering that free bacteria can colonise particles by attachment in solution and the 
hydrolyzing biomass population is that which is substrate-bound. The attachment 
process accounts for the spatial separation of cellulose particles and biomass using a 
pseudo-probabilistic based diffusion approach. The cellulose-bound biomass is directly 
linked to the hydrolysis reaction and thereby controls the rate of hydrolysis.  
 
9.2.2. CHAMP model: Conceptual framework 
The CHAMP (Cellulose Hydrolysis Accommodating Microbial Processes) model 
presented in this work is a microscale process-based model relevant to the saturated zone 




acidogenic bacteria, which are additionally responsible for the production of gases and 
acids. The bacteria exist as two separate populations: the first is bound to cellulose as a 
biofilm and the second exists as a free population in the surrounding liquid. The bound 
biomass may colonise any fraction (between 0 and 100%) of the surface of the cellulose 
particles. These processes are conceptually illustrated in Figure 9.1. Biomass transfer 
between the two populations can occur by two routes: 
 
(1) Transfer from the free population to the biofilm (i.e., attachment); as detailed in 
Section 2.3, attachment depends on both the average spatial separation and the probable 
contact between cellulose particles and free biomass cells. The movement of cells and 
particles follows Brownian diffusion and the bacteria are assumed to be non-motile; 
 
(2) Transfer from the biofilm to the free-floating population (i.e., sloughing) due to (i) 
the growth of excess acidogens on fully covered particles, and (ii) the cellulose particles 
reducing in size as they hydrolyze. 
 
The free-floating population does not grow, following the assumption that the glucose 
that the acidogenic population requires for growth is monopolized by the bound cells 
and that no other glucose sources are available. In this, it is reasoned that the 
hydrolyzing bacterial population would not waste energy (enzyme production) in 
obtaining food (glucose) which they would subsequently fail to consume. As the focus 
of this work is on the cellulose hydrolysis process itself, the model does not consider the 




and H2 accumulation are considered to be negligible in the modeled system and 
consequently, their impact on cellulose hydrolysis inhibition is not considered. However, 
it is recognised that systems in which cellulose hydrolysis rates are altered by 
acetogenic- and methanogeic-induced pH changes should consider these populations. In 
its present form the model could, if need be, include growth on externally added or 
initially present glucose. As the model does not consider the presence of acetogenic or 
methanogenic bacterial population, free-floating biomass is entirely represented by 
acidogenic bacteria. Therefore, the use of non-glucose bacterial substrates is not 
considered. 
 
Shearing and hydrodynamic sloughing effects on the biofilm are ignored, as their 
significance in landfill is likely to be low given the low hydrodynamic forces present. In 







Figure 9.1. Transfer and growth of biomass and associated particle shrinkage. The 
circles represent cellulose particles which (a) are colonised by biomass (black band 
surrounding circular particles) from both the free-floating biomass population and 
the growth of existing particle-bound biomass, (b) have undergone particle 
shrinkage and are fully colonised and (c) have undergone further particle 
shrinkage and experience sloughing of bound-biomass into solution. 
 
9.2.3. Model formulation 
The model has been developed in PHREEQC (Parkhurst, 1999).  
 
Cellulose is considered to be an anhydroglucose polymer which is hydrolyzed to 
glucose. While the degree of crystallinity of the cellulose may have an impact on the 
hydrolysis process (Walker and Wilson, 1991; Ramos et al., 1993), there is a lack of data 
concerning the role of cellulose crystallinity and it is therefore ignored. 
  
The cellulose hydrolysis process is mathematically modelled according to standard 




dt  = -
VbCXb






where C is the concentration of cellulose (see Notation for units used in this work; M 
denotes units of mass), Vb is a maximum substrate utilization rate, Xb is the 
concentration of cellulose-bound acidogens, Kb is a half-saturation constant and t is 
time. By assuming Kb to be small, the growth of biofilm on the cellulose surface is 
dependent only on Xb until the surface is fully colonised. Thus, in keeping with standard 
practise for solid substrates (Pavlostathis and Gomez, 1991), the degradation rate of 
cellulose is essentially first-order with respect to the cellulose, since the population of Xb 
is itself dependent on the quantity of cellulose present. However, existing models 
(Vavilin et al., 2001, 2004; Nopharatana et al., 2003) use a Monod kinetics approach 
and, as the present model is an extension of existing modelling work, the Monod kinetic 
formulation is used within this work. 
 
The acidogen catabolise the hydrolyzed glucose (indirectly) to produce acetic acid, and 
hydrogen and carbon dioxide gases. The change in concentration of acidogen-produced 




dt  = J(1-Yb)
dC
dt  (9.2) 
 
where R represents products such as acetic acid, hydrogen and carbon dioxide, J is a 
stoichiometric coefficient relevant to a respective product, and Yb is the yield coefficient 





Table 9.1. Summary of chemical equations. 
Process Stoichiometry Equation References 
Cellulose 
hydrolysis 
C6H10O5 + H2O  C6H12O6 9.3 Humphreys et al. 
(1997), Askarieh 





3(1-Yb)C6H12O6 + 12(1-Yb)H2O 
 3(1-Yb)CH3COOH + 24(1-
Yb)H2 + 12(1-Yb)CO2 






5YbC6H12O6 + 6YbNH3  
6YbC5H7O2N + 18YbH2O 






279YdC5H7O2N + 172YdH2O  
20YdC46H77O17N12 + 155YdCO2 
+ 39YdNH3 
9.6 Graham et al. 
(2001), Foree and 
McCarty (1969) 
 
The stoichiometries of the reactions for biomass growth, cellulose hydrolysis and 
biomass recycle are given in Table 9.1. Note that equation (9.6) incorporates a fraction, 
Yd, of dead acidogen cells that are recycled in the system as protein, carbon dioxide and 
ammonia. Furthermore, equation (9.6) takes the molar ratio of fixed fatty acids (FFA) to 
protein in recycled biomass as 2 (Foree and McCarty, 1969). The average number of 




Moreover, acetate is assumed to be the predominant acid in the anaerobic digestion 
system.  
 
Therefore, equations (9.3)-(9.5) therefore may be reduced to: 
 
C6H10O5 + H2O + Yb
6
5NH3  C6H12O6 (implicit glucose)  Yb
6
5C5H7O2N + 4H2O  
+ (1-Yb)CH3COOH + 8(1-Yb)H2 + 4(1-Yb)CO2 + 
38
5 YbH2O (9.7) 
 
Glucose is not explicitly modelled as it is assumed that all glucose produced will be 
utilized by the bound biomass that produced it. Due to the fact that acetogenic and 
methanogenic bacteria are not considered in this model, acidic products and H2 presence 
may result in souring which may not occur in systems considering the presence of these 
bacteria. The effect of pH and H2 concentration on the rate of the hydrolyzing biomass is 
therefore ignored.  
 
9.2.4. Biomass transfer 
Biomass transfer between the free-floating and bound acidogen populations is modelled 
by first considering the probability of a free-floating acidogen cell coming in contact 
with a cellulose particle. For this calculation, the characteristic distance between the 
cellulose particles and the biomass cells must be determined. The particles are 
considered to diffuse according to Brownian motion. The capabilities of their movement 





The number of cellulose particles, Nc, is dependent on the quantity and characteristic 
size of the cellulose particles. The number of free-floating biomass cells, Nb, is 
calculated by converting the free-floating biomass concentration, assuming a mass of 10-
15 g/cell (Elert, 2003).  
 
Assuming a 3D modelling space and a uniform particle distribution, the average distance 
(A) between one biomass cell and another is: 
  
 A = 
10
  Nb
1/3  (9.8) 
 
and the average distance (B) between one cellulose particle and another is: 
 
 B = 
10
  Nc
1/3  (9.9) 
 
where A and B are in centimetres and a one litre unit volume is assumed here (10-3 m3). 
Note that in 2D modelling space, equations (9.8) and (9.9) would require the cube roots 
to be replaced with square roots. 
 
The model considers the characteristic distance between the centers of cellulose particles 





 s = 
minimum (A, B)
100  (9.10) 
 
Alternatively, the absolute difference between A and B may provide an improved 
alternative for calculating s. 
 
The diffusion capability of a cellulose particle or biomass cell is calculated using the 
Stokes-Einstein equation (e.g., Rogak and Flagan, 1992): 
 




where kB is the Boltzmann constant (1.38 × 10-23 m2 kg s-2 K-1), TK is the temperature 
(K),  is the liquid viscosity (8.9 × 10-4 Pa.s at 25°C; temperature is assumed to be 
constant) and ø is either the characteristic diameter of either the cellulose particles or the 
biomass cells, depending on which respective distance (of A and B) is smaller. 
 
The model does not explicitly consider variations in the diameter of individual particles, 
but instead employs the average (characteristic) diameter of all the cellulose particles 
present.  
 
























where d1 and d2 are the diffusion capabilities of the biomass cells and the cellulose 
particles, and t is the model time-step.  The derivation of equation (9.12) and the 
parameter, xs, are given in Appendix A, Section 1. An approximation is used for the erfc 
function. Details of the approximation can be found in Appendix A, Section 2. The 
potential amount of transferable free-floating biomass is equal to P multiplied by the 
free biomass concentration, Xf.  
 
The transfer rate from the floating cells to the cellulose particles may then be modelled 
according to the concept of the “sticking efficiency” (α) of the cells. This is defined as 
the probability of adsorption of a colony forming unit (CFU), once it has been 
transported (Escher and Characklis, 1990). In this approach, the transfer of free-floating 




dt  = αPXf (9.13) 
 
where q is the concentration of transferred biomass. Since the “sticking efficiency” is 
essentially a rate, it may also be termed the diffusive biomass transfer rate. This limits 
the rate at which biomass is available for transfer in accordance with the expectation that 




data (Fletcher, 1977; Powell and Slater, 1983) that sticking efficiency can range from 
83% to 0.6% due to variations in flow conditions and bacteria type.  
 
9.2.5. Cellulose particles 
Cellulose particles are modelled as a single group. However, the quantity of cellulose 
and the characteristic diameter of cellulose particles can be adjusted as parameter input 
values. The hydrolysis of cellulose and its conversion to glucose results in a 
corresponding reduction in cellulose particle diameter. 
 
Previous models (e.g., Vavilin et al., 1996) have assumed that cellulose particles take a 
spherical shape. However, cellulose is a fibrous solid and recent work suggests that the 
particles typically have a more cylindrical shape at the microscale (Movagarnejad et al., 
2000; Gan et al., 2003; Xiang et al., 2003). In the present work, cellulose particle sizes 
have been parameterised to data in these microscale studies (see Table 9.3) and therefore 
represent realistic cellulose particle surface areas. Thus, CHAMP has been developed to 
allow the particles to either be modelled as spheres or cylinders. 
 
The surface area and volume of the spherical cellulose particles are given by, 
respectively: 
 
 Surface area = πø2 (9.14) 
 Volume = 
πø3





while for cylindrical particles the corresponding formulas are: 
 
 Surface area = 
πø2
2  + πøLc (9.16) 
 Volume = 
πø2Lc
 4  (9.17) 
 
where Lc is the cylinder length. 
 
The coverage of the cellulose particles by the bound acidogen population is limited. The 
maximum number of moles of biomass (per litter of water) on the collective group of 







where h is the biofilm thickness, ρb is the density of biofilm layer (assumed to be as 
water) and GFWb is the gram formula weight of biofilm. Acetogenic and methanogenic 
organisms are known to thicken the biofilm layer with time (Song et al., 2005). 
However, it is reasoned here that the bacteria capable of hydrolyzing cellulose are those 
in immediate contact with the cellulose particles. The effective hydrolyzing biofilm is 
therefore just one cell thick, and this thickness does not change. 
 












dt  (9.19) 
 
















dt  = 




dt  (9.21) 
 
where L is assumed to be constant. As cellulose is hydrolyzed and converted to glucose, 
the diameter of the cellulose particles correspondingly reduces. 
 
The number of moles of cellulose (per litre of water), C, can be related to the particle 
volume of spheres: 
 





where ρc is the cellulose particle density and GFWc is the gram formula weight of 
cellulose.  
 
For cylindrical particles, equation (9.22) is instead: 
 








The calculation of the bound acidogen population, Xb, involves components for growth, 
decay and biomass transfer. Step function terms are incorporated to ensure that the 
amount transferred is never larger than can be accepted by the cellulose surface, given 
the limited coverage available (Xmax). When Xb > Xmax the excess growth on the cellulose 
particles detaches from the particles and becomes part of the free-floating biomass 










dt  - DbXb + 
dq
dt  - H(Xb - Xmax) 
dXmax
dt  (9.24) 
 
where H is the Heaviside step function.  
 
The PHREEQC ODE solver had numerical difficulties with this step function and 
equation (9.24) was therefore further refined to allow a smoother transition than a step 










dt  - DbXb + 
dq
dt  - (1 - W)
dXmax
dt  (9.25) 
 
 
9.2.6. Calculation of change in free acidogen population 
Calculation of the free acidogen population, Xf, involves both its decay and its transfer 













dt  - DbXb + 
dq
dt  + 
dXmax
dt  - DfXf - 
dq
dt  (9.26) 
 
where the same step-function approximation as in equation (9.26) is used. 
 
9.3. Model comparison 
9.3.1. Introduction 
For model verification, base case simulations were conducted to examine model 
behaviour and examine the mass balance of system components. Model validation 
remains challenging since experimental data measuring bacterial colonisation and 
transfer between biofilms and free populations is not available. Therefore, a comparison 
study (pseudo-validation) between the presented model and an existing verified model is 
conducted. These steps are undertaken to build confidence that CHAMP correctly solves 
the governing equations and adequately simulates the expected outcomes in such 
systems. 
 
9.3.2. Base case data set 
Literature data sets were examined to obtain the expected averages and ranges of model 
parameters for relevant systems. The majority of studies presenting cellulose 
degradation rates involve anaerobic digestion rather than landfill sites, with the former 
often directly measured and the latter typically inferred through the analysis of 
monitoring data. Overall, landfill waste degradation rates are observed to be 
significantly lower than those for anaerobic digesters. Table 9.2, summarizing the mean 
minimum, mean maximum and mean average values for documented substrate 




anaerobic digesters. It is deemed reasonable to consider mean average values to 
represent these systems for the purposes of this study. In particular, the maximum 
landfill waste degradation rates are observed to be two orders of magnitude less than the 
minimum digestion rate.  
 
Table 9.2. Degradation rates for waste in landfill and anaerobic digestion. 
Situation Minimum (s-1) Maximum (s-1) Average (s-1) 
Landfilla 2.2 × 10-11 2.2 × 10-8 3.1 × 10-9 
Digestionb 3.5 × 10-6 5.0 × 10-5 5.6 × 10-6 
aBeadle (2002), Young (1989), Hoeks (1983) 
bAndrews and Pearson (1965), Ghosh and Pohland (1974), Gosh and Poland (1974), 
Gosh et al. (1975), Hill and Barth (1977), Ghosh and Klass (1978),Gosh and Klass 
(1978), Russell and Baldwin (1979), Sinechal et al. (1979), Ghosh et al. (1980), Eastman 
and Ferguson (1981), Zoetmeyer et al. (1982a, b), Gujer and Zehnder (1983), Huang  
(1983), Lee and Donaldson (1984), Moletta et al. (1986), Llabres-Leungo et al.  (1987), 
Denac et al. (1988), Dinopoulou et al. (1988), Pavlostathis et al. (1988), Lynd et al. 
(1989), Jones et al. (1992), Owens and Chynoweth (1993). 
 
The likely reasons for the significantly higher rates in digesters include: 
 
(i) Digesters are typically run at higher temperatures than those in landfills, 
 






(iii) Sections of landfill are often under-saturated, operating at less than 60% moisture 
content (Chugh et al., 1999), and therefore bacterial action may be limited over large 
sections of the site. 
 
For these reasons, it is expected that landfills exhibiting saturated, nutrient-rich 
environments and higher operating temperatures (e.g., engineered systems) would likely 
be associated with significantly higher rates than those presented here, perhaps 
approaching those of anaerobic digesters.  
 
Table 9.3 presents a complete set of CHAMP base case parameters that were compiled 
from the literature. The table footnotes identify references for each value or, in the 
absence of data, indicate where values were assumed. Table 9.3 outlines both a “fast” 
base case and a “slow” base case. The fast base case parameters are considered 
representative for non-limited processes (e.g., a saturated system without nutrient 
limitation, and operating at a temperature of 20-35°C) while the slow base case 
parameters are considered representative of limited processes (e.g., a typical, non-
engineered landfill). Further sources of parameter values, while not exploited in the 





Table 9.3. Base case parameter set. 
Parameter Base Case Base Case Value 
Initial bound biomass population, Xbi (mol/l)a Slow and Fast 1 × 10-8 
Fast 5.6 × 10-6 Maximum substrate utilization rate, Vb (s-1)b 
Slow 3.1 × 10-9 
Microbial yield coefficient, Yb (-)c Slow and Fast 0.34 
Fast 3.0 × 10-7 Bound biomass death rate, Db (s-1)d 
Slow 3.0 × 10-12 
Half saturation constant, Kb (mol/l)e Slow and Fast 1 × 10-6 
Initial free biomass population, Xfi (mol/l)f Slow and Fast 1 × 10-5 
Fast 3.0 × 10-6 Free biomass death rate, Df (s-1)g 
 
Slow 3.0 × 10-11 
Fraction of recycled dead biomass cells, Yd (-)h Slow and Fast 0.8 
Biofilm thickness, h (m)i Slow and Fast 1 × 10-6 
Initial cellulose particle diameter, φi (µm)j Slow and Fast 42 
Initial cellulose concentration, Ci (mol/l)k Slow and Fast 2.87 
Sticking efficiency, α (-)l Slow and Fast 0.8 
ρcellulose (kg/m3)m Slow and Fast 1500 
aAssumed value << Xf 
bSee Table 9.2 
cAndrews and Pearson (1965), Bauchop and Elsden (1960), Denac et al. (1988), 
Eastman and Ferguson (1981), Gosh and Klass (1978), Gosh and Poland (1974), Gosh et 
al. (1975), Hill and Barth (1977), Jones et al. (1992), Lee and Donaldson (1984), Lee et 
al. (1993), Lynd et al. (1989), Matsumoto et al. (1981), McCarty (1971a,b), Pavlostathis 
and Gossett (1988), Speece and McCarty (1964), Vavilin et al. (1995), Yaguchi (1982), 
Young and McCarty (1967), Zoetmeyer et al. (1982a) 
dAndrews and Pearson (1965), Bauchop and Elsden (1960), Costello et al. (1991), Denac 
et al. (1988), Dinopoulou et al. (1988), Eastman and Ferguson (1981), El-fadel et al. 
(1989), Gosh and Poland (1974), Gosh et al. (1975), Hill and Barth (1977), Lee and 
Donaldson (1984), Lee et al. (1993), Matsumoto et al. (1981), Pavlostathis and Gossett 





fCahan (2005) found viable biomass populations of 1 × 10-5 to 4 × 10-5 mol biomass per 
gram of dry waste on LLW waste simulants. Assuming cells are 90% water and a dry 
waste density of 687 kg/m3 this equates to concentrations of 7.35 × 10-3 to 2.46 × 10-2 
mol/l of biomass. BNFL (2002) reported biomass concentrations of 6.13 × 102 and 8.38 
× 102 g/m3 in simulations. Additionally assuming a cell weight of 1 × 10-15 g/cell, this 
equates to a concentration of 1.49 × 10-5 mol/l. This data is in agreement with 
concentrations observed on landfill material by Palmisano et al. (1993), who found 
maximum concentrations around 6.03 × 10-5 mol/l 
gAssumed as one order of magnitude greater than Db 
hForee and McCarty (1969) found that the anaerobic degradation of algal biomass 20% 
COD and 18% VSS remaining after a 613 d period. An average of 19% therefore 
remained, giving a degradable fraction of 80%. Algal biomass is used as an analogue of 
acidogen biomass and the percentage of biomass recycled is taken as 80% 
iAssumed to be one cell thick  
jGan et al. (2003), Movagarnejad et al. (2000), Xiang et al. (2003) 
kWaste has density 1500 kg/m3 and is 31%/weight cellulose (BNFL, 2002) which yields 
465 kg/m3 cellulose which is 2.87 mol/l cellulose 
lCharacklis (1990), Powell and Slater (1983), Fletcher (1977), Tong et al. (2005) 
mAssumed 
 
Literature observations of death rates for bacteria and biomass yield are largely absent, 




values based on a wide range of studies. However, these data are expected to be relevant 
to landfill applications since their values do not vary significantly; for example, biomass 
yield is not significantly influenced by culture age, substrate chemical form, or initial 
concentration (Panikov, 1995). 
 
9.3.3. Base case results 
The two base case simulations demonstrate the key process interactions of the developed 
model. Figures 9.2 and 9.3 show model results for the fast base case. Figure 9.2 presents 
the free and the cellulose-bound biomass (biofilm) populations and the biomass transfer 
rate between these two populations. Note that the transfer rate is positive when transfer 
occurs from Xf to Xb, and negative when transfer occurs from Xb to Xf. Figure 9.3 shows 
principle geochemical components and cellulose particle diameter. The figures 
demonstrate that system behaviour changes at the time corresponding to complete 
cellulose particle coverage. At early time, Figure 9.2 illustrates that the biofilm 
population (Xb) is observed to grow as colonisation of the cellulose particle takes place. 
During this phase, net biomass transfer from the free to the bound phase is observed 
(slightly positive transfer rate value, Figure 9.2) indicating that colonisation of the 
biofilm is occurring due to the attachment of diffused biomass from the bulk liquid. 
Simultaneously, the average cellulose particle diameter is decreasing as cellulose 





The time at which the particles are completely covered is identified by the convergence 
of Xb and Xmax on Figure 9.2. Beyond this time, biomass transfer is observed to reverse 
in direction (negative transfer rate value, Figure 9.2) and the biofilm population reduces 
as cellulose particle size continues to decrease. The free biomass population (Xf) is 
simultaneously observed to grow as biomass sloughs off the biofilm (Figure 9.2). 
Sloughing continues as the particle size continues to diminish (Figure 9.3). As the 
cellulose nears complete degradation, the production of carbon dioxide and acetic acid is 
seen to slow and approach a final value (Figure 9.3). 
 
Figure 9.4 presents model results for the slow base case, revealing that its behaviour is 
consistent with that of the fast base case. However, note that the slow base case requires 
on the order of 500 years to achieve complete degradation versus approximately 100 
days for the fast base case. The slow base case differs from the fast base case in that all 
of the free-floating biomass has attached to the cellulose well before full colonisation of 
the cellulose occurs (figure not shown). Additionally, at approximately t = 444 y, the 
death rate of the free biomass exceeds its rate of increase due to sloughing, as evidenced 
by that population’s net decrease. 
 
These model results show that the model is operating as expected, in a realistic and 







































































































































Figure 9.4. Biomass results for slow base case: Biomass and transfer. 
 
9.3.4. GRM model comparison 
The General Repository Model (GRM) was developed by British Nuclear Fuels Ltd 
(Graham et al., 2003a,b) as an expanded and generalized (non-site-specific) version of 
their DRINK model (Humphreys et al., 1995; Manton et al., 1995; Humphreys et al., 
1997). This model is a complex biogeochemical transport code which considers a host of 
microbial processes and associated chemistry. The model has been fully verified through 
a strict protocol comprising peer review and model testing. This verification was 
thorough, including coverage of the model formulation, mathematical fitness-for-
purpose, benchmarking against analytical solutions and other codes, experimental test 




al., 2003a,b). As such, it provides a reliable benchmark against which to evaluate 
CHAMP. 
 
Figure 9.5 presents the results of both the CHAMP model and the GRM employing 
parameter values similar to the fast base case (Table 9.3). The relevant GRM parameters 
are given in Table 9.4. As the approaches to cellulose hydrolysis are somewhat different 
in the two models, these differences were minimized for the purposes of model 
comparison. For example, the GRM simulates the conversion of cellulose to glucose 
(hydrolysis) and the conversion of glucose to microbial products as two distinct 
processes with different rates. The hydrolysis step in the GRM (cellulose hydrolyzed to 
glucose) is first-order with respect to cellulose concentration and does not consider 
bacterial populations. It is the acidogens which then consume glucose, and this 
consumption rate is dependent on biomass concentration. Contrastingly, in the CHAMP 
model, the hydrolysis of cellulose and consumption of glucose are linked as a single 





Table 9.4. GRM model parameter set. 
Parameter Value 
Initial (type 1) cellulose concentration (mol/l) 2.87 
Inventory density (ρcellulose) (kgm-3) 1500 
Fraction of recycled dead biomass cells (-) 0.8 
Type 1 cellulose hydrolysis rate constant (s-1) 1 × 103 
Glucose acidogen  
Initial biomass population (gm-3) 1.14 
Maximum substrate utilization rate (s-1) 5.5 × 10-4 
Microbial yield coefficient (-) 0.34 
Biomass death rate (s-1) 3.0 × 10-7 
Half saturation constant (mol/l) 1 × 10-6 
Aerobic bacteria  
Initial biomass population (gm-3) 1.14 × 10-3 
Maximum substrate utilization rate (s-1) 1 
Microbial yield coefficient (-) 0.58 
Biomass death rate (s-1) 4.8 × 10-6 
Half saturation constant (gm-3) 0 
 
Thus, for comparison purposes, the GRM hydrolysis rate was set to excess and the GRM 
parameters associated with acidogens were set to match the CHAMP model acidogens 
parameters. This approach results in cellulose being represented as glucose in the GRM. 
Glucose would not accumulate in such real systems, and the glucose in Figure 9.5 
should be considered as cellulose. In addition, new features of CHAMP that are not 
present in the GRM were switched off, including the shrinkage of cellulose particles and 
biomass transfer from bulk liquid to biofilm. 
 
The evolving concentrations of both cellulose and total biomass for both the GRM and 
the CHAMP model are presented in Figure 9.5. A comparison between the models may 
be made for both biomass and cellulose concentration by temporally integrating the 




difference between the CHAMP cellulose presence and the GRM cellulose presence, 
and a 13% difference between the calculated biomass concentration profile. This 
comparison enhances confidence in the microbiological approach used in the CHAMP 
model. The small differences observed are due to the presence in the GRM of further 
microbial processes (i.e., aerobic bacteria) that exhibit minor activity in the case 
examined. Exclusion of these processes from the code may improve the comparison. As 
the diffusive biomass transfer process modelled in this work has not been quantified 
experimentally, validation of this aspect of the model remains unachievable. Validation 
of the model with diffusive biomass switched off is, however, possible and may be 





























9.4. Parameter and process significance 
9.4.1. Influence of diffusive biomass transfer 
The effect of diffusion-transported free-floating biomass onto the cellulose was explored 
by comparing simulations where this process was either included or excluded. Two such 
simulations using the parameters of the slow base case (Table 9.3) are presented in 
Figure 9.6a, and two simulations using the parameters of the fast base case (Table 9.3) 
are presented in Figure 9.6b. For the base case (“with transfer”), a pre-existing cellulose-
bound biomass population as well as biomass transfer to the cellulose from the bulk 
liquid present the sources of biomass for cellulose colonisation. For the “without 
transfer” case, the biomass transfer is neglected and growth of a pre-existing cellulose-
bound biomass population is solely responsible for the colonisation of the cellulose 
particles. The results demonstrate that accounting for biomass transfer predicts 
significantly faster particle coverage, as shown in Figure 9.6c for the slow base case. 
Consequently, cellulose is predicted to degrade more rapidly with biomass transfer 
included. This result is unsurprising, since increased biomass transfer to the particle will 
result in enhanced colonisation that, due to the increased cellulose-bound biomass 







































































Figure 9.6(a-c). Influence of transfer on cellulose colonisation and degradation for 
(a) the slow base case (Vb = 3.12 × 10-9 s-1), (b) a faster rate between the fast and 
slow base case rates (Vb = 3.12 × 10-8 s-1), and (c) the fast base case (Vb = 5.48 × 10-4 
s-1). 
 
9.4.2. Influence of biomass transfer: free population 
The initial free biomass concentration was varied to explore the effect this parameter had 
on the system. Using the fast base case parameters, the initial Xf value (Xfi) was 
increased from 10-5 mol/l to (a) a realistically high natural level (10-3 mol/l) and (b) a 
level representative of an engineered system (10-2 mol/l). Varying Xf does not affect 
system behaviour when transfer is disregarded, of course, because the model assumes 
that free biomass does not degrade cellulose. However, when biomass transfer is 
accounted for, the results for both the fast base case (Figure 9.7) and the slow base case 




cellulose degradation (Figure 9.7a). This is as expected, since a higher concentration of 
biomass in the bulk liquid increases the rate of biomass transfer, and thus cause an 
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Figure 9.7(a-b). The influence of initial free biomass concentration for simulations 
using the fast base case parameters on (a) cellulose degradation, (c) cellulose 
colonisation. 
 
9.4.3. Influence of initial cellulose particle size 
The impact of different initial cellulose particle sizes on the system was evaluated using 
three different particle diameters (20, 42 and 64 µm) typical of those reported in the 
literature (Movagarnejad et al., 2000; Gan et al., 2003; Xiang et al., 2003). 
 
It is clear that a decrease in initial cellulose particle size significantly increases the rate 
of cellulose degradation for both the slow and fast base cases (Figure 9.8a and b, 
respectively). Note that a constant concentration of substrate is assumed; therefore 
specifying a smaller particle diameter corresponds to an increased number of particles 
and an increased total particle surface area for potential bound biomass colonisation, 























































































Figure 9.8(a-d). The influence of initial cellulose particle diameter on (a) cellulose 
degradation for the slow base case, (b) cellulose degradation for the fast base case, 
(c) maximum possible biofilm concentration for the slow base case, and (d) bound 





9.4.4. Influence of cellulose particle shape 
Simulations were conducted with cellulose particles modelled as both spheres and 
cylinders (see Section 2.5 for differences in the approach of the numerical model for this 
comparison study) in order to determine the influence of particle shape. Simulations 
with varying bacterial growth rates, initial cellulose concentrations and number of 
cellulose particles were examined with the initial surface area of the spheres and 
cylinders matched by adjusting the number of particles present. In all cases, no 
significant differences where witnessed between the degradation of particles of 
cylindrical shape and those of spherical shape when the particles have the same 
characteristic surface area. This is because the phenomena related to bacterial growth 
(such as cellulose degradation) correlate to the surface area of substrate per unit volume 
available. 
 
9.5. Sensitivity to parameters 
The sensitivity of the system to changes in a wide range of model parameters was 
quantified systematically.  Parameters included the initial bound biomass concentration 
(Xbi), the initial free biomass concentration (Xfi), the maximum substrate utilization rate 
(Vb), the yield coefficient (Yb), the death rates of both the bound and free biomasses (Db 
and Df), the half-saturation constant (Kb), the biofilm thickness (h) and the initial 
cellulose particle diameter (φi). The parameters for each base case (Table 9.3) were each 
independently both increased by both 10% and 1%. Consistent with the focus in this 




examined is taken to be the time at which the cellulose has degraded to 90% of its initial 
concentration (denoted Tc90). 
 
By varying parameter βn by a small increment, ∆βn, the model output of interest in the 
system: 
  
 O = O(β1, β2, β3…m) (9.27) 
 
is given by: 
 
 O(βn + ∆βn) = O(βn) + 
∂O
∂βn∆β n (9.28) 
 
Thus, the sensitivity of the chosen model output to n may be constructed as: 
 




To permit comparison of parameters with different dimensions, the sensitivity, n, is 
non-dimensionalised as follows: 
 
 n = n
βn
O  (9.30) 
 
Such sensitivities are, therefore, a measure of the relative importance of parameters on a 




yielded similar results. Table 9.5 shows the results of applying this procedure to the 
model independent variables listed above for both the fast and slow base cases.  
 
Table 9.5. Sensitivity matrix of Tc90 valuesa. 
Base case Db Df h Kb Vb Xb Xfi Yb φi α 
Fast 0.80 0.01 2.18 0.00 9.92 0.00b 0.74 7.08 3.51 0.38 
Slow 0.30 0.19 2.10 0.36 8.81 0.36 0.30 5.60 3.75 0.32 
avalues rounded to nearest 0.01. 
bactual value 0.002. 
 
Using the values in Table 9.5, the ranked importance of the parameters for these systems 
(in order of descending influence) are: 
 
Vb > Yb > φi > h > Db > Xfi > α > Df > Xbi > Kb for the fast base case, and 
Vb > Yb > φi > h > Xbi > Kb > α > Xfi > Db > Df for the slow base case. 
 
The table reveals that, unsurprisingly, both the maximum substrate utilization rate and 
the yield coefficient of the bound (hydrolyzing) biomass population dominate in terms 
of impact on the time required for degradation. These two properties are followed in 
importance by the physical properties of both the cellulose and the hydrolyzing biomass 
(i.e., cellulose particle and biofilm thickness) and both the initial free and the bound 
biomass populations. This suggests that cellulose degradation is more sensitive to the 
microbial efficiency than the physical properties of the system at the microscale. Thus, 




strategy than simply increasing the quantity of biomass initially inoculated into the 
system. 
 
In addition, cellulose degradation appears to be more sensitive to the initial free biomass 
population for the fast base case than for the slow base case (0.74 versus 0.30 for the fast 
and slow base cases, respectively, see Table 9.5). The reverse is true for the initial bound 
biomass population (0.002 versus 0.357 for the fast and slow base cases, respectively, 
see Table 9.5). This suggests that the initial free microbial biomass has significant 
influence on cellulose degradation in a digester (or nutrient rich, high temperature) 
system. In landfill/natural systems, the free biomass population is of reduced 
importance. The application of existing cellulose degradation models to naturally fast 
systems such as digesters (working in nutrient rich environments at optimal 
temperatures) may result in erroneous cellulose degradation behaviour if diffusive-
driven biomass transfer is not considered. However, this risk is reduced when these same 
models are applied to naturally slower systems such as landfill environments. This 
finding additionally implies that digester/engineered systems may generally require 
more complex models and more extensive parameter measurements than landfill sites. 
 
9.6. Dimensionless parameter analysis 
The preceding section examined the relative effects of changes in individual parameters. 
Here, the effect of parameter variation based on dimensionless parameter groups is 




independent model parameters. A systematic approach towards obtaining relationships 
between these chosen parameter groups and Tc90 values was taken. A total of 
approximately 150 runs were conducted varying the following parameters in a number 
of parameter groups: Vb, α, Ci, K, Xbi, Xfi, Db and Df. Additionally, the difference 
between the Tc90 value when transfer is not considered (transfer off) and the Tc90 value 
when transfer is considered (transfer on), Tc90, was evaluated for each of these runs. 
The Tc90 value is therefore a measure of the significance that biomass transfer has on 
cellulose degradation behaviour. Several parameter groups that contribute novel insight 
into system behaviour are discussed below. 
 
The impact that the ratio of the diffusive biomass transfer rate (α) to the cellulose-
hydrolyzing biomass substrate utilization rate (Vb) had on both Tc90 and Tc90 values was 
investigated. The Tc90 values show the influence that diffusive biomass transfer has on 
cellulose degradation for various α/Vb ratios, whilst the Tc90 values show the influence 
the α/Vb ratio has on the time to 90% cellulose degradation. The α/Vb ratio is used to 
ascertain when the diffusive biomass transfer becomes significant on cellulose 
degradation behaviour. Figures 9.9a and 9.9b present log(Tc90) values for varying α/Vb 
ratios for systems with low substrate utilization rates. As the α/Vb ratio increases, Tc90 
is observed to increase. Interestingly, the value of Tc90 begins to plateau when the α/Vb 
ratio increases beyond approximately 0.4. These figures reveal that the relationship 
between α/Vb and Tc90 is quantitatively different for different substrate utilization rates 




and Db value) and for different bound biomass death rates (Figures 9.9a and 9.9b). It 
may be noted that as the bound biomass death rate, Db, decreases, the Tc90 value 
increases for the same α/Vb ratio. This is to be expected, since a slower death rate 
coupled with the same growth rate will result in faster net biomass growth and therefore 
faster cellulose degradation.  
 
Figures 9.9c and 9.9d present log(Tc90) values (with transfer on) for varying α/Vb ratios 
for systems working at slow substrate utilization rates. Note that the order of magnitude 
of results requires the figures to use log values on both axes. The figures reveal that 
when the α/Vb ratio is small the Tc90 value varies only slightly (values are within 1% of 
each other) but that diffusive biomass transfer begins to impact upon the system when 
the α/Vb ratio increases above approximately 10-4, after which Tc90 reduces significantly 
as the influence of biomass transfer on the system increases. At a deceased bound 
biomass death rate, Db, the Tc90 value decreases for the same α/Vb ratio. Again, this is to 
be expected, since a slower death rate coupled with the same growth rate will result in 
faster net biomass growth and therefore faster cellulose degradation.  
 
The impact on cellulose degradation behaviour due to the ratio of the initial 
concentration of bound biomass to the initial concentration of free-floating biomass, 
Xbi/Xfi, was also explored. With all other parameters being equal, this dimensionless 
parameter group shows no direct correlation with Tc90 values. Whilst the Xfi value can 




influence of Xbi is clearly dominant in the system (data not shown). Likewise, the ratio 
of the bound-biomass death rate to the cellulose-hydrolyzing biomass substrate 
utilization rate, Db/Vb, shows no direct correlation with Tc90 values. Tc90 values vary due 
to both Db and Vb values, and this variance occurs for each of these two parameters 
independently of the other. This is further supported by the evidence from Figures 9.9(a-
d) which show that Tc90 values vary depending, independently, on both Db and Vb values. 
Naturally, as the K/C ratio is increased equation (9.1) no longer shows a zero order 
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Figure 9.9(a-d). Impact of the dimensionless parameter α/Vb on (a) Tc90 for Vb = 
3.08 × 10-9 s-1, (b) Tc90 for Vb = 3.08 × 10-8 s-1, (c) Tc90 with transfer on for Vb = 
3.08 × 10-9 s-1 and (d) Tc90 with transfer on for Vb = 3.08 × 10-8 s-1. 
 
9.7. Conclusions 
A new model was developed for simulating cellulose hydrolysis in natural and 
engineered systems such as landfills and anaerobic digesters. Uniquely, the model 
incorporates the ability of free-floating bacteria to colonise cellulose particles by 
attachment through contact in solution, thus accounting for the spatial separation of 
cellulose particles and biomass. The model considers an evolving substrate-bound 
acidogenic biomass to be the hydrolyzing population. Other bacterial populations are not 
considered. Additionally included are the processes of particle shrinkage during 





Sensitivity simulations with the model revealed that accounting for cellulose 
colonisation via biomass transfer from the bulk liquid is of significance in degrading 
systems such as digesters and landfill environments.  
 
Analysis of the model’s effective dimensionless parameters further revealed that, for the 
defined base case parameter space, the diffusive biomass transfer becomes significant 
when the ratio of diffusive biomass transfer rate to the cellulose-hydrolyzing biomass 
substrate utilization rate (α/Vb) becomes larger than 10-4. Above this value the time 
taken for cellulose to degrade to 10% of its original concentration is significantly 
reduced by the impact of diffusive biomass transfer on the system. This reduction in 
time remains quantitatively constant above a α/Vb ratio of approximately 0.4. Therefore, 
more specifically, models which neglect to account for diffusive biomass transfer in 
systems where the cellulose-hydrolyzing biomass has a growth rate 104 greater than the 
diffusive biomass transfer rate are likely to significantly over-predict the time taken for 
cellulose to substantially degrade. 
 
The spatially separated nature and size of the cellulose particles appear to have a 
significant effect on cellulose degradation. Smaller cellulose particles were shown to 
cause more rapid cellulose degradation due to the increased surface area made available 
for colonisation, resulting in larger populations of cellulose-bound bacteria actively 
participating in hydrolysis. The relation of system degradation behaviour to particle 




as surface area is maintained. These results confirm the expectation that the physical 
reduction of cellulose particle size before disposal may be an effective option for 
reducing the overall degradation period of the waste. 
 
In addition, increased concentrations of biomass in the bulk liquid surrounding the 
cellulose result in increased colonisation rates, thereby significantly accelerating 
cellulose degradation. This underscores the knowledge that increased free-floating 
bacterial populations, either via the transportation of biomass into the system from 
elsewhere or the bacterial inoculation of such systems, might enhance degradation rates. 
Moreover, it further emphasizes the need to account for such biomass transfer processes 
to accurately predict the overall rate of substrate degradation. 
 
A sensitivity study of the parameters used in the model revealed that the (biological) rate 
and yield properties of the hydrolyzing bacteria are of most significance with regards to 
degradation in the system. The physical properties of both the cellulose and the 
hydrolyzing biomass, and the initial population of biomass in liquid surrounding the 
cellulose particles are of secondary importance to these. In cases where biomass is 
injected into the system as part of an enhanced remediation/treatment scheme, selection 
of a microbial strain with superior performance may be more important than the physical 
properties of that strain or the initial cellulose particle size.  
  
This work focuses on processes at the microscale. Further work is required to explore 




remains a need to conduct experiments in order to properly validate the biomass transfer 




10. Summary and conclusions 
10.1. Research motivation and goals 
The motivation of this research was the risk posed by radionuclide transport from 
contaminated mining, ore extraction, nuclear fuel reprocessing, ammunitions 
manufacture facilities, mill tailings, and LLW repositories. The goal of this research was 
to improve understanding of how the dominant interacting microbial, geochemical and 
physical transport processes in porous media affect radionuclide immobilisation 
efficiency. In order to investigate this, a one-dimensional biogeochemical transport 
model was developed for biostimulated U immobilisation by dissimilatory metal 
reducing bacteria in dual-porosity heterogeneous porous media was developed. The 
effectiveness of U bioimmobilisation efficiency was explored with simulations spanning 
a range of interacting geochemical, microbial, and transport processes and porous media 
characteristics.  
 
10.2. Developed model 
The model utilised a dual-porosity (two-region) approach with a mobile (advective-
dominant) region and an immobile (diffusive-dominant) region. This approach accounts 
for media variability in hydraulic conductivity thereby implicitly accounts for the 
heterogeneous nature of porous media. The model included surface complexation of 
U(VI) to iron hydroxide minerals and the extensive geochemical reactions listed within 
the MINTEQ database. A partial equilibrium approach was used to model microbially 




formulation was used for microbial OC degradation. The model is limited to one-
dimension and assumes bioclogging and microbial-facilitated U transport to be 
insignificant, biomass to be at steady state (i.e., no explicitly growth or decay), and ideal 
mixing in each of the media regions. The dual-porosity approach implicitly accounts for 
porous media heterogeneity. The coupling of this approach to microbially mediated 
redox reactions, including uranium geochemistry, is unique and has not been employed 
elsewhere. Additionally, the inclusion of U(VI) surface complexation in such a model 
has not previously been exploited. 
 
10.3. Model evaluation 
The model was partially evaluated against experimental data and compared to a 
published model. Evaluation against a U immobilisation experiment in a biostimulated 
heterogeneous sediment column demonstrated that the model’s ability to qualitatively 
capture the U(VI) bioreductive process. Further, a one-dimensional simulation of a 
single porosity domain compared well with the Wang et al. (2003) model without any 
model or special adjustment of this model. These model evaluation exercises built 
confidence in the ability of the model to capture the relevant U(VI) reduction and U 
immobilisation processes occurring in U(VI) bioimmobilisation remediation strategies. 





10.4. Impact of dual porosity porous media 
Simulations explored the potential impact that spatial heterogeneity might exert on 
U(VI) immobilisation efficiency. The impacts of porous media characteristics such as 
porosity and regional mass transfer, as well as biological and geochemical conditions 
were investigated. Significantly different U(VI) immobilisation efficiency behaviour 
observed between porous media systems characterized by dual porosity transport 
behaviour and those exhibiting more homogeneous flow behaviour. It was demonstrated 
that systems exhibiting regions of contrastingly low- and high- pore water velocities are 
likely to exhibit delayed U(VI) immobilisation relative to more homogeneous systems. 
This is due to diffusive limitations on electron donor(s) and acceptors. This finding is 
consistent with expectations and with studies of other remediation strategies for aqueous 
phase contamination of fractured rock and clay systems. 
 
10.5. Impact of microbial distribution in dual-porosity media 
The physical distribution of bioactive microorganisms in dual-porosity media is 
uncertain and may impact the success of remediation strategies. The impact of 
spatially-distributed microbial activity in the context of radionuclide containment and 
remediation has not previously been explored. Hence, further simulations explored the 
affects of different bacterial residence locations in dual-porosity porous media systems. 
The study considered multiple conditions typical of field sites and identified the key 
distinctions in U immobilisation behaviour imparted by the different bioresidence 





For the conditions examined, sensitivity simulations suggest that when bioactivity is 
dominant in only one of the two dual porosity regions, U(VI) immobilisation efficiency 
– particularly with respect to time – is dependent on the porosity ratio. Efficiency is 
found to be proportional to the porosity-associated volume in which microbial activity 
takes place. Consequently, when bioactivity occurs in both regions, the net remediation 
efficiency is increased. Holding the total porosity-associated volume constant, findings 
match expectations that the time taken to immobilise U(VI) was found to be independent 
of the porosity ratio under such conditions. These results suggest that the DMRB 
remediation efficiency is more sensitive to variations in physical porous media 
properties (e.g., porosity, hydraulic conductivity) when microbial activity is 
heterogeneous within dual porosity media. This highlights the importance of 
characterizing the bioresidency status of field sites if biogeochemical models are to 
accurately predict remediation schemes in physically heterogeneous media. 
Additionally, multi-region models that unwittingly assume microbial residence to be 
homogeneous throughout a porous media may significantly overestimate microbial 
efficiency and thereby exaggerate predicted remediation effectiveness. 
 
10.6. Impact of inter-regional mass transfer 
Modelling results further revealed that U(VI) immobilisation efficiency may be 
significantly affected by inter-regional mass transfer rates when bioactivity is restricted 
to regions of diffusion-dominated solute transport. However, when bioactivity is either 




media, U(VI) immobilisation efficiency is less affected by the transfer rate. In agreement 
with expectations, this suggests that the significance of diffusion-limited processes in 
dual porosity porous media increases as microbial activity becomes dominant in the 
diffusion-limited region. 
  
Heterogeneous media exhibiting mass transfer limitations may hold some advantages 
over more homogeneous media in the post-biostimulation maintenance of remediated 
sites. Migration of reduced species from bioactive advective-dominated flow regions 
into diffusive-dominated flow regions which are not bioactive (or exhibit low 
bioactivity) may instigate uraninite precipitation in the non-bioactive region. Due to 
mass transfer limitations, it may be that these diffusion-dominant flow regions better 
retain reduced U if the sediment experiences reoxidising conditions. 
 
10.7. Impact of mineral presence 
Simulations additionally revealed that spatially varying mineral presence may exert a 
significant impact on U(VI) bioreduction efficiency. Efficiency was found to be 
dependent on the combined spatial distributions of minerals and microbial activity. 
Reduced mineral presence in diffusion-dominant flow regions offered increased 
efficiency across the range of bioactivity scenarios, but otherwise similar increases in 
efficiency were observed over the range of bioactivity scenarios. This suggests that 




of DMRB, and that the impact of mineral variations should not be considered in 
isolation, but rather in concert with the impact of spatial biological distributions. 
 
10.8. Conditions for optimum remediation efficiency 
Further sensitivity analyses using dimensionless parameter groups analyzed a wide 
range of system behaviour for scenarios in which microbial activity was confined to the 
less mobile regions of the media. An extensive suite of simulations explored how key 
processes impact remediation efficiency, and permit identification of the conditions 
under which processes associated with groundwater transport, dual porosity media 
phenomena and microbial activity interact. A relatively wide range of microbial and 
geochemical conditions were explored for bacterial presence limited to diffusion-
dominated flow regions. The results suggest the following conditions apply to systems in 
which the microbial activity is confined to the diffusion-dominant flow regions of the 
media: 
 
• Optimum bioremediation is likely to occur when: 
o the timescale associated with inter-regional mass transfer between 
regions of advection-dominant and diffusive-dominant flow is less than 
one thirtieth of the value of the volumetric flux timescale.  
o the organic carbon fermentation timescale is less than one thirtieth of the 




o the advective-dominant flow region porosity is between equal to and four 
times greater than the diffusion-dominant flow region porosity. 
• Remediation may be restricted to systems whose interregional mass transfer 
timescale and/or organic carbon fermentation timescale is between 
approximately 10 and 1000 times the volumetric flux timescale.  
• Based on typical field data these conditions are attainable, but engineering of 
the system may be required in order to achieve them. The exact value may 
increase or decrease in systems less or more abundant in electron acceptors, 
respectively.  
 
The presented results provide insights into how to improve biostimulated DMRB U(VI) 
immobilisation remediation schemes in porous media exhibiting dual-porosity flow 
behaviour. The present work showed how influential parameters can be actively 
manipulated in the field to optimize U(VI) immobilisation efficiency. 
 
10.9. Impact of reoxidation 
Reoxidation of previously bioreduced U(IV) is a concern in U(VI) bioimmobilisation 
schemes. This process was explored under different bioresidency scenarios and in the 
presence or absence of iron-sulfide minerals. The results demonstrated that reoxidation 
of bioreduced U(IV) causes U(VI) concentration “spikes” at concentrations higher than 
the influent U(VI) concentration. These “spikes” move downgradient in the domain and 




results suggest that iron-sulfide mineral presence can offer significant protection against 
U(IV) oxidation, supporting the existing experimental evidence. Model results further 
suggest that microbial heterogeneity in the media was unlikely to affect the system’s 
resistance to U(IV) oxidation, however numerical instability in the model renders this 
particular finding inconclusive. 
 
10.10. Cellulose hydrolysis 
A further study was devoted to the process of cellulose hydrolysis, an important process 
in determining the stability of low level radioactive waste disposal and municipal solid 
waste landfill sites, and their potential impact on the environment. A second, process-
based model relevant to landfill and anaerobic digesters was developed, which includes 
a novel approach to biomass transfer between a cellulose-bound biofilm and biomass in 
the bulk liquid. Model results highlight the significance of the bacterial colonisation of 
cellulose particles by attachment through contact in solution. Simulations reveal that 
both enhanced colonisation and cellulose degradation are associated with reduced 
cellulose particle size, increased biomass populations in solution and increased 
cellulose-binding ability of the biomass. This suggests that transportation of biomass 
into the system from elsewhere and/or bacterial inoculation of such systems could 
enhance degradation significantly. A sensitivity analysis of the system parameters 
revealed that the biological rate and yield properties of the hydrolyzing bacteria are most 




significant quantities of cellulose can affect radionuclide transport, these findings may 
be relevant to such sites. 
 
10.11. Sites amenable to U bioimmobilisation 
Based upon this work, it is possible to infer the types of sites amenable to U 
bioimmobilisation.  These include: 
• Porous media which does not exhibit dual porosity transport behaviour 
• Porous media in which bioactive porosity is large relative to total system 
porosity 
• Pore water possessing low electron acceptor concentrations 
• Porous media likely to produce Fe-S minerals during biostimulation 
• Porous media exhibiting smaller (more rapid) timescales for mass transfer 
between regions of advection-dominant and diffusive-dominant flow 
• Systems exhibiting rapid cellulose hydrolysis, possibly enhanced via diffusive 
biomass transfer processes 
• Specifically in systems in which DMRB are predominantly active in diffusion-
dominant flow region:   
o Porous media in which the timescale associated with inter-regional mass 
transfer between regions of advection-dominant and diffusive-dominant 
flow is less than one thirtieth of the value of the volumetric flux timescale.  
o Porous media in which the organic carbon fermentation timescale is less 




o Porous media in which the advective-dominant flow region porosity is 
between equal to and four times greater than the diffusion-dominant flow 
region porosity. 
 
10.12. Engineering approaches to increased U 
bioimmobilisation effectiveness 
Furthermore, based upon this work, it is possible to infer engineering approaches that 
may result in the increased effectiveness of bioimmobilisation strategies. These include: 
• Hydraulic fracturing to reduce diffusion distances between advective flow paths. 
• Stimulating bioactivity in both advection- and diffusion-dominated regions by 
pulsed OC injection, where quiescent periods between pumping times permits 
diffusion into the matrix. 
• Adjustment of injected ED concentration to account for media mineralogy (EA 
concentrations). 
• Addition of iron filings (e.g., in permeable reactive barriers) or injection of 
sulphate into the subsurface in order to encourage Fe-S mineral formation, 
manipulate redox conditions and thereby delay U(VI) rebound. 
• In systems with bioactivity restricted to diffusion-dominant flow regions: 
injection of active biomass into the subsurface to increase U(VI) immobilisation 
efficiency. This technique is further likely to result in efficiency being less 




• Adjusting pumping rates and locations in order to modify pore water velocity 
and consequently manipulate the advective transport timescale relative to 
diffusive and microbial timescales. 
• Injection of free-floating biomass into systems with cellulose presence in order to 
encourage biomass attachment onto cellulose particles and thereby increase 
cellulose hydrolysis rates. 
• Processing of cellulosic waste in order to reduce cellulose particle size and 
therby encourage more rapid cellulose hydrolysis. 
 
It is acknowledged that such possibilities are suggested by simulations conducted in one-
dimension and consisting of the numerous numerical, physical, chemical, and biological 
assumptions as outlined in this research. The feasibility and effectiveness of these 
options needs to be investigated further, both in experimental and multi-dimensional 
simulations. Further work is discussed in more detail in Chapter 11. 
 
10.13. Summary 
This thesis presented a general background to radionuclide-contaminated sites and their 
potential remediation. A developed multicomponent reactive transport model was 
employed to aid understanding of how heterogeneous porous media might affect 
radionuclide containment and remediation through interactions with the dominant 
geochemical, microbial and transport processes. The studies identified the conditions 




that may result in increased effectiveness of bioimmobilisation strategies. It is hoped that 
this research be applied to future experimental and field site work in order to optimise 




11. Future research directions and needs 
This chapter proposes research needs identified in this work. 
 
11.1. Experimental research work 
Improved experimental data is needed to adequately validate biogeochemical reactive 
transport models dealing with U(VI) bioreduction.  
 
In particular, experiments that (i) provide detailed data analyses of media characteristics, 
both physical and chemical mineralogy, and (ii) provide both spatial and temporal 
tracking of both oxidized and reduced U concentrations and all important EAs during 
biostimulation of the experiment would be most valuable. Accurate characterization of 
the pore water chemistry is essential for understanding the multiple geochemical 
processes occurring in such systems. Given the advantages of flushing and conditioning 
of the sediment/pore water in U contaminated sites prior to biostimulation, experiments 
focused on the competing processes occurring under recirculated porewater flushing and 
conditioning in contaminated site sediment would prove useful. 
 
Macro-scale data is perhaps of more practical use than field scale, given that the 
uncertainties of maco-scale data may be reduced significantly in experimental work. 
 
Furthermore, the present work has revealed that spatially varying mineral presence may 




mineralogy heterogeneity has on the success of U(VI) bioimmobilisation would be 
beneficial. 
 
In order to assess the long-term success of bioimmobilisation strategies, there is a 
serious need to investigate both the inhibition of U(VI) reduction and the reoxidation of 
U(IV) under varying geochemical conditions (Suzuki and Suko, 2006). Future work 
should consider both the geochemical and physical conditions under which uraninite 
reoxidation occurs, since both geochemical conditions and the uraninite particle size 
appear to influence U(IV) reoxidation. Further work that identifies the geochemical 
conditions under which U(VI) reduction is inhibited is also required. 
 
11.2. Research on microorganisms 
Microbial distributions within the subsurface are poorly understood, particularly those 
related to remediation schemes. The present work has demonstrated the significant 
impact that different bacterial distributions may exert on the efficiency of 
bioimmobilisation remediation strategies. This supports existing work in this area (e.g., 
Tompson et al., 1996). As modelling of bioremediation strategies is an important method 
for determining their effectiveness (National Research Council, 1993), data that may be 
directly applied to modelling applications is valuable. Increased knowledge of microbial 
residence preferences in heterogeneous media, microbial growth processes, and 
microbial transport within the subsurface environment are all key areas expected to 




schemes in general. Research in these areas is particularly important due to the difficulty 
and high cost involved in obtaining subsurface samples, particularly undisturbed 
samples. 
 
The use of new non-invasive technologies to observe temporal and spatial microbial 
dynamics, as well as microbial spatial patterns and their correlations with media or 
chemical properties are likely to prove particularly useful in this regard. For example, 
resistivity and acoustic wave propagation may be used to understand how 
microorganisms influence geochemical processes within the subsurface and the related 
geophysical properties (Williams et al., 2005). Experimental techniques such as 
bioluminescence and fibre optic detection may be used to track bacterial transport and 
aid the understanding of bacterial transport phenomena (Dorn et al., 2005; Oates et al., 
2005). 
 
Future work should specifically focus on active microorganisms during the 
biostimulation phase of in situ remediation strategies. Use of RNA (as opposed to DNA) 
promises to identify active microbial groups (e.g., North et al., 2004). 
 
Intermediate-scale experiments supported by modelling work are most likely to prove 
useful in elucidating microbial related phenomena. For example, Murphy et al. (1997) 
found that that unexpected processes, such as buoyancy effects and biological dynamics 
(e.g., growth, respiration, cell division, and adhesion/detachment) contributed to 





With regard to DMRB specifically, future work should continue to identify the 
differences between the different DMRB strains involved in radionuclide remediation. 
 
11.3. Modelling research work 
Future biogeochemical modelling of radionuclide bioremediation schemes that considers 
porous media heterogeneity in 2D or 3D would be of value, particularly that which 
explicitly represents heterogeneity in hydraulic conductivity and mineralogy. A 
comparison between such an approach and multi-porosity approaches is likely to reveal 
the strengths and weaknesses of each. Comparison of microbial kinetic modelling 
approaches, such as partial equilibrium and fully kinetic, as well as modelling 
formulations such as first-order, Monod and Michaelis-Menten should also be explored 
for their relevance to different scenarios and applications. Future models might further 
consider the impact of bioclogging and mineral precipitation on porous media hydraulic 
conductivity, explicit representation of bacterial biofilms or microcolonies, different OC 
fractions, gas bubble evolution, and surface complexation to a variety of different 
minerals (e.g., different iron oxides). 
 
Modelling work on upscaling hydrogeological parameters relevant to reactive transport 
models is scarce (de Marsily et al., 2005). Considerable work is required at large scales 
to ascertain whether upscaling is possible, and under what conditions it is relevant for 





In the hope that further experimental data on microbial transport becomes available, 
models that consider this process may be of value in radionuclide remediation 
modelling. As transport of bacteria may be influenced by cell size (Fontes et al., 1991), 
motility (Camesano and Logan, 1998; Camper et al., 1993), surface chemistry (Scholl 
and Harvey, 1992), and shape (Weiss et al., 1995), models which consider bacterial 
transport and account for bacteria–surface interactions and motility traits may show most 
promise. 
 
PHREEQC’s transport model seriously limits user discretisation of simulations. The 
code enforces conditions that result in this limitation in order to maintain numerical 
stability and minimise numerical dispersion. The code might be modified in future to 
allow enough flexibility in time step and discretisation to allow more straight forward 
exploration of the reasons for instability. 
 
11.4. Issues related to U immobilisation strategies 
This research has identified a number of potential problems related to the successful 
application of U immobilisation strategies and future avenues of research which might 
aid in solving such problems. 
 
The flushing of pore water through sediments in order to remove nitrate and aluminium 
and create a favourable pH condition for DMRB has been conducted in both the 




an effect strategy for dealing with U-contaminated sediment unfavourable for DMRB 
activity prior to biostimulation. However, the laboratory study conducted by Gu et al. 
(2005) appeared to lack bioactivity following flushing. The authors considered that the 
flushing and conditioning of the system had killed or removed the bacteria required and 
subsequently injected biomass into the system, after which U(VI) reduction was 
successful. Thus, it is possible that under certain conditions, flushing and conditioning of 
contaminated sediments may lead to repercussions which inhibit the success of the 
strategy. Future work might explore the impact of changing geochemical conditions and 
biomass transport under such circumstances to identify the inhibitory factors. 
 
The results of work conducted in Chapter 8 demonstrated that under reoxidation of 
previously immobilised U, a U(VI) concentration spike higher than the upgradient 
concentration is likely to migrate downgradient. In certain situations, this may be used to 
advantage by assisting in the removal of U(VI) from the site. Alternatively, advanced 
treatments might be used to maintain the reduced redox state within the remediated 
zone. Future research might investigate the potential for injection strategies to foster a 
geochemical environment that encourages the formation of iron sulphide minerals in 
order to maintain immobilised U within the site. 
 
Research has pointed out that as Fe(III) oxides become depleted near the point of OC 
injection, sulfate reducers can become the dominant DMRB species (Anderson et al., 
2003). This appears to cause fouling near field site wells, resulting in U(VI) 




proportion of OC may be consumed by non-U reducing bacteria leading to a net 
decrease in remediation efficiency. This emphasises the need to identify strategies able 
to maintain the dominance of Fe-reducing bacteria (Anderson et al., 2003). It is possible 
that injection of Fe into the treatment zone may alleviate this problem.  
 
Further research on radioactive decay products, and the influence of geochemical 
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Appendix A – CHAMP model formulations 
A.1. Probability of contact 
The aim of this appendix is to develop a simple model describing the probability of 
diffusion-driven contact of two different sized groups of particles in a liquid. The system 
is idealized as consisting of two representative sheets of particles. That is, the interaction 
between free biomass cells and cellulose particles is modeled by considering the 
interaction between two planar “particle sheets”. The sheets are oriented in the y-z plane, 
orthogonal to the x axis. One sheet lies at x = 0 and diffuses with coefficient d1; the other 
lies at x = s and diffuses with coefficient d2. The probability distribution function for the 
position of each sheet is given by 
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  (A.2) 
 
Here, the parameter t is the model time step. The probability of particles meeting by 
diffusion in the solution is approximated by the overlap of the two curves in equations 





















where is has been assumed that d2 < d1. The probability of the sheets diffusing into each 
other is given by the intersection of p1 and p2, 
 
 P = 	xs
 
∞
 p1 dx + 	-∞ 
xs
 p2 dx (A.4) 
 
Integration of equation A.4 yields 
 


















A.2. Erf function 
PHREEQC uses the BASIC programming language for the coding of kinetic reactions. 
BASIC does not, however, have the erfc function built-in. Thus, an approximation for 
the function erfc is used, 
 




































































The maximum relative error of this approximation is 0.02%. 
 
A.3. Step function 
To achieve numerical stability, it is necessary to change the step function H such that it 
varies smoothly. This is achieved by making use of a “shape factor”, S, which changes 
its value throughout the model run. It is used by W, the new smoothly varying step 
function. Parameters are first defined to implement this: 
 










where Xdiff is the indicator for the switch between states, Smax is the chosen maximum 
value S can take. Smin is the chosen minimum value which can be taken by the shape 
factor, S, valid for Xmax - Xb  0.  is an arbitrary parameter value chosen such that the 
largest value of Xb = Xmax +  (where 0 <  << Xmax). The argument for the shape factor, 
Garg, is calculated as 
 
 Garg = 
10Xdiff

  (A.13) 
 
The shape factor, S, is then calculated  
 
 S = Smin + 
Smax - Smin
2 [1 - tanh(-Garg)]        for Garg > 0 (A.14) 
 
 S = Smin + 
Smax - Smin
2 [1 - tanh(Garg)]        for Garg  0 (A.15) 
 
The new step function, W, is then defined as 
 
 W = 1 - 
1 - tanh(XdiffS)
2                       for Xdiff > 0 (A.16) 
 
 W = 
1 - tanh(-XdiffS)
2                           for Xdiff  0 (A.17) 
 




Appendix B – Modelling code files 
This appendix lists the PHREEQC input files used to obtain the results reported in this 
work. The files may be found on the CD attached to the thesis hardcopy. This appendix 
lists the directory structures; the directory names used as titles within this appendix. 
Each section title corresponds to a directory name and lists the files associated with each 
respective modelling exercise. 
 
B.1. Surface complexation model 
This directory contains files for the simulations conducted in Chapter 3 regarding 
surface complexation modelling. 
 
Table B.1. List of files for surface complexation model. 
Filename Application 
validate-Barnett Validation run for Barnett et al. (2002) data 
validate-Missana-data-withBarnett Validation run for Missana et al. (2002) 
data using model parameters of Barnett et 
al. (2002) 
validate-Missana-data-notbyBarnett Validation run for Missana et al. (2002) 
data using modified model parameters 
validate-Barnett-link Validation run for Barnett et al. (2002) data 
with modeled surface linked to ferrihydrite 
mineral 
 
B.2. Model validation 
This directory contains files for the simulations conducted in Chapter 4. They are 





Table B.2. List of files for model validation to experimental data. 
Filename Applicationa 
transp-schoepite-diss3-dp Schoepite dissolution model (result not 
shown in validation chapter text) 
new Case A 
new2 Case B 
new3 Case C 
new3col3only3a Case D 
asee validation chapter text 
 
For the model run used for validation to the existing model of Wang et al. (2003), the 
file is in the DPvSP model directory, and is named newmultibc-Wang-sp-biomob. 
 
B.3. DPvSP model (Single/Dual Porosity comparison 
simulations) 
This directory contains files for the simulations conducted in Chapter 5. 
 
The filenames, and the systems they relate to, are as follows: 
newmultibc-Wang-sp-biomob: single porosity system 
newmultibc-Wang-sp-biomob: single porosity system, without surface complexation 
newmultibc-Wang-dp-biomob-poros[x][transferrate]trans-m: single porosity system 
where x = 2 for θm=0.1, θi=0.25; x = 3 for θm=0.25, θi=0.1 
and transferrate may be low, mean or high with values as specified in the text. 
 
These runs consider systems in which carbonate is present. This may be removed from 





B.4. DPG analysis 
This directory contains files for the simulations conducted in Chapter 6. The simulation 
run files for the DPG analysis study are given in Table B.3. Each row represents a set of 
filenames. Each of the filenames in each set will end with a number. These numbers (x) 
run from 1 up to some value. The sequence of x numbers and the DPG values associated 
with each x run are given by the following sequences: 
A - the sequence of values used in run numbers x = 1 to 10 is from 0.0001 to 100000, in 
increments of 10, respectively. 
B - the sequence of values used in run numbers x = 1 to 6 is from 0.1 to 100000, in 
increments of 10, respectively. 
C - the sequence of values used in run numbers x = 1 to 21 is 0.10101, 0.12, 0.16, 0.2, 
0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 1.2, 1.6, 2, 2.4, 2.8, 3.2, 3.6, 5, 10, 100,  and 33.33333, 
respectively. 
 
Table B.4 lists the simulation runs for varied mineralogical conditions. The run numbers 
follow the same pattern, with the sequence of DPG values given in the “x range” column 
(start value…end value, increment; for all run numbers). 
 




Table B.3. List of files for DPG simulations. 
Filenames Pe ω Dk θp x sequence 
basDk[x] 1 range 1 1 A 
DkdDm[x] 1 range 0.16 1 A 
DkuDm[x] 1 range 1000 1 A 
basDm[x] 1 1 range 1 A 
DmuDk[x] 1 6.3 range 1 A 
DmdDk[x] 1 0.32 range 1 A 
newbas2Pe[x] range 1 1 1 B 
newDmu3Pe[x] range 1000 1 1 B 
newDmu2Pe[x] range 10 1 1 B 
newDmd4Pe[x] range 0.5 1 1 B 
newDmd2Pe[x] range 0.1 1 1 B 
newDku3Pe[x] range 1 100 1 B 
newDku2Pe[x] range 1 10 1 B 
newDkd4Pe[x] range 1 0.5 1 B 
newDkd2Pe[x] range 1 0.1 1 B 
new9basth[x] 1 1 1 range C 
new9Dmuth[x] 1 6 1 range C 
new9Dmdth[x] 1 0.3 1 range C 
new9Dkuth[x] 1 1 1000 range C 
new9Dkdth[x] 1 1 0.3 range C 
new9Peuth[x] 100 1 1 range C 
 
Table B.4. List of files for adjusted mineral content. 
Filenames Pe ωa Dk a θp a Mineralb Range  
of xc 
ms24Dm[x] 1 R 1 1 L A 
ms23Dm[x] 1 R 1 1 I A 
basDm[x] 1 R 1 1 H B 
ms24Dk[x] 1 1 R 1 L A 
ms23Dk[x] 1 1 R 1 I A 
basDk[x] 1 1 R 1 H B 
aR = range 
bsee text for mineral concentrations; L=low, I=Intermediate; H=High. 
cA means values of range for parameter follow sequence: 0.001, 0.01…10000; B means 





Table B.5. List of files for the model application, Section 6.4. 
Filename Pe ω Dk θp 
newnew6a 4.3 0.32 0.76 0.9 
newnew6b 4.3 0.32 45.8 0.9 
newnew6aopt 0.43 3.2 7.55 0.9 
newnew6bopt 0.43 3.2 458 0.9 
 
B.5. Bioresidency 
This directory contains files for the simulations conducted in Chapter 7. 
 
In all cases the filename format follows these conventions: 
 
newmultibc-bio[region][run]-[transfer]trans-[outregion] 
[region] is the region(s) in which bioactivity is taking place (mob,imm,both = 
mobile,immobile,both) 
[run] is the run number, each run is associated with a different porosity ratio 
[transfer] indicates the mass transfer rate used in the run 
[outregion] indicates the region for which output is made - may be mobile (m) or 
immobile (i) 
 
Runs at different spatial discretisations can be found in the files: 
newmultibc-biomob2-avtrans-mx[1 through 4] 
newmultibc-biomob-avtrans-mx[1 and 2] 
  





The mineralogy directory contains files for adjusted mineralogies. The file format is: 
newmultibc-bio[region]-avtrans-min[run]-m 
[region] is the region(s) in which bioactivity is taking place (mob,imm,both = 
mobile,immobile,both) 
[run] is the run number, each run is associated with a mineral change in a different 
region: 9 for lower mineral presence in the mobile region, 10 for lower mineral presence 
in both regions, and 11 for lower mineral presence in the immobile region 
 
B.6. Reoxidation 
This directory contains files for the simulations conducted in Chapter 8. 
 
In all cases the filename format follows these conventions: 
 
newmultibc-bio[region]-[transfer]trans-[outregion]-[mack]-[dx]-[tol] 
[region] is the region(s) in which bioactivity is taking place (mob,imm,both = 
mobile,immobile,both) 
[transfer] indicates the mass transfer rate used in the run 
[outregion] indicates the region for which output is made - may be mobile (m) or 
immobile (i) 
[mack] indictes whether the run includes the presence of mackinawite (no identifier) or 




[dx] indicates a discretisation change (no identifier means ∆x = 0.25 m and ∆t = 0.025 
yr; dx2 means ∆x = 0.5 m and ∆t = 0.05 yr, dx4 means ∆x = 0.3 m and ∆t = 0.03 yr) 
[tol] indicates a run conducted with increased convergance tolerance for the element 
mole-balance equations 
 
B.7. CHAMP model 
This directory contains files for the simulations conducted in Chapter 9. 
 
B.7.1 Basecase 
This directory contains two files: one for the fast base case and one for the slow 
basecase model simulations. 
 
B.7.2 ProcessSignificance 
This directory contains the files for the process significance section of analysis.  
The runs for the “Influence of diffusive biomass transfer” section may be found in the 
Alpha directory, those for the “Influence of biomass transfer: free population” in the 
Transfer and Xf directory, those for the “Influence of initial cellulose particle size” in the 
Particle Size directory, and those for the “Influence of cellulose particle shape” in the 
Transfers directory. Table B.6 lists the individual filename within each directory and 













Alpha Fast α = 0 ParticHydrolProbab10bc-fast-
new3a0 
 Fast α = 0.8 ParticHydrolProbab10bc-fast-
new3a08 
 Slow α = 0 ParticHydrolProbab10bc-slow-
new3a0 




Fast φi = 42 µm ParticHydrolProbab10bc-fast-new3-
bc 
 Fast φi = 64 µm ParticHydrolProbab10bc-fast-new3-
big 
 Fast φi = 20 µm ParticHydrolProbab10bc-fast-new3-
small 
 Slow φi = 42 µm ParticHydrolProbab10bc-slow-
new3-bc 
 Slow φi = 64 µm ParticHydrolProbab10bc-slow-
new3-big 





































This directory contains the files for the sensitivity study. All parameters were varied 
(increased) by both 1 and 10%, and this was done for both the slow and fast base cases. 
This directory therefore contains four more directories, each for (i) either a fast or slow 
case and (ii) either a 1% or 10% parameter value change. Each of these four directories 
contains the files listed in Table B.7, each of which varies the value of a single 
parameter. 
 















This directory contains the files for the dimensionless parameter analysis results 
presented in Section 9.6. Table x lists the files and corresponding adjustments made to 





Table B.8. List of files for sensitivity to variables α and V. 
Filename Db (s-1) α/V V (s-1) α (s-1) Db (s-1) Df (s-1) 
a1 1.70E-10 0.00E+00 3.08E-09 0.00E+00 1.70E-10 1.88E-10 
2 1.70E-10 1.00E-01 3.08E-09 3.08E-10 1.70E-10 1.88E-10 
3 1.70E-10 2.00E-01 3.08E-09 6.16E-10 1.70E-10 1.88E-10 
4 1.70E-10 3.00E-01 3.08E-09 9.24E-10 1.70E-10 1.88E-10 
5 1.70E-10 4.00E-01 3.08E-09 1.23E-09 1.70E-10 1.88E-10 
6 1.70E-10 5.00E-01 3.08E-09 1.54E-09 1.70E-10 1.88E-10 
7 1.70E-10 6.00E-01 3.08E-09 1.85E-09 1.70E-10 1.88E-10 
8 1.70E-10 7.00E-01 3.08E-09 2.16E-09 1.70E-10 1.88E-10 
9 1.70E-10 8.00E-01 3.08E-09 2.46E-09 1.70E-10 1.88E-10 
10 1.70E-10 9.00E-01 3.08E-09 2.77E-09 1.70E-10 1.88E-10 
11 1.70E-10 1.00E+00 3.08E-09 3.08E-09 1.70E-10 1.88E-10 
12 1.70E-11 0.00E+00 3.08E-09 0.00E+00 1.70E-11 1.88E-11 
13 1.70E-11 1.00E-01 3.08E-09 3.08E-10 1.70E-11 1.88E-11 
14 1.70E-11 2.00E-01 3.08E-09 6.16E-10 1.70E-11 1.88E-11 
15 1.70E-11 3.00E-01 3.08E-09 9.24E-10 1.70E-11 1.88E-11 
16 1.70E-11 4.00E-01 3.08E-09 1.23E-09 1.70E-11 1.88E-11 
17 1.70E-11 5.00E-01 3.08E-09 1.54E-09 1.70E-11 1.88E-11 
18 1.70E-11 6.00E-01 3.08E-09 1.85E-09 1.70E-11 1.88E-11 
19 1.70E-11 7.00E-01 3.08E-09 2.16E-09 1.70E-11 1.88E-11 
20 1.70E-11 8.00E-01 3.08E-09 2.46E-09 1.70E-11 1.88E-11 
21 1.70E-11 9.00E-01 3.08E-09 2.77E-09 1.70E-11 1.88E-11 
22 1.70E-11 1.00E+00 3.08E-09 3.08E-09 1.70E-11 1.88E-11 
b1 1.70E-10 0.00E+00 3.08E-08 0.00E+00 1.70E-09 1.88E-10 
2 1.70E-10 1.00E-01 3.08E-08 3.08E-09 1.70E-09 1.88E-10 
3 1.70E-10 2.00E-01 3.08E-08 6.16E-09 1.70E-09 1.88E-10 
4 1.70E-10 3.00E-01 3.08E-08 9.24E-09 1.70E-09 1.88E-10 
5 1.70E-10 4.00E-01 3.08E-08 1.23E-08 1.70E-09 1.88E-10 
6 1.70E-10 5.00E-01 3.08E-08 1.54E-08 1.70E-09 1.88E-10 
7 1.70E-10 6.00E-01 3.08E-08 1.85E-08 1.70E-09 1.88E-10 
8 1.70E-10 7.00E-01 3.08E-08 2.16E-08 1.70E-09 1.88E-10 
9 1.70E-10 8.00E-01 3.08E-08 2.46E-08 1.70E-09 1.88E-10 
10 1.70E-10 9.00E-01 3.08E-08 2.77E-08 1.70E-09 1.88E-10 
11 1.70E-10 1.00E+00 3.08E-08 3.08E-08 1.70E-09 1.88E-10 
12 1.70E-11 0.00E+00 3.08E-08 0.00E+00 1.70E-10 1.88E-11 
13 1.70E-11 1.00E-01 3.08E-08 3.08E-09 1.70E-10 1.88E-11 
14 1.70E-11 2.00E-01 3.08E-08 6.16E-09 1.70E-10 1.88E-11 
15 1.70E-11 3.00E-01 3.08E-08 9.24E-09 1.70E-10 1.88E-11 
16 1.70E-11 4.00E-01 3.08E-08 1.23E-08 1.70E-10 1.88E-11 
17 1.70E-11 5.00E-01 3.08E-08 1.54E-08 1.70E-10 1.88E-11 
18 1.70E-11 6.00E-01 3.08E-08 1.85E-08 1.70E-10 1.88E-11 
19 1.70E-11 7.00E-01 3.08E-08 2.16E-08 1.70E-10 1.88E-11 
20 1.70E-11 8.00E-01 3.08E-08 2.46E-08 1.70E-10 1.88E-11 
21 1.70E-11 9.00E-01 3.08E-08 2.77E-08 1.70E-10 1.88E-11 
22 1.70E-11 1.00E+00 3.08E-08 3.08E-08 1.70E-10 1.88E-11 
c1 1.70E-10 1.00E-07 3.08E-09 3.08E-16 1.70E-10 1.88E-10 




Filename Db (s-1) α/V V (s-1) α (s-1) Db (s-1) Df (s-1) 
3 1.70E-10 1.00E-05 3.08E-09 3.08E-14 1.70E-10 1.88E-10 
4 1.70E-10 1.00E-04 3.08E-09 3.08E-13 1.70E-10 1.88E-10 
5 1.70E-10 1.00E-03 3.08E-09 3.08E-12 1.70E-10 1.88E-10 
6 1.70E-10 1.00E-02 3.08E-09 3.08E-11 1.70E-10 1.88E-10 
7 1.70E-10 1.00E-01 3.08E-09 3.08E-10 1.70E-10 1.88E-10 
8 1.70E-10 1.00E+00 3.08E-09 3.08E-09 1.70E-10 1.88E-10 
9 1.70E-11 1.00E-07 3.08E-09 3.08E-16 1.70E-11 1.88E-11 
10 1.70E-11 1.00E-06 3.08E-09 3.08E-15 1.70E-11 1.88E-11 
11 1.70E-11 1.00E-05 3.08E-09 3.08E-14 1.70E-11 1.88E-11 
12 1.70E-11 1.00E-04 3.08E-09 3.08E-13 1.70E-11 1.88E-11 
13 1.70E-11 1.00E-03 3.08E-09 3.08E-12 1.70E-11 1.88E-11 
14 1.70E-11 1.00E-02 3.08E-09 3.08E-11 1.70E-11 1.88E-11 
15 1.70E-11 1.00E-01 3.08E-09 3.08E-10 1.70E-11 1.88E-11 
16 1.70E-11 1.00E+00 3.08E-09 3.08E-09 1.70E-11 1.88E-11 
d1 1.70E-10 1.00E-07 3.08E-08 3.08E-15 1.70E-09 1.88E-09 
2 1.70E-10 1.00E-06 3.08E-08 3.08E-14 1.70E-09 1.88E-09 
3 1.70E-10 1.00E-05 3.08E-08 3.08E-13 1.70E-09 1.88E-09 
4 1.70E-10 1.00E-04 3.08E-08 3.08E-12 1.70E-09 1.88E-09 
5 1.70E-10 1.00E-03 3.08E-08 3.08E-11 1.70E-09 1.88E-09 
6 1.70E-10 1.00E-02 3.08E-08 3.08E-10 1.70E-09 1.88E-09 
7 1.70E-10 1.00E-01 3.08E-08 3.08E-09 1.70E-09 1.88E-09 
8 1.70E-10 1.00E+00 3.08E-08 3.08E-08 1.70E-09 1.88E-09 
9 1.70E-11 1.00E-07 3.08E-08 3.08E-15 1.70E-10 1.88E-10 
10 1.70E-11 1.00E-06 3.08E-08 3.08E-14 1.70E-10 1.88E-10 
11 1.70E-11 1.00E-05 3.08E-08 3.08E-13 1.70E-10 1.88E-10 
12 1.70E-11 1.00E-04 3.08E-08 3.08E-12 1.70E-10 1.88E-10 
13 1.70E-11 1.00E-03 3.08E-08 3.08E-11 1.70E-10 1.88E-10 
14 1.70E-11 1.00E-02 3.08E-08 3.08E-10 1.70E-10 1.88E-10 
15 1.70E-11 1.00E-01 3.08E-08 3.08E-09 1.70E-10 1.88E-10 
16 1.70E-11 1.00E+00 3.08E-08 3.08E-08 1.70E-10 1.88E-10 
 
 
