Abstract. Sufficient conditions are obtained for the existence and global exponential stability of periodic solution of high-order Cohen-Grossberg neural network with impulses by using Mawhin's continuation theorem of coincidence degree and by means of a method based differential inequality.
Introduction
The study of the existence of periodic solutions and almost periodic solutions of the nonautonomous neutral networks has received much attention, see, for instance, Refs [1] [2] [3] [4] [5] and references cited therein. Most widely studied and used neural networks can be classified as either continuous or discrete. Recently, there has been a somewhat new category of neural networks which is neither purely continuous-time nor purely discrete-time ones; these are called impulsive neural networks. This third category of neural networks display a combination of characteristics of both the continuous-time and discrete-time systems [6] [7] [8] [9] . In this paper, we will study the existence and exponential stability of periodic solution of high-order Cohen-Grossberg neural network with variable delays and impulses
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is the state of neuron i = 1, 2, · · · , n, and n is the number of neurons; C(t) = (c ij (t)) n×n and D(t) = (d i1j (t) + d i2j (t) + · · · d inj (t)) n×n are connection matrix functions, I(t) = (I 1 (t), I 2 (t), · · · , I n (t)) T : R + −→ R n is continuous periodic functions with period ω > 0, f (x) = (f 1 (x 1 ), f 2 (x 2 ), · · · , f n (x n )) is the activation function of the neurons. The delays 0 ≤ τ i (t) ≤ τ (i = 1, 2, · · · , n) are bounded function.
As usual in the theory of impulsive differential equations, at the points of discontinuity t k of the solution t −→ x i (t) we assume that x i (t k ) ≡ x i (t − k ). It is clear that the derivatives x ′ i (t k ), i = 1, 2, · · · , n, k = 1, 2, · · · do not exist. On the other hand, according to the first equality of (1.1) there exists the limits x i (t ∓ k ). According to the above convention, we assume x
The initial conditions of system (1.1) are of the form
Throughout this paper, we assume that 
For convenience, for i, j, s = 1, 2, · · · , n, we introduce the following notations:
The organization of this paper is as follows. In Section 2, we introduce some notations and definitions, and state some preliminary results needed in later sections. In Section 3, we study the existence of periodic solutions of system (1.1) by using the continuation theorem of coincidence degree proposed by Gains and Mawhin [15] . In Section 4, we shall derive sufficient conditions to ensure that the periodic solution of (1.1) is globally exponentially stable. In Section 5, an illustrate example is given to demonstrate the effectiveness of the obtained results.
Preliminaries
In this section, we shall introduce some notations and definitions, and state some preliminary results. Consider the impulsive system
. . , n is ω− periodic functions and t − τ i (t) −→ ∞ as t −→ ∞, i = 1, 2, . . . , n, and there exists a positive integer q such that
. . , t q }. As we know,{t k , k = 1, 2, · · · } are called points of jump.
is said to be a solution of system (2.1) on [0, ∞) satisfying the initial value condition Definition 2.2. The periodic solution x * of system (1.1) is said to be globally exponentially stable (GES), if there exists constants α > 0 and β > 0 such that
J. Liu for all t ≥ 0, where
Consider the nonimpulsive delay differential system
with initial conditions
Lemma 2.1 [6] . Assume (H 7 ) holds, then 
Now, we introduce Mawhin's continuation theorem [11] as follows.
Lemma 2.2 [10] . Let Ω ⊂ X be an open bounded set and let N : X −→ Y be a continuous operator which is L−compact on Ω. Assume
Definition 2.3. Let the n × n matrix A = (a ij ) n×n have nonpositive off-diagonal elements and all principal minors of A are positive, then A is said to be an M −matrix.
Lemma 2.3 [11] Let x(t) = (x 1 (t), x 2 (t), . . . , x n (t)) T be a solution of the differential inequality
where
Then there always exists constants λ > 0, r i > 0 (i = 1, 2, . . . , n) such that
x j (t 0 )e λ(t−t 0 ) .
Existence of periodic solutions
In this section, based on the Mawhin's continuation theorem, we shall study the existence of periodic solution of (1.1). For convenience, we introduce the following notations:
where y = (y 1 , y 2 , . . . , y n ) T is ω−periodic function, i = 1, 2, . . . , n. Our main result of this section is as follows.
hold, then the system (1.1) has at least one ω−periodic solution.
Proof. According to the discussion in Section 2, we need only to prove that non-impulsive delay differential system (2.2) has an ω−periodic solution. In order to use the continuous theorem of coincidence degree theory to establish the existence of solution of (2.2), we take
with the norm
then X and Z are Banach spaces. Set
Obviously KerL = {y|y ∈ X, y = h, h ∈ R n }, ImL = {x|x ∈ X,
So Im L is closed in Z, L is a Fredholm mapping of index zero. It is easy to show that P and Q are continuous projectors satisfying
Furthermore, through an easy computation, we can find that the inverse
Clearly, QN and K p (I − Q)N are continuous. Using the Arzela-Ascoli theorem, it is not difficult to show that QN (Ω), K p (I − Q)N (Ω) are relatively compact for any open bounded set Ω ⊂ X. Now we reach the position to search for an appropriate open, bounded subset Ω for the application of the continuation theorem. Corresponding to the operator equation L x = λN x, λ ∈ (0, 1), we have
Suppose that x(t) = (x 1 (t), x 2 (t), . . . , x n (t)) T ∈ X is a solution of system (3.1) for some λ ∈ (0, 1).
From conditions (H 2 ), (H 4 ) and (H 5 ), it follows that
Hence,
J. Liu i = 1, 2, . . . , n. Then, by (3.2), we have
Thus,
From (3.3), and since
On the other hand, from
Together with (3.2), we get
In view of (3.3), (3.4) and (3.5), we obtain
where K is a sufficiently large positive constant, clearly, A is independent of λ. Now, take Ω = {x ∈ X : x(t) < A}. It is obvious that Ω satisfies the requirement (a) in Lemma 2.2.
So, condition (b) of Lemma 2.2 is also satisfied. We now know that ω satisfies all the requirements in Lemma 2.2. Therefore, (2.2) has at least one ω−periodic solution. As a sequence system (1.1) has at least one ω−periodic solution. The proof is complete. 2
Global exponential stability of the periodic solution
Suppose that x * = (x * 1 , x * 2 , . . . , x * n ) T is a periodic solution of system (1.1). In this section, we will use a technique of differential inequality to study the exponential stability of this periodic solution.
Then the ω−periodic solution of system (1.1) is globally exponentially stable.
Proof. According to Theorem 3.1, we know that (1.1) has an ω−periodic solution
is an arbitrary solution of (1.1).
Let y(t) = x(t) − x * , then (1.1) can be written as
. . , n. Due to the assumption of Lemma 2.1, we consider the following nonimpulsive delay differential system
(1 − γ jk )u j (t − τ j (t)) , i = 1, 2, . . . , n.
Let z i (t) = |u i (t)|, then the upper right derivative D + z i (t) along the solutions of system (4.2) is as follows:
That is
where = αr i φ − x * e −µt , i = 1, 2, . . . , n.
From Definition 2.2, the ω−periodic solution x * = (x * 1 , x * 2 , . . . , x * n ) T of system (1.1) is globally exponentially stable.
An illustrative example
In this section, we give an example to illustrate the effectiveness of our results. Consider the following Conhen-Grossberg type neural network model with delays and impulses 
