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Nonlinear oscillation problems are important issues in engi-
neering, physical science, applied mathematics, mechanical
structures, nonlinear circuits, chemical oscillation and in many
real world applications. Nonlinear vibrations of oscillation
systems are modeled by nonlinear differential equations. It is
more difficult to get exact solution of these nonlinear prob-
lems; furthermore, this solution is time consuming. That is
why, many researchers tried to find approximate solutions
using various analytical techniques. One of the mostly used
techniques is perturbation methods [1–6] where the nonlinear
response is small. But there are many shortcomings of these
methods: they are not applied for strongly nonlinear problems.
To overcome these shortcomings, many asymptotic and ana-
lytical techniques [7–14] have been developed to solve strongly
nonlinear oscillators. Recently, there are many numerical
methods [15–22] studied to solve differential equations. The
harmonic balance method (HBM) [23–37] is another techniquefor determining the solutions of strongly nonlinear systems.
When HBM is formulated, a set of difficult nonlinear complex
algebraic equations appears. In the article [31], Alal et al.
solved such nonlinear algebraic equations easily. Many scien-
tists used different analytical techniques to solve nonlinear
oscillator systems with an irrational force [23,29] and with a
rational form for the potential energy [38,39]. Many of them
used HBM [5,23,33–36] to solve these types of nonlinear oscil-
lators. Fesanghary et al. [40] obtained a new analytical approx-
imation of Duffing-harmonic oscillator by variational iterative
method (VIM); but the solution contains many harmonic
terms. Recently, Ghadimi and Kaliji [37] and Joubari et al.
[41] used Newton harmonic balance method (NHBM) to solve
same nonlinear oscillator. Furthermore, Belendez [42]deter-
mined approximate solutions of a nonlinear oscillator typed
as a mass attached to a stretched elastic wire by homotopy per-
turbation method. It has already been mentioned that HBM
appears a set of algebraic equations with complex nonlineari-
ties and it is very difficult to analytically solve these sets of
algebraic equations. On the other hand, it is very laborious
procedure to obtain higher-order approximations of these non-
linear oscillators using those methods obtained by [5,23,33,43].
Nomenclature
a0; a1; a2; a3; a4; b0; b1; b2; b3; b4 constant coefficients
m mass
k coefficient of stiffness
k constant parameter
A amplitude of oscillation
x angular frequency
t time
u; v coefficients of harmonic terms
KðmÞ complete elliptic integrals of the first kind
EðmÞ complete elliptic integrals of the second kind
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to easily solve these sets of algebraic equation with complex
nonlinearities and also we have obtained the approximate
frequency as well as periodic solution of strongly nonlinear
oscillators. The solution is valid for whole domain of oscilla-
tion amplitude values. The significance of this present method
is its simplicity, which not only provides a few harmonic terms,
but also gives more accurate measurement than any other
existing solutions.
2. Problem formulation
Consider the motion of a particle attached to the center of a
stretched elastic wire [23,29,32] which is of mass and coefficient
of stiffness of elastic wire equal to m, k respectively. The length
of the elastic wire when no force is applied to it is 2a. We also
consider that the movement of the particle is one-dimensional
and it is constrained to move only in the horizontal
x-direction.
As shown in Fig. 1, the ends of the wire are fixed a distance
2d apart. The length d can be longer or equal to a. If d ¼ a, the
wire is not stretched for x ¼ 0, and there is no tension in each
part of it. However, if d > a, the wire is stretched for x ¼ 0,
and the tension in each part of the wire is k ¼ ðd aÞ. The
equation of motion is given by the following nonlinear differ-
ential equation [44]:
m
d2x
dt2
þ 2kx 2kaxﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 þ x2
p ¼ 0: ð1ÞFigure 1 Geometry of the problem.Defining x! x ¼ x
d
and t! t ¼
ﬃﬃﬃ
2k
m
q
t, k ¼ a
d
, Eq. (1) is
reduced to the following non-dimensional equation:
€xþ x kxﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ x2p ¼ 0; ð2Þ
where overdots denote differentiation with respect to time t
and 0 < k 6 1.
The initial conditions are
xð0Þ ¼ A; _xð0Þ ¼ 0; ð3Þ
where A denotes the maximum amplitude.
For large x, and for 0 < k 6 1, the approximates of Eq. (2)
are a linear harmonic oscillator
€xþ x ﬃ 0 for x 1 and 0 < k 6 1: ð4Þ
So, for the large values A, we have the approximate
frequency x  1.
On the other hand, for small x, and for 0 < k < 1, the
approximates of Eq. (2) are also a linear oscillator
€xþ ð1 kÞx ﬃ 0 x 1 and 0 < k < 1: ð5Þ
Again, for the small values A, we have the approximate
frequency x  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 kp .
However, for small values x, and for k ¼ 1, Eq. (2) approx-
imates that of a truly nonlinear cubic oscillator
€xþ x3=2 ﬃ 0 for x 1 and k ¼ 1 ð6Þ
and x  0:59907 A that are obtained in [13], which tends to
zero when A decreases.
Consequently the angular frequency x increases fromﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 kp to 1 as the initial value xð0Þ ¼ A increases.
3. Solution method
Let us consider the approximate periodic solution of Eq. (2)
which is of the form [31] of
xðtÞ¼Aðð1u vÞcosuþucos3uþ vcos5uþÞ; ð7Þ
where u ¼ xðAÞt and x is an unknown angular frequency.
Applying the first order harmonic balance method on
strongly nonlinear oscillator, Mickens [23] obtained only first
approximate solution. But for determining the higher-order
approximations, a set of complex nonlinear algebraic equa-
tions were used when HBM applied and it is very difficult to
solve these complex nonlinear equations analytically. On the
other hand, some authors [35,37,40,41] obtained second-
order approximate solution by HBM. Another author,
Fesanghary et al. [40] obtained higher-order approximate solu-
tions containing up to nine harmonic terms.
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equations easily; even, it is appropriate for determining the
higher-order approximate solution (containing up to three
harmonic terms).
A second-order approximate periodic solution of Eq. (2) is
given by
xðtÞ ¼ Aðð1 uÞ cosuþ u cos 3uÞ: ð8Þ
Utilizing Eq. (8) into Eq. (2), we obtain the following
Fourier series expansions:
€xþ x kxﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ x2p ¼ c1 cosuþ c3 cos 3uþ    ; ð9Þ
where
c1¼a0x2Aþða1þx2AÞuþa2u2þOðu3Þ;
c3¼a3þða49x2AÞuþOðu2Þ;
a0¼A 4kpA ½EðA2ÞþKðA2Þ;
a1¼A 16kpA3 ½2EðA2Þþð2þA2ÞKðA2Þ;
a2¼ 96k5pA5 ½ð16þ11A2þA4ÞEðA2Þ8ð2þ3A2þA4ÞKðA2Þ;
a3¼ 4k3pA3 ½ð8þA2ÞEðA2Þð8þ5A2ÞKðA2Þ;
a4¼Aþ 16k3pA5 ½2ð16þ11A216ÞEðA2ÞA2ð38þ9A2ÞKðA2Þ;
Herein, KðmÞ and EðmÞ are the complete elliptic integrals of
the first and second kind, respectively, defined as follows [45]:
KðmÞ ¼
Z p=2
0
dhﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1m cos2 h
p ; ð10Þ
EðmÞ ¼
Z p=2
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1m cos2 h
p
dh: ð11Þ
Substituting Eq. (9) into Eq. (2) and then equating the
coefficients of the terms cosu and cos 3u equal to zeros,
respectively, we obtain
a0  x2Aþ ða1 þ x2AÞuþ a2u2 þOðu3Þ ¼ 0; ð12Þ
a3 þ ða4  9x2AÞuþOðu2Þ ¼ 0: ð13Þ
For the first approximate frequency, we take u ¼ 0. Then
Eq. (12) becomes
a0  x2A ¼ 0: ð14Þ
Solving Eq. (14) for x, we obtain
x ¼ x1ðAÞ ¼
ﬃﬃﬃﬃ
a0
A
r
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 4k
p
½EðA2Þ þ KðA2Þ
r
ð15Þ
Neglecting the third term from Eq. (12) and second term
from Eq. (13) and higher order terms of u from both
Eqs. (12) and (13), we obtain the following results:
a0  x2Aþ ða1 þ x2AÞuþ a2u2 ¼ 0; ð16Þ
a3 þ ða4  9x2AÞu ¼ 0: ð17Þ
Eliminating x from Eqs. (16) and (17), we obtain
a3Aþ ð9a0Aþ a3A a4AÞuþ ð9a1Aþ b1AÞu2 þ    ¼ 0:
ð18Þ
Neglecting third and higher order terms of u from Eq. (18)
and then solving, we obtain
uðAÞ¼
9a0a3þa4þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð9a0þa3a4Þ2þ4b0ð9a1þa4Þ
q
2ð9a1þa4Þ ð19ÞSolving Eq. (19) for x, we obtain the second approximate
frequency which is given by
x ¼ x2ðAÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a0 þ a1uþ a2u2
A Au
r
; ð20Þ
Therefore, the second approximate periodic solution of
Eq. (2) is given by
xðtÞ ¼ Aðð1 uÞ cosxtþ u cos 3xtÞ; ð21Þ
where u and x respectively, are given by Eqs. (19) and (20).
In a similar way, the solution of Eq. (2) to higher order
approximations is for more accurate results. The first approx-
imate frequency (Eq. (15) was also obtained in [32,46,47]. The
first approximate frequency (Eq. (15)) is also the same as the
second approximate frequency that is obtained by [43].
4. Results and discussions
Based on a modified harmonic balance method [31], a simple
analytical approach has been presented to investigate strongly
nonlinear oscillators. Earlier, Ganji et al. [48] studied such a
nonlinear oscillator typed as mass attached to a stretched elas-
tic wire (Section 2, Eq. (2)) by He’s energy balance method
(HEBM). Recently, some authors [49–51] have also studied
the same nonlinear oscillator. The solution obtained in [51] is
similar to that obtained by energy balance method [48]. Some
authors [52–54] have determined the approximate frequency
and periodic solution of similar typed of such nonlinear oscil-
lator named as Duffing-harmonic oscillator.
To check the accuracy of the present method, we have
calculated the second approximate frequency (by Eq. (20)) of
Eq. (2) with several amplitudes of oscillation (for different
values of k) and compared with numerical solution together
with other existing solutions (those solutions obtained by
[23,48–50]). All the results are presented in Tables 1–3. The
results of these tables show that the approximate frequencies
(concern by this paper) provide better result than those
obtained in [23,48–50].
Though the method is illustrated by strongly nonlinear
oscillator typed as a mass attached to a stretched elastic wire,
it is also valid for similar strongly nonlinear oscillators such as
Duffing-harmonic oscillator and Relativistic harmonic
oscillator.
We may consider the Duffing-harmonic oscillator [33,38,39]
as follows:
€xþ x
3
1þ x2 ¼ 0; xð0Þ ¼ A; _xð0Þ ¼ 0: ð22Þ
Some authors [33,35,37,40,41] rewrote Eq. (1) in the follow-
ing form:
ð1þ x2Þ€xþ x3 ¼ 0 ð23Þ
and then obtained the approximation from this Eq. (23).
In this paper, we may write Eq. (22) in the following form
of
€xþ x x
1þ x2 ¼ 0; ð24Þ
and a second-order approximate periodic solution
xðtÞ ¼ Aðð1 uÞ cosuþ u cos 3uÞ; ð25Þ
Table 1 Comparison of the approximate frequencies obtained by the present method (Eq. (20)) with the exact frequency xe and other
existing frequencies that are obtained by [23,48–50] for k ¼ 0:5.
A xe Mick. [23] Ganji et al. [48] Zhao [49] Akbarzade and Far. [50] Present study
0.01 0.707120 0.707116 0.707120 0.866037 0.707121 0.707120
0.1 0.708423 0.707987 0.708424 0.867170 0.708431 0.708423
0.2 0.712259 0.710582 0.712271 0.870489 0.712390 0.712259
0.4 0.726126 0.720330 0.726271 0.882252 0.728011 0.726125
0.6 0.745140 0.734651 0.745683 0.897720 0.753326 0.745143
0.8 0.765907 0.751536 0.767072 0.913595 0.769064 0.765896
1 0.786171 0.769254 0.788075 0.927961 0.790009 0.786150
2 0.860447 0.843401 0.864865 0.969782 0.864890 0.860386
3 0.899904 0.887017 0.904671 0.984638 0.903592 0.899845
4 0.922727 0.912871 0.927153 0.990901 0.925721 0.922680
5 0.937317 0.929471 0.941285 0.994030 0.939793 0.937281
10 0.968102 0.964358 0.970480 0.998456 0.969373 0.968091
100 0.996812 0.996459 0.997067 0.999984 0.996934 0.996812
500 0.999363 0.999293 0.999414 0.999999 0.999387 0.999363
1000 0.999682 0.999646 0.999707 0.999999 0.999694 0.999682
Table 2 Comparison of the approximate frequencies obtained by the present method (Eq. (20)) with the exact frequency xe and other
existing frequencies that are obtained by [23,48–50] for k ¼ 0:75.
A xe Mick. [23] Ganji et al. [48] Zhao [49] Akbarzade and Far. [50] Present study
0.01 0.500028 0.500019 0.500028 0.661472 0.500030 0.500028
0.1 0.502786 0.501865 0.502788 0.664804 0.502805 0.502786
0.2 0.510841 0.507336 0.510876 0.674494 0.511126 0.510840
0.4 0.539214 0.527553 0.539633 0.708046 0.543139 0.539212
0.6 0.576587 0.556389 0.577983 0.750517 0.592663 0.576578
0.8 0.615781 0.589244 0.618545 0.792449 0.655744 0.615753
1 0.652771 0.622597 0.656958 0.829156 0.660432 0.652715
2 0.780662 0.752986 0.788662 0.930630 0.788702 0.780510
3 0.844964 0.824742 0.853020 0.965092 0.851304 0.844823
4 0.881255 0.866025 0.888492 0.979408 0.886250 0.881145
5 0.904141 0.892119 0.910509 0.986516 0.908195 0.904059
10 0.951696 0.946033 0.955378 0.996522 0.95369 0.951669
100 0.995214 0.994683 0.995597 0.999965 0.995398 0.995213
500 0.999045 0.998939 0.999121 0.999999 0.999081 0.999045
1000 0.999522 0.999470 0.999561 0.999999 0.999541 0.999522
Table 3 Comparison of the approximate frequencies obtained by the present method (Eq. (20)) with the exact frequency xe and other
existing frequencies that are obtained by [23,48–50] for k ¼ 0:95.
A xe Mick. [23] Ganji et al. [48] Zhao [49] Akbarzade and Far. [50] Present study
0.01 0.223686 0.223660 0.223686 0.312365 0.223692 0.223686
0.1 0.231367 0.228836 0.231391 0.323516 0.231436 0.231367
0.2 0.252549 0.243639 0.252836 0.354238 0.253476 0.252553
0.4 0.317642 0.293022 0.319674 0.447114 0.327109 0.317677
0.6 0.391035 0.354195 0.395577 0.547084 0.422197 0.391092
0.8 0.459947 0.416090 0.46686 0.634908 0.527257 0.459975
1 0.520335 0.473633 0.529168 0.706124 0.534618 0.520302
2 0.709629 0.671950 0.721931 0.886069 0.721987 0.709385
3 0.797913 0.771310 0.809330 0.943366 0.807038 0.797682
4 0.846399 0.826640 0.856307 0.966748 0.853359 0.846220
5 0.876561 0.861071 0.885117 0.978276 0.882101 0.876426
10 0.938333 0.931114 0.943122 0.994413 0.940956 0.938290
100 0.993933 0.993260 0.994420 0.999944 0.994167 0.993932
500 0.998790 0.998656 0.998886 0.999998 0.998836 0.998790
1000 0.999395 0.999328 0.999443 0.999999 0.999418 0.999395
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Table 4 Comparison of the approximate frequencies obtained by the present method (Eq. (30)) with the exact frequency xe and other
existing frequencies that are obtained by [33,35,37,52,54].
A xe Mick. [33] Tiw. et al. [52] Ozis and Yi. [54] Lim and Wu [35] Gh. and Ka. [37] Present study
0.01 0.008472 0.008660 0.008660 0.008660 0.008656 0.008478 0.008485
0.1 0.084389 0.086280 0.086244 0.086268 0.084256 0.084449 0.084520
0.2 0.166830 0.170664 0.170393 0.170575 0.166563 0.166964 0.167068
0.4 0.319403 0.327327 0.325513 0.326746 0.318863 0.319757 0.319725
0.6 0.449101 0.461084 0.456392 0.459648 0.448326 0.449777 0.449337
0.8 0.554068 0.569495 0.561440 0.567163 0.553140 0.555136 0.554134
1 0.636780 0.654654 0.643594 0.651641 0.635796 0.638285 0.636678
2 0.847626 0.866026 0.850651 0.862895 0.847021 0.850963 0.847309
3 0.919599 0.933257 0.920897 0.931207 0.919328 0.923295 0.919414
4 0.950856 0.960769 0.951481 0.959428 0.950730 0.954174 0.950760
5 0.966976 0.974355 0.967310 0.973431 0.966913 0.969779 0.966925
10 0.990916 0.993399 0.990954 0.993144 0.990912 0.992118 0.990912
100 0.999901 0.999933 0.999901 0.999931 0.999901 0.999920 0.999901
500 0.999996 0.999997 0.999996 0.999997 0.999996 0.999997 0.999996
1000 0.999999 0.999999 0.999999 0.999999 0.999999 0.999999 0.999999
Table 5 Comparison of the approximate solution obtained by
present method (Eq. (21)) with the corresponding numerical
solution obtained by fourth-order Runge–Kutta method and
other existing solutions that are obtained by [23,48,49] for
k ¼ 0:95; A ¼ 1.
t xnu
Erð%Þ
x½23
Erð%Þ
x½48
Erð%Þ
x½50
Erð%Þ
Present
solution
Erð%Þ
0.0 10.00000 10.00000 10.00000 10.00000 10.00000
0.000000 0.000000 0.000000 0.000000
0.25 0.989778 0.992998 0.991262 0.991082 0.989679
0.325325 0.149933 0.131747 0.010002
0.5 0.959530 0.972090 0.965201 0.964485 0.959172
1.308970 0.591019 0.516399 0.037309
0.75 0.910479 0.937568 0.922273 0.920685 0.909798
2.975250 1.295360 1.120950 0.074795
1.00 0.844540 0.889917 0.863227 0.860464 0.843592
5.372980 2.212680 1.885520 0.112250
1.25 0.764154 0.829803 0.789096 0.784894 0.763096
8.591070 3.264001 2.714110 0.138454
1.50 0.672064 0.758069 0.701175 0.695324 0.671098
12.79710 4.331580 3.460980 0.143736
1.75 0.571073 0.675718 0.601000 0.593351 0.570370
18.32430 5.240490 3.901080 0.123102
2.00 0.463801 0.583905 0.490323 0.480795 0.463441
25.89560 5.718400 3.664070 0.077619
xnu represents numerical solution obtained by fourth-order Runge–
Kutta method and Erð%Þ denotes the absolute percentage error.
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obtained as
b0  x2Aþ ðb1 þ x2AÞuþ b2u2 þ    ¼ 0; ð26Þ
b3 þ ðb4  9x2AÞuþ    ¼ 0: ð27Þ
where the coefficients are given by
b0¼A 2Aþ 2
A
ﬃﬃﬃﬃﬃﬃﬃﬃ
1þA2
p ; b1¼ 24A3 1A
2
6
A4
24
þ 3þ2A2
3
ﬃﬃﬃﬃﬃﬃﬃﬃ
1þA2
p
 
;
b3¼ 2A3 4þA2 4þ3A
2ﬃﬃﬃﬃﬃﬃﬃﬃ
1þA2
p
 
;
b2¼ 36A3 8þ8A2þA4
4ð2þ3A2þA4Þﬃﬃﬃﬃﬃﬃﬃﬃ
1þA2
p
 
;
b4¼ 8A5 20þ15A2þA4þA
6
8
 20þ25A2þ6A4ﬃﬃﬃﬃﬃﬃﬃﬃ
1þA2
p
 
:
The first and second approximate frequencies respectively,
are obtained by the similar process (discussed in Section 3)
as follows:
x ¼ x1ðAÞ ¼
ﬃﬃﬃﬃ
b0
A
r
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2
A2
þ 2
A2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ A2
p
s
; ð28Þ
x ¼ x2ðAÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b0 þ b1uþ b2u2
A Au
r
; ð29Þ
where u is given by the following equation:
uðAÞ ¼
9b0  b3 þ b4 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð9b0 þ b3  b4Þ2 þ 4b3ð9b1 þ b4Þ
q
2ð9b1 þ b4Þ :
ð30Þ
Therefore, the second approximate periodic solution of Eq.
(22) is given by
xðtÞ ¼ Aðð1 uÞ cosxtþ u cos 3xtÞ; ð31Þ
where u and x respectively, are given by Eqs. (30) and (29).
The first approximate frequency (Eq. (28)) was also
obtained in [23,33,55].
We have calculated the second approximate frequency
(by Eq. (29)) for Eq. (22) with several amplitudes of oscillation
and compared with numerical solution together with otherexisting solutions (those solutions obtained by [33,35,37,
52,54]). All the results are shown in Table 4. Table 4 indicates
that the approximate frequencies (concern by this paper) show
better results than those obtained in [33,35,37,52,54].
It has been already mentioned that when harmonic balance
method is applied for obtaining higher-order approximations,
a set of complex nonlinear algebraic equations appears and it
is very difficult to solve these equations analytically. In this
article, the higher-order approximate frequency and solution
(especially second-order) have been determined without any
complicity; thus, these are analytically solved easily (Eqs.
(19) and (20), (29) and (30)). Also, we have for Eq. (2)
Table 6 Comparison of the approximate solution obtained by the present method (Eq. (21)) with the numerical solution obtained by
fourth-order Runge–Kutta method and other existing solutions that are obtained by [23,48,49] for k ¼ 0:95; A ¼ 10.
t xnu x½23
Erð%Þ
x½48
Erð%Þ
x½50
Erð%Þ
Present solution
Erð%Þ
0.0 10.00000 10.00000 10.00000 10.00000 10.00000
0.000000 0.000000 0.000000 0.000000
0.25 9.718510 9.730290 9.723320 9.724590 9.714960
0.121212 0.049493 0.062561 0.036528
0.5 8.891522 8.935720 8.908602 8.913520 8.880770
0.497080 0.192093 0.247404 0.120924
0.75 7.570393 7.659130 7.600920 7.611470 7.556530
1.172160 0.403242 0.542601 0.183121
1.00 5.837117 5.969410 5.872640 5.890160 5.829890
2.266410 0.608571 0.908719 0.123811
1.25 3.799078 3.957680 3.819390 3.844400 3.805100
4.174750 0.534656 1.192970 0.158512
1.50 1.581589 1.732470 1.554800 1.586890 1.592690
9.539840 1.693800 0.335169 0.701889
1.75 0.691240 0.586197 0.795828 0.758037 0.696448
15.19630 15.13050 9.663360 0.753429
2.00 2.943400 2.873240 3.102420 3.061210 2.952170
2.383640 5.402600 4.002510 0.297955
2.25 5.067420 5.005300 5.237340 5.195760 5.063950
1.225870 3.353190 2.532650 0.068476
xnu represents numerical solution obtained by fourth-order Runge–Kutta method and Erð%Þ denotes the absolute percentage error.
Table 7 Comparison of the approximate solution obtained by the present method (Eq. (31)) with the corresponding numerical
solution obtained by fourth-order Runge–Kutta method and other existing solutions that are obtained by [33,35,37,52,54] for A ¼ 1.
t xnu
Erð%Þ
x½33
Erð%Þ
x½52
Erð%Þ
x½54
Erð%Þ
x½35
Erð%Þ
x½37
Erð%Þ
Present solution
Erð%Þ
0.0 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000
0.000000 0.000000 0.000000 0.000000 0.000000 0.000000
1.00 0.769619 0.793259 0.799944 0.795090 0.768248 0.770267 0.767660
3.071650 3.940260 3.309560 0.178140 0.084198 0.254521
2.00 0.258386 0.258519 0.279821 0.264335 0.260276 0.259395 0.258748
0.051473 8.295730 2.302370 0.731464 0.390501 0.140100
3.00 0.295020 0.383114 0.352262 0.374749 0.292570 0.302865 0.294854
29.86030 19.40280 27.02490 0.830452 2.659140 0.056267
4.00 0.797140 0.866336 0.843400 0.860254 0.792638 0.802269 0.794889
8.680530 5.803250 7.917560 0.564769 0.643425 0.282385
5.00 0.998900 0.991343 0.997085 0.993209 0.999122 0.998473 0.998903
0.756532 0.181700 0.569727 0.022224 0.042747 0.000303
6.00 0.740840 0.706448 0.751824 0.719126 0.742903 0.736545 0.739239
4.642300 1.482640 2.931000 0.278468 0.579747 0.216106
7.00 0.221680 0.129449 0.205749 0.150331 0.227897 0.215721 0.222538
41.60550 7.186490 32.18560 2.804490 2.688110 0.387044
8.00 0.331554 0.501075 0.422648 0.480073 0.324759 0.346074 0.330825
51.12920 27.47490 44.79480 2.049440 4.379380 0.219874
9.00 0.823290 0.924413 0.881939 0.913733 0.816000 0.832390 0.820825
12.28280 7.123740 10.98560 0.885472 1.105320 0.299408
10.0 0.995592 0.965523 0.988355 0.972926 0.996493 0.993903 0.995618
3.020210 0.726904 2.276640 0.090499 0.169648 0.002612
xnu represents numerical solution obtained by fourth-order Runge–Kutta method and Erð%Þ denotes the absolute percentage error.
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A!0
uðAÞ ¼ 0; lim
A!0
x2ðAÞ
xeðAÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 kpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 kp ¼ 1 for 0< k< 1; and ð32Þ
lim
A!1
uðAÞ ¼ 0; lim
A!1
x2ðAÞ
xeðAÞ ¼ 1 for 0< k6 1: ð33Þ
For k ¼ 1 and small values of the oscillation of amplitude,
A, we can obtain
xeðAÞ  pA
4Kð1Þ  0:599070Aþ   ; x2ðAÞ  0:600031Aþ   :
ð34Þ
From Eq. (34), it follows that (k ¼ 1)
lim
A!0
x2ðAÞ
xeðAÞ ¼
0:600031
0:599070
¼ 1:0016: ð35Þ
Again, we have for Eq. (22)
lim
A!1
x2ðAÞ
xeðAÞ ¼ 1; ð36Þ
lim
A!0
x2ðAÞ
xeðAÞ ¼
3
ﬃﬃﬃ
2
p
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
469þ 3 ﬃﬃﬃﬃﬃﬃﬃ421p
17 77þ ﬃﬃﬃﬃﬃﬃﬃ421p 
s Z p=2
0
dtﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ sin2 t
p ¼ 1:0016: ð37Þ
Eqs. (32)–(37) illustrate nicely agreement of approximate
frequency x2 with the corresponding exact frequency xe for
small as well as large values of oscillation amplitude A.
Furthermore, we have determined the approximate solution
of Eq. (2) by the present method and other existing solutions
obtained in [23,48–50] and all results with corresponding
numerical solutions obtained by fourth-order Runge–Kutta
method have been presented in Tables 5 and 6. Moreover,
we have determined the approximate solution of Eq. (22) by
present method and other existing solutions obtained in
[33,35,37,52,54] and all results with corresponding numerical
solutions have been presented in Table 7.
Seeing all Tables 1–7, we observe that the present method
shows a good coincidence with the corresponding numerical
results for small as well as large values of amplitude and also
gives better results than other existing results. The method is
shown that it is very ingenuous and effective procedure for
solving strongly nonlinear oscillators.
5. Conclusion
A new analytical approach of HBM has been used to
determine the approximate frequencies and the approximate
periodic solutions of strongly nonlinear oscillators. The results
are nicely in agreement with the corresponding numerical
results for both small and large values of amplitude and also
shown that the results are better than those obtained by other
existing articles. The method is proved that it is to be a
powerful mathematical tool for solving nonlinear oscillators
without any complicity.
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