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ABSTRACT 
The Bartels-Golub and Fletcher-Matthews methods are highly useful in iterative 
algorithms for constrained optimization calculations. We ask whether large error 
growth can occur if unfavorable conditions persist for several iterations. Pathological 
examples show serious loss of accuracy, which is worse for the Fletcher-Matthews 
algorithm. However, the calculations that may have large errors are less easy to 
recognize automatically if the Bartels-Golub algorithm is preferred. Some numerical 
results confirm the growth of errors, but they are atypical of ordinary calculations. 
1. INTRODUCTION 
In linear programming, and in many other constrained optimization 
calculations, the total work of an iterative algorithm is often dominated by 
the solution of many systems of linear equations. If “active set strategies” are 
employed to decide which inequality constraints to treat as equations on each 
iteration, then useful relations exist between the matrices of successive 
iterations. Letting k be the iteration number, we consider the frequently 
occurring case when the solution of the n x n system of linear equations 
A(k), = j,(k) (1.1) 
is required, where, for each k > 1, n - 1 columns of tik) are also columns of 
tik+ ‘). This structure allows several factorizations of dk+ ‘) to be obtained 
from factorizations of dk) in 0(n2) computer operations, where each factor- 
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ization has the property that, after calculating it, the solution of the system 
(1.1) can be completed in 0( n2) computer operations. For example, one may 
work with LU factorizations of the matrices { Ack); k = 1,2,3,. . . }, but this 
approach is unsuitable in general, because catastrophic failures can be caused 
by zero or very small pivots. 
However, the extensions to LU factorizations that are proposed by 
Bartels [l] and by Fletcher and Matthews [2] are both highly useful. They 
avoid zero pivots, they allow bounds on the loss of accuracy due to computer 
rounding errors, and they seem to be very successful in practice. Both 
references include some error analysis, comparing the matrix Ack) with the 
matrix one would obtain if one formed the product of the computed factors 
in exact arithmetic. Large errors may arise if there is much cancellation in the 
multiplication of the factors. 
We use the term “iteration” for the calculation of the factors of Ack+‘) 
from the factors of Ack). A single iteration of the algorithm of Bartels 
and Golub cannot magnify much the cancellation in the product of the 
factors [l], but serious growth can occur in one iteration of the other method 
if a certain lower triangular matrix has large off-diagonal elements [2], which 
might be caused by a sequence of earlier iterations. In both methods, 
therefore, many significant figures are lost only if the terms of several 
iterations combine in an unfortunate way. We ask whether such behavior is 
possible, and we find some pathological examples showing that serious loss of 
accuracy can occur in both algorithms. 
These pathological examples are not unlike the worst growth of matrix 
elements that can happen if one uses Gaussian elimination with column 
pivoting to solve an n x n linear system of equations. It is known that a 
growth factor of 2”-l is possible [3], but it is very unlikely to happen in 
practice, and it would be easy to detect from the numbers that are computed. 
Our examples, however, are more disturbing for two reasons. Specifically, for 
the Fletcher-Matthews algorithm the growth can be far greater than 2”, and 
for the Bartels-Golub algorithm the computed numbers may fail to show 
when serious loss of accuracy can occur. 
Versions of these algorithms that are relevant to our examples are 
described in Section 2. The examples are presented in Sections 3 and 4 for 
the Fletcher-Matthews and Bartels-Golub algorithms respectively. Some 
numerical experiments in difficult cases are reported in Section 5, and 
Section 6 gives a brief discussion of our results. 
2. THE ALGORITHMS 
In all our examples the first n - 1 columns of ACk+‘) are the last n - 1 
columns of Ack), the order of the columns being preserved. Therefore we 
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exclude from our algorithms some operations that would be needed in more 
general cases. To introduce these algorithms we suppose first that we wish to 
obtain the LU factorization of A ck+‘) from the LU factorization of Ack). We 
let L(‘)U(‘) be the factorization of A(‘), and we let {uy); j = 1,2,..., n} be 
the columns of UCi). 
To begin this calculation one forms the vector 
vw = (L(k)) -lac,k+9, (2.1) 
where a(,f+l) is the last column of Ack+i), in order to make use of the identity 
A(k+ 1) = L(k) ,&$’ Q . . . n UW c-w 
It is important to note that the second matrix on the right hand side, Hhk’ 
say, is upper Hessenberg. Therefore, provided that no zero pivots occur, 
there exist matrices { Elk); 2 = 1,2,. . . , n - l} such that, for I = 1,2,. . . , n - 1, 
the matrix 
jg,‘k) = Efk)HW 
l-1 (2.3) 
has zeros below the diagonal in its first 1 columns, and such that the effect of 
premultiplication by E f k, is to subtract a suitable multiple of the Zth row of 
Hfkj, from the (I + 1)th row of Hfk),. In other words, all the elements of Elk) 
are the same as the corresponding elements of the n x n unit matrix, except 
for (Elk)),+ l,l. Thus, not only is HA!?, upper triangular in the identity 
A(k+l)= (L’k’(E{k’) -l(E&‘)) -‘. . . (E;9l) -‘}fj;?,, (2.4) 
but also the product inside the braces is a lower triangular matrix. Therefore 
Equation (2.4) gives the LU factorization of Ack+r), and, because the 
structure of (Elk))-’ is the same as the structure of Elk), it provides a way of 
calculating the required factors in O(n2) computer operations. 
This technique fails if (Hjk\)l l , is zero [unless (Hjk)i)l+ i,[ is zero too], 
because one has to set the value 
(2.5) 
Further, serious loss of accuracy can occur if the modulus of this expression is 
large. Therefore the Bartels-Golub and Fletcher-Matthews algorithms both 
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allow an alternative choice of Elk) in Equation (2.3). Each alternative 
preserves the condition (Hfk))l+i [ = 0, but now four elements of Elk) are 
allowed to differ from the corresponding elements of the unit matrix, namely 
the terms of the submatrix 
Thus, if Hhk) is upper Hessenberg, then, for I = 1,2,. . . , n - 1, Hik) is still an 
upper Hessenberg matrix with zeros below the diagonal in its first I columns, 
but in general the matrix in the braces of Equation (2.4) is no longer lower 
triangular. It is, however, convenient to retain the notation Lck+‘) for this 
matrix. 
In both algorithms Uck) is upper triangular, and Ack) = J~(~)U(~), so 
Equation (2.2) is still valid, the matrix 
H&k’ = (,$’ ,$’ . . . UW ” V(k) 1 (2.7) 
is still upper Hessenberg, and we still calculate the factorization Ack+ ‘) = 
L(k+i)U(k+i) where U(k+i) = ~ik,, is upper triangular. It is important to 
note, however, that the loss of the triangularity of Lck) can prevent the 
calculation of the vector (2.1) in 0(n2) computer operations. 
In the Bartels-Golub algorithm, the alternative choice of J?fk) is the 
submatrix 
(2.8) 
and it is made if I(H{k)l)l+l,lI > j(Hfk)l)l,II. The normal choice 
(2.9) 
is preferred if I(Hfk),)l lI > I(H’k’ ) 1 
have IKHf% ZI = I(Hh,+l II. 
1 1+1,11, but in the examples of Section 4 we 
If this case would occur in exact arithmetic, 
then in practice the choice usually depends on the effects of computer 
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rounding errors, so we take the view that either choice is possible. Hence all 
the elements of every E, ck) have moduli that are at most one. 
In the Bartels-Golub algorithm the elements of the matrices { Gk+ l); 
k = 1,2,3,...} are not calculated explicitly, because, even if L(l) is lower 
triangular, all the matrices { Lck+r); k = 1,2,3,. . . } can be full, which loses the 
property that the equations LCk)vCk) = a’,“’ ‘) can be solved easily. Instead one 
preserves I,(‘) and the nontrivial elements of all the factors {Elk); I = 
1,2,..., n-l; k=1,2,3 ,... }, which all ows the equations to be solved in 
0( n2) operations, provided that k is bounded above by a small multiple of n. 
When k becomes too large, the LU factorization (with pivoting) of Ack) is 
calculated ab initio and k is reset to 1, which requires 0(n3) operations, but 
the average work per iteration remains of order n2. Here, and throughout this 
paper, it is assumed that no use is made of any sparsity in Ack). 
The main purpose of the algorithm of Fletcher and Matthews is to replace 
the matrix (2.8) by a suitable alternative choice of fifk) that allows L(k)v(k) = 
a(:’ ‘) to be solved easily when all the matrices { Lck); k = 1,2,3,. . . } are 
calculated explicitly. This property is achieved by arranging that each Lck) 
has the form 
(2.10) 
where Pck) is an n X n permutation matrix and Z(k) is an n X n lower 
triangular matrix whose diagonal elements are all 1. To ensure that this 
condition is inherited by Lck+ r), 
n - 1 we require if”) 
we define Lbk’ = Lck), and for 1= 1,2,. . . , 
to be such that the matrix Ljk) = L$?l( Efk))- ’ can also 
be expressed as the product 
L’,k’ = p,Wi\k) (2.11) 
of a permutation and a unit lower triangular matrix. Therefore Pdk) = Pck) 
and Lb”) = iCk) in order that Equation (2.11) is satisfied when 1 = 0, and we 
note that Ptk+‘) = Pik)l and fCk+‘) = i’,“1 1. 
The normal choice (2.9) is often used in the Fletcher-Matthews algorithm 
and then we see that we may set Plk’ = PI’_“\ and L\‘,“’ = Lf?‘,(Efk))-‘. The 
alternative is to let El”) be the submatrix 
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where Bfk) is the number 
elk’= (wl)l+l,I +(irk’l),+1,,(Hf”,)L,1. (2.13) 
It is straightforward to verify that the elements of J$“’ are such that 
(Hf k’) 1+1,1 = 0, and such that Ljk) = L\k’l(Efk))-’ has the required form. 
Specifically one finds the matrices 
Pik) = Pl(k)lPI and e{k) = Plej?i( Efk)) -l, (2.14) 
where Pl is the permutation matrix that forms Lik’ by exchanging the Zth 
and (2 + 1)th rows of ijk’l(Ejk))-l. 
Of course Eik) is set to the unit matrix whenever (Hfk)l)l+l,l = 0. 
Otherwise the choice between the submatrices (2.9) and (2.12) depends on 
the sign of the number 
(2.15) 
The normal choice (2.9) is always made if pik) > 0, while the alternative 
choice is preferred if Ak) < 0. Again we suppose that either choice is 
acceptable in the borderline case, which is now plk) = 0. These rules imply 
that the moduli of the elements of Elk) and (Ef k)) - ’ are bounded above by 
the expression 
ma++ 1(~J~l)l+l,ll~2l(~~~1)1+1.1/] * (2.16) 
3. A PATHOLOGICAL EXAMPLE FOR THE FLETCHER-MATTHEWS 
ALGORITHM 
In the example of this section I,(‘) is the n x ta matrix 
’ 1 0 
-1 * 
LO’ = . . . 
-1 . . . -1 1 
I\ 
3 (3.1) 
I 
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and, for all values of 1 and k such that k + 1~ n, l?f”’ has the form 
I 
wA+,,l 1 \ 
j+j”) = 
2 
\ 
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(3.2) 
We will find that these choices take up all the freedom that is relevant to the 
main conclusion of this section, which is that very severe loss of accuracy can 
be caused by the magnitudes of the elements of the matrices {(L(k)))‘; 
k=12 > >‘**, n - 2}. It will be shown that the Fletcher-Matthews algorithm 
allows the choice (3.2) for k + Z< n, and of course more information will be 
given on the numbers that occur. 
The expressions (2.12) and (3.2) are the same if and only if we have the 
relations 
and 
In this case (Hfk)l)l,l is also nonzero, and the number (2.15) has the value 
Therefore the required submatrices (3.2) can be used if the conditions (3.3), 
(3.4) and 
hold for all k + 1 Q n. 
We take the view that the submatrix (3.2) is chosen for all I + k < n, in 
order to verify that these conditions can be satisfied. First, by using induction 
on k, we extend a remarkable result that is given in [2]. The extension is that, 
for 1 G k G n - 1, the leading (n - k + 1) X (n - k + 1) submatrix of LCk) has 
604 M. J. D. POWELL. 
the form 
’ 1 o\ 
-q * 
, (3.7) 
-(Yk . -cQ 1 
where ok = 2k - 1. The choice (3.1) makes this hypothesis true when k = 1. 
It follows from (3.7) and Equation (2.14) that the first two columns of the 
leading (n - k + 1) X (n - k + 1) submatrix of Lik’ are obtained by exchang- 
ing the first two rows of the product 
1 1 0 \ 
- ak 1 
- ffk -ak 
; i 
l/ak ’ 
2 ak 
- (Yk -(Yk 
I = 
l/Or, 1 
1 0 
-2ak-l - Ok(“k + ‘> 
-201,-l - ak(ak + ‘) 
7 (34 
while the remaining columns of this submatrix are the same as the corre- 
sponding columns of (3.7). Similarly, the second and third columns of the 
leading (n - k + 1) x (n - k + 1) submatrix of lik) are obtained by exchang- 
ing the second and third rows of the product 
0 0 
1 0 
- (Yk((Yk + 1) 1 
- (Yk( Yk + 1) - (Yk 
- + I ak((yk l> - ak 
\ 
I 
\ 
I 
1 
ak(ak + l) 
2 ak(ak + l) 
1 
1 
ak((yk + l) 
1 
1 0 
-2cw,-1 - (Yk( ak + 1)’ 
(3.9) 
-2CYk-1 - (Yk( Yk + l)* 
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Continuing in this way, we find the values 
(Ly))i,l= -2+-l 
I (Lfk))i,[+l= -(Y&+l)r ’ 
Zf2<i<n-k+1, (3.10) 
for 1 = 1 2 > ,*.., n - k - 1. Now the elements in the jth column of Lck+ ‘) = 
LL’? 1 are the same as the elements in the jth column of J?\‘), but, due to 
premultiplication by permutation matrices, the orderings of the elements may 
not be the same. Indeed we know that the permutations that arise from Elk) 
when k + 16 n give the relations 
(~(k+l))i,j=(~lk))i,j=(ilk)l)i+l,j=(e(ik))i+l,j, j<i<n-k. 
(3.11) 
It fo_llows from Equation (3.10) that the leading (n - k) ~(n - k) submatrix 
of Lck+‘) has the form (3.7), provided that LYE is replaced by the required 
value 
a k+i = 2a, + 1 = 2k+1 - 1. (3.12) 
Further, the matrix elements 
(Ej”‘,),+,.,= -ak((Yk+ly, 1=1,2 ,..., n-k, (3.13) 
which are obtained from (3.7)-(3.10), show that the condition (3.6) is 
satisfied for all k + Z< n. 
We now turn to the form of U(i), assuming that the Fletcher-Matthews 
algorithm chooses the matrix (3.2) for all k + 2 < n. The algorithm should 
provide the relation 
= E[k’E;k’, . . . E$k’,#’ +1 
= qk+p) 
1+1, (3.14) 
say, between the columns of Uck+‘) and the columns of Uck). Therefore, 
because ulk+‘) should be a multiple of the first coordinate vector e,, the 
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T,‘k’T,‘k- 1) . . . T~“uf! 1 = ckel, k=1,2 ,..., n-l, (3.15) 
where ck is a factor that we set to 2-k. Therefore it may be suitable to let the 
columns of U (‘) have the values u1 (‘) = e, and 
,(!) = 21-i T,(i-i)T,(i-2) . . . T’A),} -1 
I I 
q, j = 2,3 ,..., n. (3.16) 
It is straightforward to calculate these columns, because they depend on 
the matrices { Efk)} only for k + 2 < n, and these matrices are known already. 
Specifically, the leading 5 X 5 submatrix of U(l) is the expression 
45 401 
224 3584 
0 1 & 5L 2151 
224 17920 
25 
00 1 56 631 2688 
000 1 113 240 
0000 1 
(3.17) 
The ones on the diagonal of U(l) can be deduced from the definition (3.16), 
because, for k + I < n, Equations (3.2) and (3.14) imply that (Tfk))-’ has the 
form 
; 
x x 
x 
0 ; x 
. . 
. . 
;, ..: 0’ ----------- 
0 0 **. 
. * 
0 0 ... 
- It1 
. . . x 
. . . x 
. . . X 
. . 
2’ ; 
0 0 
0 0 
0 . . . 0 
0 . . . 0 
0 0 
;, . . . ;, 
.---------- 
1 0 
0 .l 
--n-l-l+ 
I 
1+1 
t 
(3.18) 
n-l-1 
I 
Similarly, because Equation (3.14) gives the identity 
T(k+l~i)T2(k+l-a). . . Tfk’U5yl = @+O = 21-k-‘e,, 
1 (3.19) 
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we find the values 
= 21-k-l[ { T~k+~-l)T~k+l-%. . . Tjk)} -lel]l+l 
= 21-k 
> k+l<n, (3.20) 
where [ .] i denotes the ith component of the vector in the square brackets. 
Therefore the condition (3.4) is satisfied. Moreover, because Equation (3.3) is 
equivalent to the statement that the Fletcher-Matthews algorithm introduces 
the required zero below the diagonal in the Zth column of Uck+i), it is 
consistent with our construction. The proof of the efficacy of the example of 
this section is complete. 
We now explain the severe loss of accuracy that can occur when U(l) and 
L(l) are such that the leading (n - k + 1) X (n - k + 1) submatrix of LCk) has 
the form (3.7), where (Ye = 2k - 1. We consider the vector 
(3.21) 
that is needed to form the upper Hessenberg matrix (2.7). Because LCk) is 
lower triangular, the leading (n - k + 1) x (n - k + 1) submatrix of ( Lck))- ’ 
is also lower triangular, and it has the elements 
( LW)irf = 
i 
:: 
j>i 
j=i 
‘Yk(ok+l)i-j-l, j<i. 
(3.22) 
In particular, the value 
(L(k))ilk+l,l = (2k - l)2k(n-k-1), 1 <k < n, (3.23) 
implies that, when k = in, the norm ll~(~)ll~ can have magnitude 
2fn211a(,k+1)llm. 
Let this case occur, and let the factors Lck+‘) and Uck+‘) be calculated 
on a computer whose relative precision is E. Due to the truncation of the 
components of vCk), and to the unit diagonal elements of Lck), the errors in 
the last column of the product L(k)H&k) can be of magnitude 2fn2slla(,k+i)ll,. 
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Because the subsequent calculation of Lck+‘) and Uck+i) depends only on 
Lck) and Hhk), and because it would give the identity L(k+l)U(kfl) = J!,(~)H~~) 
if no further computer errors occurred, the last column of the error matrix 
Etk+l) = Atk+‘) - (computed Lck+‘)) X (computed Uck+‘)), (3.24) 
which would be zero in exact arithmetic, can also contain numbers of 
magnitude 2fn2.s]]a(it ‘) ]I m. Such errors are likely to be disastrous unless n is 
small. For example, the factor 2;“” is about 1O’88 when n = 50. 
Numerical results, however, suggest that it is most unlikely that such 
errors will occur. Indeed, the practical experience of Fletcher and Matthews 
[2] is entirely satisfactory. Further, because large errors are obtained only if 
some computed matrix elements are large [2], it is possible to recognize 
serious loss of accuracy automatically. These questions are considered further 
in Section 5. 
4. PATHOLOGICAL EXAMPLES FOR THE BARTELS-GOLUB 
ALGORITHM 
As usual, assuming that no pivoting is required, we begin our calculation 
with the factorization A(‘) = L(‘)U(‘), where L(l) and IJo) are lower and 
upper triangular respectively, where the diagonal elements of Lo) are all 1, 
and where the moduli of all elements below the diagonal of L(l) are at most 1. 
As in Equation (2.4), the Bartels-Golub algorithm calculates representations 
of the matrices { Lck+i); k = 1,2,3,... } that are defined by the equation 
L(k+l) = A@)( Elk)) - ‘(E&k)) -’ . . . (Eik’,) - ‘, k=1,2,3 ,..., (4.1) 
where, using the notation of Section 2, the submatrices El”) all have the form 
(2.8) or (2.9), the choice being subject to the condition that the moduli of the 
elements of each Elk) are at most one. In this section we consider the 
contribution to the error matrix 
{ A(k+ 1) _ exact product of calculated factors of A(ktl)} (4.2) 
from the rounding of the components of the vector (2.1). Therefore upper 
bounds on the moduli of the elements of Lck) and (Lck))-’ are relevant. We 
find that the Bartels-Golub algorithm implies bounds that are much more 
favorable than (3.23). 
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In order to bound ( Lck))-’ , we note that the choice between the 
submatrices (2.8) and (2.9) gives the relation 
i 
Ixil' 
i#Z or Z+l, 
\[Ejk’X]il& max[lx,l,Ix,+,l], i=I, (4.3) 
Ix,l+ IxI+1L i=z+1, 
for all vectors x in Iw”. It follows that the inequality 
([T’k’~]il< I (4 4) 2 lx,17 i= 12, 1=1 
holds, where Tck) is the matrix 
(4.5) 
The form of (4.4) makes it convenient to employ the norm 
IIxII* = Iyn2-ilxi13 XElTU”, 
. . 
(4.6) 
because, by substituting the bound Irt I Q 2’IIxII* in this expression, we 
deduce the condition 
Wk)xll* G wl*~ XER”. (4.7) 
Therefore, because (JC(~+‘))-’ = T(k)(L(k))-‘, we have the inequality 
(4.8) 
where 1:“) is the jth column of (LCk’)-‘. Now the conditions on L(l), stated 
in the previous paragraph, imply that the elements of the lower triangular 
matrix (L(l)) - ’ satisfy the relations 
(L”‘)iTf = 1, i= j, 
I(L(l))i;f 1 Q 2i-j-1, i > j, 
(4.9) 
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(4.10) 
is satisfied. Therefore the expressions (4.6) and (4.8) provide the condition 
I(L(k))ir,‘l< gi+k-j-l, (4.11) 
which shows that, if the Bartels-Golub algorithm is used, then the growth of 
the matrices {(L(k))-‘* k = 1 2 3 } is very mild in comparison with the 
example of Section 3. ‘Excep; for H’ factor of about 2, which is due to the 
uniqueness of the dominant i in (4.6) when x = I:‘), the inequality (4.11) is 
quite realistic in the case of worst growth, which occurs when Lo) is the 
matrix (3.1) and when l?fk) is the submatrix 
(4.12) 
for all k and 1. For example, if i = k = n = 10 and if j = 1, then the left and 
right hand sides of (4.11) are 130,496 and 262,144 respectively. 
Next we consider the matrices { Lck); k = 1,2,3,. . . }. Extending the 
notation [ ] i, so that it also stands for the i th component of a row vector 
within the square brackets, we have the relation 
i 
l’il’ i#Z or Z+l, 
I[xr( Elk’) -‘I i I< IxlI+ I~z+~I, i=l, (4.13) 
max[lrll,I~l+ill, i=l+l, 
for all x E R n, which implies the condition 
i 
ma Ixtl+ Ixi+ll> i-c n 1<t<i IIXT(T(k))-llil~ max lx_1 i=n. (4.14) 
1<t<n ’ 
It follows from Equation (4.1) that the moduli of the elements of Lck+‘) are 
bounded above by twice the largest modulus of an element of Lck), which 
gives the relation 
IL$k;ld Zk-1. (4.15) 
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Worst growth occurs when alI the subdiagonal elements of L(r) are 1, and 
when l?f”) is the submatrix 
“‘“‘=(y _;) (4.16) 
for ah k and 1. In this case the inequality (4.15) is satisfied as an equation if 
j+k-l<i<n. 
The inequalities (4.11) and (4.15) suggest that, in bad cases, the matrices 
that are generated by the Bartels-Golub algorithm are comparable to matrices 
that can occur when Gaussian elimination with column pivoting is used to 
solve systems of linear equations. The main purpose of this section, however, 
is to point out an important difference between these two calculations when 
there is serious loss of accuracy due to large matrix elements. It is that large 
elements can be seen explicitly in Gaussian elimination, but they may not be 
noticed in the Bartels-Golub algorithm, because, for all k >, 1, Uk+‘) is 
represented as a product of matrices whose elements are ah in the interval 
[ - L11. 
For our first example, let n be large, let Lo) = I, and let U(l) and the 
vectors {aC,k+‘); k=1,2,..., n - l} be such that the matrix (4.16) occurs for 
every k and 1 during the calculation of the factorizations { Ack+‘) = 
L(k+i)U(k+i); k = 1 2 , , . . . , n - l}. Then the inverse of the matrix (4.5) is the 
expression 
= S, (4.17) 
‘1 1 1 1 ..a 1 \ 
10 0 0 a.. 0 
01 0 0 **. 0 
00 1 0 *** 0 
. . . 
. . . . * 
;, (j ..: 0’ 1’ ;, 
I 
say, which is independent of k. Therefore, because (4.1) and the choice 
L(l) = I imply the identity 
L(k) = Sk- 1 
, k=1,2 ,..., n, (4.18) 
we have the leading matrix elements 
j# = 2k-2 
7 k=2,3 ,..., n, (4.19) 
which, in view of the bound (4.15), are nearly as bad as they can be. In this 
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case UCk+r) must have the columns 
&+ 1) = 
s-luck) 
j+1, l<j<n-1, 
I s-lVW , j=n. 
(4.20) 
Therefore, in order that the vectors {uik); k = 1,2,. . . , n } are leading columns 
of upper triangular matrices, it is suitable to let U(l) be the matrix 
U(l)= (el Se, S2el **. Snplelj, (4.21) 
where e, is the first coordinate vector. Further, by choosing {a(,k+‘) = 
S n-tk-1 e,; k = 1,2,..., n - l}, in order that equations (2.1) and (4.18) imply 
{v ck)= S”e,; k = I,2,..., n - l}, it follows that UCk) is the matrix (4.21), not 
only when k = 1, but also when k = 2,3,. . . , n. 
We now consider the errors that can occur in this example during the 
calculation of L(“+ ‘) and tJcn+ ‘) from .I,(“) and UC”) when a’,“’ ‘) is very 
close to the last coordinate vector e,. If a(,‘,‘+‘) = e,, then Equations (4.17) 
and (4.18) imply that the vector (2.1) satisfies Sn-‘v(“) = e,, so it has the 
value 
v(n) = ( 1 -1 0 0 **’ 0)‘. (4.22) 
Therefore when a(,+ ‘I= e 
than Ila’,!,” ‘)(I, 
we should find that llv(“)ll is not much larger 
and” the fir:; component of v(“) can contain an error of 
magnitude .slla(“+l)ll that is independent of previous errors of the calculation, 
where E is the ielative truncation error of computed numbers. It follows from 
Equation (4.19) that the expression (4.2) includes a term of magnitude 
2”-2ella(;+‘) 11, which can cause serious loss of accuracy when n is large. The 
main point of the example is that the computed numbers do not show error 
growth directly. Indeed the matrices { Uck); k = 1,2,. . . , n } are independent 
of k the ratio IIv(“)ll/lla(“+l)ll is of magnitude one, and, as mentioned before, 
in the product representltion of L n ( ) the modulus of every matrix element is 
at most one. 
In this example, however, one can infer that L(“-‘) has large elements 
from the fact that Ilv(n-l)ll/lla(~)lj is of magnitude 2-“. Therefore we 
consider another case to show that such indications of error growth need not 
occur. Again we let n be large and we let L(l) = I, but now, for k = 1,2,. . . , 
ERROR GROWTH 
n - 5, we employ the submatrices 
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i 
Z=lorn-2, 
&fk’ = (4.23) 
otherwise. 
Thus, instead of (4.17), the inverse of the product (4.5) is the matrix 
s”= 
1 0 0 **a 0 0 0 0 
1 -1 -1 .a* -1 1 0 0 
0 1 0 *.. 0 0 0 0 
. . . . . . . . . . 
6 ..: 0’ 1’ (jd ;(j 
0 . . . 0 0 10 00 
0 0 *** 0 0 1 -1 1 
0 0 ... 0 0 0 1 0 
(4.24) 
In order to obtain the submatrices (4.23) we replace S by g in Equation 
(4.21), which gives the initial upper triangular matrix 
(4.25) 
/ 111 1 *.*ll l\ 
0 1 0 0 ... 0 2 -1 
0 1 0 0 0.f 0 0 2 
000 1 *. :o 0 
u(1) = . . . . . . . . . . .o: :’ 
. . . 
0 
0 0 
.** 
0 10 0 
0 0 0 *.. 0 0 1 -1 
\  0 0 **a 000 1 i 
Further, we may choose {ajlk+l)=f?“+k-lel; k=1,2,...,n-5}, but it is 
sufficient if these vectors have any values that make the matrix 
U(Il--4) = gs-?I 
( 
&‘, . . . uw a(2) . . . 
” n a(:-“)) (4.26) 
upper triangular and nonsingular. We prefer the values 
a’:+‘) = 
Pe,, k=l 
(p+k-1+ p+k-2 _ p+k-3)el, k=2,3 ,..., n-5, 
(4.27) 
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for then we have the vectors 
aC2) = n ( 1 0 -1 2 0 0 *** 0 2 -l)T, 
(4.28) 
a’,“) = ( 1 1 -3 1 2 0 ... 0 0 O)T, 
and for k=3,4,..., n - 4, the only nonzero components of a(,“) are the 
elements 
[a(, = 1, [a’,k)lk-r=l, [a’,k)lk= -3, 
MY k+l=l, and [a$)]k+2=2. (4.29) 
Because every matrix element that has been mentioned in this example is an 
integer from the interval [ - 3,2], there is no obvious indication that the 
calculation of the factorization Acne4) = L(“-4)U(n-4) may cause serious loss 
of accuracy. 
We consider, however, the beginning of the calculation of L(n-3)U(nP3) 
when a’,“-3) is the vector 
a(n-3L(() 0 . . . () 1 
n -1 0 0 0 0)‘. (4.30) 
We deduce from the matrix (4.24) that v(“-~) has the value 
=(o 0 *** 0 -1 0 1)‘. (4.31) 
Therefore, by making a perturbation so that computer arithmetic is not exact, 
we find that the last component of v(“-~) can contain an error of magnitude 
Ella, (“-3))1 that is independent of all other errors. This error contributes a term 
of magnitude sllaCnP3) II llL(“-4)e (I to (4.2) where E is still the relative 
precision of the computer and e,” is the last’coordinate vector. Now, due to 
the partitioning of g, the factor II~%(“-~)e,,ll = lls”“-5e,ll is a norm of the two 
component vector 
(4.32) 
Therefore the change in (4.2) has magnitude [~(l+fi)]“~ljd~-~)ll, which 
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suggests that disastrous loss of accuracy can occur when n is large, even if 
the moduli of all calculated matrix elements are not much greater than one. 
5. NUMERICAL RESULTS 
Computer programs were written to test some of the conclusions of 
Sections 3 and 4, but, because the calculations were performed on a TRS 80 
computer, no large values of n were tried. Nevertheless, the results corrobo- 
rate most of the main points that have been made. They suggest also that, in 
the presence of computer rounding errors, there are instabilities that tend to 
prevent the pathological properties of the examples from continuing for 
several consecutive iterations. 
Our implementation of the Bartels-Golub algorithm chooses between the 
matrices (2.8) and (2.9) automatically so that the modulus of the computed 
element of B, (k) that depends on HI__, ck) does not exceed one. It was applied to 
a modified form of the last example of Section 4. A modification is needed 
because, although all the matrix elements of the example can be calculated by 
a computer that handles small integers exactly, it would be unrealistic to 
suppose that the required alternative of (4.23) is selected automatically for all 
values of I and k. Therefore we replace (4.23) by an attempt to satisfy the 
equation 
i 
Z=lorn-2, 
$fk’ = 
(5.1) 
otherwise, 
where 8 is a constant from (0, l), which is given the value 8 = 0.9 in the 
computer calculations. In this case the inverse of the product (4.5) gener- 
alizes from Equation (4.24) to the matrix 
qe> = 
1 0 0 **. 0 0 0 0 
e -e -8 . . . -8 i 0 0 
0 1 0 ... 0 0 0 0 
. . . . . . . . 
. . . . . . 
6 ..: 0’1’ (jd 6; 
0 . . . 0 0 10 00 
0 0 . . . 0 0 e -e i 
0 0 *a* 0 0 0 10 
(5.2) 
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It is suitable to keep Lo) = Z and to set the values 
ii( [s”(e)]‘-‘e,, j = 1,2 ,...,a, (5.3) 
and 
i 
LWI “e19 
a(,k+1)= [s”(Zl)]“+“-3(e,+e,+e3), 
k=l, 
k=2,3 ,..., n-5. 
(5.4) 
The largest element of U(i) when 8 = 0.9 is about 1.71, and the largest 
modulus of the components of the vectors (5.4) is about 2.601. We continue 
to let a(,‘,-3) have the value (4.30), but we have to replace S by S(e) in 
expression (4.31), which in theory gives the vector 
0 
0 
i 
i-e 
-i+e-82 
82-e 
9 - 282 + 283 
(5.5) 
Thus, except for the effects of computer rounding errors, the main features of 
the last example of Section 4 are preserved. 
First we calculated U(l) and {ack+‘); k = 1,2 n - 5) numericalIy from 
(5.3) and (5.4) for 0 = 0.9, but wh”en we applied ‘he computer program to 
these data with n = 20, it happened that a number that is shown as _t 8 in 
Equation (5.1) had modulus greater than one. Hence the wrong choice 
between the matrices (2.8) and (2.9) was made automatically, which wrecked 
the structure of the calculation. (Here single length arithmetic was used, 
which means that the maximum relative truncation error is about 6 X lo-‘.) 
Therefore we derived and made use of analytic expressions for the elements 
of U(l) and {a(,k+‘); k=1,2,..., n - 5}, but this modification did not prevent 
failure at n = 20. Finally we took advantage of the fact that Z?f”) depends 
only on the first k + I - 1 of the data vectors 
{u2 ,u3 ,..., u$),a’,2),a(,3) ,..., a(t-4)}. (1) (1) (5.6) 
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To explain our technique we note that, for t = 1,2,. . . ,2n - 8, the term 
[ g( fl)] t in Equations (5.3) and (5.4) can be expressed as the product 
x . . . [E;~~E~J~. . . Ejt)] -la (5.7) 
When generating the data for the example, the methods of the last paragraph 
obtain each Elk) from (5.1). It is advantageous, however, to prefer calculated 
matrices to theoretical ones, if any calculated matrices are available, in order 
to compensate for any errors in the calculation of Elk). Therefore the vectors 
of (5.6) were generated in sequence, using the formulae (5.3) and (5.4) after 
replacing the powers of $6) by the relation (5.7). For r = 1,2,. . . ,2n - 6, 
immediately after the 7th vector of the sequence (5.6) was generated, we 
calculated all the required matrices Efk) satisfying I + k = r + 1, in order to 
use them instead of theoretical values in the generation of the subsequent 
vectors (5.6). Thus we obtained data such that all the required factorizations 
{A(k+l)=L(k+l)U(k+l); k=I,2,_.., n - 5} were computed successfully in 
single precision arithmetic for n = 10, 15, 20, and 25, but failure occurred at 
n = 30. Therefore results were obtained in practice from real data only for 
n 6 25. 
Having generated the factorization Acnp4) = L(“-4)U(n-4) automatically, 
we let a(iw3) be the vector 
&-3L(() () . . . () (y 
” -a 0 0 0 OK (5.8) 
where (Y is a random number from the interval [1.5,2.0]. Our program then 
finds Lcnd3) and UC-~), and prints out the error 
q(a) = lla(fe3) - L(n-3)U(nn-3)I(os. (5.9) 
We let q* be the maximum value of v((Y) over 100 values of CY. Two versions 
of this calculation were performed. In SP all arithmetic is single precision, but 
a version DP includes double precision in order to test the suggestion in 
Section 4 that the rounding of the components of v(“-~) provides errors that 
are comparable to the total errors. Therefore, having found U(“-4) and the 
representation of LCnp4) in single precision arithmetic, the remainder of the 
calculation of DP is in double precision, except that v(“-~) is rounded to 
single length accuracy. The results are given in Table 1. 
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TABLE 1 
VALUES OF TJ* 
II* 
n SP DP 
10 6.82x 1O-7 4.48x 1O-7 
15 6.46~10~” 3.45 x lo-” 
20 5.27 x lo-’ 2.85x lo-’ 
25 3.78 x 1O-4 3.13 x 10-4 
We see that the errors are increasing significantly with n, but throughout 
the calculations no matrix elements are much larger than one. For the DP 
version we have the estimate 
(5.10) 
where r is the error that is introduced into v(“-~). Due to the structure of the 
matrix (5.2), we predict that an increase of 5 in n would multiply the 
expression (5.10) by about X5, where X is the larger modulus of an eigenvalue 
of the matrix 
(-0; ;). (5.11) 
Straightforward calculation gives A5 = 8.85, which explains the growth of 
errors that is shown in Table 1. 
The possibility of large errors in the Fletcher-Matthews algorithm was also 
investigated numericahy. We let L (‘1 be the matrix (3.1), but, in order to 
make the automatic choice between expressions (2.9) and (2.12) less sensitive 
to computer rounding errors, we aimed for the submatrix 
‘(~JwL+l,l 1 \ 
1.9 
(5.12) 
\ 
instead of (3.2), for all k and 2 satisfying k + Z< n. In this case, by making 
some straightforward changes to the argument of the paragraph that includes 
Equations (3.8)-(3.13), it can be shown_ that, for 16 k < n - 1, the leading 
(n - k + 1) X (VI - k + 1) submatrix of Lck) has the form (3.7), the relation 
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(3.12) being replaced by the value 
ak+l= 1.9CQ +0.9 = 2(1.9)k - 1. (5.13) 
Because Equation (3.22) remains valid for i + j Q n - k + 2, it follows that 
]]v(~)]]~ can be much greater than ]]a(nk+i)]lm, which usuahy causes the error 
(3.24) to be large. 
In order to identify a matrix U (‘) that with (3.1) would give the 
submatrices (5.12) in exact arithmetic for k + Z< n, we recall that the first 
k - 1 iterations transform UC) into the first column of Uck), which is a 
multiple of the first coordinate vector. Therefore, as in Equation (3.16), it is 
suitable to let u j (‘) be the vector 
U:I)=((~Il))-l(~~l))-l.. . (Ej",)-1}((EP))-1(E~2))-1... (Ep2)-‘) 
x . ..((E~j-1))-1)elx(1.9)1~j. j=2,3 ,..., n, (5.14) 
where the factor (1.9)‘-j provides U(l) with diagonal elements of one. We set 
u i = e,, and we calculate {uy); j = 2,3,. . . , n } by substituting (5.12) into 
(5.14) for every k and 1 that occur, where (L\?l)l+ 1,1 still has the value 
(3.13). The components of {a(:+ ‘); k = 1,2,3,. . . } are all set to random 
numbers from the uniform distribution on [0, 11. 
The data are now available to apply the Fletcher-Matthews algorithm 
numerically. The automatic choice of our program between the alternatives 
(2.9) and (2.12) gave the required form (5.12) for all k + 1 Q n, provided that 
n < 9. We did not seek a remedy when n = 10, because the n = 9 case shows 
error growth quite clearly. 
We calculated the errors 
bc=llp (k+l)e(k+l)u(nk+l)-a(nk+l)llm, k=1,2,...,n, (5.15) 
for n = 9. In order to concentrate on bad cases, 100 different random values 
of a’,“’ ‘1 were tried for each k, and we selected the a(:’ ‘1 that maximizes the 
expression (5.15) before increasing k. We also noted the corresponding values 
of the numbers 
(5.16) 
fik = maxIL$t;‘)[u~+‘)] jI, 
i,j 
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k 
1 
2 
3 
4 
5 
6 
7 
8 
9 
TABLE 2 
fbME VALUES OF (5.15)-(5.17) WHEN n = 9 
6k OLk Pk 
1.23x 10-3 221.0 1.01 x 104 
1.74 x 10-z 1.02 x 104 1.01 x 105 
6.53x10-’ 5.70 x 104 4.13 x 105 
6.24 x 1O-2 1.77 x 10” 3.05 x 105 
6.93x 1O-2 3.15 x lo5 1.97 x lo4 
1.75 x 10-2 1.13x105 6.74 x lo3 
2.34 x 1O-3 8.23 x lo3 148.5 
2.56 x 10-S 143.7 8.07 
1.37x 10-6 7.32 8.13 
yk 
6.04 x lo- 4 
6.07 x lop3 
2.48x 10m2 
1.83x 10-2 
1.89x 1O-2 
6.78x lo-” 
4.94 x 10-4 
8.62x lo-’ 
4.88~10-~ 
because the truncation errors of the computer representations of (Yk and pk 
usually reflect significant contributions to 6,. Therefore the quantity 
Yk = m=[ak? Pkl 6 (5.17) 
where E = 6 X lo-’ for the TRS 80 computer, is an easily computed estimate 
of 6,. The values of a,, ok, pk, and yk are given in Table 2. 
The table shows that large errors in the Fletcher-Matthews algorithm can 
be detected automatically. The values of yk are less than those of i!ik, because 
yk gives only one contribution to (5.15), and because the most unfavorable 
value of dk+‘) has been chosen from 100 cases. Therefore yk was not an n 
underestimate of 6, for most vectors a,, (k+l) that were tried. The dependence 
of 6, on k can be explained by considering the contributions to ok and Pk 
from the leading (n - k + 1) X (n - k + 1) submatrix of Eck). The smallness of 
the number 6, in Table 2 is highly satisfactory, because each of the vectors 
{ack+l); k = 1,2 , . . . ,9} was chosen from 100 possible values to give the 
lariest 6,. Therefore it seems very unlikely that serious loss of accuracy will 
occur by chance in the Fletcher-Matthews algorithm. 
6. DISCUSSION 
We have found that it is possible for a sequence of unfavorable iterations 
to cause large errors when either the BartelsGolub or the Fletcher-Matthews 
algorithm is applied. The errors of the Bartels-Golub method are comparable 
to those that can occur in Gaussian elimination with column pivoting, and 
these are usually regarded as acceptable in practice, because the bad cases 
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never seem to happen in ordinary calculations. We note, however, that 
because error growth of 2’O” would probably be disastrous when n = 100, the 
possibility of such errors is tolerable not because of their magnitude but 
because of their infrequency. Therefore it may not be important that the 
Fletcher-Matthews algorithm can give much greater errors, and a study of 
probabilities might be more useful than our comparisons. It is relevant to 
recall from Section 5 that, using either algorithm in an actual computer 
calculation, it is difficult to maintain the conditions for error growth for many 
consecutive iterations. Further, the Bartels-Golub algorithm has been used 
successfully for many years, and the Fletcher-Matthews algorithm gives 
excellent numerical results in practice [2]. 
However, one may wish to identify any large errors automatically, and 
then the Fletcher-Matthews method is more convenient. A possible remedy 
for the Bartels-Golub procedure would be to calculate each Lck) explicitly, in 
addition to the product representation, which would preserve the property 
that the average work per iteration is 0(n2) computer operations. Thus any 
large elements of Lck) could be detected directly, but the extra computer 
storage would be unwelcome. A partial remedy would be to calculate all the 
elements of a few selected rows of each L ck) the row indices being indepen- ,
dent of k. 
Because of these comments, the Fletcher-Matthews algorithm may be 
preferable in calculations where sparsity is not used, particularly when 
computer storage is an important factor. However, updating techniques often 
allow n to be so large that the efficient use of sparsity provides the main 
means of solving even larger problems. Our investigations are of only 
marginal value to such research, because our examples require the upper 
triangular part of U (I) to be full. Nevertheless, many useful computer 
programs that pay no attention to sparsity are written for constrained 
optimization calculations, including quadratic programming. Our results are 
highly relevant to this work. 
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