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RESUMO 
A modelização de séries cronológicas multivariadas constitui o 
objecto do presente trabalho. A definição de conceitos específicos ao caso 
multivariado precede a análise das diferentes fases que constituem a 
metodologia conducente à modelização de uma qualquer série 
cronológica: Identificação, Estimação e Confirmação do Diagnóstico. 
Além disso é ainda analisada a utilização de um modelo em Previsão. 
Por outro lado, reservou-se o tratamento da fase da Identificação 
para o fim, conferindo-lhe primordial importância, uma vez que se pode 
considerar esta fase como a que constitui o principal desafio ao analista. 
Palavras-chave: simultaneidade; processo estocástico multivariado; 
série cronológica multivariada; matriz de covariância; matriz de 
correlação; matriz de correlação parcial; estacionaridade; modelos 
ARMA multivariados; estimação; verosimilhança exacta; verosimilhança 
aproximada; distribuição assintótica; consistência; confirmação do 
diagnóstico; resíduos de estimação; qualidade do ajustamento; previsão; 
previsor linear óptimo; identifiabilidade; redundância; identificação; 
modelos bivariados; matriz de correlação parcial q-condicionada 
estimada; matriz de correlação alargada estimada; estrutura 
sobreparametrizada; simplificação da estrutura identificada. 
ABSTRACT 
The modelling of multivariate time series is the subject of this 
study. The definition of the concepts specifíc to the multivariate case 
precedes the analysis of the different phases comprising the methodology 
conducing to the modelling of a time series : Identification, Estimation , 
and Diagnostic Checking. In addition, the use of the model in Prediction is 
analyzed. 
Consideration of the Identification phase, however, was left to the 
last, stressing its importance, because precisely this aspect of the study is 
one which poses the greatest challenge to the analyst. 
Key-words: simultaneity; multivariate stochastic process; multivariate 
time series; covariance matrix; correlation matrix; partial correlation 
matrix; stationarity; multivariate ARMA models; estimation; exact 
likelihood; approximate likelihood; asymptotic distribution; consistence; 
diagnostic checking; estimation residuais; quality of fit; prediction; best 
linear predictior; identifiability; redundancy; identification; bivariate 
models; q-conditioned sample partial correlation matrix; extended sample 
correlation matrix; overparameterized structure; simplification of the 
identified structure. 
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0. INTRODUÇÃO 
Existe frequentemente interesse na observação não apenas de uma 
série cronológica isoladamente, mas na observação simultânea de 
diferentes séries inter-relacionadas. Quando isso acontece, está-se na 
presença de uma série cronológica multivariada, cuja definição rigorosa 
será proposta mais à frente. 
A necessidade de analisar uma série cronológica multivariada surge 
em diferentes áreas do conhecimento. Assim, por exemplo, no domínio da 
Engenharia pode revelar-se útil estudar as variações simultâneas da 
corrente e da voltagem; no que se refere à Metereologia e Geofísica, a 
atenção pode recair sobre os registos relativos aos movimentos sísmicos, à 
temperatura e à pressão feitas em diferentes estações metereológicas no 
mesmo período de tempo; em Economia, é conferida grande importância 
à teia de relações existentes entre a oferta de moeda, os preços, os salários 
e a taxa de juro. A um nível mais simples, é útil por vezes estudar 
isoladamente a relação entre a oferta de moeda e os preços, ou entre estes 
e o desemprego, ou ainda entre este e a taxa de juro; um outro exemplo 
vulgarmente utilizado, e amplamente discutido em Economia, é o da 
análise entre a procura e a oferta de um dado bem ou serviço. 
Os exemplos acabados de enunciar são suficientes para ilustrar a 
importância do tema que vai ser estudado no presente trabalho. 
Note-se que qualquer das grandezas acabadas de referir pode ser 
estudada isoladamente, sendo tratada como uma série cronológica 
univariada. Embora tal procedimento não deixasse de fornecer 
informações úteis, nunca conseguiria revelar o que poderá ser o mais 
importante nesse estudo, ou seja, a interdependência entre as variáveis. 
Deste modo, os principais motivos para considerar a análise e 
modelização conjunta das diferentes séries univariadas podem ser 
resumidos nas duas seguintes vertentes principais; 
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(i) A possibilidade da percepção e compreensão das relações dinâmicas 
existentes entre essas séries. Estas podem estar contemporâneamente 
relacionadas, uma pode conduzir outras ou pode ainda haver relações em 
vários sentidos entre algumas séries. Uma melhor compreensão destas 
relações pode, por exemplo, num estudo sobre a poluição atmosférica, 
permitir delinear uma estratégia apropriada de controle anti-poluição, de 
modo a melhorar a qualidade ambiental. 
(ii) A capacidade de aumentar a precisão das previsões. Quando existe 
informação sobre uma série contida nos dados históricos de outra, é 
possível obter melhores previsões quando se procede à sua modelização 
conjunta. 
Tal como na Teoria das Probabilidades, em que o estudo das 
relações entre diferentes variáveis aleatórias tem que ser feito com 
recurso à sua distribuição conjunta, não bastando o conhecimento das 
distribuições marginais, na análise de uma série cronológica multivariada 
é necessária a utilização de instrumentos que permitam descrever não só 
as propriedades de cada série em si, mas também as inter-relações entre as 
diferentes séries. A propósito, refira-se que grande parte da teoria 
relativa ao tratamento das séries cronológicas univariadas é generalizável 
às séries multivariadas, embora se levantem novos problemas. 
Por outro lado, tal como no caso univariado, não é utilizado 
qualquer conhecimento "a priori" sobre possíveis relações de 
comportamento para a modelização de uma série cronológica 
multivariada, admitindo-se apenas que cada série univariada está 
relacionada com as outras. 
Afígura-se também importante sublinhar que é possível distinguir 
dois tipos de situações no que respeita à relação entre as diferentes séries 
cronológicas univariadas que compõem uma série multivariada. 
Adoptando a terminologia de Jenkins e Watts (1968), num primeiro tipo 
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de situação as séries são encaradas como estando "em pé de igualdade", 
residindo o interesse em estudar a interacção entre elas; num segundo 
tipo de situação, existe uma relação de causalidade entre as séries, sendo 
umas os "inputs" e outras os "outputs", em que o objectivo consiste em 
estudar as propriedades do sistema (linear) de modo a que os valores dos 
segundos possam ser previstos a partir dos valores dos primeiros. No 
presente estudo, será o primeiro tipo de situação que irá ser considerado. 
Assim, todo o processo de modelização de uma série cronológica 
\ visa atingir certos fins, de que se destacam: 
1Q) Descrição: pretende-se aqui formular um modelo matemático que 
descreva a série. 
22) Explicação: quando se observa mais do que uma série simultânea- 
mente, é possível utilizar a evolução de cada uma para melhor descrever 
as outras. Isto poderá permitir um conhecimento mais profundo do 
mecanismo que gerou uma dada série. 
3e) Predição (ou previsão): a partir do modelo estabelecido, pretende-se 
predizer (prever) valores futuros da série. 
Estes objectivos são alcançados por etapas, dando origem ao 
processo de modelização de uma série cronológica, que é válido tanto no 
caso de uma série univariada como no de uma multivariada e que pode ser 
esquematizado da forma: 
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Fase 1; IDENTIFICAÇÃO 
Escolha de um ou mais 
modelos como candidatos i 3, 
Fase 2: ESTIMAÇÃO 
Estimação do(s) 
parâmetro(s) do(s) 
modelo(s) escolhido(s) como 
candidato(s) 
CONFIRMAÇÃO 
Fase 3: DO 
DIAGNÓSTICO 
Controle sobre a adequação 






Assim, a modelização de uma série cronológica passa pelas fases da 
identificação, da estimação e da confirmação do diagnóstico, 
considerando-se um dado modelo como apto para a geração de previsões 
se for julgado satisfatório. 
Deste modo, a primeira fase consiste na identificação da série, isto 
é, na escolha de um modelo que permita a adequada descrição da série. Na 
segunda fase, procede-se à estimação dos parâmetros do modelo escolhido 
na fase anterior e, finalmente, na terceira fase pretende-se verificar se o 
modelo acabado de estimar é o melhor para a série cronológica. 
Nestas condições, um dado modelo só pode ser utilizado para 
previsão após ter passado por estas três fases e ter sido considerado 
adequado para a série cronológica em análise! 
Tal como já foi referido, todos os métodos e instrumentos de 
análise de uma série cronológica univariada continuam presentes na 
modelização de uma série multivariada. 
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No contexto agora descrito, vai-se passar à análise de cada uma das 
fases referidas, focando-se também a utilização de um modelo para a 
geração de previsões. No entanto, a ordem adoptada para a análise de cada 
uma das fases não é a que foi acabada de referir, embora seja esse o 
desenvolvimento normal de um qualquer processo de modelização de uma 
série cronológica, deixando-se para o fim o tratamento do problema da 
identificação. 
Assim, apresenta-se incialmente um conjunto de resultados 
necessários à caracterização de um processo estocástico e que permitem a 
descrição de diferentes modelos probabilísticos, ou seja, de classes de 
processos estocásticos multivariados que se revelam externamente úteis na 
modelização de qualquer série cronológica, apontando-se também alguns 
problemas que se colocam em alguns aspectos de utilização dos referidos 
modelos nessa modelização. Em seguida, passa-se à análise dos métodos 
de estimação não só das funções necessárias à identificação de uma série 
cronológica, mas também dos parâmetros desconhecidos incluidos na 
especificação dos modelos já referidos, conferindo-se alguma atenção aos 
principais problemas e dificuldades encontrados na implementação desses 
métodos. Por outro lado, tendo em conta importantes fms inferenciais, 
considera-se ainda neste âmbito as propriedades e as distribuições dos 
estimadores obtidos. 
No entanto, conforme foi referido, um modelo só pode ser 
utilizado para previsão após a verificação da sua qualidade. Deste modo, 
é-se imediatamente conduzido à fase de crítica do modelo, ou seja, de 
confirmação do diagnóstico, onde se irá analisar um conjunto de 
procedimentos e de testes que pretendem averiguar se o modelo 
anteriormente estimado tem uma qualidade suficiente para a sua utilização 
em previsão e revelar eventuais sinais de falta de adequação à série 
cronológica, permitindo nesse caso evidenciar quaisquer características 
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apresentadas pela série cronológica que possivelmente não tenham ainda 
sido tomadas em conta. 
Admitindo que um dado modelo cumpre os requisitos necessários 
para ser considerado satisfatório, analisa-se então a sua utilização para a 
geração de previsões referentes aos valores que a série cronológica 
futuramente virá a assumir. Para o efeito, serão utilizados dois métodos 
que, apesar de se basearem em diferentes critérios de optimalidade do 
previsor, acabam por conduzir ao mesmo resultado, o que significa que 
são equivalentes. Em seguida, analisa-se rapidamente o problema da 
identifiabilidade de um dado modelo, ou seja, o da sua especificação de 
uma forma única a partir da função de covariância do processo estocástico 
multivariado. 
Finalmente, analisa-se em último lugar o problema da identificação 
de uma série cronológica, ou seja, o da selecção de um modelo que lhe seja 
adequado. Embora a análise desta fase tenha sido relegada para último 
lugar, apesar de, conforme já foi referido, ela ser a primeira na 
modelização de uma série cronológica, tal não siignifica de forma 
nenhuma que seja uma fase de importância secundária. 
Pelo contrário, pretende-se com tal opção enfatizar a sua extrema 
relevância e o carácter fundamental que assume a identificação de uma 
qualquer série cronológica. Com efeito,, uma boa identificação é 
imprescindível para que as fase subsequentes se desenrolem sem 
problemas dignos de nota, uma vez que lhes fornece a matéria-prima que 
aí irá ser trabalhada e, consequentemente, para a geração de previsões de 
boa qualidade. Assim, a finalidade de deixar a análise da fase da 
identificação para o último lugar, consiste em conferir-lhe maior 
importância, sendo essa análise o objectivo principal do presente estudo. 
Estas considerações conduzem ao tratamento desta questão com grande 
detalhe, começando-se por abordagens que, sendo pioneiras na 
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identificação de séries cronológicas multivariadas, não são também 
suficientemente genéricas para abarcar qualquer caso. Com efeito, as 
críticas feitas a essas propostas evidenciam a sua incapacidade para tratar 
séries com um elevado número de componentes, passando-se por isso a 
métodos posteriores cuja formulação é suficientemente geral para lhes 
permitir eficácia e flexibilidade em qualquer situação. Constatada a boa 
qualidade destes métodos, apesar de algumas imperfeições, estuda-se por 
fim a introdução de simplificações nos modelos assim seleccionados. 
A importância, que será amplamente sublinhada, de que se reveste a 
identificação de uma série cronológica multivariada, converte esta fase 
num enorme desafio que se coloca a qualquer analista. Este desafio é tanto 
maior quanto maior for o número de componentes dessa série, tomando o 
seu tratamento muito mais complexo e difícil do que no caso univariado. 
Uma vez que, conforme foi referido atrás, se constata a necessidade de 
considerar diversas variáveis conjuntamente, não sendo satisfatória a 
análise univariada de cada uma delas, afigurou-se extremanente útil e 
relevante aceitar o desafio de analisar cuidadosamente as metodologias 
mais indicadas para a identificação de uma série cronológica 
multivariada. 
Convém no entanto referir que se admite que, para a leitura do 
presente estudo, se dispõe de um bom conhecimento da análise de séries 
cronológicas univariadas. 
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I. CONCEITOS INTRODUTÓRIOS 
Tendo em vista o caso multivariado, irá ser agora apresentado um 
conjunto de definições e conceitos fundamentais a toda a análise 
subsequente e que se revelam extremamente úteis na prossecução do 
estudo. 
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1. Processo estocástíco multivariado 
Um processo estocástico multivariado pode ser definido a partir da 
generalização do conceito de processo estocástico univariado. 
Comecemos então por definir este último. 
Assim, seja T um conjunto não vazio e (íi, 7, P) um espaço de 
probabilidades em que Q é um conjunto qualquer, f é uma a-álgebra em 
íí e P é tuna medida de probabilidade definida em (Q,íO. 
Considere-se o espaço mensurável (IR,^), designando a a- 
álgebra dos borelianos de IR. 
Neste contexto, define-se, para cada teT, a variável aleatória X(t), 
isto é, uma aplicação mensurável: 
X(t):Q—»IR (1.1.1) 
ou seja, X é uma aplicação que permite obter X(co), com (oeí2, e em que 
X ^R) pertence a f para cada intervalo de números reais limitados R. 
À família de variáveis aleatórias definidas para todo o teT {X(t), teT} 
chama-se processo estocástico (univariado), isto é, trata-se de uma família 
de variáveis aleatórias definidas no mesmo espaço de probabilidades. 
O espaço (Q, !F,P) é o espaço de probabilidades de base do processo 
estocástico, sendo (IR, íB^) o seu espaço dos estados e IR o conjunto dos 
estados. 
Deste modo, um processo estocástico não é mais do que uma 
aplicação de X definida para elementos de QxT e assumindo valores em 
IR: 
X: íbcT—> IR (1.1.2) 
tal que, se t é fixo, toma-se numa aplicação de Q em IR, ou seja, converte- 
se numa variável aleatória. 
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Por outro lado, se se fixar ojEÍÍ, o processo estocástico toma-se 
numa função real de t. Esta função designa-se de trajectória ou realização 
do processo estocástico. 
O conjunto T é designado de conjunto dos índices do processo 
estocástico. Se T={0,±1,±2,...} ou T={0,1,2,...} o processo estocástico 
diz-se de parâmetro ou tempo discreto e se T=IR ou T=IR+ diz-se de 
parâmetro ou tempo contínuo. 
Nestas condições, pode-se definir uma série cronológica univariada 
como uma trajectória particular de um processo estocástico univariado 
limitada no tempo. 
Uma série cronológica discreta é uma trajectória de um processo 
estocástico de parâmetro ou tempo discreto, ou seja, é uma série que só é 
observável em certos momentos do tempo. Opostamente, uma série 
cronológica contínua é uma trajectória de um processo estocástico de 
parâmetro ou tempo contínuo, ou seja, é uma série cuja observação é feita 
continuamente no tempo. Como é óbvio, esta distinção nada significa 
sobre se os valores das observações são discretos ou contínuos. O presente 
trabalho ocupar-se-à apenas de séries discretas. 
A notação que será utilizada para uma série cronológica 
(univariada) é a seguinte: 
{Xt,tGT} ; T={t1,t2,.,.,tn} (1.1.3) 
ou seja, tem-se a sucessão de observações :Xt, X ,..., Xt . 
1 n 
Esta definição é facilmente generalizável ao caso de um processo 
estocástico multivariado, que consiste num vector de processos 
estocásticos univariadost. 
t sempre que se tenha vectores ou matrizes, utilizar-se-à letras carregadas. 
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{x:}={xu,x2t.....xj (1.1.3) 
Do mesmo modo, uma série cronológica multivariada é uma 
trajectória particular de um processo estocástico multivariado limitada no 
tempo, confinando-se também a análise às séries discretas no caso 
multivariado. 
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2. Propriedades de segunda ordem de um processo estocástico 
multivariado 
Antes de prosseguir, é necessário apresentar um conjunto de 
instrumentos e resultados relativos a um processo estocástico 
multivariado que são indispensáveis para a sua caracterização e, portanto, 
para a análise de uma série cronológica multivariada. Por outro lado, 
apresenta-se também a definição de processo estocástico multivariado 
estacionário, uma vez que este tipo de processo desempenha um papel 
fundamental naquela análise. 
2.1. Processo estocástico multivariado estacionário 
Considere-se m processos estocásticos univariados: 
{Xit, t=0,±l,±2. ...) i=l m (1.2.1) 
com E(X^ )< «>. 
Designar-se-à o valor esperado de um processo estocástico {Xu} 
por: 
E(Xu)=piI (1.2.2) 
e a respectiva função de autocovariância por: 
cov(Xii,Xu.k)=E[(Xii-pii)(Xu.k-pijJ]=Yu(t,t-k) i=l,...,m ; k=0,±l,±2,... 
(1.2.3) 
Esta função descreve a estrutura da covariância de cada processo. Uma 
vez que é necessário considerar a estrutura da covariância entre os 





Ficam assim especificadas as características de segunda ordem de 
um processo estocástico multivariado. 
A utilização de notação matricial revela-se muito vantajosa no 
tratamento de processos estocásticos multivariados. Assim, representando 





t = 0,±1,±2, 
(1.2.5) 





e pela matriz de covariância: 
r(t,t-k)=E[(Xrpi)(X1_k-pJ ] (1.2.7) 
designando * a transposição e conjugação. No entanto, admitir-se-à que 
{X} é um processo real. 
Tal como no caso univariado, os processos multivariados 
estacionários desempenham um importante papel na modelização de uma 
série cronológica. 
Assim, um processo estocástico multivariado diz-se fortemente 
estacionário se a distribuição conjunta de (Xt,..., Xi) e de 
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(Xi   Xt tk) for a mesma, para todo o k inteiros. Por outro 
lado, um processo estocástico diz-se estacionário de segunda ordem se: 
E(Xi)=E(X[J=M. 
r(t1,g=r(t1-g 
para todo o t, k; 
para todo o tj.tj. (1.2.8) 
Uma vez que a definição de estacionaridade forte é muito exigente, 
utilizar-se-à habitualmente esta segunda definição, estabelecida em 
(1.2.8), para caracterizar o que é um processo estacionário. Deste modo, 
o vector dos valores esperados passará a ser designado por: 
jl = E(Xt ) = 
(1.2.9) 
e a matriz de covariância por: 
r(k)=E[(Xi-p)(Xi.k-n)
T] (1.2.10) 
Isto significa que ambas as características de segunda ordem do processo 
estocástico multivariado são independentes de t, ou seja, do momento 
considerado. 
O elemento de ordem (i,j) da matriz r(k) é: 
cov(Xk,XjM)=E[(X.i-fi.)(X.>k-p,j)]=Yí.(k) (1.2.11) 
Se i=j, trata-se da função de autocovariância de cada processo 7^0:) 
e, se i^j (i,j=l,...,m), trata-se da função de covariância cruzada entre 
{Xii} e {X^} designada por ^(k). Fica assim bem evidenciado que se trata 
de funções apenas de k. 
Deste modo, dois processos são conjuntamente estacionários se cada 
um deles o for, o que implica que as respectivas funções de 
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autocovariância sejam independentes de t, e se a respectiva função de 
covariância cruzada também for independente do momento considerado. 
No entanto, note-se que, contrariamente à função de 
autocovariância, a função de covariância cruzada não é uma fimção par, 
uma vez que se verifica a relação; 
^(kj^C-k) i*j (1.2.12) 




Assim, a matriz de covariância de um processo estocástico 




1/2 i,j=l,.... m 
3a) y^) é uma função de autocovariância, i=l,...,m 
4a)Jia^r(/-h)ah >0 para Ne{1,2,...} e a1,...,aNeIR
m 
A primeira propriedade resulta da equação (1.2.13), a segunda da 
desigualdade de Cauchy-Schwarz e a terceira do facto de YiiGO ser a 
função de autocovariância do processo estocástico estacionário {XJ. 
Uma vez que estas funções estão dependentes da unidade de medida 
de cada processo {XJ componente de {XJ, revela-se útil normalizá-las. 
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nomeadamente para fins interpretativos. Nestas condições, define-se a 
função de autocorrelação de {XJ da forma: 
Pii(k) = 77(Õ) 1 = 1 m (1.2.14) 
e a fíinção de correlação cruzada entre {XJ e {X.J da forma: 
YijCk) . . , 
Pii(k) = — i,j = l,...,m i 
[Yh (O)Yjj (0)] (1215) 
Note-se que Yji(0)=V(Xu)=af. 
A função PijOO mede a correlação existente entre X.[ e X.t k e, tal 
como YjOO, também não é uma função par: 
p.j(k)=pj.(-k) i,j=l,...,m; i^j (1.2.16) 
Assim, obtém-se a matriz de correlação de um processo estocástico 





sendo ro=diag {Yii(0)-"Ymin(0)} 
a matriz diagonal das variâncias dos 
diferentes processos {Xu}, i=l,...,m . A matriz p(k) verifica as 
propriedades (Brockwell e Davis, 1987, pág.393): 
Ia) p(k)=pT(-k) 
2S) lpíj(k)l<[Yii(0)Yij(0)]
1/2 i,j=l„,., m 
2S) lpij(k)l^[pii(0)pjj(0)]
1'2 i,j=l,...,m • 
38) p^k) é uma função de autocorrelação i=l,...,m 
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48) b,Tp(/-h)bli >0 paraNe{l,2,...} e ^....^gIR" 
É importante notar que, para i*j, p.^O) não é necessariamente igual 
a 1, sendo possível que, para k^O, íyij(k)l>l7.j(0)l, o que significa também 
que PyCk) pode atingir o seu máximo para um qualquer valor de k 
contrariamente ao que se passa quando i=j, em que esse máximo é atingido 
para k=0. 
Por outro lado, há ainda a considerar a matriz de correlação 
parcial. Para o efeito, define-se a regressão de Xt sobre Xt.( (t=l,...,k) que 
assume a fornia: 
X^X^+^+^+U, (1.2.18) 
onde ((),(t=l,...,k) são matrizes de parâmetros, de dimensão (m x m) e Ut 
é um vector de dimensão (m x 1), cosntituindo o termo residual da 
regressão. Assim, Tiao e Box (1979, 1981) e Jenkins e Alavi (1981) 
definem a matriz de correlação parcial, também designada pelos 
primeiros de matriz de auto-regressão parcial, como a última matriz de 
parâmetros na regressão acima, ou seja: 
P(k)=<j)k k=l,2,... (1.2.19) 
onde P(k) designa a matriz de correlação parcial(1). 
Vejamos agora alguns exemplos: 
Exemplo 1. 




em que {Xu} e {X2i} são não correlacionados, ou seja: 
Y12(k)=cov(Xu, Xil.k)=0 para todo o k=0,±l,±2,-.. (1.2.21) 
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Nestas condições, r(k) é: 
r(k) = 
T.iík) 0 
0 Y^ík) (1.2.22) 
Por sua vez, p(k) asume a expressão: 
Pn(k) o 
P(k) = 
0 p^Ck) (1.2.23) 
Exemplo 2. 
Suponha-se que {Xlt} e {X2i} são ambos formados a partir do 
mesmo processo puramente aleatório {£lt} da seguinte forma: 
xu=£t 
X^E^O.48,5 (1.2.24) 
com E(£t)=0 e V(£t)=a ^. Uma vez que E(Xlt)=E(X2i)=0, tem-se: 
E(Xt ) = ji = 
(1.2.25) 









k = -5 
k = 0 
k = 5 
outros valores de k 
(1.2.26) 














k = -5 
k = 0 
k = 5 
outros valores de k 
(1.2.27) 
2.2. Transformações de um série cronológica 
Quando uma série cronológica multivariada é não estacionária, é 
necessário aplicar-lhe determinadas transformações que visam a sua 
estacionarização, uma vez que se irá recorrer a processos estocásticos 
estacionários de segunda ordem para a sua modelização, à semelhança do 
que sucede no caso univariado. 
Assim, designando um série cronológica por X, e as suas 
componentes por Xit (i=l,...,m), as transformações que irão ser 
consideradas são de dois tipos: 
(i) Visando linearizar a tendência e estabilizar a variância de cada uma das 
componentes de uma série cronológica multivariada, aplica-se-lhes as 




X; ^ 0 
X, =0 i=l,...,m (1.2.28) 
Assim, quando se referir que o parâmetro de transformação de 
uma dada série cronológica multivariada é significa que este é o valor 
máximo dos diferentes parâmetros \ (i=l,...,m). 
(ii) Quando as componentes da série cronológica multivariada apresentam 
tendências não neutras, toma-se necessário proceder à estacionarização 
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destas, para o que se utiliza o operador diferença, aplicando-o a cada uma 
dessas componentes: 
VX^X.-X^., i=l,...,m (1.2.29) 
Utilizando o operador atraso B, que é tal, que é possível 
expressar esta igualdade da forma; 
VXit=Xu-BXii=(l-B)Xit i=l,...,m (1.2.30) 
Considerando o vector a aplicação do operador diferença produz o 
resultado: 
VX^X.-X^! i=l,...,m (1.2.31) 




o que leva à igualdade; 
VX=Xt-BX=(l-B)Xt 
= x l-l 
(1.2.32) 
(1.2.33) 
Por outro lado, pode ser necessário aplicar o operador diferença 
várias vezes para estacionarizar a tendência da série cronológica, o que 




onde Vd e Bd são matrizes diagonais de dimensão (m x m) cujos elementos 
genéricos são e (l-B)^ respectivamente e d; é o número de vezes que o 
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operador diferença é aplicado a Xu, sendo d o máximo dos diferentes dj 
(i=l,...,m). Convém realçar o facto de as expressões (1.2.34) permitirem 
que o número de vezes que o operador diferença é aplicado não seja o 
mesmo para todas as componentes do vector o que proporciona maior 
flexibilidade e pretende evitar certos- problemas como o da 
sobrediferenciação, que será analisado mais à frente. 
No entanto, a tendência pode ainda apresentar uma componente 
periódica, tomando necessária para a sua estacionarização a diferenciação 
sazonal, ou seja, a aplicação do operador diferença de acordo com o 






onde Vs é o operador diferença sazonal e B
s o operador atraso sazonal, 
que é tal que e B^X =Xt.k. 
Pode também ser necessário aplicar este operador por diversas 
vezes, o que produz as expressões: 
V^X^d-B5)^ i=l,...,m 
V^-X^B Xt (1.2.36) 
onde e são matrizes diagonais de dimensão (m x m) cujos 
elementos genéricos são respectivamente V*'1 e (1-B)di> e dis é o número 
de vezes que se aplica a diferenciação sazonal a Xit, sendo o respectivo 
número máximo designado por ds. Do mesmo modo,também neste caso se 
admite que o grau de diferenciação sazonal seja diferente conforme a 
série univariada Xit. 
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No caso de a componente periódica incluir mais do que um período 
sazonal, toma-se necessário proceder à diferenciação sazonal de acordo 
com cada período. Assim, se, por exemplo, se revelar a existência de dois 
períodos sazonais, é necessário aplicar as transformações; 
V^V^X^d-B")^ (l-B")d,,'X i = l,...,m 
(L2.37) 
onde: 
Sj e Sj são os períodos sazonais; 
d;^ e dj ^ representam o número de diferenciações sazonais aplicadas a Xit 
com respeito a Sj e a s2 respectivamente sendo dSi e dS2 os correspondentes 
valores máximos; 
V'- e V:;' são matrizes diagonais de dimensão (m x m) cujos elementos 
genéricos são V^'" e respectivamente; 
Bd" e Bj1 são matrizes diagonais de dimensão (m x m) cujos elementos 
genéricos são (1 _ B'1 e (1 - B'2 respectivamente. 
Deste modo, as transformações acabadas de analisar podem ser 
resumidas na expressão: 
V."'" Vd'(X^) = (l-B'),i" (l-B')d'X^ i=l,...,m 
V;-Ví(X1') = B;'B'X: (1.2.38) 
onde se considerou a existência de apenas um período sazonal. 
No entanto, a diferenciação de cada série univariada Xit, 
(i=l,...,m) tendo em vista a estacionarização das respectivas tendências, 
pode ser inadequada para a análise de uma série multivariada (Hillmer e 
Tiao, 1979; Lútkpohl, 1982). Esta questão será novamente analisada mais 
à frente. 
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II. MODELOS PROBABILÍSTICOS 
Tendo em vista a modelização de uma série cronológica 
multivariada, é conveniente considerar certas classes de processos 
estocásticos multivariados estacionários, designados por modelos 
probabilísticos, que permitem proceder a essa modelização. 
Assim, irá ser considerado em primeiro lugar o ruído branco ou 
processo puramente aleatório, em seguida o processo auto-regressivo, 
posteriormente o processo de médias móveis e, por fim, o processo misto 
auto-regressivo e de médias móveis, em que irá ser incorporada a 
possibilidade de existência de não estacionaridade, originando o processo 
misto auto-regressivo e de médias móveis integrado. 
Por outro lado, a análise destes modelos probabilísticos não irá ser 
alargada aos processos sazonais destinados a modelizar séries 
cronológicas em que se revela exclusivamente a presença de uma 
componente sazonal, nem aos processos multiplicativos sazonais não- 
sazonais. Com efeito, tal extensão da análise pareceu desnecessária, uma 
vez que constitui uma generalização directa do que se encontra 
estabelecido para o caso univariado e resulta facilmente dos diferentes 
modelos probabilísticos que irão agora ser apresentados. Esta 
metodologia irá também ser adoptada nos capítulos subsequentes, 
conforme será oportunamente referido. 
Por fim, refira-se que se admite que o valor esperado do processo 
estocástico considerado é o vector nulo. 
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1. Processos estocásticos multivariados 
Esta classe de processos destina-se a modelizar séries cronológicas 
onde não exista qualquer componente periódica, sendo facilmente 
generalizável ao caso em que exista sazonalidade. 
1.1. Ruído branco ou processo puramente aleatório 
multivariado 
{Xt, t=0,±l ,±2,...} diz-se um ruído branco ou processo 
puramente aleatório multivariado se for estacionário e a sua matriz de 
covariância assumir a forma: 
f Z se k = 0 
|o se k^O (2.1.1) 
onde Z é a matriz de variâncias e covariâncias das componentes do vector 
Xt, sendo uma matriz simétrica, definida positiva e de dimensão (m x m). 
Habitualmente, admitir-se-à a hipótese de o vector dos valores esperados 
deste tipo de processos ser o vector nulo, o que significa que Z=E(XtXy). 
As componentes do vector Xj são processos puramente aleatórios 
univariados que não estão correlacionados entre si para momentos 
diferentes, mas que podem estar contemporaneamente correlacionados, o 
que significa que Z é um matriz não necessariamente diagonal. 
Um ruído branco ou processo puramente aleatório multivariado, 
com vector dos valores esperados nulo, passará a ser designado por 
{8t, 1=0+1+2,...}. 
1.2. Processo auto-regressivo 
Seja {8^ t=0,±l,±2,,,.} um processo puramente aleatório 
multivariado. 
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{Xt, t=0,±l,±2,...} diz-se um processo auto-regressivo 
multivariado de ordem p, designando-se por AR(p), se puder ser 
representado da forma: 
Xt=(t)1Xt.1+...+())pX,p+et (2.1.2) 
onde <))1,...,(t)psão matrizes reais de dimensão (m x m). Utilizando o 
operador atraso, este processo pode também ser representado da forma: 
<t>(B)Xt=et (2.1.3) 
onde (j)(B)Xt=Im-(j)1B -...- (J)1B
P é um polinómio matricial, sendo cada 
elemento da matriz (j)(B) é um polinómio de coeficientes reais e grau não 
superior a p, designando Ir genericamente uma matriz identidade de 
dimensão (r x r). Tal como o processo AR(p) univariado, este processo é 
invertível, sendo estacionário se, representando 1MI o determinante de 
uma qualquer matriz quadrada M, as raízes Zr (r=l,...,p) da 
equação matricial; 
IZpIra-Z
p"1<))1 -...- (|)pl=0 (2.1.4) 
forem todas inferiores a 1 em valor absoluto,.isto é, a r-ésima raiz Zr deve 
ser inferior a 1 em valor absoluto, para todo o r=l,...,p. De forma 
equivalente, este processo diz-se estacionário se as raízes Br (r=l,...,p) da 
equação matricial: 
l(})(B)l=0 (2.1.5) 
forem todas superiores a 1 em valor absoluto, ou seja, se estiverem fora 
do círculo unitário, isto é, a r-ésima raiz Br deve obedecer à condição 
lBrl>l, para todo o r=l,...,p. Este resultado prova-se por generalização 
do que se passa no caso univariado. No entanto, se houver raízes da 
equação (2.1.4) que estejam sobre o círculo unitário, admite-se que o 
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processo tem o seu início num qualquer momento finito do tempo, com 
valores iniciais fixos. E importante referir ainda que esta condição 
assegura que os elementos da matriz de covariância deste processo sejam 
finitos (Jenkins e Alavi, 1981). 
As equações de Yule-Walker podem também ser generalizadas ao 
caso multivariado a partir da representação de um processo AR(p) 
estacionário: 
Xt=<l>1Xt.i+...+(j) X +£t (2.1.6) 
sendo {Xt} um processo estacionário, prova-se facilmente que: 
E(Xt)=0 - (2.1.7) 
Assim, multiplicando ambos os membros da equação (2.1.6) por Xy,k e 
calculando valores esperados, obtém-se a relação; 
r(k)=(j)ir(k-l) +...+éT(X-p) k=l,2,... (2.1.8) 
As equações resumidas em (2.1.8) são equações de Yule-Walker no caso 
multivariado e podem ser resolvidas recorrendo às relações: 
r(-k)=rT(k) 
r(0)=())1r(-i) +...+(|)pr(-p) +z (2.1.9) 
Por outro lado, as equações de Yule-Walker podem ser utilizadas 
para determinar os parâmetros (j^,...,^ do seguinte modo: 








No que respeita a este tipo de processo, é importante referir ainda a 
propriedade de decréscimo gradual quer dos elementos das matrizes de 
covariância, quer dos elementos das matrizes de correlação quando um Ikl 
aumenta. Assim, quando se está em presença de um processo 
auto-regressivo, os valores das funções de autocovariância e de 
autocorrelação, bem como os das funções de covariância e de correlação 
cruzadas, apresentam um decréscimo gradual para zero à medida que Ikl 
aumenta. 
Por outro lado, desigando a matriz de correlação parcial por P(k), 
a sua definição é: 
P(k)=<t»k " (2.1.11) 
onde (|)k é a última matriz de parâmetros da equação que define uma 
regressão de Xt sobre (í=l,...,k). Verifica-se então que, para um 
modelo AR(p), esta função possui a propriedade: 
P(k) = 
((^ se k = p 
0 se k>p (2.1.12) 
Assim, à semelhança do que sucede no caso univariado, esta função anula- 
se a partir da ordem do processo, o que a toma num instrumento 
privilegiado para a identificação de processos auto-regressivos, uma vez 
que, se aquela sofrer um corte abrupto para certo "lag", significa que se 
está em presença de um processo deste tipo, sendo a respectiva ordem 
igual ao valor desse "lag". 
Em suma, a função de correlação parcial permite detectar a 
presença de um processo auto-regressivo e determinar a sua ordem.(2) 
A título de exemplo, examinemos o processo AR(1) bivariado, ou 
seja, quando m=2, cuja representação assume a forma: 
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^2t=<Í)21.1'^-l.t-l+<t)22.1^2.t-l+^2t (2.1.13) 
onde 4»jy (ij=1,2 ; ^=1) designa o parâmetro auto-regressivo relativo 
à j-ésima variável da i-ésima equação e para o momento t-l. Utilizando 







.X.. .$21.1 T22,I X^. (2.1.14) 
o que é equivalente a: 
xt=<))1xt.1+et (2.1.15) 
Admitindo que {Xt} é um processo estacionário, a sua matriz de 
covariância pode ser obtida através das equações de Yule-Walker, que 
assumem a forma; 
roo^rík-i) k=i,2,... (2.1.16) 
Trata-se de uma equação às diferenças matricial, cuja solução é: 
HkXnO) k=l,2,.„ (2.1.17) 
sendo o r(0) determinado em (2.1.9), o que, neste caso, assume a 
expressão: 
no^no) tf+z (2.1.18) 
chegando-se a este resultado com o recurso a (2.1.17). 
Harvey (1981, pág.49) sugere duas formas possíveis de determinar 
a solução desta equação, de modo a obter r(0). Assim, uma hipótese 
consiste na adopção de um método iterativo que calcule aproximações 
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sucessivas a partir de um valor inicial para r(0). Alternativamente, é 
possível obter uma solução a partir da identidade: 
vec[r(O)]=[Im2-<})10cl)1]-
1vecZ (2.1.19) 
onde 0 designa o produto de Kronecker e vec(.) significa "vectorização", 
isto é, que as colunas de uma matriz de dimensão (n x /) são colocadas na 
vertical, formando um vector de dimensão [(n/) x 1}. 
1.3. Processo de médias móveis multivariado 
Seja {8t, t=0,±l,±2,...} um processo puramente aleatório 
multivariado. 
{Xt, t=0,±l,±2,...} diz-se um processo de médias móveis 
multivariado de ordem q, designando-se por MA(q) (de "Moving 
Averages"), se puder ser representado da forma: 
x=0oet+e1et.1+...+ eq8t^ (2.1.20) 
onde 0O, são matrizes reais de dimensão (m x m). 
Habitualmente, considerar-se-à 9o=Im- Recorrendo ao operador atraso, 
este processo pode também ser representado da forma: 
Xt=0(B)8t (2.1.21) 
onde 0(B)=Im+01B+...+0qB
q é um polinómio matricial, sendo cada 
elemento da matriz 0(B) um polinómio de coeficientes reais e grau não 
superior a q. Tal como o processo MA(q) univariado, trata-se de um 
processo estacionário. Com efeito, o vector E(Xt) é o vector nulo e 
facilmente se prova que a matriz de covariância de {Xt} tem a expressão 
genérica: 
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ie,ze r_b ' 
T 
t-k k = 0,l,...,q 
k > q 





Tal como sucede no caso univariado, verifica-se um corte abrupto 
da função a partir da ordem do processo, o que a converte, bem como à 
função de correlação, num instrumento privilegiado para a identificação 
de processos de médias móveis. De facto, esta propriedade permite, por 
um lado, distinguir um processo de médias móveis e um processo auto- 
regressivo, uma vez que, conforme já foi referido, tanto a função de 
covariância como a de correlação deste último decrescem para zero e, por 
outro lado, permite determinar a ordem de um processo de médias 
móveis. 
Em resumo, a função de correlação, bem como a de covariância, 
permite também distinguir entre processos auto-regressivos e processos 
de médias móveis, possibilitando ainda a determinação da ordem destes 
últimos. 
Por outro lado, este tipo de processos é invertível se as raízes 
Zr (r=l,...,q) da equação matricial: 
forem todas inferiores a 1 em valor absoluto, isto é, a r-ésima raiz Zr deve 
verificar a condição IZrl<l para todo o r=l,...,q. De forma equivalente, 
IZqI +Zq-101+...+0 1=0 
m 1 q (2.1.23) 
conclui-se que este tipo de processos é invertível se as raízes Br (r=l,...,q) 
da equação matricial: 
10(8)1=0 (2.1.24) 
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forem todas superiores a 1 em valor absoluto, ou seja, se estiverem fora 
do círculo unitário, isto é, a r-ésima raiz Br deve obedecer à condição 
IBrl>l, para todo o r=l,...,q. Este resultado prova-se também por 
generalização do que se passa no caso univariádo. 
A título de exemplo, analisemos o processo MA(1) multivariado, 
que assume a forma: 
xi=et+0i£t-i 
Para este processo, obtém-se os resultados: 
(2.1.25) 
r(k) = 
Z + 0,Z0^ k = 0 
0.Z k = 1 
ZQJ k = -1 
0 lkl> 2 (2.1.26) 
É importante referir que r(-l)=rT(l) e que a função se anula a partir da 
ordem do processo, ou seja, para lkl>2, tal como sucede com o processo 
MA(1) univariado. 
Admitindo que se trata de um processo bivariado, a sua 
representação matricial assume a expressão; 
r eu-1 
(2.1.27) 
onde 0ij/(i,j=l,2,; í=l) designa o parâmetro de médias móveis relativo 
à j-ésima variável da i-ésima equação para o momento t-/. Esta 
representação pode ser expressa da forma equivalente: 
"xu" £u '911.1 9 12.1 "£U.l" — + 
9 22,1 _X2l_ .£2t. 
CD
 
_ £ 2,t-l . 
X =£,+0^^= 0(B)£t (2.1.28) 
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onde 0(B)=I2+01B. É ainda possível representar este processo da forma 
alternativa: 
^2t=^2t+®21.1^1.t-l+®22,1^2,t-l (2.1.29) 
O processo MA(q) envolve um número finito de parâmetros, o 
mesmo sucedendo com o processo AR(p), uma vez que se admite que 
tanto q como p são finitos. 
No entanto, é possível representar um processo AR(p) 
multivariado estacionário como um processo de médias móveis invertível 
de ordem infinita (Brockwell e Davis, 1987, pág.408). Assim, considere- 
se o processo AR(p) estacionário: 
<l)(B)Xt=et (2.1.30) 
A condição de estacionaridade deste tipo de processos assegura que ^(B) 
é um matriz invertível para os valores de B contidos no círculo unitário, 
uma vez que implica que os zeros de l(()(B)l estejam todos fora desse 
círculo. Deste modo, invertendo <))(B), obtém-se: 
X^ÍB)"^ (2.1.31) 
sendo possível provar que o desenvolvimento em série de (t)(B)_1 é: 
IBI<1 (2.1.32) 
com \|r0=Im (Jenkins e Alavi, 1981; Wilson, 1973) e sendo o 
desenvolvimento em série de <{)(B) _1 calculado a partir da relação: 
<))(B)_1=<t>A(B)/l<))(B)-1l (2.1.33) 
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designando <))A a matriz adjunta de ())(B). 
Assim, a representação de um processo AR(p) estacionário como 
um processo de médias móveis invertível de ordem infinita resulta de 




Utilizando o exemplo do processo AR(1), obtém-se a 
representação: 
(2.1.35) 
Por sua vez, um processo MA(q) invertível multivariado pode ser 
representado como um processo auto-regressivo estacionário de ordem 
infinita (Brockwell e Davis, 1987, pág.408). Seja então o processo MA(q) 
invertível multivariado: 
Xt=0(B)et (2.1.36) 
Tratando-se de processo invertível, os zeros de 10(B)I situam-se todos 
fora do círculo unitário, o que significa que a matriz de 0(B) é invertível 
para os valores de B contidos no interior de círculo. Deste modo, 
invertendo 0(B) obtém-se: 
0(BrlXt=8 (2.1.37) 
provando-se neste caso que o desenvolvimento em série de 0(B)_1é 
(Jenkins e Alavi, 1981; Wilson, 1973): 
0(Br-Im-|*íB' IBI<1 (2.1.38) 
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sendo o desenvolvimento em série de 0(B) 1 determinado a partir da 
relação: 
e(Br1=eA(B)/ie(Br1i . (2.1.39) 
onde 0A é a matriz adjunta de 0(B). 
Deste modo, a representação de um processo MA(q) invertível 
como um processo auto-regressivo estacionário de ordem infinita é obtida 
a partir de (2.1.37) e (2.1.38) e assume a forma: 
Xt-|i7r;X,/=7r(B)X=et (2.1.40) 
onde 7t(B)=Im-27c^'. Exemplificando com o processo MA(1), obtém-se: 
Xt+J|(-l)'0ÍXt./=8t (2.1.41) 
E evidente que estes dois resultados , expressos nas relações 
(2.1.34) e (2.1.40), constituem generalização dos correspondentes 
resultados para o caso univariado. 
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1.4. Processo misto auto-regressivo e de médias móveis 
multivariado 
Seja {S^ t=0,±l,±2,...} um processo puramente aleatório 
multivariado. 
{Xt, t=0,±l,±2,...} diz-se processo misto auto-regressivo e de 
médias móveis multivariado de ordens (p,q) designando-se por 
ARMA(p,q), se puder ser representado da forma: 
iXt-i+• • •+(t>pXt.p-i-0o8t+01£t.i+...+0q£t.q (2.1.42) 
onde <()!,...e ©o.Op...© são matrizes reais de dimensão (m x m). 
Habitualmente, considerar-se-à 0o=Im- Utilizando o operador atraso, 






O operador de médias móveis 0(B) é um polinómio matricial cujos 
elementos são polinómios de coeficientes reais e grau não superior a q, tal 
como para um processo MA(q). Por sua vez, o operador auto-regressivo 
(()(B) é um polinómio matricial cujos elementos são polinómios de 
coeficientes reais e grau não superior a p, à semelhança do que foi 
definido para um processo AR(p). 
Note-se que o processo ARMA(p,q) se converte num processo 
MA(q) se p=0 e num processo AR(p) se q=0." 
Para que um processo ARMA(p,q) multivariado seja estacionário, 
é necessário que as raízes da equação matricial: 
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IZ^-Z"-'^ -...-<j>pl=0 (2.1.45) 
sejam todas inferiores a 1 em valor absoluto ou, o que é equivalente, que 
as raízes da equação matricial: 
l<|)(B)l=0 (2.1.46) 
estejam todas fora do círculo unitário, assegurando-se desta forma a 
estacionaridade da componente auto-regressiva. No entanto, se houver 
raízes da equação (2.1.46) sobre o círculo unitário, admite-se que o 
processo se inicia num dado momento do tempo, com valores iniciais 
fixos. Esta condição assegura também para este tipo de processo que os 
elementos da matriz de covariância deste sejam finitos. Trata-se, como é 
óbvio, de condições idênticas às que foram colocadas para o processo 
auto-regressivo. 
Por outro lado, para que este processo seja invertível, é necessário 
que as raízes da equação matricial: 
IZ^+Z^Qj+...+eql=0 (2.1.47) 
sejam todas inferiores a 1 em valor absoluto ou, de forma equivalente, 
que as raízes da equação matricial; 
10(6)1=0 (2.1.48) 
estejam todas fora do círculo unitário, de modo a assegurar a 
invertibilidade da componente de médias móveis do processo 
ARMA(p,q). É também uma condição idêntica à que foi colocada sobre a 
invertibilidade do processo de médias móveis. 
Qualquer processo ARMA(p,q) multivariado invertível e 
estacionário, assumindo a forma (2.1.43), pode ser representado como 
um processo auto-regressivo de ordem infinita, tal como um processo 
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MA(q), sendo necessária a verificação das mesmas condições (Brockwell 
e Davis, 1987, pág.408). Para o efeito, considere-se a seguinte expressão, 
obtida a partir de (2.1.43): 
0(B)-1(t)(B)Xt=8t (2.1.49) 
O desenvolvimento em série de GÍB)'1 permite obter a referida 
representação que assume a forma: 
Xt-|i7cíXt.pK(B)Xt=£t (2.1.50) 
onde t^B^Ih^-ÊtTjB' (Jenkins e Alavi, 1981; Wilson, 1973) e as matrizes 
tc;(í=1,2,...) são determinadas igualando os coeficientes das potências de 
B na equação (Tiao e Tsay, 1983): 
(|)(B)=e(B) 7c(B) (2.1.51) 
Por outro lado, este processo pode também ser representado como 
um processo de médias móveis de ordem infinita, tal como um processo 
AR(p), sendo ainda necessária a verificação das mesmas condições 
(Brockwell e Davis, 1987, pág.408). Para o efeito, considere-se a 
expressão seguinte, deduzida a partir de (2.1.43): 
Xt=(|)(B)"
10(B)£t (2.1.52) 
O desenvolvimento em série de ^(B)'1 conduz à referida representação, 
que assume a forma: 
Xt=|0VA-r¥(B)et (2.1.53) 
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onde V0=Im e ^(3)=^^^' (Jenkins e Alavi, 1981; Wilson, 1973) e as 
matrizes \\fl {1=1,2,...) são obtidas igualando os coeficientes das potências 
de B na relação (Tiao e Tsay, 1983): 
<t)(B)y(B)=e(B) (2.1.54) 
A expressão (2.1.53) define a única solução estacionária para a equação 
(2.1.43), que, por sua vez, define o processo ARMA(p,q). 
Utilizando a representação definida em (2.1.53), é possível 
expressar Xt_k da forma: 
Xt,=V(B)£l,=|\}/(£l,J (2.1.55) 
Assim, verifica-se a relação; 
E(sl.hx:.k)= 
Svj/J k + / = h 
0 k+/^h (2.1.56) 
Note-se que Zxi/(
T=E para k=h, ou seja, para 1=0. Esta expressão é de 
extrema utilidade para a caracterização da matriz de covariância de um 
processo ARMA(p,q), sendo útil para o efeito considerar previamente a 
igualdade; 
(xt-(p1x,1-...-(|)px,p)x:.k=(£t+e1£,1+...+eq£,q)x:k (2.1.57) 
Calculando valores esperados em ambos os membros, obtém-se a seguinte 
expressão para a matriz de covariância de um processo ARMA(p,q) 
invertível e estacionário; 
r(k) = 
E(j)ur(k-u)+E0uEv|/^k k = 0,l,...,r i=l u=k 
Í<})ur(k-u) k = r + l,r + 2,... (2.1.58) 
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onde 0o=Im, r=máx(p,q) e: 
se P^' 
(11)9^1 =...=0=0, se q<p ; 
Note-se que, em particular, se se tiver p=0, obtém-se a expressão da 
matriz de covariância de um processo MA(q) e, se q=0, resultam de 
(2.1.58) as equações de Yule-Walker, tal como foram caracterizadas em 
(2.1.8) para o processo AR(p). 
Observando a expressão de r(k) em (2.1.58), conclui-se 
imediatamente que a função de correlação não sofre qualquer corte 
abrupto, antes se verificando um decréscimo gradual para zero dos seus 
elementos à medida que Ikl aumenta, sucedendo o mesmo com a função de 
correlação parcial (Tiao e Box, 1979, 1981). Um tal padrão de 
comportamento das funções de correlação e de correlação parcial de um 
dado processo, permite detectar a presença de um processo ARMA(p,q). 
A título de exemplo, considere-se o processo ARMA(1,1) 
bivariado, cuja representação matricial é: 
"xu- ^n.i "xu.r 'eiu 012.r 
+ + 
0ai. _x2t_ A.. .02U 
onde (j)^, designa os parâmetros auto-regressivos, tal como no caso de um 
processo auto-regressivo, e 9^ Resigna os párâmetros de médias móveis, 
tal como para um processo de médias móveis (i,j=l,2; t=l). Esta 
representação pode também ser expressa da forma: 
(2.1.60) 





Este processo pode ainda ser expresso da forma: 
^2t=<Í)21,l^l.t-l+<!>22.1^2,t-l+^2t+®21.1^1.t-l+®22.1^2.t-l (2.1.63) 
Por outro lado, a função de covariância de um processo deste tipo 
assume a expressão; 
+ z + k = 0 
r(k) = -(i>1r(O)+01E k = i 
«jjjFík-l) k = 2,3,... (2.1.64) 
1.5. Processo misto auto-regressivo e de médias móveis 
integrado multivariado 
Generalizando o que sucede no caso univariado, este tipo de 
processo pretende modelizar séries cronológicas multivariadas não 
estacionárias, sendo por isso um processo não estacionário. 
Assim, admita-se um processo estocástico multivariado que assume 
a representação: 
cp(B)X[=0(B)8t (2.1.65) 
onde a equação matricial; 
|(p(B)l=0 (2.1.66) 
admite d raízes unitárias. Conclui-se então que, neste caso, o processo 
estocástico {Xt} é não estacionário, designando-se (p(B) por operador 
auto-regressivo não estacionário. Com efeito, revela-se externamente útil 
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representar processos não estacionários permitindo a existência de raízes 
unitárias na equação (2.1.66). 
Deste modo, seja {£t> t=0,±l,±2,...} um processo puramente 
aleatório multivariado. 
{Xt, t=0, ±1,±2,...} diz-se um processo misto auto-regressivo e de 
médias móveis integrado multivariado, designando-se por ARIMA(p,d,q) 
(de "Autoregressive Integrated Moving Averages") se puder ser 
representado da forma: 
cp(B)Xt=0(B)£t • (2.1.67) 
onde cp(B) representa o operador auto-regressivo não estacionário, cujo 
determinante admite d zeros iguais a 1, e que assume a expressão: 
cp(B)=(Im-<t>1B -...-(t)pB
p)Bd=(KB)Bd (2.1.68) 
sendo ())(B) o operador auto-regressivo, definido do mesmo modo que 
para o processo ARMA(p,q), e Bd uma matriz diagonal de dimensão (m x 
m) cujo elemento genérico é (1-B)di, i=l,...,m, com d-^d, tal como 
definido atrás; 
6(B) representa o operador de médias móveis, sendo definido tal como 
para o processo ARMA(p,q). 
Uma vez que Bd=Vd, o processo ARIMA(p,d,q) acabado de 
apresentar pode ser representado da forma: 
<KB)VdX=e(B)£t (2.1.69) 
onde Vdé uma matriz diagonal de dimensão (m x m) cujo elemento 
genérico é Vdl(i=l,.",tn), conforme já foi definido atrás. 
Note-se que, se d=0, obtém-se um processo ARMA(p,q); se q=d=0, 
obtém-se um processo AR(p) e, se p=d=0, obtém-se um processo MA(q). 
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dXt, cujo elemento genérico é Y^V^X^, i=l,...,m. A 
expressão (2.1.70) revela que o processo {Yt} é um processo 
ARMA(p,q), verificando todas as características deste e sendo 
estacionário. 
Deste modo, conclui-se que, através, da aplicação adequada do 
operador diferença, é possível transformar um processo não estacionário 
de modo a convertê-lo num processo estacionário. Por outro lado, 
Hillmer e Tiao (1979) indicam que é muitas vezes possível que 
combinações lineares das componentes do processo multivariado sejam 
estacionárias. 
No entanto, tal como refere Liitkepohl (1982a) e Tiao e Tsay 
(1983), a aplicação do operador diferença a cada um dos processos 
univariados componentes do processo multivariado, apesar de permitir a 
estacionarização dos primeiros, não implica necessariamente que o 
segundo seja também convertido num processo estacionário. Assim, 
Hillmer e Tiao (1979) e Liitkepohl (1982a) indicam que este 
procedimento pode conduzir à sobre-diferenciação, ou seja, a uma 
diferenciação excessiva, o que pode ter como consequências a não 
invertibilidade do operador de médias móveis e a introdução de 
complicações desnecessárias no modelo. A adopção de um operador 
diferença matricial para a estacionarização do processo tem também em 
vista evitar o problema da sobre-diferenciação, uma vez que a utilização 
do mesmo grau de diferenciação para todos os processos univariados, o 
que corresponderia à adopção de um operador diferença escalar, 
acarretaria frequentemente o referido problema. 
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Em resumo, é importante tomar em consideração que a aplicação 
do operador diferença, apesar de poder ser adequada para a 
estacionarização de processos univariados não estacionários, pode não ser 
necessária ou aconselhável quando se considera diversos processos 
conjuntamente, ou seja, pode não ser apropriada para a estacionarização 
de um processo multivariado não estacionário. 
Tendo em conta estas dificuldades, Tjpstheim e Paulsen (1982) 
distinguem o caso em que l(p(B)l possui zeros que se situam exactamente 
sobre o círculo unitário, daquele em que esses zeros estão apenas 
próximos deste círculo. No primeiro caso', {X,} é designado de não 
estacionário e, no segundo, de quase não estacionário. Quando {Xt} é 
quase não estacionário, a sua diferenciação não é adequada para o 
converter num processo estacionário, devendo então ser considerada um 
transformação do tipo (Tjpstheim e Paulsen ,1982); 
Wl=Xt-aXt.1 (2.1.71) 
onde a matriz a, de dimensão (m x m), deverá ser escolhida de modo a 
que o determinante do operador auto-regressivo de {WJ não tenha zeros 
próximos do círculo unitário. 
Assim, considere-se um processo {Xt} para o qual l(p(B)l possui r 
zeros próximos do círculo unitário (r<m), o que é designado por quase 
não estacionaridade de grau r, sendo {Wt} em (2.1.71) estacionário. Isto 
implica (p(B) possa ser decomposto da forma: 
<p(B)=<KB) (Im-aB) (2.1.72) 
onde nenhum dos zeros de l(t)(B)l está próximo do círculo unitário. 
Decomposições do tipo de (2.1.72) são estudadas por Stensholt e 
Tjpstheim (1981), que mostram que, se os zeros de lcp(B)l forem todos 
distintos, será sempre possível decompor (p(B) numa expresão que 
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inclua o factor (Im-ocB). No entanto, mesmo se r<m, pode não ser 
possível determinar uma matriz a tal que nenhum dos zeros de l(})(B)l 
esteja próximo do círculo unitário. Conclui-se então que, mesmo se r<m, 
pode ser necessário repetir a transformação (2.1.71) por diversas vezes, 
de modo a obter um processo isento de quase não estacionaridade 
(Tjpstheim e Paulsen, 1982). Estes autores referem também que a 
diferenciação de cada processo univariado pode não ser adequada para a 
estacionarização de um processo multivariado. Por outro lado, a forma de 
determinação da matriz a adequada à transformação (2.1.71) será 
analisada mais à frente. 
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III. ESTIMAÇÃO 
Após a identificação de um modelo para o processo estocástico 
subjacente à série cronológica em análise, toma-se necessário propor 
valores adequados para os parâmetros desse modelo, ou seja, estimá-los. 
Com efeito, uma vez que esses parâmetros são desconhecidos, é 
conveniente inferir sobre eles, procedendo-se assim ao ajustamento do 
modelo previamente identificado às observações que constituem a série 
cronológica. 
No entanto, a estimação dos parâmetros de um modelo não é 
suficiente, sendo necessário também estimar o valor esperado de {Xt} e as 
respectivas matrizes de covariância e de correlação, uma vez que são 
instrumentos imprescindíveis na análise de qualquer série cronológica, 
nomeadamente na fase de identificação e de confirmação do diagnóstico. 
Por outro lado, paralelamente à estimação dos parâmetros das 
matrizes que compõem o operador auto-regressivo e o de médias móveis, 
é útil estimar também as ordens desses operadores, uma vez que estas são 
grandezas desconhecidas. De qualquer modo', a estimação dos parâmetros 
é tratada em primeiro lugar, admitindo-se para o efeito que as ordens dos 
referidos operadores são conhecidas, sendo a estimação destas analisada 
em seguida. 
Assim, é útil considerar também a distribuição dos estimadores 
propostos quer para os parâmetros, quer para as funções de covariância e 
de correlação, dada a importância de que essa distribuição se reveste, 
nomeadamente para fins inferenciais e, em particular, na fase de 
confirmação do diagnóstico. 
Finalmente, e uma vez que do ajustamento de um modelo a uma 
série cronológica resultam sempre os correspondentes resíduos de 
estimação, é ainda necessário analisar a distribuição dos estimadores da 
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função de covariância e de correlação residuais, uma vez que ambos 
desempenham um papel importante na fase de crítica do modelo. 
Um aspecto que importa focar é o de que os métodos de estimação 
vão ser analisados apenas para modelos não sazonais, uma vez que a sua 
generalização ao caso em que se verifica a existência de sazonalidade não 
oferece dificuldade. Esta metodologia será adoptada ao longo da análise 
de todas as fases de modelização de uma série cronológica multivariada. 
Refira-se ainda que se irá tratar apenas a estimação no domínio 
tempo. 
1.Estimação do valor esperado, da matriz de covariância, da 
matriz de correlação e estimação preliminar dos parâmetros 
A análise de qualquer série cronológica necessita da prévia 
estimação das matrizes de covariância e de correlação do processo 
estocástico que a gerou, o que obriga também a estimar o respectivo 
valor esperado. Assim, paralelamente à análise da estimação dessas 
grandezas, refere-se também as propriedades mais importantes dos 
estimadores resultantes dos procedidmentos propostos, bem como 
alguns dos problemas com eles relacionados. 
Finalmente, passa-se ao exame da estimação preliminar dos 
parâmetros dos modelos auto-regressivos e dos de médias móveis, 
propondo-se assim uma forma mais simples de proceder a essa estimação 
que faz recurso aos outros estimadores agora referidos e que pretende 
fornecer valores iniciais para a posterior estimação pelo método da 
máxima verosimilhança. 
1.1. Estimação do valor esperado 
Admitindo que E(Xt)^0 e dispondo de N observações 
que constituem a série cronológica, um estimador centrado 
no valor esperado do processo {Xt} é ó vector da média da série 
multivariada, ou seja, é um vector composto pelas médias das diferentes 
séries univariadas, assumindo a forma: 
— In 
X = —ZXt 
N"1 (3.1.1) 
Refira-se a propósito que o valor esperado de cada processo m (i=l,...,m) 
é estimado pela média de cada série univariada: 
— In 
Xi = -ZXil 
Nx=1 (3.1.2) 
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A partir da imposição de algumas hipóteses sobre yú (k), a consistência de 
X resulta facilmente da consistência de cada uma das suas componentes, o 
que constitui um resultado estabelecido para o caso univariado, sendo 
assim possível estabelecer a seguinte proposição (Brockwell e Davis, 
1987, pág.396): 
Proposição 3.1.1. seja {Xt} um processo estocástico multivariado 
estacionário com valor esperado ji e matriz de covariância T(k). Então, 
quando N oo, tem-se: 
E(X - n)T (X - jj.) —» 0 se Yi.(N)->0 1 = 1,....m 
NE(X - |j.)T (X — jj.) —> Z Tu (k) se (k)l< oo i = 
No caso particular de {Xt} ser um processo de médias móveis 
multivariado e sob hipóteses mais restritivas, é possível ainda obter um 
outro resultado (Brockwell e Davis, 1987, pág.396); 
Proposição 3.1.2. Seja {Xt} um processo estocástico estacionário tal que: 
X.=^+,ÍH'£.-, 
onde {£t} é um processo puramente aleatório multivariado com matriz 
de variâncias e covariâncias Z e {HpfH^ij)], i,j=l,...,m} é uma sequência 
de matrizes de dimensão (m x m) tais que: 
Z IH((i,j)l<oo (i,j = l,...,m). /B—M 
Então, X segue distribuição assintótica Normal: 




1.2. Estimação da matriz de covariância, da matriz de 
correlação e da matriz de correlação parcial 
Uma vez que a matriz de covariância assume a expressão. 
r(k) = E[(Xt -^)(Xt_k -^)
T] (3.1.3) 
propõe-se como seu estimador; 
C(k) = 
r-3- Z (Xt-X)(Xí.k-X)
T k = — 1 
N t=1'+1 
l^CX.-XXX^-X^ k = -(N — 1),...,—2,-1 
l N 1=1 
(3.1.4) 
O (i,j)-ésimo elemento desta matriz assume a forma: 
Cjí (k) = ■ 
Z (Xu — Xj )(Xj k — Xj )
T k — 0,1>-"»N 1 
Jvf i-k+1v u 1 
1 N+k 
— ZÍX.-X.KX^-XjX k- (N 1),..., 2, 1 
LN 1=1 
(3.1.5) 
ou seja c;i(k) é o estimador da função de autocovariância do processo 
{Xit} e, para i^j, c;j(k) é o estimador da função de covariância cruzada 
entre {Xit} e {Xjt}, com i,j=l,...,m. 




o que leva a que o estimador proposto para p(k) seja: 
R(k) = C-1/2C(k)C-1/2 (3.1.7) 
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onde C0= diag (c^O),..., c^íO)), sendo o elemento genérico da matriz 
R(k): 
c.. (k) 
r (ic) = l__  
' [0,(0)0, (O)]"2 (318) 
ou seja, r,(k) é o estimador da função de autocorrelação do processo {Xit} 
e, para i^j, r^Ck) é o estimador da função de correlação cruzada entre 
{Xu} e ÍXjt}, com ij=l,...jn. 
Os estimadores acabados de apresentar possuem uma importante 
propriedade, aplicável ao caso de processos de médias móveis de ordem 
infinita e referida no seguinte teorema (Brockwell e Davis, 1987, 
pág.398): 
Teorema 3.1.1. seja [XJ um processo estocástico multivariado que 
assume a forma: 
Xt= Z H,£lW lm—m» 
onde os vectores £t são independentes e identicamente distribuídos com 
valor esperado igual ao vector nulo e matriz de variâncias e covariâncias 
finita Z, sendo (H/^H^iJ)]} uma sequência de matrizes com : 
Z IH,(i,j)l<oo (i,j = l,...,m). 
Então, quando N—>00, verificam-se as seguintes convergências em 
probabilidade: 
plim CjjCkj^ík) 
plim rij(k)=pij(k) i,j=l,...,m 
para k>0. Assim, sendo o significado da convergência em probabilidade 
de uma matriz estocástica o da convergência em probabilidade de todos os 
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seus elementos, é possível exprimir este resultado de uma forma 
alternativa: 
para k>0. 
A propósito das propriedades destes estimadores, é útil referir ainda que 
ambos são assintoticamente centrados. 
Se, além das condições referidas no teorema 3.1.1., os cumulantes 
de quarta ordem das componentes do vector £t forem finitos, Hannan 
(1970, pág.210) mostra que se verifica a convergência em média 
quadrática de c;j(k). 
Por outro lado, é possível estimar a matriz de correlação parcial 
através da utilização do método dos mínimos quadrados multivariado a 
partir do ajustamento de modelos auto-regressivos de ordem K=l,2,..., 
sendo também possível estimar os desvios-padrão dos estimadores assim 
obtidos. 
Para o efeito, considere-se o modelo AR(k): 
No entanto, para estimar um modelo auto-regressivo de ordem k a partir 
das N observações que compõem a série cronológica, é 
necessário desprezar as k primeiras observações, uma vez que Xt depende 
de Xj.!,...^^ , conforme é visível em (3.1.9), sendo esta questão tratada 
detalhadamente mais à frente. 
Assim, considere-se as matrizes: 
plim C(k)= F (k) 
plim R(k)= p(k) 
















Deste modo, considerando a expressão (3.1.10) para t=k+l,...,N, obtém- 
-se o modelo linear multivariado: 
Y=ZX,+ri (3.1.12) 
Nestas condições, os estimadores de mínimos quadrados de X podem ser 
facilmente determinados (Tiao e Box; Tiao e Tsay, 1983). Adoptando 
este procedimento para k=l,2,..., obtém-se o estimador da matriz 
M tt ^ 
de correlação parcial para o lag k, designado por P(k) e definido 
da forma: 
P(k) = <{) k = 1,2,... (3.1.13) 
tendo sido ajustado um modelo AR(k). É também possível determinar 
desta forma os estimadores dos desvios-padrão dos elementos de P(k)(3). 
1.3. Estimação preliminar dos parâmetros 
Uma vez que os parâmetros de qualquer dos modelos analisados são 
desconheccidos, é útil propor valores adequados para eles. Assim, 
utilizando fundamentalmente os estimadores acabados de analisar, é 
possível a sua imediata estimação. No entanto, tal não constitui mais do 
que uma estimação preliminar, destinada a fornecer valores iniciais que 
podem vir a ser posteriormenteutilizados num processo de estimação mais 
adequado, que será analisado em seguida. Contudo, aqui apenas será 
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tratada a estimação preliminar dos parâmetros de modelos auto- 
regressivos e de modelos de médias móveis. 
1.3.1. Estimação preliminar dos parâmetros de modelos auto- 
-regressivos 
O modelo auto-regressivo de ordem p assume a expressão: 
• • • +<t)p^t-p+et (3.1.14) 
Utilizando as equações de Yule-Walker, definidas atrás em (2.1,8) e 
substituindo r(k) pelo seu estimador C(k), é possível obter estimadores 
iniciais para através da expressão: 
C(k) = (^COc-l) +...+ <() C(k-p) k=l,...,p (3.1.15) 
Consideradas no seu conjunto, estas expressões permitem obter os 
















onde 0i representam os estimadores preliminares. Jenkins e Alavi 
(1981) referem que os estimadores determinados desta forma constituem 
aproximações muito boas aos estimadores que serão determinados mais à 
frente pelo método da máxima verosimilhança. 
1.3.2. Estimação preliminar dos parâmetros de modelos de 
médias móveis 




É possível propor estimadores Iniciais para através da utilização 
da expressão da função de covariância deste tipo de modelo, substituindo 
r(k) pelo seu estimador C(k), o que constitui um método linearmente 
convergente (Jenkins e Alavi, 1981). Este procedimento conduz às 
expressões; 
z = C(O)-01Ê êfê* 
0k =C(k)í:-
1 -0k+1z ê^z-
1 k = i,...,q ^ j 18) 
Estas equações podem ser resolvidas iterativamente de modo a obter 
£,6, .Q,-! .-...Qi por esta ordem, utilizando as estimativas mais recentes 
em cada iteração e tomando 0, = 0 inicialmente. 
A título de exemplo, considere-se o caso q=2, em que as equações 
(3.1.18) assumem a forma: 






No entanto, Jenkins e Alavi (1981) referem que as propriedades de 
convergência deste método não são satisfatórias, sobretudo se q>l. 
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2. Estimação dos parâmetros 
Iremos agora tratar o problema da estimação dos parâmetros de um 
dado modelo, apresentando os métodos utilizados e as principais 
dificuldades que se colocam para cada um dos tipos de modelos, 
concluindo-se que, em todos os casos, os procedimentos propostos 
constituem generalizações do que se passa no caso univariado. De 
qualquer modo, surgem complicações adicionais decorrentes do facto de 
se estar a considerar vectores aleatórios m-dimensionais. 
Assim, admitir-se-à que o valor esperado de Xt é o vector nulo e 
que os vectores 8t são independentes e identicamente distribuídos 
seguindo distribuição N(0;S), o que possibilita o recurso ao método da 
máxima verosimilhança. 
2.1. Estimação dos parâmetros de modelos auto-regressivos 
Considere-se o modelo auto-regressivo estacionário de ordem p: 
(Im-(t)1B-...-<t)pBP)X=£t (3.2.1) 
Tendo em vista obter a função de verosimilhança, iremos introduzir as 
seguintes notações e definições: 
xT =(x;,...,xtn) ; 
X^ representa o vector dos valores desconhecidos ( X^ ,...,X0): 
YT — CYT YT "í • ^*•(0) "■ v^l-p >• ••»-^o / ' 
8 representa o vector das variáveis residuais: 
8T=(8:,...,8ji). ; 







<}>p ••• -<(>, I, 









Neste contexto, vai-se considerar o modelo (3.2.1) para o conjunto das 
observações X na forma (Hillmer e Tiao, 1979): 
DX= £ + EMX (0) (3.2.2) 
Por outro lado, é útil definir também XT = (X^ ,XJm ), em que 
X(1) é composto pelos p primeiros elementos de X, os quais dependem dos 
elementos desconhecidos que constituem X(0). 
Além disso, sendo W=DX, define-se ainda WT = (Wj,, W^,), em que 
W(jj é composto pelos p primeiros vectores de W. 
Deste modo, a função densidade de probabilidade de X pode ser 
expressa da forma: 
p(X) = p(X(I) )p(X(2) 1X(1) (3.2.3) 
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Uma vez que os vectores St seguem distribuição N(0;S) e que o Jacobiano 
da transformação de 8 para X é igual à unidade, a função de 
verosimilhança para os parâmetros sendo <t)=((|)1,...,<))p), é 
(Hillmer e Tiao, 1979): 
/(((), E | X) = /j (<)>, X | X)/2 (<)), Z 1X) (3.2.4) 
em que /j é a função de verosimilhança correspondente à função 
densidade marginal de X(1), assumindo a expressão: 
lx (<|),E | X) = (271)'^ 1V + (Ip ® E)!"
172 exp|-i Wj [ V + (Ip 0 E)]"
1 W(1) | 
(3.2.5) 
onde V é a matriz de covariância de MX(0), sendo a obtenção de 
expressões explícitas para esta matriz muito complicada (Hillmer e Tiao, 
1979). Por sua vez, i^é a função de verosimilhança associada à função 
densidade condicionada de X^) dado X^, sendo a sua expressão; 
(N-P)"1 _Nz£ f , . v-! ) 
4 (^'Z1X) = (27c) 2 1ZI 2 exp — W(
t
2) IN_p<8)Z W(2) 
l 2 J (3.2.6) 
O problema que se coloca para a maximização de (3.2.4) é o do 
desconhecimento dos valores de X1.p,...,X0. 
Contudo, Hillmer e Tiao (1979) mostram que, à medida que N 
aumenta, ^ tende a dominar lv pelo que, para um valor elevado de N, a 
contribuição de /j pode ser ignorada e a função de verosimilhança 
convenientemente aproximada por í^. Deste modo, evita-se o problema do 
desconhecimento de (X1.p,...,Xo) utilizando apenas a função densidade 
condicionada p(X(2)IX^), o que equivale a desprezar as p primeiras 
observações (X1.p,...,X0), ou seja, a considerar X^ como o primeiro 
valor da série. 
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Assim, (Hillmer e Tiao, 1979), os parâmetros podem ser 
estimados pelo método dos mínimos quadrados e, como é conhecido, estes 
estimadores possuem as propriedades assintóticas convenientes. 
Por outro lado, Z pode ser estimada utilizando os resíduos de 
estimação obtidos da forma: 
~  ^p^t-p t — p +1,...,N (3 2 7) 
onde <j>,,...,<})p designam os estimadores dos parâmetros e 8t são os 
resíduos de estimação, a partir dos quais Z é facilmente determinada: 
^ 1 N /V -p 
Z = — z 
N "r*1 (3.2.8) 
2.2. Estimação dos parâmetros de modelos de médias móveis 
Seja o modelo de médias móveis de ordem q: 
X, = £t +01£l_1+. ..+0q£t_q (3.2.9) 
Neste tipo de modelos, a função de verosimilhança é obtida 
generalizando a abordagem de Box e Jenkins (1976) para o caso 
univariado (Osbora, 1977). 
Assim, seja £ o vector das variáveis residuais, cuja dimensão é 
[m(N+q)xl]: 
£t =(9r £t £t £t 1 0 »•••>«-.0 ,...,c,N (3 2 10) 
Considere-se também o vector das q primeiras variáveis residuais de 




O vector 8 segue distribuição Normal de valor esperado 0 e matriz de 
variâncias e covariâncias ^ ® s), pelo que a sua função 
densidade de probabilidade é: 
m(N-fq) r -x 
p(8) = (27i) 2 l^f"2 exp|--8T4'I8j 
(3.2.12) 
Por outro lado, as equações resumidas em (3.2.9) podem ser 





CO = £0 
e. = 
• • 
= x. - e.eo - • 
11 = xN " 
e
i
£N-l " • (3.2.13) 
Por substituição sucessiva dos vectores £,, t>l, no segundo membro de 
(3.2.13), cada vector £l pode ser expresso como função das variáveis 
residuais £^,...,£0 e o das observações 
Assim, utilizando (3.2.10), o sistema (3.2.13) pode ser expresso da 
forma: 
£ = LX + T£' (3.2.14) 
onde as matrizes L e T têm dimensão [m(N+q)xmN] e [m(N+q)xmq] 
respectivamente e são determinadas apenas por 0, ,,..,0q. 
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A equação (3.2.14) define uma transformação de £ para X e 8' e, 
uma vez que o respectivo Jacobiano é igual à unidade, a partir de (3.2.12) 
obtém-se a expressão: 
p(X, £') = (271)"^ |^1""I/2 exp|-i(LX + TE')7 Ç"1 (LX + T8')| 
(3.2.15) 
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O vector £' é desconhecido, podendo ser estimado pelo método dos 
mínimos quadrados generalizados, do que resultam os estimadores: 
e^-cr^Trx^-Lx 
£ = LX + TÊ7 (3.2.16) 
Utilizando as propriedades deste estimador, a forma quadrática £T^-1£ 
pode ser decomposta da forma: 
e^e = (LX + Tê')^'1 (LX + TÊ') + (£' - ê')7 - ê') 
(3.2.17) 
onde a primeira forma quadrática do segundo membro é função apenas 
das observações X e não das variáveis residuais "de partida" que 
compõem o vector 8'. Deste modo, a partir da relação; 
p(x,e')=p(X)p(e'ix) (3,2,18, 
e utilizando (3.2.15) e (3.2.17), obtém-se expressões: 
p(S/IX) = (27t)"T it^TI"2 expí-^e' - 8,)T - 8')| 
(3.2.19) 
p(X) = (27c)"f |^|'1/2IT^-TI"1'2 exp|-i(LX + Tè')7 Ç"1 (LX + T8,)| = 
= (27C)"T |^|'1/2 iT^^Tr"2 expj-iê^^êj = 
= (27t)-f|^r1/2iT^-,Trl'2exp{-i z eys-ê.j 
l ^ . J (3.2.20) 
A equação (3.2.20) é a função de verosimilhança exacta (Osbom, 1977). 
Assim, os estimadores de máxima verosimilhança exactos de 
0 = (9, ,...,0q ) e de E podem ser obtidos através da minimização da 
função: 
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L, (0, ZIX) = (N + q)log|Z| + loglT^TI + J^SyS^ê. 
(3.2.21) 
No entanto, uma vez que as equações resultantes de igualar as derivadas de 
Lj a zero são não lineares e extremamente difíceis de resolver, é 
necessário utilizar um método de optimização não linear apropriado. 
Mas, como a maximização da função de verosimilhança exacta, ou 
seja, a minimização da função Lj, pode ser extremamente custosa, é 
possível, desde que o modelo (3.2.9) seja invertível, adoptar um 
procedimento mais simples que consiste em maximizar a função de 
verosimilhança aproximada, do que resultam estimadores de máxima 
verosimilhança aproximados. Esta função resolve o problema do 
desconhecimento das componentes de £' fixando-os em zero. 
Deste modo, a função de verosimilhança aproximada é (Wilson, 1973; 
Osbom, 1977): 
Então, os estimadores são obtidos a partir da minimização da função: 
Uma vez que ,...,E0 são tomados como valores fixos, pois são 
igualados a zero, (2 é uma função de verosimilhança condicionada, sendo a 
sua maximização, ou seja, a minimização de conseguida também 
através da utilização de um método de optimização não linear 
conveniente. 
Comparando (3.2.22) com (3.2.20), comprova-se que a primeira é 
uma aproximação à segunda. Os dois níveis de aproximação resultam da 
fixação em zero das variáveis residuais "de partida" 8^ e da 
utilização de |S| tin em vez da expressão exacta: 
(3.2.22) 
L, (0,Z1X) = loglZl+ —E 8yZ"lSt 
N 1=1 (3.2.23) 
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N>q ,1/7 
ly" =iri ! 
O efeito sobre 8 da fixação em zero das variáveis residuais "de partida" 
em (3.2.14) é determinado pela matriz T, da qual, cada coluna de blocos(4) 
segue a relação recursiva (Osbom, 1977): 
K^, =-0,1^.,, -ei2Tt+q_2j-...-eqTtii t = 1,...,N 
s = l,...,q (3.2.24) 
cujos valores de partida, dados por (3.2.13) são: 
Tr = Sn!
I[(K+q)x(N+q)l (3.2.25) 
onde representa o delta de Kronecker. 
Assim (Osbom, 1977), se a equação às diferenças (3.2.24) for 
estável, ou seja, se o modelo (3.2.9) for invertível, Tt+qs-»0 quando 
t-»00, pelo que, em termos assintóticos, o efeito das variáveis residuais 
"de partida" é negligível. 
No que se refere ao segundo nível de aproximação (Osbom, 1977), 
considere-se o termo |TT (I[(N+q)x(N+q)] ® 2"
1 )T[ de (3.2.20). O (r,s)-ésimo 
bloco de TT (IUN+q)I(N+q,) <8) E"
1 )T tem a forma: 
N+q 
Z TtS_1T 
u-i " (3.2.26) 





Deste modo, se o modelo (3.2.9) for invertível, os termos 
T.Iq^-X^O quando t->00, pelo que a soma (3.2.27) converge para 
uma matriz (limite) finita quando N-^00. Então, é de esperar que a 
contribuição dos termos de (3.2.27) para a função de verosimilhança seja 
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relativamente pequena para valores elevados de N, pelo que a utilização da 
função de verosimilhança aproximada significa incluir apenas o termo 
Z"1 da soma (3.2.27). 
Portanto, a utilização da função de verosimilhança aproximada é 
legítima desde que o modelo seja invertível, contrariamente à função 
exacta, para cuja utilização essa propriedade não é necessária. 
No que se refere às propriedades dos estimadores resultantes, 
Dunsmuir e Hannan (1976) mostram que os obtidos a partir da função de 
verosimilhança exacta são consistentes quer para modelos invertíveis quer 
para não invertíveis. Por outro lado, Reinsel (1976) indica que os 
estimadores obtidos a partir da função aproximada são também 
consistentes. 
No entanto, Phadke e Kedem (1978) referem que, para dimensões 
finitas da série, quando o modelo é não invertível, o erro quadrático 
médio dos estimadores obtidos a partir da função de verosimilhança 
aproximada pode ser muito superior ao dos obtidos a partir da função 
exacta. Estudos de simulação apresentados por estes autores e por Hillmer 
e Tiao (1979) reforçam estas conclusões; quando o modelo é não 
invertível, os estimadores baseados na função exacta apresentam um 
comportamento bastante superior aos dos obtidos a partir da função 
aproximada; em particular, o erro quadrático médio destes últimos é 
superior e o seu enviesamento, embora decresça à medida que N aumenta, 
só assume valores baixos para dimensões muito elevadas da série, 
enquanto o enviesamento dos primeiros assume valores muito baixos 
mesmo para pequenos valores de N. O estudo dos primeiros autores 
sugere ainda que, quando as raízes de 10(B)| estão bem afastadas do círculo 
unitário, o erro quadrático médio dos estimadores baseados na função 
aproximada é muito semelhante ao dos obtidos a partir da função exacta. 
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De qualquer modo, embora a função de verosimilhança exacta seja 
preferível em termos teóricos, a dificuldade da sua maximização pode 
impedir a sua utilização em algumas circunstâncias (Osbom, 1977). 
Assim, para ultrapassar essa dificuldade, Phadke e Kedem (1978) 
sugerem uma optimização em duas fases: numa primeira fase, proceder- 
-se-ia à maximização da função de verosimilhança aproximada e, na 
segunda fase, utilizar-se-ia as estimativas obtidas na fase anterior como 
valores iniciais para a maximização da função de verosimilhança exacta. 
2.3.Estimação dos parâmetros de modelos mistos auto- 
-regressivos e de médias móveis 
Considere-se o modelo misto auto-regressivo e de médias móveis 





Vai-se considerar apenas a função de verosimilhança 
aproximada,uma vez que, no caso de modelos mistos, as dificuldades 
computacionais são muito maiores, tomando o recurso a esta função 
muito mais vantajoso ou mesmo necessário. É claro que esse recurso só é 
legítimo se o modelo for invertível mas, tal como referem Jenkins e Alavi 
(1981), se isso não acontecer os estimadores resultantes poderão estar 
altamente correlacionados e os seus desvios-padrão perdem o significado, 
seja qual for o tipo de função de verosimilhança utilizada para a 
estimação, o que impossibilita a interpretação das estimativas. 
Deste modo, um modelo misto auto-regressivo e de médias móveis 
é tratado da seguinte forma: 
a) em primeiro lugar, o modelo é tratado como um modelo auto- 
regressivo, o que significa que se despreza as p primeiras observações; 
64 
b) em segundo lugar, as (N-p) observações restantes são tratadas como 
sendo provenientes de um modelo de médias móveis, o que significa que 
se fixa as variáveis residuais "de partida" 8pK1+1,...,£p em zero. 
Assim, a função de verosimilhança aproximada é (Wilson, 1973): 
mN _N f 1 N ) 
/((j),0,ZIX) = (27c)~ 121 2 exp|--2:eyE-1et| 
Logaritmizando (3.2.29), obtém-se: 
log /(()),e,EIX) = --mNlog(27c)--L((|),9,EIX) 
(3.2.29) 
(3.2.30) 
Então, os estimadores dos parâmetros são obtidos minimizando a função: 
L(({),e,zix) = iog|z| + -zeyE-18l 
N(3.2.31) 
Dada a dificuldade de minimização desta função, toma-se também 
necessário recorrer a um método de optimização não linear apropriado. 
Wilson (1973) apresenta um algoritmo adequado para o efeito, indicando 
ainda que os estimadores resultantes da minimização de (3.2.31) são 
consistentes, resultado que também é apontado por Reinsel (1976), e que 
A ^ ^ 
Ç e 9 são assintoticamente não correlacionados com E. 
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3. Estimação da ordem do modelo 
O problema da estimação dos parâmetros de um modelo foi 
analisado admitindo-se que as ordens dos operadores auto-regressivo e de 
médias móveis eram conhecidas. Mas, na realidade, essas ordens são 
habitualmente desconhecidas, constituindo por isso parâmetros adicionais 
sobre os quais se toma necessário inferir a partir das observações, de 
modo a propor valores adequados. 
Assim, vai-se apresentar os critérios que são habitualmente 
utilizados para este efeito. 
3.1. Estimação da ordem de modelos auto-regressivos 
Para a determinação da ordem deste tipo de modelos, têm sido 
propostos diversos critérios: 
a) Critério da razão de verosimilhança (Hannan, 1970, pág. 340) 
Trata-se de um procedimento que consiste em efectuar testes de 
hipóteses de uma forma sequencial (Líitkepohl, 1985). Admitindo-se que 
a verdadeira ordem do operador auto-regressivo, designada por p, é 
finita, fixa-se um valor máximo para essa ordem, designado por d, e testa- 
se sequencialmente as hipóteses Hd: (^^O, Hj.j: ())d=())d^=0, etc. Se alguma 
destas hipóteses for rejeitada, o mesmo sucede a todas as hipóteses 
seguintes, terminando-se o procedimento quando isso acontece. A 
estatística utilizada para testar Hk, k=0,l...,d é: 
LR(k) = N(loglZk_1l - loglÊJ) (3 3 d 
A 
designando 2k o estimador de Z obtido a partir do ajustamento de um 
modelo AR(k). Por outro lado, designando o estimador de p por p, fixa- 
se LR(0) de modo a obter p>0. A estatística LR(k) segue uma distribuição 
2 
assintótica 5Cm2(d_kti), sendo conveniente notar que o nível de significância 
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num procedimento sequencial deste tipo difere do que é utilizado para 
cada teste individual (Anderson, 1971, secção 3.2.2.). 
Jenkins e Alavi (1981) utilizam um procedimento ligeiramente 
diferente que consiste em testar sequencialmente H*:())d=0, H 
etc. A estatística utilizada para testar H^, k=0,l,...,d, designada por 
2 
LR*(k), segue uma distribuição assintótica , fixando-se também 
LR*(0) de modo a que p>0. 
Os critérios seguintes consistem na minimização de uma certa 
função. Definindo-se um valor máximo para p, que continuará a ser 
designado por d, determina-se o valor dessa função para cada ordem do 
operador auto-regressivo k, com k=0,l,...,d. O estimador de p, que 
continuará também a ser designado por p, é aquele para o qual o modelo 
AR(p) conduz ao valor mínimo da função. 
Deste modo, os critérios habituais são: 
b) FPE ("Final Prediction Error") 
A generalização deste critério ao caso multivariado é proposta por 
Akaike (1971), a partir da sua proposta para modelos univariados 
(Akaike,1969), assumindo a forma: 
. /'N + kmV - . 
FPE(k) =  IZJ 
v N - km J (3.3.2) 
Este critério não é consistente, sobreestimando p se d for superior a p 
(Liitkepohl, 1985). 
c) AIC ("Akaike^ Information Criterion") 
Generalizando a proposta de Akaike (1969) para o caso univariado, 
o critério AIC assume a seguinte forma no caso multivariado (Parzen, 
1977): 
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AIC(k) -2 log(máxima verosimilhança) + 2 (número de parâmetros do 
modelo ajustados independentemente) = 
. . 2m2k 
= logIZ 1 + 
N (3.3.3) 
Pauisen e Tjpsthein (1985) provam que este critério também não é 
consistente, sobreestimando p se d>p. 
d) CAT ( Criterion Autoregressive Transfer-Function") 
Este critério é apresentado por Parzen (1977) generalizando a sua 
proposta para o caso umvanado e assume a forma: 
CAT(k ) = tr j—Z f ^ Z"' - ^-1^1 Ê"1 
IN-1^ N r N Jj (3.3.4) 
Tal como o anterior, este critério não é consistente, ambos conduzindo 
habitualmente ao mesmo valor de p (Parzen, 1977). 
Por outro lado, verifica-se ainda a seguinte relação entre estes dois 
critérios (Parzen, 1977): 
— CAT(k)<-exp|- —AIC(k) 
m Lm (3.3.5) 
I Critério de Shibata 
A partir do critério proposto por Shibata (1980) para o caso 
aivariado, Lutkepohl (1985) apresenta a sua generalização ao caso 
lultivariado: 
S(k) = [ 1 + ^i) .Z. 
(3.3.6) 
. critério também não é consistente, sobreestimando o valor de 
JceDohl, 1985). 
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f) BIC ("Bayesian Information Criterion") 
Trata-se de uma modificação Bayesiana do critério AIC, sendo a 
generalização ao caso multivariado da proposta de Schwarz (1978) para o 
caso univariado apresentada por Quinn (1980): 
m2k log N 
BIC(k) = loglEk 1 + 
N (3.3.7) 
Quinn (1980) mostra que este critério é consistente. Por outro lado, 
verifíca-se a relação (Liitkepohl, 1985): 
P(BIC) < p(AIC) se N > 8 ^ 3 8) 
onde p(.) designa o estimador de p utilizando o critério especificado 
dentro de parêntesis, 
g) Critério 0 
Este critério é proposto por Quinn (1980) a partir da proposta de 
Hannan e Quinn (1979) para o caso univariado: 
1 iv |2kbloglogN 0(k) = logl Zk I — , b > 1 
N (3.3.9) 
Quinn (1980) mostra que se trata de um critério consistente desde que b 
seja superior a 1. Se b=l e a dimensão da série for inferior a exp{exp m2} 
— o que até para m=2 é muito elevado — obtém-se a relação: 
P(0) = P(AIC) (3.3.10) 
Por este motivo, Quinn (1980) sugere que se utilize b=m2, do que resulta: 
P(BIC) < p(0) < p(AIC) (3.3.H) 
Por outro lado Luthepohl (1985) indica ainda que se verifica a relação 
p(0)<p(AIC) se N>16. 
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Liithepohl (1985) apresenta um estudo de simulação no qual o 
critério BIC conduz mais frequentemente ao valor correcto de p, sendo 
imediatamente seguido pelo critério 0, aproximando-se os resultados de 
ambos à medida que a dimensão da série aumenta. Além disso, estes 
revelam-se como os critérios mais parcimoniosos. Por outro lado, os 
restantes critérios revelam-se bastante inferiores, sobreestimando o valor 
de p, não sendo no entanto possível hierarquizá-los, uma vez que a relação 
entre eles não se mantém constante. Por outro lado, é de referir ainda que 
os resultados do estudo de simulação indicam que a distribuição assintótica 
de LR(k) e de LR*(k) não é adequada para pequenas amostras. No 
entanto, mesmo que o fosse, seria de esperar que o valor máximo para a 
ordem do operador auto-regressivo fosse escolhida em alOO% dos casos, 
sendo a o nível de significância utilizado no primeiro teste. Assim, 
mesmo que N seja elevado e o nível de significância seja baixo, um 
procedimento sequencial deste tipo sobreestima a verdadeira ordem do 
modelo com probabilidade positiva, desde que essa ordem seja inferior ao 
valor máximo utilizado. Então, sobretudo quando o nível de significância 
é elevado, não é de surpreender que este procedimento conduza a más 
estimativas para a ordem do modelo auto-regressivo. 
3.2. Estimação das ordens de modelos mistos auto-regressivos 
e de médias móveis 
No caso de se tratar de um modelo ARMA(p,q), calcula-se o 
critério para uma grelha de valores das ordens dos operadores auto- 
regressivo e de médias móveis, retendo-se os que conduzirem ao valor 
mínimo desse critério. 
Assim, Hannan (1981) propõe o seguinte critério para a estimação 
das ordens dos operadores de um modelo ARMA(p,q): 
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w, . ^ 1 . (k + /)H(N) A(k + /) = logl2-kW H  
N • (3.3.12) 
onde li(N)-*oo quando N-^o®. 
/ 
Hannan (1981) mostra que este critério é consistente, sendo 
necessário que H(N)-»«' quando N-»oo e que H(N)/N-»0. É importante 
notar que, se se fizer H(N)=2m em (3.3.12), se obtém o critério AIC, 
9 
enquanto se se tiver H(N)=m log N, o critério resultante é o BIC e se for 
9 
H(N)=2m loglogN, obtém-se o critério 0. Enquanto os dois útimos casos 
cumprem a condição de consistência para A(k+/), o que significa que os 
critérios BIC e 0 são consistentes, tal como já foi referido para o caso de 
modelos auto-regressivos, o mesmo já não se passa no primeiro caso, 
levando a concluir que o critério AIC não é consistente, tal como também 
já foi analisado. 
Por outro lado, os critérios apresentados para a estimação da ordem 
de modelos AR(p) são generalizáveis ao caso ARMA(p,q). 
Assim, Newbold e Hotopp (1986) propõem um procedimento em 
duas fases. Na primeira fase, o modelo ARMA é aproximado por um 
modelo AR de ordem suficientemente elevada, cujo valor máximo é 
habitualmente fixado em 10, visando-se estimar as variáveis residuais 
daquele. A ordem do modelo auto-regressivo é estimada através da 
utilização do critério AIC. Deste modo, as variáveis residuais do modelo 
ARMA, designadas por 8t, são estimadas da forma: 
êt = X, - -...-<Í)rXt-r (3.3.13) 
A 
onde ({>. (s=l,...,r) são os estimadores dos parâmetros do modelo AR(r) 
utilizado para aproximar o modelo ARMA. Como já foi referido, o 
critério AIC não é consistente, sobreestimando a ordem do modelo, mas, 
uma vez que o objectivo nesta fase é apenas estimar os vectores 8t e não 
71 
seleccionar um modelo, poderá ser vantajoso utilizar um critério que, 
neste sentido, é conservador. 
Na segunda fase, efectua-se a regressão de Xt sobre Xt.u (u=l,...,k) 
/v yv 
e £t-v (v=l,...,0 para diversos valores de k e de í, sendo 8tobtido a partir 
de (3.3.13). Assim, estima-se modelos da forma: 
Xi = +---+^It
Xt-k + 0i£r-i +—+0,êl_, + rikJl (3.3.14) 
onde rii^ é um vector de dimensão (m x 1), constituindo o termo residual. 
a, 
Uma vez que EtSão conhecidos, é possível estimar os parâmetros em 
(3.3.14) utilizando o método dos mínimos quadrados. Designando por 
Qk./O estimador da matriz de variâncias e covariâncias residual de 
(3.3.14), utiliza-se o critério BIC para seleccionar um modelo ARMA, ou 
seja, minimiza-se; 
(k + /)m2 logN 
BIC(k,/) = loglQlLl + 
N (3.3.15) 
É importante sublinhar que estes critérios não são procedimentos 
destinados a fornecer definitivamente os valores para as ordens dos 
operadores de um modelo. Pelo contrário, trata-se apenas de instrumentos 
de apoio que auxiliam na selecção de um modelo adequado. 
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4. Distribuição assintótica dos estimadores 
É importante estudar a distribuição dos estimadores propostos, 
nomeadamente para fins inferenciais. De facto, tal como será analisado 
mais à frente, a distribuição dos estimadores dos parâmetros desempenha 
um papel fundamental no desenvolvimento de métodos de crítica do 
modelo previamente ajustado à série cronológica. 
Assim, tratar-se-à primeiro a distribuição dos estimadores da 
função de correlação cruzada e da função de correlação parcial, passando- 
-se depois para a distribuição dos estimadores dos parâmetros e, 
finalmente, para a distribuição dos estimadores das funções de covariância 
e de correlação residuais. 
4.1. Distribuição dos estimadores da função de correlação e da 
função de correlação parcial 
Antes de proceder à apresentação da distribuição da função de 
correlação cruzada estimada, designada por r^k), é importante referir a 
expressão obtida por Bartlett (1978, pág.352) para a covariância 
assintótica entre ^00 e r^k+l) quando {Xit} e {Xjt}são processos 
estocásticos reais com distribuição Normal: 
admitindo-se que Yy 00 
tem-se: 
^ 2 / _. \ , 1_2 
Pij (r) + rPu (r) + -p,(r) 
£ jL 
Cov(Ty (k), r.. (k + /)) = (N - k)-1 Jjp, (rjpy (r + /) + p, (r + /+ Zkjp, (r) + 
+ Py (kjPij (k + /) 
- Py (k)[pu (r)Pii (r + k + /) + p. (rjp. (r + k + /)] - 
- Py (k + 0[pu (rjpy (r + k) + p. (rjp. (r + k)]} 
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Covír, (k), r, (k + 0) = (N - k)"1 (pu ir)Pii (r + /) + p. (r + /+ 2k)pji (r) + 
+ pij(k)pij(k+ /) pi'(r) + ipil
2(r) + ip.2(r)j- 
- Pij (k)[pu (r)pij (r + k + /) + p- (r)pij (r + k + /)] - 
- Pu (k + 0[pu (r)pu (r + k) + p. (r)pij (r + k)]) 
(3.4.1) 
-J. 
Em particular, fazendo 1=0, obtém-se: 
v(ra (k)) = (N - k)'1 JL{Pu (r)Pii (r) + Pu (r + 2k)Pji (r) + 
+ Pij (k)[pij (r) + ^P,2(r) + ^p2(r) - 
- 2py (k)[pii (r)pij (r + k) + p. (r)pjj (r + k)]} 
(3.4.2) 
Na realidade, é preferível ter (N-lkl)'1 em vez de (N-k)'1 na equação 
(3.4.2). Por outro lado, se os dois processos forem independentes, a 
hipótese da sua normalidade deixa de ser exigida, sendo imediato verificar 
que estas expressões vêm consideravelmente simplificadas: 
Covír, (k). r, (k + /)) = (N-lkl)"' jty, (Op, (r + /) (3 4 3) 
V(rtí (k)) = (N-lkl)"' J^p, (r)pij (r) (3 4 4) 
Além disso, verifica-se ainda que, se ambos os processos forem mídos 
brancos independentes, Cov(rij(k), rij(k+0)=O(N'
1) , onde O designa 
"infinitésimo", e que a variância assintótica de r^k) se reduz a (N-lkl)'1, o 
que é habitualmente aproximado a N'1, admitindo-se que N é grande 
relativamente a k. 
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Estas expressões são de extrema utilidade para a caracterização da 
distribuição assintótica de r^k), que é muito complicada de obter em 
termos gerais (Brockwell e Davis, 1987, pág.400). No entanto, é possível 
defini-la quando {Xit} e {Xjt) são processos de médias móveis 
independentes, tendo-se então o seguinte teorema (Hannan, 1970, 
pág.230): 
Teorema 3.4.1. Suponha-se que; 
Xu=J.are,t.r 
onde {£it} e {£jt} são independentes e identicamente distribuídos e 
independentes entre si, com: 
V(£iI) = af; 
V(£jt) = ^; 
Ê larl<oo; 
Ê arl<oo. r=-«* 
Então: 
FijCk) ~ N(0;N~l rÊ_pii(r)pij(r)) 
Por outro lado, no que respeita à função de correlação parcial 
estimada, Tiao e Box (1979,1981) indicam que, para um modelo AR(p), a 
^ T ^ T 
distribuição assintótica conjunta de 0! é Normal. Assim, 
considere-se a seguinte matriz das somas de quadrados e de produtos 
cruzados residuais resultantes da estimação de um modelo AR(k): 
0(10 = ZJX, - -...-KXt_k XXl - ^ )
T (3 4 5) 
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Deste modo, é possível testar as hipóteses nulas èk=0 contra as 
alternativas <i)k^0, k=l,...,p, a partir da estimação de um modelo ARCk), 
através do critério da razão de verosimilhança, sendo a necessária 
estatística definida pelo seguinte quociente de determinantes: 
X^lD(k)l/ID(k-l)l (3.4.6) 
Utilizando uma aproximação devida a Bartlett, Tiao e Box (1979,1981) 
propõem então a seguinte estatística para a realização do teste: 
Ç(k) = -(n - - - km)logA, 
2 (3.4.7) 
onde n=N-p (se o modelo incluir um termo constante, tem-se n=N-p-l). 
Sob a hipótese nula atrás definida, Ç(k) segue uma distribuição assintótica 
de resultando daqui um outro procedimento para estimar a ordem de 
um modelo auto-regressivo/5^ 
4.2. Distribuição dos estimadores dos parâmetros 
Designando P = (P1,P2,...,PW)
T o vector dos parâmetros de um 
modelo ARMA(p,q), exceptuando-se os elementos de S, vai-se analisar a 
distribuição do estimador de P, que será designado por p, tendo <|) e 9 
sido obtidos a partir de (3.2.31). 
Assim, Wilson (1973) indica que a distribuição assintótica de P é: 
P ~ N(p; N^A-1) (3 4 8) 
onde Aé uma matriz com elementos ^u» 
=~E{3 L/ôPu9Pv}j 
u,v=l,2,...w, e L é a função definida em (3.2.31). Por outro lado 
A 
(Wilson, 1973), um estimador consistente de A, designado por A pode 








A» = — '£ 
V0Hvy (3.4.9) 
onde Auv designa o elemento de ordem (u,v) da matriz A . 
4.3. Distribuição dos estimadores da função de covariância e 
da função de correlação residuais 
As funções de covariância e de correlação residuais estimadas 
possuem distribuições assintóticas que se revestem da maior importância, 
em particular na análise da adequabilidade do modelo ajustado. 
Assim, no que respeita à primeira função, é necessário distinguir o 
estimador da matriz de covariância das variáveis residuais £t e o 
estimador da matriz de covariância dos resíduos de estimação £t. O 
primeiro será designado por Ce(k) e apresenta a forma: 
C (k) = —E£t8yk 
E N ' (3.4.10) 
O segundo, designado por Ce (k), tem a expressão: 
^ 1 ^ ^ -T- 
C (k) = — Z £ £y.k 
e N 1 (3.4.11) 
Por exemplo, - 
Deste modo, surge o teorema (Hosking, 1980a; Chitturi,1976): 
Teorema 3.4.4. Uma vez que {£t} é um processo puramente aleatório 
multivariado, verifica-se os dois resultados seguintes; 
a) CE(k) segue distribuição assintótica normal com valor esperado e 
covariâncias: 
Covíc, (k),c, (/)) = N-2 (N - k)Cov(£ii,£n)VÍS, )5k, ^A n) 
ou, assintoticamente: 
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CovCc, (k).c;i (/)) = N -CovCE, ,£„ )V(£it )Ô Jl ^ ** (3.4.13) 
b) Por outro lado, definido ainda CE=[CE(1) CE(2) ... CE(R)] sendo R um 
inteiro qualquer, tem-se o seguinte resultado assintótico: 
vecCE ~N(0;N W) 
sendo W = IR <g) X 0 Z. 
A 
No que respeita à distribuição de GE(k), é necessário definir 
primeiro as matrizes: 
Gk = J:0{
5: vi ® ^k-u } (3.4.15) 
onde V(B) = <})-1(B)e(B) e 7c(B) = G"1 (B); 
Hk = X07tl 
É de sublinhar que Go=Ho=X0lmpara k<0. 
É necessário definir também: 
G0 0 0 .. 0 
Gi GQ 0 .. 0 




G„ • .. 0 
.Gr-i gr.2 
m 
GR-J • • GR.,, 
■H0 0 0 . .. 0 
H. H0 0 . .. 0 







^R-3 •• hr.p 
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^ o 
U=(Y-Z) uma matriz de dimensão m~R x m (p+q); 
Q=(Ut W1 U)"1 Ut W'1 (3.4.17) 
Definindo ainda Ce=[Ce(l) Ce(2)...C£ (k)j, tem-se o teorema 
(Hosking, 1980a); 
Teorema 3.4.2. A distribuição assintótica de vecC£ é: 
vecC ~ NCOjN"1 (I . - Q)W) o m K 
Relativamente à função de correlação residual estimada, é também 
necessário definir o estimador da matriz de correlação das variáveis 
residuais £t e o estimador da matriz de correlação dos resíduos de 
estimação O primeiro será designado por Re(k) e o segundo por 
R£ (k), sendo as suas expressões facilmente deduzidas a partir de (3.4.10) 
e de (3.4.11) respectivamente: 
R
e(






ondeC£o =diag{c£ii (0)...c£nm (0)} e C£o = diag{c£ii (0)...c£mn (0)} 
sendo Re=[R£(l) RE(2)...R£(R)]eRE=[Re(l) Re (2)...R£(R)] 
tem-se o teorema (Li e McLeod, 1981): 
Teorema 3.4.3. A distribuição assintótica de vecR£ é; 
vecR£-NíOíN^W) (3.4.20) 
tendo W sido definida no teorema 3.4.1.. 
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Por outro lado, para a distribuição de Re, é necessário definir 





p+qR _ (3.4.21) 
onde: 
A., - 
■fzEfCT,.,),,^ (Í2r, r<p; />r-p, r>p) 
0 outros (/.r) 
(3.4.22) 
Com ij,gji=l,...,m e onde (T^)- corresponde a ou a 
sendo <j)ijJ.e 9^ r respectivamente o (i)j)-ésimo elemento da matriz de 
parâmetros ())r e da matriz 9r. 
Assim, tem-se o teorema (Li e Mcleod, 1981); 
Teorema 3.4.4. A distribuição assintótica de vecRE é : 
vecRE ~N(0;N A) 
onde A=(W-Sr1ST), sendo I a matriz de informação: 
I = — lim E{a2V/ôp3pT} 
N —» oo 
com V = Z8:z-,ei. 
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IV. CONFIRMAÇÃO DO DIAGNÓSTICO 
Após a estimação do modelo identificado, toma-se necessário 
proceder à sua crítica, ou seja, à confirmação do diagnóstico, isto é, vai-se 
averiguar se o modelo é adequado à série cronológica. Assim, se não se 
encontrar discrepâncias relevantes, conclui-se que o modelo representa 
convenientemente a série cronológica, podendo-se estar mais confiante na 
sua utilização. 
Deste modo, o objectivo de todos os métodos que vão ser 
apresentados é não só o de averiguar se o modelo é adequado, mas também 
o de evidenciar quaisquer características do verdadeiro processo 
multivariado subjacente à série cronológica que não tenham sido tomadas 
em conta, ou seja, modelizadas. Coloca-se assim o modelo identificado em 
questão e, se não houver evidência suficiente para o rejeitar, é possível 
utilizá-lo com maior segurança. 
1. Teste de independência de dois processos estocásticos 
estacionários unívariados 
Para avaliar a qualidade do modelo identificado, é conveniente 
averiguar se um dado processo univariado componente do vector {Xt} 
deve ser incluído na especificação de uma qualquer equação. Para o 
efeito, é possível estudar se existe qualquer relação entre esse processo 
univariado e o processo a que respeita a equação em causa, surgindo como 
instrumento mais indicado para estudar a existência de tal relação a 
respectiva função de correlação cruzada que, por ser desconhecida, 
conduz à necessidade de utilizar o seu estimador, que já foi definido. 
Logo, o teorema (3.4.1) tem um papel importante quando se 
pretende testar a hipótese de independência entre dois processos 
univariados. Se ambos os processos forem ruídos brancos e 
independentes, tem-se o resultado: 
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Ty (k) ~ NCOjN"1) (4.1.1) 
tomando-se muito fácil testar a hipótese pij(k)=0) para o que basta 
comparar N^r^fk) com o valor adequado da distribuição N(0;1). 
Mas, se os processos estiverem correlacionados, um valor elevado 
de N^r^Ck) não indica necessariamente que p^Ck) é significativamente 
diferente de zero, sendo necessário ter em conta a natureza de cada um dos 
processos. De facto, as expressões (3.4.1) e (3.4.2) mostram à evidência 
que os sucessivos valores da função de correlação cruzada estimada estão 
correlacionados e que a variância desta depende da estrutura da 
autocorrelação de cada um dos processos, impedindo a realização do teste 
com base nos valores da referida função. Mesmo detectando a presença de 
tal dificuldade, seria sempre extremamente difícil inferir correctamente a 
relação entre dois processos através da utilização da respectiva função de 
correlação cruzada estimada. 
Por outro lado, observando as expressões (3.4.3) e (3.4.4), 
verifica-se ainda que podem ocorrer valores elevados, todos eles espúrios, 
da função de correlação cruzada estimada entre dois processos não 
correlacionados, apenas como resultado de valores elevados da função de 
autocorrelação de cada um desses processos. 
Deste modo, é possível chegar a conclusões erradas através da 
atribuição de significado a padrões aparentes da função de correlação 
cruzada que, na realidade, são resultado das propriedades amostrais do 
estimador utilizado, o que toma este difícil de interpretar. Isto pode 
acontecer mesmo quando dois processos são independentes, o que será 
analisado mais à frente. 
Assim, a melhor forma de ultrapassar esta dificuldade é converter 
ambos os processos em ruídos brancos através da aplicação de filtros 
apropriados e só depois estimar a respectiva função de correlação 
cruzada. Essa conversão, designada de "prewhitening" pelos autores 
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anglo-saxónicos, é realizada tratando cada processo univariado 
separadamente e ajustando—lhe um modelo adequado. As variáveis 
residuais resultantes deste procedimento constituem o novo processo que, 
se se tratar do modelo correcto, é um ruído branco. 
Desta forma, para testar a hipótese de independência entre dois processos 
{X.t} e {X^}, é conveniente notar primeiro que, se essa hipótese for 
verdadeira, os processos resultantes das respectivas operações de 
filtragem } e {£j, } são também independentes. Admite-se então que 




onde (Jj-CB) e (^(B) são os operadores auto-regressivos e 0^) e 0j(B) os 
operadores de médias móveis do modelo• ajustado a {Xit} e a {X^} 
respectivamente , e {Uit} e {U^} são processos puramente aleatórios 
univariados. 
Mas, quando se este método a uma série cronológica univariada, 
uma vez que se desconhece o verdadeiro processo a que lhe está 
subjacente, as variáveis residuais de Uit e são também desconhecidas, 
tomando impossível a obtenção da sua função de correlação cruzada 
estimada, que será designada por r^^k). Logo, é necessário recorrer aos 
resíduos de estimação dos modelos univariados Úit e , que constituem 
as séries após as operações de filtragem, não sendo mais do que 
aproximações a processos puramente aleatórios. No entanto, Haugh 
(1976) mostra que, se {Xit} e {Xjt} forem independentes, a função de 
correlação cruzada estimada entre {Ú.t} e {Ú^}, que será designada por 
fu,, (k), tem a mesma distribuição assintótica que rUjt(k), ou seja: 
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^u, (k)~ N(0;N"1) (4.1.4) 
Assim, um teste de independência entre dois processos univariados {XiJ e 
{Xjt} a um nível de significância aproximado de 5%, por exemplo, resulta 
da comparação dos valores de If^ (k)l com 2N"1/2. 
No entanto, a partir de estudos de simulação, Haugh (1976) conclui 
que a aproximação V(fUt (k))~N'
1 é adequada apenas para valores k/N até 
1/10 e que, à medida que k se toma elevado relativamente a N, se verifica 




Portanto, para valores de Ikl elevados relativamente a N, a aproximação: 
V(fUi(k))^N-
l(l-lkl/N) (4.1.6) 
parece ser mais correcta do que a anteriormente proposta. Por outro lado, 
os mesmos estudos indicam que não é necessário ser muito exigente 
quanto à dimensão das séries cronológicas para que estas aproximações 
sejam válidas. 
É importante referir ainda que a conversão em ruído branco de 
apenas um dos processos, {X^}, por exemplo, leva a que, sob a hipótese de 
independência entre os dois processos, a função de correlação cruzada 
estimada entre {Uit} e {Xjt) siga também distribuição assintótica Normal 
de valor esperado nulo e variância N'1, o que resulta do teorema 3.4.1.. 
Assim, sob a hipótese de independência entre {Xit} e {Xjt), os valores da 
função de correlação cruzada estimada entre {Uit) e {Ujt), designada por 
(k), continuam a estar contidos nas bandas ±2N"1/2 com uma 
probabilidade aproximada de 95% (admitindo-se que o nível de 
significância do teste continua a ser de 5%). Mas, considerando a 
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estimação da função para dois "lags" diferentes, ^..x, e ^..x, + 0, a 
covariância assintótica entre estes é: 
CovCr^x, (k), rUi Xi (k + /)) = (/) (4.1.7) 
(4.1.8) 
isto é, no caso em que dois processos são não correlacionados e apenas um 
deles é puramente aleatório, a respectiva função de correlação cruzada 
estimada tem a mesma função de autocorrelação que o processo que não 
foi convertido em ruído branco. Portanto, conclui-se que a função de 
correlação cruzada estimada entre dois processos,sendo um deles um 
ruído branco, e mesmo que eles sejam não correlacionados, variará em 
tomo de um valor médio de zero com um desvio-padrão de N'1/2 segundo 
um padrão sistemático igual ao comportamento da função de 
autocorrelação do processo que não é puramente aleatório. 
Logo, só no caso de ambos os processos serem puramente aleatórios 
e não estarem correlacionados entre si, é que a covariância e, portanto, a 
correlação entre os valores da respectiva função de correlação cruzada 
estimada assume o valor zero. 
O teste acabado de apresentar utiliza individualmente a função de 
correlação cruzada estimada para cada "lag". No entanto, é util utilizar 
também um conjunto de valores dessa função para diferentes "lags", o que 
permitirá revelar com maior rigor a natureza da relação entre os 
processos em análise. Assim, tirando partido da distribuição assintótica de 
\ (k), chega-se a duas estatísticas com distribuição assintótica do 
qui-quadrado e que cumprem esse objectivo. 
85 
1.2 Testes globais 
Antes de proceder à apresentação destes testes, é necessário definir 
a distribuição de um conjunto de pontos da função de correlação cruzada 
estimada, o que é feito no teorema (Hannan, 1970, pág. 230): 
Teorema 4.1.1. Considere-se dois processos estocásticos univariados 
{Xjj} e {Xjt} obedecendo às mesmas condições do teorema 3.4.1.. 
Então, qualquer conjunto finito de valores VNr;i (k) tem 
distribuição assintótica normal de valor esperado 0 e com matriz de 
variâncias e covariâncias cujo elemento genérico para os "lags" k e 
(k+0 é: 
Ê pJrjp^r+O 
Mas, como já foi referido, é necessário recorrer a (k), pelo que 
se tem o teorema (Haugh, 1976): 
Teorema 4.1.2. Considere-se dois processos estocásticos univariados 
{Xjj} e {Xjt} conjuntamente estacionários e nas condições do teorema 
anterior. 
Suponha-se que se dispõe de N observações de {Xit} e de {Xjt} 
constituindo duas séries cronológicas que podem ser modelizadas por 
(4.1.2) e (4.1.3). 
Se as duas séries são independentes, então VNí^ e VNi^ têm a 
nr 
mesma distribuição assintótica N(0;Is), onde ru=(ru.,(k1),...,rUij(ks)) e 
kj,...,!^ são números inteiros diferentes. 
Nestas condições, já é possível apresentar os testes referidos, sendo 
o primeiro o teste de Haugh e o segundo um teste que tem em conta a 
possibilidade de existência de um padrão de comportamento da função de 
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correlação cruzada, constituindo este último um aperfeiçoamento do 
primeiro. 
1.2.1. Teste de Haugh 
Haugh (1976) propõe uma estatística para testar globalmente a 
hipótese de independência entre dois processos, utilizando a informação 
fornecida pela função de correlação cruzada para diferentes "lags" e 
definindo a distribuição dessa estatística a partir dos teoremas 4.1.1. e 
4.1.2.. 
A estatística para a realização do teste é a seguinte: 
SM = N Z (k) . m k=-M uçiv 7 (4.1.9) 
onde M é um número inteiro positivo considerado adequado. Sob a 
hipótese de independência entre {Xit} e {Xjt} ,SM segue uma distribuição 
assintótica de . 
No caso de Ikl ser elevado relativamente a N, e uma vez que, nessa situação 
é a aproximação (4.1.6) que deve ser utilizada, a estatística para a 
realização do teste vem ligeiramente diferente: 
sM=N2k|M(N-ikirfUs(k) (4110) 
O valor de M a utilizar deve ser suficientemente elevado de modo a incluir 
qualquer possível relação entre os dois processos, devendo ter-se em 
atenção que, se for elevado relativamente a N, o que pode ser considerado 
para M>N/10, é mais adequado utilizar S^- 
É importante referir ainda que a distribuição assintótica utilizada 
pressupõe a independência dos dois processos, não sendo apropriada se 
existirem valores elevados da função de correlação cruzada. 
87 
1.2.2 Teste de Koch e Yang 
O teste de Haugh ignora a possibilidade de existência de um padrão 
de comportamento dos sucessivos valores da função de correlação 
cruzada, podendo não rejeitar a hipótese de independência se a relação 
entre os dois processos se verificar ainda para "lags" elevados, sendo 
pouco intensa para cada "lag". Assim, utilizando o teste de Haugh, Pierce 
(1977) conclui que é fraca a evidência estatística que permite rejeitar a 
hipótese de independência entre pares de diversas variáveis monetárias e 
macroeconómicas que estariam fortemente relacionadas segundo a teoria 
económica. 
Koch e Yang (1986) propõem então uma estatística que visa 
ultrapassar esse problema incorporando a possibilidade de existência de 
um padrão de comportamento da função de correlação cruzada. A sua 
abordagem baseia-se no facto de, para dois processos independentes, a 
função de correlação cruzada estimada entre os resíduos de estimação dos 
modelos univariados (k), dever assumir valores baixos e distribuídos 
aleatoriamente em tomo de zero. A estatística de Haugh, atribuindo o 
mesmo peso a todos os valores, revela-se incapaz de distinguir uma função 
de correlação cruzada estimada cujos valores são baixos e distribuídos 
aleatoriamente em tomo de zero, de uma outra com valores baixos que 
seguem um padrão de comportamento próprio. O primeiro caso ocorre 
quando se trata de dois processos independentes, verificando-se o segundo 
para dois processos cuja relação, sendo pouco intensa em cada "lag", 
permanece até "lags" elevados. Portanto, a possibilidade de existência de 
correlação entre sucessivos valores da função de correlação cruzada 
estimada é ignorada no teste de Haugh, embora seja incompatível com 
hipótese de independência entre dois processos estocásticos univariados. 
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Assim, a estatística proposta por Koch e Yang (1986) e que visa ter 
esta questão em linha de conta, é: 
M-h 
r" = N Z h k=-M 
Z rUi( (k + /) h = 0,1,2,...,M -1 (4.1.11) 
Se h=0, obtém-se a estatística de Haugh: 
r;=SM =^1^(10 (4.1.12) 
Fazendo h=l, incorpora-se a informação sobre a covariação entre os 
valores da função de correlação cruzada estimada diferindo de um "lag": 
M 11? f rv + nl 
(4.1.13) 
E fácil verificar que o padrão de comportamento da função de correlação 
cmzada estimada vem reflectido na estatística r^. 
Para definir a distribuição de r^, é conveniente notar primeiro que 
esta estatística é uma forma quadrática em VN^, isto é: 
rh' =NfjAhfu (4.1.14) 
onde Ah = D^Dh é uma matriz simétrica de dimensão [(2M+l)x(2M+l)] 
e Dh tem dimensão [(2M+l-h)x(2M+l)] com cada linha composta por 
(h+1) elementos iguais ale (2M-h) elementos nulos. 
A estatística de Haugh pode ser expressa da forma: 
r0' =NfjA0fu • (4.1.15) 
onde A0-I2M+1, 
Koch e Yang (1986) referem que a distribuição assintótica de r^ 
depende dos valores próprios da matriz Ah e, portanto, de M e de h, o que 
constitui uma dificuldade para a obtenção do valor crítico que permite 
extrair a conclusão do teste. No entanto, este é fácil de efectuar a partir do 
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resultado estabelecido por estes autores que mostram que a distribuição 
aproximada de r^ é sendo: 
^ _ [tr(Ah )]
2 . a _ tr(AhAh) 
h tr(AhAh) '
h tr(Ah) (4.1.16) 
Assim, é necessário obter "Uj, e ah, para o que é necessário dispor de tr(Ah) 
e de tr(AhAh) cuja forma de cálculo é indicada por Koch e Yang (1986): 
tr(Ah)= 2(M+1) (h+1) - (h+1)
2 (4.1.17) 
tr(AhAh) = 2Í [2M+h-3(n-l)]n
2+(2M+l-2h) (h+1)2 h=0,l,2,...,M-l 
n * 1 
(4.1.18) 
O teste conclui-se comparando o valor de (l/ah)rh com o ponto crítico 
adequado da distribuição para h=0,l,2,...,M-l. 
Para a escolha do valor de h, no caso de não haver qualquer 
informação sobre a natureza da relação entre os dois processos e, 
nomeadamente, sobre o número de "lags" em que esta se verifica, é 
proposto o cálculo de r^ para h=0,l,2,...,M-l. No caso de se dispor de 
informação que indique L "lags" consecutivos, positivos ou negativos, na 
relação referida, o valor proposto é h=L. Por sua vez, o valor de M deve 
ser escolhido tal como no teste de Haugh. 
Finalmente, é importante ainda referir que estudos de simulação 
efectuados por Koch e Yang (1986) revelam que, quando os dois 
processos estão fracamente relacionados ao longo de um número elevado 
de "lags", este teste mostra-se mais potente que o teste de Haugh. 
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2. Critérios gerais 
Há várias características que o modelo estimado deve possuir para 
ser considerado um bom modelo e que são as seguintes: 
(i) Critério de parcimónia: o modelo não deve incluir parâmetros 
desnecessários, o que é tanto mais importante quanto mais elaborado ele 
for. Este critério, que já é de fundamental importância no caso 
univariado, toma-se ainda mais relevante para modelos multivariados, 
uma vez que estes incluem geralmente mum grande número de 
parâmetros. Os modelos parcimoniosos produzem habitualmente 
melhores previsões. 
(ii) Invertibilidade e estacionaridade do modelo: os parâmetros estimados 
deverão obedecer a estas condições. Uma vez que os verdadeiros 
parâmetros do modelo são desconhecidos, esta condição tem que ser 
verificada utilizando as estimativas obtidas. 
(iii) Qualidade dos parâmetros estimados: este critério engloba três 
condições. 
A primeira é a da significância estatística dos parâmetros 
estimados, segundo a qual o modelo estimado não deve incluir parâmetros 
que não sejam significativos. Dado que a distribuição dos estimadores dos 
parâmetros é assintóticamente Normal, é possível testar a sua significância 
estatística da forma habitual. 
A segunda condição é a inexistência de elevados valores da 
correlação entre parâmetros estimados, uma vez que, se se verificarem 
tais valores, as estimativas são de má qualidade. Esta condição é muito 
importante em modelos multivariados devido à existência de um grande 
número de parâmetros. 
Finalmente, a terceira condição é a da inexistência de parâmetros 
redundantes, uma vez que, quando existe redundância entre os 
parâmetros, as estimativas são de má qualidade. 
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3. Análise dos resíduos 
Se o modelo diagnosticado for adequado para a série cronológica 
analisada, os resíduos de estimação devem comportar-se como um ruído 
branco, sendo habitualmente propostas diversas formas para testar se isso 
se verifica: 
(i) Significância estatística dos resíduos 
O primeiro passo desta análise consiste em verificar se existem 
resíduos de elevado valor, para o que se compara os valores de £u com 
A A 
±20^ (0), com i=l,...,m, sendo Cei (0) o i-ésimo elemento da diagonal 
A 
principal da matriz CE(0) definida em (3.4.11). Esta questão é de 
extrema importância, pois a existência de resíduos de elevado valor pode 
provocar sérias distorções na estratura do modelo, nas estimativas obtidas 
para os parâmetros, nas funções de autocorrelação e de correlação 
cruzada residuais e nas previsões geradas a partir do modelo (Jenkins e 
Alavi, 1981). 
Mas, as variáveis residuais 8it (i=l,...,m) podem estar 
contemporânea-mente correlacionadas , o que dificulta a realização de 
testes independentes para cada 8it. Assim, designando por Xj 
(i=l,...,m) o i-ésimo valor próprio da matriz Ê e por V a matriz dos 
vectores próprios associados, Jenkins e Alavi (1981) propõem a 
transformação £t=V8t para a realização de testes independentes, o que se 
toma possível porque, conforme indicam estes autores, £it são não 
correlacionados. Sendo V(£![)=Xi, utiliza-se ±2-^" para testar à 
significância estatística dos resíduos transformados. 
(ii) Análise das matrizes de correlação e de correlação parcial residuais 
estimadas 
Uma vez que os resíduos de estimação se devem comportar como 
um ruído branco, os elementos das respectivas matrizes de correlação 
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estimadas não devem ser estatisticamente significativos a não ser para o 
"lag" zero, sendo habitualmente suficiente realizar este teste para os 
primeiros "lags". Se se concluir pela má qualidade do modelo ajustado, o 
exame das matrizes de correlação de correlação parcial residuais pode 
fornecer indicações sobre possíveis melhoramentos, a partir da 
identificação de um modelo para os resíduos e da sua combinação com o 
original, produzindo um novo modelo que será estimado e submetido a 
confirmação. 
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4. Testes de qualidade do ajustamento 
Além das análises anteriores, é útil averiguar se o modelo se adequa 
convenientemente à série cronológica utilizando outros métodos, o que 
permite estudar outras facetas daquele que possam não ter sido ainda 
tomadas em conta na especificação adoptada. 
O primeiro a ser apresentado será o método de 
sobreparametrização, ao que se seguirão diversos testes de natureza 
semelhante. 
4.1 Sobreparametrização 
É um método vulgarmente utilizado para testar a especificação de 
um modelo ARMA(p,q), sendo designado de "over-fitting" na 
terminologia anglo-saxónica e consistindo em ajustar um modelo mais 
elaborado e averiguar se este se adapta melhor à série em análise. Em 
particular, a significância estatística dos parâmetros adicionais é um 
critério que deve ser observado pelo modelo mais elaborado, uma vez 
que, se aqueles não forem significativos, podem ser retirados do modelo, 
permitindo depositar maior confiança no modelo inicial. Por outro lado, é 
importante não introduzir redundâncias no modelo devidas aos 
parâmetros adicionais. 
Um princípio que pode ser contrariado por este método é o da 
parcimónia, o que obriga a um cuidado extremo na forma como se põe 
este procedimento em prática, não devendo adicionar-se simultâneamente 
parâmetros auto-regressivos e de médias móveis. Esta questão é de 
extrema relevância, pois um modelo multivariado inclui habitualmente 
um elevado número de parâmetros. 
Por outro lado, os testes mais vulgarmente utilizados para 
averiguar a adequabilidade do(s) modelo(s) ajustado(s) a uma série 
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cronológica são geralmente classificados em duas categorias distintas que 
estão, no entanto, relacionadas. A primeira inclui testes globais que 
pretendem julgar se o modelo é ou não adequado sem comparar com 
qualquer modelo alternativo, constituindo generalizações do que sucede 
no caso univariado, e a segunda é composta por testes que visam averiguar 
se existe algum modelo alternativo que se adapte melhor à série do que o 
modelo identificado. 
4.2 Testes globais 
Hosking (1980a) generalizou ao caso multivariado a estatística de 
Box e Pierce (1970) que pretende testar a qualidade do ajustamento de um 
modelo a uma série univariada. 
Tal como no caso univariado, o teste realiza-se com recurso à 
distribuição do qui-quadrado, sendo necessário utilizar a distribuição de 
vecCE definida no teorema 3.4.2.. Assim, surge o resultado (Hosking, 
1980a): 
Teorema 4.4.1. Uma vez que a matriz (IR ®E®E). é simétrica e 
definida positiva, onde R é um número inteiro positivo qualquer, então: 
N(vecC£ )
T (IR ® E ® E)-
1 vecCe - 
Mas, é impossível realizar o teste utilizando a estatística deste 
teorema, uma vez que (IR ® E ® E) é desconhecida. No entanto, Hosking 
(1980a) apresenta o teorema seguinte, permitindo ultrapassar essa 
dificuldade: 
Teorema 4.4.2. Se .(IR ® E ® E)
_1 for substituído por um seu estimador 
consistente, ou seja, por (IR <8> Ê 
1 <8> S 1) = (IR ® C^
1 (0) ® C^1 (0)) , o 
resultado do teorema anterior não vem alterado: 
N(vecC )T (IR ® C;
1 (0) ® C-1 (0))vecC ^ x2 
c m (R-p-q) 
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Deste modo: 
Q. = N(vecC£ )
T (IR 0 C-; (0) 0 C;
1 (0))vecCe (4 4 ^ 
é a estatística a utilizar para a realização do teste, seguindo distribuição 
assintótica X2m2(R.p^) sob a hipótese de adequabilidade do modelo, sendo 
esta rejeitada quando Qj assume valores elevados. É útil referir que no 
caso univariado (m=l), Qj se reduz à estatística de Box e Pierce (1970). 
No entanto, para que a distribuição assintótica de Qi seja válida, é 
necessário que o valor de R obedeça às condições seguintes (Hosking 
1980a): 
1. R=0(N1/2), o que significa que a distribuição assintótica de Qj é válida 
se R/N—>0 quando R,N—><». 
2. Gk, k>R-p, e Hk, k>R-q, são 0(N"
1/2), onde Gk e Hk são definidos em 
(3.4.15) e (3.4.16) respectivamente. 
Em particular, se o valor de R não for pequeno relativamente ao de 
N, a condição 1. não se verifica. Deste modo, Poskitt e Tremayne (1986), 
propõem R=[l+m(p+q)/2] log N ou R=[l+(p-i-q)/2] log N, tratando-se em 
ambos os casos de regras que verificam a condição 1., optando pela 
segunda por razões de dimensão e de potência do teste a partir dos 
resultados obtidos num estudo de simulação com base em modelos 
bivariados. 
Por outro lado, é possível exprimir esta estatística sob uma forma 
alternativa que se revela muito útil para o cálculo do seu valor observado 
e que é (Hosking, 1980 a): 
Qi =NÍtr[CTe(k)CE(0)-
lCTe(k)Ce(0r] (4.4.2) 




1 0 C£ (O)"
1 ]vecCe (k) 
(4.4.3) 
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Mas, à semelhança do que se passa no caso univariado, a ocorrência 
de valores elevados Qj é menos frequente do que seria de esperar quando 
o número de observações disponíveis é pequeno ou moderado, 
tomando-se o teste pouco sensível a desvios em relação ao modelo. Isto 
deve-se ao facto de Qj só seguir distribuição Xl^R.p.,) se a covariância 
entre os elementos de Ce(k) for dada por (3.4.13), uma vez que, para 
pequenos valores de N, é a expressão exacta (3.4.12) que deve ser 





sendo de esperar que, em pequenas amostras, Qj tenha uma distribuição 
2 
mais próxima de %m
j(R-p-q) do que Estudos de simulação efectuados 
por Hosking (1980 a) apontam no sentido da correcção destas conclusões. 
✓ 
E também possível expressar a estatística do teste utilizando a 
matriz RE(k), tal como foi definida em (3.4.19), e recorrer à 






Mas Hosking (1981b) prova que Q2 é igual a Qj, pelo que a 
distribuição da primeira coincide com a da segunda. Por outro lado. Li e 
McLeod (1981) propõem ainda a estatística: 
Q3 = NZtvecRl (k)]T [Re (O)"
1 0 RE (O)"
1 IvecR^ (k) (4.4.6) 
No entanto, Hosking (1981b) mostra que Q2 e Q3 são iguais, o que 
significa que esta última é também igual a 
97 
Tal como sucede com Qj , é conveniente proceder à modificação de Q3 
quando a dimensão da série for pequena, obtendo-se a estatística Q3, cuja 
2 
distribuição assintótica é também Xm
j(R-p-q): 
m2R(R +1) 
Q =Q3 + 
2N (4-4.7) 
Esta estastística é proposta por Li e McLeod (1981) que apresentam 
um estudo de simulação que sugere que Q3 é de facto preferível para 
pequenos valores de N. Por outro lado, os resultados do estudo de 
simulação apresentados por Poskitt e Tremayne (1986) a que já se fez 
referência, indicam que a dimensão do teste realizado utilizando quer Qi 
quer Q3 está de acordo com o que é definido em termos assintóticos, 
mesmo para valores de N razoavelmente pequenos, ou seja, QÍ e Q3, 
ajustam-se satisfatoriamente às suas distribuições assintóticas, mesmo para 
pequenas dimensões da amostra. 
4.3. Testes de multiplicadores de Lagrange 
Para testar a especificação de um dado modelo ARMA(p,q) 
ajustado a uma série cronológica, um método que se afigura conveniente é 
o de sobreparametrização, tal como já foi referido. 
Uma forma alternativa possível de realizar esse estudo consiste em 
estimar o modelo mais elaborado e utilizar o critério da razão de 
verosimilhança. No entanto, a estimação de modelos ARMA 
multivariados incluindo muitos parâmetros pode apresentar grandes 
ddificuldades, o que é tanto mais importante quanto mais elaborado for o 
modelo alternativo. 
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Deste modo, a utilização de um teste de multiplicadores de 
Lagrange parece preferível, uma vez que a estimação do modelo 
alternativo pode assim ser evitada. 
Estes testes são discutidos por Poskitt e Tremayne (1982) e por 
Hosking (1981a), constituindo generalizações dos testes propostos para o 
caso univariado pelos mesmos autores (Poskitt e Tremayne, 1980, e 
Hosking, 1981b, respectivamente). O objectivo é testar a hipótese de a 
especificação correcta ser a de um modelo ARMA(p,q) contra a 
alternativa de um modelo ARMA(p,q+S) ou de um modelo 
ARMA(p+S,q), sendo S um número inteiro positivo. 
Os testes de multiplicadores de Lagrange baeiam-se nas derivadas 
do logaritmo da função de verosimilhança do modelo mais geral em 
ordem aos parâmetros, calculadas utilizando os estimadores de máxima 
verosimilhança sob a hipótese nula. 
Tal como já foi referido, o logaritmo da função de verosimilhança 
de um modelo ARMA p,q) mutlivariado pode ser expresso na forma; 
logL = - —log(27t)- —loglZU-Ze^E, 
s 2 2 2 ' 1 (4.4.8) 
Assim (Grangere Newbold, 1986): 
= Z8:Z-lV.. 
5 log L 
^ ^ (4.4.9) 
onde í))^ é o (i,j)-ésimo elemento de (i,j=l,...,m; M,...,p) e ; 
Vijit +01Vijit_1+...+0qVij>t_q =EijXt (4.4.10) 
sendo E- uma matriz de dimensão (m x m) com o (ij)-ésimo elemento 
igual à unidade e todos os outros elementos nulos . Do mesmo modo: 
= Z£TZ"1U.. 




ondeG^éo (ij)-ésimo elemento de 9/(i í=l,...,q) e: 
Uij.t -,-0lUij.t-l
+---+0qUij.t-q =Eij£t (4.4.12) 
A 
Para realizar o teste, obtém-se os estimadores e 
substituindo em (4.4.10) e em (4.4.12) os parâmetros 0! 0q pelos seus 
estimadores de máxima verosimilhança sob a hipótese nula e as variáveis 
residuais £t pelos resíduos de estimação 8t. 
Poskitt e Tremayne (1982) mostram que é possível derivar a 
estatística necessária à realização do teste através do ajustamento de uma 
regressão auxiliar. Se o objectivo for testar um modelo ARMA(p,q) 
contra um modelo ARMA(p,q+S), a estatística é obtida considerando a 
A rj* SK ^ 
regressão do vector £ = (£N ,£n_i ....) sobre; 
Z = 
V V u u N—l ••• N—p N—1 N—S 
A A A ^ 
V V u u T N—2 • • • T N-p-1 N-2 • • • N-q-S-1 
Sob a hipótese nula, a matriz de covariância residual desta 
regressão é consistentemente estimada por (lm (SÊ) , sendo Ê o 
estimador de máxima verosimilhança da matriz de covariância das 
variáveis residuais do modelo ARMA(p,q). 
Assim, a estatística para a realização do teste é: 
LM, = £t (Im ® Z"
1 )Z[ZT (Im ® ÍT
1 )Z]_1 ZT (Im ® Z"
1 )8 
(4.4.13) 




sendo a hipótese nula rejeitada quando LMj assume valores elevados. 
Poskitt e Tremayne (1982) mostram ainda que, em termos assintóticos, o 
teste é idêntico quando a especificação proposta sob a hipótese alternativa 
é a de um modelo ARMA(p+S,q). Por outro lado, os resultados do estudo 
de simulação efectuado por Poskitt e Tremayne (1986) com base em 
modelos bivariados e já referido, indicam que a distribuição assintótica de 
LMj é válida mesmo para dimensões amostrais bastante pequenas. 
Hosking (1981a) realiza o teste de multiplicadores de Lagrange 
considerando como alternativa não apenas modelos ARMA(p,q+S) ou 
ARMA(p+S,q), mas antes a especificação de modelos mais gerais que os 
incluem como casos particulares. 
Sendo um modelo ARMA(p,q) definido da forma: 
<t>(B)Xt = 0(B)8t (4.4.15) 
toma-se como hipótese nula: 
H0 :{£l} é um ruído branco (4.4.16) 
e como alternativa: 
e, + Z H(B)ArY(B)et_r = e, , {ê[} é um ruído branco (4.4.17) 
Esta hipótese alternativa consiste no ajustamento de um modelo auto- 
-regressivo ao processo {8t}, sendo as matrizes de dimensão (m x m) 
A1,...,AS os parâmetros adicionais do modelo alternativo. Os polinómios 
matriciais S(B) e Y(B) devem incluir apenas potências não negativas de 
B, sendo as matrizes que os compõem funções de (|)r e de 0r. Além disso, as 
raízes de IH(B)l=0 e de IY(B)l=0 devem situar-se fora do círculo unitário 
e E(B) e Y(B) devem ser independentes de A,., sendo ainda necessário que 
as suas derivadas em ordem a <(),. e a 0r sejam finitas e limitadas quando 
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N—><» e que Er e Yr convirjam exponencialmente para zero quando 
r—>«>. 
Considere-se ainda as matrizes: 
F
r = tz
Y7_u ®Eu (4.4.18) 
Jr=u?0
Z¥L®^u (4.4.19) 
Hr = Z 0 7Cr (4.4.20) 
sendo V(B) = 0(6)-'0(B) = |oX1/aB'
) e 7i:(B) = OÍB)"1 = Seja 
ainda ^ := (^i ) e 0 = (0, ,...,9q). 
Nestas condições, Hosking (1981a) apresenta o seguinte teorema, 
que constitui a generalização do resultado correspondente para o caso 
univariado: 
Teorema 4.4.3. Para o teste da hipótese especificada em (4.4.16) contra 
a alternativa especificada em (4.4.17), o estimador da matriz dos 
multiplicadores de Lagrange correspondentes a A,, é: 
Dr =N Ê Ê ÊJÍ^C (r + u + v)Y
T 
r u=o v=o ev y u 
Sob H0, a distribuição assintótica de Dr é; 
N"1/2vecD ~ N(0; A - KB_IKT ) 
onde: 
D = (DI,...,DS); 
A é uma matriz de dimensão (m2S x m2S) cujo bloco de ordem (r,u) é a 
matriz de dimensão (m2 x m2): 
iF.l.íX- 
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K=[K1 K2], sendo Kj de dimensão (m
2S x m2p) e K2 de dimensão 
(m2S x m2q), cujos blocos de ordem (r,u) são respectivamente as matrizes 
de dimensão (m2 x m2): 
ZF^Z-1 0 Z ) Jv_u; 
FJ.r (Z ® Z )Hv_u; 
B é a matriz de informação para 
vecij) 




sendo BjjUma matriz de dimensão (m2p x m2p), B12 de dimensão 
(m2p x m2q) e B22 de dimensão (nr^q x m
2q), cujos blocos de ordem (r,u) 




-1 ® Z"1 )HV_U; 
ZoH:.r(Z-
l®Z-l)Hv.u; 
É importante referir que existe um limite superior para S, sendo tal que 
S=0(N1/2). 
A hipótese alternativa Hj especificada em (4.4.17) consiste no 
ajustamento de um modelo auto-regressivo ao processo {£t}, conforme 
foi referido, sendo também possível ajustar-lhe um modelo de médias 
móveis, o que conduz à especificação alternativa: 
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et = ét + Z 5(B)ArY(B)ét_r , {èt} é um ruído branco (4.4.21) 
Generalizando o que se passa no caso univariado, Hosking (1981a) refere 
que o teste de Hq contra Hj ou de H0 contra H* são idênticos, embora os 
A 
sinais das matrizes D e K sejam opostos. 
Assim, sendo as matrizes P=A-KB"1KT. a estatística a utilizar em 
ambos os casos é: 
LM2 = N"
1 (vecD)T P-1vecD (4.4.22) 
onde P é um estimador consistente de P. 
Tal como LMj, a estatística LM2 tem a seguinte distribuição sob H0: 
(4.4.23) 
rejeitando-se Hq quando LM2 assume valores elevados. 
Os modelos correspondentes quer a Hj quer a Hj podem ser 
expressos de diversas formas. Assim, o modelo especificado em (4.4.17) é 
equivalente a: 
0(B)et + Z e(B)E(B)ArY(B)£t_r = 0(B)8t (4.4.24) 
ou seja: 
(KB)Xt + Z0(B)E(B)ArY(B)7c(B)(|)(B)Xt.r =0(B)£t (4.4.25) 
que é o modelo especificado na hipótese nula acrescido de uma parcela no 
membro auto-regressivo. 
Do mesmo modo, (4.4.21) é equivalente a: 
<KB)Xt =0(B)£t + Z 0(B)H(B)ArY(B)£[_r (4.4.26) 
Tal como já foi referido, (4.4.24) e (4.4.25) são expressões muito 
gerais, permitindo a especificação de uma vasta gama de modelos. Assim, 
se se definir: 
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S(B) = 7C(B) 
Y(B) = BPv(B) (4.4.27) 
a expressão (4.4.25) vem: 
S 
^ l riBj r i p—r ( ) t (4.4.28) 
Portanto, se E(B) e Y(B) forem definidas por (4.4.27), o teste de 
H0 contra Hj significa testar a hipótese de a especificação correcta ser a de 
um modelo ARMA(p,q) contra a de ser um modelo ARMA(p+S,q). 
Por outro lado, se se definir: 
Z(B) = B<17t(B) 
Y(B) = Im (4.4.29) 
a expressão (4.4.26) vem: 
<|)(B)Xl =e(B)£l + ZArèt_q_r (4.4.30) 
Deste modo, conclui-se que, quando Z(B) e Y(B) são definidos por 
(4.4.29), o modelo especificado em é um modelo ARMA(p,q+S). 
Em ambos os casos, e tal como já acontecia com o método proposto 
por Poskitt e Tremayne (1982), a estatística a utilizar para o teste é a 
mesma, ou seja, utiliza-se LM2 quer a hipótese alternativa seja Hj quer 
sejaH'. 
É importante referir ainda que a estatística utilizada para testar a 
qualidade de ajustamento do modelo, designada por Qj e definida em 
(4.4.1), pode ser obtida a partir do teste de multiplicadores de Lagrange. 





vecDr = -N(Ira ® Ê"
1 )vecCe (r); 
vecD = -N(IS ® In ® i
-1 )vecC ; 
sendo neste caso CE=^C£(1) ... Ce(S)|; 
K, = (Is I... ® L-) 
K2=-(IS®I OZ"
1) 
A = IS 
Jo 0 0 ... 0 
J, Jo 0 0 
J2 J. 
• • 




Js.. J S—2 J S—3 * * * 
• 
Js-P . 
■h0 0 0 .. 0 
H. H0 0 .. 0 
h2 H, H0 .. .. 0 
H S-l Tí TT S-2 S-3 H S-p 
Neste contexto, admitindo que: 
Jr=0(N"
1/2) para r>S-p 
Hr=0(N'








Hosking (1981a) mostra que a distribuição assintótica de vecD é: 
N"i/2vecD ~(0;{lm2s - Kf^A^K)
-' KTA"1 }A) (4 4 38) 
sendo I^s-KXK^A^IQ^K^A'1 uma matriz idempotente de característica 
m2(S-p-q) e A uma matriz simétrica definida positiva, tem-se o seguinte 
resultado assintótico: 
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N"1 (vecD)T Â^vecD ~ X^(S_p_q) (4.4.39) 
Finalmente (Hosking, 1981a), daqui resulta: 
N"1 (vecD)T Â^vecD = 
= N(vecCe )
T (Is ® ® i
-1 )(IS 0 t"
1 t)(Is ® Im ® i'
1 )vecCe = 
= N(vecCe )
T (Is <8) Ê'
1 <E) t'1 )vecCE (4.4.40) 
A A 
Uma vez que Z = Ce(0), (4.4.40) é igual à expressão de Qj 
definida em (4.4.1), ou seja, o teste de multiplicadores de Lagrange da 
hipótese nula definida em (4.4.16) contra a alternativa (4.4.17) é 
as sinto ticamente equivalente ao teste global realizado a partir de (4.4.1) e^ 
utilizando S covariâncias residuais. 
A hipótese alternativa resultante deste teste, quando 
E(B)=Y(B)=Im, pode ser encarada de diversas formas. A partir de 
(4.4.17), a hipótese alternativa é a de um modelo auto-regressivo de 
ordem S ajustado a {BJ enquanto, a partir de (4.4.21), é a de um modelo 
de médias móveis de ordem S. Por outro lado, a hipótese alternativa 
definida em (4.4.26) especifica o modelo ARMA(p-i-q,S); 
<t>(B)Xt =0(B)A(B)£l (4.4.41) 
sendo A(B) = I + E A Br. 
r«l 
No entanto, a hipótese alternativa não corresponde a nenhum 
modelo ARMA(p+S,q) excepto se q=0, do que resulta para (4.4.25): 
A(B)<t)(B)Xl =èt (4.4.42) 
o que corresponde a um modelo AR(p+S). Para que o modelo 
especificado na hipótese alternativa seja o modelp ARMA(p+S,q): 
A(B)<))(B)Xt =0(6)8, (4,4.43) 
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seria necessário que, em (4.4.25) se definisse: 
E(B) = 7c(B)Y(B) = 0(B) (4.4.44) 
No estudo de simulação com base em modelos bivariados a que já se 
fez referência, Poskitt e Tremayne (1986) procedem à comparação da 
dimensão e da potência dos testes globais e do teste de multiplicadores de 
Lagrange, sendo os resultados obtidos de molde a sugerir que este último 
revela características superiores, o que o tornaria preferível na detecção 
da má especificação de um dado modelo. Estes autores referem ainda que 
os resultados obtidos se devem ao facto de a distribuição assintótica das 
estatísticas utilizadas nos testes globais requerer que os respectivos graus 
de liberdade aumentem sem limite, à medida que N tende para o infinito, 
embora mais lentamente, o que não se verifica para a estatística utilizada 
no teste de multiplicadores de Lagrange. Se, pelo contrário, o número de 
parâmetros adicionais especificado na hipótese alternativa deste segundo 
tipo de testes aumentar da mesma forma que o número de correlações 
utilizadas nos testes globais, os dois tipos de testes tomam-se equivalentes. 
Assim, as diferenças na dimensão e na potência de ambos os tipos de testes 
só podem ser devidas a variações nos graus de liberdade das distribuições 
utilizadas, embora, tal como Poskitt e Tremayne (1986) afirmam, a 
dimeensão do teste de multiplicadores de Lagrange não seja grandemente 
afectada pelo aumento do número de parâmetros adicionais do modelo 
especificado na hipótese alternativa, o que seria apoiado por alguma 
evidência empírica. 
4.4. Teste informal 
Além de todos os testes já propostos, é útil averiguar a qualidade do 
ajustamento de um modelo através de um procedimento informal 
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proposto por Granger e Newbold (1986). Esse método consiste em 
comparar os modelos univariados para os elementos de Xt, implícitos no 
modelo ARMA(p,q) multivariado, com os modelos resultantes da análise 
de cada série isoladamente. Na base desta comparação está a suposição de 
que é mais fácil diagnosticar correctamente um modelo para uma série 
univariada do que para uma multivariada. Apesar de este procedimento 
não envolver testes de hipóteses formais, pode detectar falhas ainda não 
detectadas na especificação do modelo. 
Vejamos então como é possível obter os modelos univariados para 
os diversos elementos componentes de Xt a partir do modelo ARMA(p,q) 
multivariado; 
<t>(B)Xt = e(B)£t (4445) 
Daqui resulta: 
l<))(B)IXt = <!)
a (B)0(B)£t (4 4 46) 
onde <t>A(B) é a matriz adjunta de (})(B), tendo-se (t)(B)"1=l<()(B)l"1(j)A(B). 
O operador do primeiro membro de (4.4.6) é um polinómio escalar de 
grau mp em B, sendo o operador auto-regiessivo de cada um dos modelos 
univariados; por sua vez, a matriz (t)A(B)0(B) é de grau (m-l)p-i-q em B. 
Assim, a ordem do operador de médias móveis de cada modelo univariado 
é (m-l)p+q. Deste modo, conclui-se que, se Xt for gerado por um modelo 
ARMA(p,q) multivariado, os seus elementos individuais Xit, i=l,...,m, 
são gerados por modelos ARMA(mp,(m-l)p+q) univariados assumindo a 
forma: 
l<t)(B)IXil0i(B)8u i=l,...,m (4.4.47) 
onde {8it} é um ruído branco e os (m-l)p+q parâmetros de médias móveis 
incluídos no polinómio ©iCB) são funções das matrizes que compõem os 
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operadores auto-regressivo e de médias móveis do modelo multivariado 
(4.4.45). 
A expressão (4.4.47) parece indicar que os operadores auto- 
regressivos de cada modelo univariado são iguais. No entanto, isso não 
acontece porque ló(B)l possui habitualmente factores comuns, ou quase 
comuns, a G^B). 




É possível expressar (4.4.49) da forma alternativa: 
^2t=<t>21.1^1.i-I+<Í)22.1^2,l-l+^2t (4.4.50) 
Multiplicando ambos os membros de (4.4.49) pela matriz adjunta de 
<i)(B), obtém-se o resultado: 
:<t>2uB 1" ^u.iB 
(4.4.51) 
Conclui-se então que cada série univariada é modelizada por um 
modelo ARMA(2,1) univariado. No entanto, note-se que essa é a ordem 
máxima para cada série individual e que os operadores auto-regressivos 
não são necessariamente iguais, o que poderia parecer da observação de 
(4.4.51). Por exemplo, se <|)12 ^0, cada série univariada obedeceria 
a um modelo AR(1). 
Em conclusão, este procedimento consiste em constmir os modelos 
univariados implícitos para cada série após o ajustamento do modelo 
[(l-^Bjfl-^B)-^^.^2] 
'Xu" 
_ X 2t _ 
£u 
_ £ 2t J 
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multivariado e compará-los com os que seriam diagnosticados através da 
análise de cada série univariada. Esta comparação é informal mas, 
admitindo maior capacidade na modelização de uma série univariada, 




Um dos principais objectivos da modelização de uma série 
cronológica consiste em prever (ou predizer) os seus valores futuro a 
partir dos valores disponíveis em dado momento, sendo este um 
problema de grande importância. Assim, dispondo das observações Xt, 
Xj.j, Xj.j,... , pretende-se prever no momento t o valor da série l 
períodos à frente, ou seja, Xl+/. Deste modo, a questão consiste na 
escolha da função que permite obter o previsor a partir das observações 
disponíveis. Para o efeito, serão apresentados dois métodos: o primeiro 
consiste numa generalização ao caso multivariado do método de Box e 
Jenkins (1976) e o segundo consiste na abordagem de Granger e 
Newbold (1986). Enquanto o primeiro utiliza como critério para a 
obtenção do previsor a minimização do determinante da matriz de 
covariância do erro de previsão, o segundo baseia-se na definição no 
conceito de menor matriz de covariância desse erro. Ambos pretendem 
chegar a um previsor linear óptimo com base no critério adoptado, 
verificando-se no entanto que o previsor obtido é o mesmo, o que 
siginifíca que existe equivalência entre os dois critérios para gerar 
previsões. 
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1. Extensão do método de Box e Jenkins 
Esta abordagem constitui uma generalização ao caso 
multivariado do método proposto por Box e Jenkins (1976) para o caso 
univariado, pretendendo esta última minimizar o erro quadrático médio 
do previsor. 
Assim, designando por 0^(0 o vector do erro de previsão, tem-se 
a relação: 
et(/)=Xt+rXt(0 (5.1.1) 
onde X^O designa o previsor em que a origem da previsão é o 
momento t e / o número de passos da previsão. 
Por outro lado, define-se ainda ut+i como a combinação linear dos 
valores futuros das componentes da série multivariada para o momento 




+- • •+WmXm.t+í C
5-1 •2) 
O erro de previsão de ut+/é: 
gt(/)=ut+1-út(0=Zwieit(/)=w
Tet(0 (5.1.3) 
onde eit(/)=Xit+rXit(/), e W
T=(w1,...,wra). 
O erro quadrático médio de gt(0 assume a forma; 
E[gf(0]=E[WTet(0ey(0W]=W
TV(/)W (5.1.4) 
onde V(/)=E[et(0ey (/)] é designada por matriz de covariância do vector 
do erro de previsão et(0 para um número de passos de previsão de /, 
sendo o seu elemento genérico cov[eit(0,ejt(/)], i,j=l,...,m . Uma vez 
que V(/) é uma matriz definida positiva, a minimização do erro 
quadrático médio de gt(/) é equivalente à minimização do determinante 
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da matriz de covariância do vector do erro de previsão IV(0I. E este o 
critério adoptado por este método para a determinação do previsor 
(Jenkins e Alavi, 1981). 
Assim, representando um modelo ARMA(p,q) invertível e 
estacionário como um modelo de médias móveis de ordem infinita: 
(5.1.5) 
prova-se, generalizando a abordagem de Box e Jenkins (1976) ao caso 
multivariado, que o previsor qur minimiza IV(/)I é (Jenkins e Alavi, 
1981): 
(5.1.6) 
ou seja, é o valor esperado condicionado de Xt+/ tomado na origem da 
previsão de t: 
Xl(/)
=E(X JXt,XM,...) (5.1.7) 
Deste modo, o vector de erro de previsão é: 
et(0=et+í+¥iA+M+" • A*. (5.1.8) 
assumindo a sua matriz de covariância a expressão: 
V(0=X+VAV>...+VMXV,
T-1 (5.1.9) 
Tal como no caso univariado, as previsões são facilmente geradas 
a partir da equação que define um modelo ARMA(p,q) multivariado 
invertível e estacionário, que pode ser expresso da forma: 
x,^1x1..-....ípx1.p=s,+e1e,,+,..+eíet., (5.1.10) 
admitindo-se que os vectores 8t são independentes. 
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No momento t+1, tem-se: 
Xt+r<Í) lXt'- • • ■<t>pXt+l-p=^t+l+® l^t+- * * +®q^t+l-<l (5.1.11) 
Tomando valores esperados condicionados em ambos os membros, 
obtém-se o resultado; 
Xl(l)=<t»iXt-...-(t)pXt+1.p=E*(£t+1)+01E*(et) +...+ eqE*(8t+1.q) 
onde E* designa o valor esperado condicionado em Xt, Xt l,..., sendo de 
notar que E*(Xt.u)=Xt.u, para u>0. Mas, uma vez que se pode exprimir 
Xtcomo uma função linear de 8^8^,..., e vice-versa, os valores 
esperados condicionados por Xt, Xt l,..., são iguais aos valores 
esperados condicionados por S^Sn,... . Assim, tem-se o resultado: 
uma vez que se admite que os vectores 8tsão independentes. Por outro 
lado, verifica-se ainda: 
Substituindo (5.1.13) e (5.1.14) em (5.1.12), obtém-se; 
Xt(l)-(t)1Xt-...-(|)pXt+1.p=018t+...+ eqSt+1.q (5.1.15) 
(5.1.12) 
E*(St+1)=E*(8t+1l (5.1.13) 
E*(St.u)=St.u u>0 (5.1.14) 
(5.1.16) 










=(0i+ó1)Xt +...+(0q+<i)q)Xt+1.q +<í)q+1X,q +-.-+<t)pXt+1.p (5.1.19) 
admitindo-se que p>q. 
A 
A equação (5.1.19) permite calcular Xt(l) recursivamente, dados os 
valores de X1.1(l),X,2(l),...,Xt.q(l),Xt,Xt.1,...,Xt+1.p. Esta equação 
permite ainda actualizar permanentemente a previsão a um passo, 
incorporando a observação que se toma disponível em cada período. 
De um modo geral, obtém-se Xt(0 recursivamente a partir de 
Xl(l),XI(2),...,Xl(/-l)e das observações Xj.X^j,..., substituindo-se na 
equação definidora do modelo ARMA(p,q) os valores futuros Xt+/ 
pelos seus previsores Xt(0 e os valores futuros £t+/pelos seus valores 
esperados condicionados, ou seja, pelo vector nulo (Jenkins e Alavi, 
1981). Isto significa que, na prática, o vector das previsões X^O ó 
obtido recursivamente a partir da expressão: 
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X^u) se u>l 
E * (XI+U)
= "i e E*(8l+U) = i 
X. se u<0 
Xl(/)=(t>1E*(Xl+,1)+...+(t)pE*(Xt+,p)+ 
+E*(8t+í)+eiE*(8t+H) +...+ 0qE*(St+,q) (5.1.20) 
onde: 
0 se u > 1 
8t+u se u < 0 
(5.1.21) 
Para a necessária definição dos valores iniciais, é possível 
generalizar a proposta de Box e Jenkins (1976), igualando a 0, ou seja, ao 
seu valor esperado não condicionado, todos os vectores Stque não possam 
ser obtidos a partir das observações, isto é, aqueles para os quais os 
vectores Xt e X^G) correspondentes não estão disponíveis. Por outro 
lado, uma vez que as matrizes de parâmetros são desconhecidas, na prática 
é necessário substituí-las pelos seus estimadores em (5.1.20) de modo a 
tomar possível a geração das previsões. Esta observação também é 
aplicável ao método seguinte. 
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2. Método de Granger e Newbold 
Granger e Newbold (1986) utilizam um critério diferente para a obtenção 
do previsor, partindo da hipótese de conhecimento exacto do modelo 
ARMA(p.q) que serve para a determinação desse previsor. 
O objectivo consiste agora em determinar o previsor que minimize 
a matriz de covariância do erro de previsão. Para o efeito, sendo V1 e V2 
duas matrizes reais definidas positivas de dimensão (m x m), diz-se, 
segundo a definição de Granger e Newbold (1986), que V1 é menor do 




Esta relação será designada por VjCVj. Se {V(s)} representar um 
conjunto de matrizes definidas positivas de dimensão (m x m), uma dada 
matriz desse conjunto V0, é definida como a menor se V0<Vr para 
qualquer contida em {V(s)} (Granger e Newbold, 1986, pág. 
228). 
Assim, sendo o modelo ARMA(p,q) invertível e estacionário : 
<KB)Xt =0(6)8. (5.2.2) 
a sua representação como um modelo MA de ordem infinita, conforme já 
foi referido, assume a forma: 
X'=u?oV"8-" (Vo=In.) (5.2.3) 
sendo: 
0(B) = <t)(B)y(B) (5.2.4) 
onde: 
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<KB) = Ira - ZèuB
u; 0(B) = Im + ZeuB
u; Vj/(B) = Im + Z ¥aB
0 
U *»1 U"l u*l 
(5.2.5) 
Assim, igualando os coeficientes de Bu em (5.2.4), obtém-se a relação: 
¥u =0u u=l,2,... (5.2.6) 
Deste modo, a previsão Xt+Í feita no momento t é baseada em 
Xt,Xt.1, ..., sendo então da forma: 
X,(/)= Í X ,Xt 1 u-0 t-u (5.2.7) 
onde Xuj é uma matriz de dimensão (m x m). Conclui-se então que (5.2.7) 
pode ser expresso da forma: 
(/) = X, (B)Xt (5 2 8) 
o que é equivalente a: 
Xl (/) = a, (B)8t (5.2.9) 
sendo: 
a, (B) = A-, (B)\)/(B) (5 2 10) 
Por outro lado, o vector do erro de previsão assume a forma: 
:= - Xt (/) (5.2.11) 
com matriz de covariância: 
V(/) = E(eue^) (5.2.12) 
uma vez que E(ei; )=0. 
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Nestas condições, Granger e Newbold (1986) definem Xt(m) 
como o previsor (linear) óptimo se a matriz V(/) correspondente for a 
menor de todas as matrizes de covariância do erro de previsão. E um 
critério diferente do utilizado para a previsão de Box e Jenkins, que 
consiste na minimização do determinante de V(/). 
Utilizando (5.2.3) e (5.2.9), a expressão (5.2.11) é equivalente a: 
~ [v(®) - B oc; (B)]£t+, = ^■u£t+J.u + " a;.u )Bl.u (5.2.13) 
Assim, a partir de (5.2.12): 
= -a,u)2:(\|/u+, -a;iU)
T (5.2.14) 
À medida que a^B) varia, o conjunto de matrizes definidas 
positivas assim obtidas tem o valor mínimo: 
(5Z15) 
sendo este valor atingido quando: 
a'.u=¥u-/ (5.2.16) 
Deste modo, o previsor óptimo é: 
^'(^ = ul
:o¥u+/Bt-. (5.2.17) 
o que origina o vector do erro de previsão: 
M 
^ (5.2.18) 
É importante referir que se verifica a partir de (5.2.15) que 
Ví/j^VX^) para o que significa que, tal como seria de esperar, a 
qualidade da previsão é tanto pior quanto maior o seu passo. 
Por outro lado, (5.2.17) pode também ser expressa da forma: 
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X1(/) = v,E. + 
obtendo-se então o seguinte resultado: 
Xt(/) = Xt.1(/+l) + ¥,(Xt -X^d)) 
Esta é a equação que permite a actualização das previsões em cada 
período; sendo dada a sequência de previsões feita no momento (t-1) e o 
valor mais recente da série Xt, é possível gerar as novas previsões para o 
período (t+i) utilizando (5.2.20). 
Por outro lado, utilizando (5.2.6), considere-se ainda: 
x,(0- £ ♦.x, (/- u) = £{-1/} = £ 0„,E,.. 
0r=O, i>q 
(5.2.21) 
Esta equação permite gerar previsões quando l aumenta e para um 
dado momento t fixo, substituindo-se X^O por Xt+/para /<0 em (5.2.21). 
A título de exemplo, o previsor a um passo para o modelo AR(p) é: 
Xl(l)=Í(t)0Xl.u+1 (5.2.22) 
De modo semelhante, o previsor para o momento (t+Z) do modelo 
AR(1) é dado por: 
Xt(/) = (t.'lXt (5 2 23) 
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E importante referir que, para utilizar este procedimento, é 
necessário admitir que o modelo utilizado para realizar as previsões é o 
verdadeiro processo que gerou a série cronológica em análise, apesar de 
tal suposição estar longe de poder ser considerada realista. 
Por outro lado, é ainda interessante verificar que esta abordagem 




De facto, a representação do modelo ARMA(p,q) para o momento 
(t+/) é: 
Xt*í + (5.2.24) 
Assim, a equação de recorrência para a geração das previsões a partir do 
momento t é obtida do seguinte modo: 
(i) Substitui-se os valores desconhecidos Xt+r pelos seus previsores Xt (r) 
para r>0; 
(ii) Mantém-se os vectores Xt+T para r<0, uma vez que se trata de valores 
conhecidos; 
(iii) Substitui-se £t+r pelo vector nulo 0 para r>0; 
(iv) Mantém-se os vectores 8t+rpara r<0, uma vez que se trata de valores 
conhecidos (admitindo que se conhece o verdadeiro modelo). 
Deste modo, conclui-se também que : 
=x.w-Xt(/) = et(/) (5.2.25) 
Esta forma recursiva de obter as previsões é precisamente a que foi 
descrita para o método de Box e Jenkins. 
Desta forma, conclui-se que ambos os métodos conduzem ao 
mesmo previsor, ou seja, são equivalentes, o que significa que, para gerar 
previsões, é indiferente adoptar o critério de minimização do 
determinante da matriz de covariância do erro de previsão ou o de chegar 
à menor matriz de covariância desse erro (segundo a definição de 
Granger e Newbold, 1986). Na realidade, conforme já foi referido, 
Jenkins e Alavi (1981) indicam que, uma vez que V(/) é definida positiva, 
a minimização de dTV(0d, que constitui o critério de Granger e Newbold, 
é equivalente à minimização de IVÍOI, que é o critério que serve de base à 
previsão de Box e Jenkins para o caso multivariado. 
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VI. IDENTIFIABILIDADE E REDUNDÂNCIA 
Considere-se o modelo ARMA(p,q) multivariado: 
<t)0xt --...-<t)pxt_p =0oel +e18t.1+...+eq£l.q 
ou: 
<t)(B)Xl =0(6)8, 
Um dos principais problemas relacionados com este modelo é o da 
identifiabilidade da sua estrutura, o que consiste em averiguar se é 
possível determinar de forma única os valores de p e de q e as matrizes 
<|)0,(}), ,...,(|)p ,00,0, ,...,0q, a partir da função de covariância de X[
7). Na 
realidade, a não identifiabilidade de um modelo resulta numa função de 
verosimilhança que não tem um máximo único. Neste sentido, um modelo 
ARMA não é indentifiável na forma em que é apresentado acima. Para 
comprovar isso, é suficiente notar que, se se multiplicar ambos os 
membros das expressões acima pelo mesmo polinómio matricial em B, a 
estrutura da covariância de X[ não sofre qualquer alteração. Com efeito, 
existe uma "classe de equivalência" de modelos correspondente a uma 
dada estrutura de covariância, isto é, existem diferentes modelos, 
designados de equivalentes, que correspondem a uma mesma função de 
covariância. 
O problema da identifiabilidade, que é por vezes designado por 
problema da multiplicidade de modelos (Granger e Newbold, 1977, pág. 
219), consiste então em definir um conjunto de regras que permita 
seleccionar um único modelo representativo de cada classe de 
equivalência. Isto significa que é necessário impôr certas condições a 
<t)(B), 0(B) e aos seus elementos matriciais de modo a que, em cada classe 
de equivalência, apenas um único modelo as satisfaça (Priestley, 1981, 
pág. 801). São essas restrições que se pretende agora analisar. 
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1. Regras de ídentifiabilidade 
Antes de considerar as referidas restrições, é necessário colocar 
algumas hipóteses (Hannan, 1969, 1970, 1971, 1975, 1976, 1979): 
a) Admite-se que: 
<!>„ =e0 =Im (6.1.1) 
o que constitui uma hipótese que tem sido colocada habitualmente. 
É importante notar que a hipótese 0O =Im não implica perca de 
generalidade desde que se permita que a matriz de variâncias e 
covariâncias de £t, designada por Z, assuma uma forma genérica (não 
necessariamente diagonal). Assim, como alternativa a esta restrição 
colocada sobre 0O, é possível impôr a condição Z = Im, o que é facilmente 
conseguido através da transformação ri^P^E,, sendo P uma matriz não 
singular arbitrária que verifica a relação PPT =Z, e reescrevendo em 
termos de Tito segundo membro da equação definidora do modelo 
ARMA(p,q). No entanto, a restrição imposta a P não é suficiente para a 
determinação de uma única matriz, sendo necessário colocar a hipótese 
adicional de, por exemplo, P ser triangular inferior, o que implica que a 
matriz P0O também o seja. Assim, em vez da condição 0O = Im, é possível 
utilizar como alternativa as hipóteses Z = Ime de 0O ser triangular 
inferior. Qualquer destas alternativas permite estimar os parâmetros de 
médias móveis e a sua não verificação significa que o operador 0(B) 
inclui parâmetros redundantes. Com efeito, note-se que, para um modelo 
MA(q), existem (q+l)m autocovariâncias não nulas e 
(2q + 1) x — m(m -1) covariâncias cruzadas, constituindo no total 
|(q + l)m2 -— m(m -1)| grandezas conhecidas. Por outro lado, as 
matrizes 00,0, ,..,,0^ com Z = Ira, envolvem (q+l)m
2 parâmetros 
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escalares. Logo, conclui-se que existem —1) parâmetros 
A* 
redundantes, que podem ser eliminados impondo a condição 0O = !„ e 
permitindo que Z, sendo simétrica, assuma uma forma genérica ou, 
alternativamente, impondo a restrição Z = Im e que 0O seja triangular 
inferior (Priestley, 1981, pág. 803). 
b) <|)(B),0(B) não têm divisores à esquerda comuns a não ser divisores 
unimodulares, ou seja, se o polinómio matricial D(B) for tal que 
((KB) = DCBjtt», (B) e e(B) = D(B)02 (B) , sendo <)). (B) e 02(B) 
polinómios matriciais, então ID(B)1 é uma constante. 
c) As raízes de IcKB)! e I0(B)I de situam-se fora do círculo unitário, ou 
seja, o modelo é invertível e estacionário. No entanto, mesmo que I0(B)I 
possua raízes sobre o círculo unitário, é ainda possível conseguir-se a 
identifiabilidade do modelo (Hannan, 1970, pág. 370; Priesttey, 1981, 
pág.802). 
Nestas condições, um modelo ARMA(p,q) é identifiável se 
verificar qualquer das seguintes regras (Hannan, 1969, 1970, 1971, 1975, 
1976): 
1. De cada classe de equivalência, escolhe-se a sub-classe de modelos com 
o menor valor possível de p e desta escolhe-se o modelo com o menor 
valor de q. Para que ())(B),0(B) sejam determinados de forma única, é 
necessário e suficiente que a matriz [0q (l)p] tenha característica igual a m, 
sendo m, como habitualmente, o número de processos univariados 
componentes do vector {Xt}. É útil referir que este resultado também se 
verifica se as posições de p e de q forem trocadas. 
Por outro lado, Hannan (1975) indica que esta condição é sobre- 
identifiável, o que significa que existem classes de equivalência para as 
quais ela não é satisfeita. 
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2. É possível utilizar uma representação "escalar", isto é, uma forma do 
modelo ARMA(p,q) em que os parâmetros d),, r=l,...,p, assumem a 
forma è =(i)rlm . Assim, o modelo é identifiável se è *0. • r • r ' < p 
3. Uma outra hipótese consiste em utilizar uma representação 
"triangular", isto é, uma forma do modelo em que <j)(B) é uma matriz 
triangular inferior. Deste modo, sendo ò^CB) o (i,j)-ésimo elemento de 
ó(B), i,j=l,...un, o modelo é identifiável se «^(B) for de grau não 
superior a ójjCB). 
4. O modelo é identifiável se o único vector A, tal que ^T(())p —9q) = 0 for 
X = 0- Esta condição verifica-se necessariamente se (t)p ou 0q forem 
matrizes não singulares. 
O procedimento descrito na condição 1. é o mais simples e o mais 
utilizado em termos práticos. 
É importante ainda sublinhar que, tal como apontam Granger e 
Newbold (1977, pág. 223), é necessário que o modelo esteja 
correctamente diagnosticado para que seja possível analisar se estas 
condições se verificam. 
Por outro lado, é de notar que se admitiu a identifiabilidade do 
modelo em todas as questões tratadas até agora, ou seja, na estimação e na 




Sendo a mais delicada de todo o processo de modelização de uma 
série cronológica, a fase da identificação pode também ser qualificada 
como a mais importante. Com efeito, a identificação é determinante para 
o desenrolar de todas as outras fases seguintes; dela depende a obtenção de 
bons resultados na estimação e o não aparecimento de sinais importantes 
de falta de adequação do modelo identificado à série cronológica. Só 
nessas condições será possível obter a geração de previsões de boa 
qualidade, o que constitui o objectivo último da modelização de uma série 
cronológica. 
Assim, a perspectiva adoptada para a identificação depende daquilo 
que é conhecido e daquilo que se está disposto a admitir. Em algumas 
aplicações, poderá ser possível uma especificação inicial adequada a partir 
do eventual conhecimento da natureza do problema em análise, 
permitindo a identificação da estrutura subjacente de uma forma directa. 
No entanto, a perspectiva que vai ser adoptada é a oposta : admitir- 
se-à a completa inexistência de conhecimento prévio sobre o sistema de 
relações dinâmicas que originou a série em análise, sendo esta a situação 
mais comum na prática, particularmente nos domínios da Economia e de 
outras ciências sociais. 
Neste contexto, o objectivo nesta fase é o de, dado um conjunto de 
observações que constituem a série cronológica, conseguir uma 
especificação inicial da estrutura do processo estocástico que esteja 
subjacente à geração dessa série. Pretende-se assim chegar a um modelo 
probabilístico que envolva um número de parâmetros tão pequeno quanto 
é possível e, simultâneamente, represente adequadamente o sistema de 
relações dinâmicas em análise. De qualquer modo, não deixa de ser útil 
reforçar a ideia de que não será utilizado qualquer conhecimento "a 
priori" sobre esse sistema, deixando-se as observações "falar por si 
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próprias", ou seja, fazendo depender a determinação da estrutura 
subjacente aos dados daquilo que eles próprios revelarem, sem recurso a 
formas externas de informação, adoptando-se assim o que se designa 
habitualmente por perspectiva de séries cronológicas. 
Tendo em conta estes princípios, as diferentes abordagens que irão 
ser analisadas foram ordenadas em três grupos: o primeiro inclui 
abordagens que, tendo sido pioneiras na identificação de uma série 
cronológica multivariada, não se revelam capazes de o fazer 
satisfatoriamente quando o número de componentes desta é elevado ou 
mesmo apenas moderado. No entanto, são métodos que, embora 
apresentando alguns problemas, se revelam aceitavelmente adequados 
para identificar séries cronológicas multivariadas com um pequeno 
número de componentes e criaram as condições necessárias ao 
aparecimento de métodos mais sofisticados e elaborados. Nessa linha de 
raciocínio, apresenta-se em seguida um conjunto de propostas que 
constituem generalizações ao caso multivariado do método proposto por 
Box e Jenkins (1976) para a identificação de séries cronológicas 
univariadas. Recorrendo à classe de modelos ARMA, este conjunto de 
métodos parece revelar-se bastante satisfatório, cumprindo o duplo 
objectivo de representar adequadamente a teia de relações que 
eventualmente caracterize uma série cronológica multivariada e o de 
chegar a um modelo parcimonioso, ou seja, que envolva um número de 
parâmetros tão pequeno quanto possível. Com efeito, a utilização da 
referida classe de processos é muito útil, uma vez que possibilita a 
representação de uma vasta gama de processos estocásticos e, assim, o 
resumo da estrutura de uma série num modelo simples, eliminando 
características não fundamentais que poderiam distorcer um modelo. De 
qualquer modo, todos estes métodos apresentam as suas dificuldades, não 
podendo ainda ser considerados como perfeitos. Tendo isso em linha de 
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conta, e uma vez que um dado modelo pertencente à classe ARMA pode, 
apesar dos aperfeiçoamentos introduzidos na metodologia por algumas 
das abordagens analisadas, apresentar uma estrutura um pouco complexa 
ou de difícil modelização, exigindo meios que podem não estar ao alcance 
de qualquer analista, o último grupo de métodos engloba abordagens 
simplificadoras. O objectivo destas abordagens consiste em simplificar a 
estrutura identificada, quer através da introdução de simplificações num 
dado modelo já identificado, quer mesmo através da consideração e novas 
classes de modelos probabilísticos, que pretendem uma mais fácil e 
acessível modelização de uma série cronológica multivariada, embora isso 
nem sempre seja conseguido. 
Finalmente, é conveniente referir que se deixou a análise desta fase 
para o fim por diversos motivos, embora ela seja sempre a primeira na 
modelização de qualquer série cronológica. Com efeito, aflgurou-se útil 
fornecer uma panorâmica prévia das outras fases, de modo permitir a 
apresentação e análise de diversos instrumentos necessários à 
identificação, o que possibilita um melhor enquadramento e compreensão 
desses instrumentos e, por outro lado, de forma a proporcionar a 
percepção da importância de que se reveste a correcta identificação de 
uma série cronológica. A razão para essa importância reside, conforme 
foi já referido, no facto de a fase de identificação ser determinante para as 
fases seguintes, uma vez que as precede e, consequentemente, para a 
geração de previsões de boa qualidade. Assim, trata-se da etapa que, sem 
sombra de dúvida, constitui o maior desafio para qualquer analista que 
pretenda a modelização de uma série cronológica. Esta constatação 
assume ainda maior importância quando se toma em consideração a 
circunstância de se pretender a identificação de séries cronológicas 
multivariadas, ou seja, de se estar a trabalhar num espaço de dimensão 
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possivelmente elevada, o que é sinónimo de dificuldades acrescidas, 
aumentando por isso o desafio que se coloca ao analista. 
✓ 
E útil referir ainda que os métodos de identificação irão ser 
analisados apenas para modelos não sazonais, uma vez que a sua 
generalização ao caso de modelos que incluem componentes sazonais é 
imediata e não oferece dificuldades adicionais dignas de nota, tal como já 
foi indicado atrás. 
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1. Modelos de pequena dimensão 
Existem métodos de modelização de uma série cronológica 
multivariada vocacionados para modelos de pequena dimensão no sentido 
de o número de séries univariadas envolvido ser pequeno. Assim, 
procede-se à descrição dos métodos habitualmente utilizados nestas 
circunstâncias, analisando-se inicialmente dois métodos de âmbito 
genérico e dando-se posteriormente particular ênfase ao caso bivariado. 
1.1. Método residual 
Este método, proposto por Parzen (1969), parte da representação 
de cada componente de {Xt}, que se admite ser um processo estacionário, 
como um modelo de médias móveis de ordem infinita, assumindo a 
forma: 
xu=eu+v:e,t.1+¥:£i.l-2+- (7.1.1) 
onde tj/,' (i=l,...,m; 1=1,2,...) representa o 1-ésimo parâmetro de Xit em 
(7.1.1) e {Eu} é um processo puramente aleatório, tendo-se 
£it=Xit-E (XjJXJ^.J, Xi<t.2, ...). 
Todo o método de modelização de Parzen (1969) assenta na 
representação (7.1.1) e confere um papel central às variáveis residuais £it, 
o que justifica a designação que lhe é atribuída. 
Neste método, são propostos dois tipos de abordagem: uma 
abordagem individual e uma conjunta, que serão agora analisadas. 
a) Abordagem individual 
As variáveis residuais individuais, que passarão a ser designadas por E""1, 
são definidas a partir do valor esperado condicionado de Xit dados 
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er=Xit-E(XJX,t.r.r>0) (7.1.2) 
A equação (7.1.1) representa Xuem termos das suas variáveis 
residuais individuais. Nestas condições, a abordagem individual procede à 
modelização de X( em duas fases; 
(i) Em primeiro lugar, procede-se à estimação de cada processo {Su11}, 0 
que pode ser feito a partir do ajustamento de um modelo auto-regressivo 
univariado a Xu, cuja ordem pode ser estimada através da utilização dos 
critérios apropriados. Em seguida, passa-se à estimação dos parâmetros 
da equação: 
Xu =er + +vLe^+- (7.1.3) 
(ii) A segunda fase consiste na estimação dos parâmetros da equação. 
er =^1.+¥inX-1+vrv2+... (7.1.4) 
onde E? =(e^ 8^)T e o vector {Tit} é um processo puramente 
aleatório multivariado que representa as variáveis residuais da 
representação de como um processo de médias móveis de ordem 
infinita especificada em (7.1.4). No entanto, uma vez que os elementos do 
vector Ef* são desconhecidos, é necessário substituí-los pelos seus 
estimadores Ef* = (E^ ,...,8^ )T obtidos na fase anterior, 
b) Abordagem conjunta 
Esta abordagem parte da definição das variáveis residuais conjuntas, 
designadas por 8°°°^ que é: 
8rj =Xil -EÍXJX.,.,, r>0, j = l,...,m) (7.1.5) 
ou seja, E™"' é definida a partir do valor esperado condicionado de Xit 
dados os valores passados de todos os elementos do vector Xt. O vector 
£con, = (g^y ^ ) é um ruído branco com matriz de variâncias e 
covariâncias Zcon-'. 
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Assim, o processo de modelização nesta abordagem passa também 
por duas fases; 
(i) Na primeira fase, procede-se à estimação da matriz Zconj a partir do 
ajustamento de um modelo auto-regressivo multivariado de ordem 
suficientemente elevada a Xt, sendo essa ordem estimada pelos critérios 
adequados. 




Fica assim completo o processo de modelização de uma série cronológica 
multivariada utilizando esta abordagem. 
No entanto, este método não parece ser capaz de proceder à 
modelização de uma série cronológica multivariada com um número de 
componentes elevado ou mesmo apenas moderado, devido principalmente 
aos seguintes motivos: 
a) Está dependente da definição das variáveis residuais a partir dos 
modelos univariados ajustados às componentes de Xt, sendo susceptível de 
conduzir a um modelo sobreparametrizado, uma vez que assenta nas 
representações (7.1.3) e (7.1.4) na primeira abordagem, ou na 
representação (7.1.6) no caso da segunda abordagem. 
b) Por outro lado, não indica qual a forma de determinação do número de 
parâmetros a incluir nas expressões (7.1.3), (7.1.4) e (7.1.6), podendo 
por isso conduzir à necessidade de utilização de um elevado número de 
parâmetros em qualquer dessas equações. Assim, a utilização que é feita 
dos modelos univariados, em particular na abordagem individual, e o tipo 
de representação que é proposto, parecem dificultar ou até inviabilizar a 
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modelização de uma série multivariada com um número de componentes 
elevado ou mesmo apenas moderado. 
c) O tipo de de representação utilizado pode ser inadequado. Com efeito, a 
determinação da forma do modelo é feita "a priori", não dependendo da 
série cronológica em análise, o que não é conveniente. 
Apesar de tudo, é útil referir este método, apesar da sua 
complexidade e dos problemas que acarreta, pois trata-se de um método 
pioneiro, constituindo um primeiro esforço no sentido de um 
procedimento genérico e que permita modelizar uma série cronológica 
com um qualquer número de componentes, o que justifica o interesse da 
sua análise. 
1.2. Método comparativo 
Wallis (1977) e Chan e Wallis (1978) propõem um método que 
passa pela construção prévia de modelos univariados para as componentes 
da série cronológica multivariada, de modo a sugerir valores adequados 
para as ordens dos operadores do modelo multivariado a partir das ordens 
dos operadores daqueles modelos univariados. Assim, o método 
desenrola-se de acordo com as seguintes fases: 
(i) Em primeiro lugar, procede-se à modelização isolada de cada série 
univariada, construindo-se os modelos ARMA invertíveis e estacionários: 
<|)i(B)Xit=0i(B)eu i = l,...,m (7.1.7) 
onde {riit} são ruídos brancos e ^(B) e 0; (B) são respectivamente o 
operador auto-regressivo e o de médias móveis do i-ésimo modelo. 
(ii) Admitindo que a série cronológica multivariada Xt pode ser 
modelizada pelo seguinte modelo ARMA (p,q) invertível e estacionário: 
<})(B)Xl = 0(B)£t (7.1.8) 
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é necessário representá-lo na forma alternativa: 
|<{)(B)|Xt = H(B)8t (7.1.9) 
onde H(B) = <))A (B)0(B), representando (()* (B) a adjunta da matriz 
<t)(B), como tem sido habitual. 
Obtém-se deste modo uma representação alternativa que permite 
chegar a modelos univariados para as diferentes componentes do vector 
Xt, tal como já foi referido atrás. 
(iii) O ponto fulcral deste procedimento consiste precisamente em 
comparar as ordens dos operadores dos diferentes modelos univariados 
com as dos operadores do modelo multivariado expresso sob a forma 
(7.1.9), de modo a determinar os valores das segundas a partir dos valores 
das primeiras, o que justifica a designação que foi atribuída a este método. 
Assim, a determinação das ordens do modelo multivariado processa-se do 
seguinte modo: 
a) A ordem de H(B) é determinada a partir das ordens dos operadores 
G^B) dos diferentes modelos univariados (7.1.7), sendo geralmente 
escolhido o valor máximo destas. 
b) Em seguida, considere-se o modelo (7.19) expresso sob a forma; 
D(B)Xl = H(B)£l (7.1.10) 
onde D(B) = |())(B)|xIm é uma matriz diagonal cujos elementos são 
polinómios em B. Designando a ordem de D(B) por /e mantendo a ordem 
de H(B) fixa, procede-se à estimação de modelos da forma (7.1.10) para 
/=r, r-1,..., sendo r um valor máximo para / previamente fixado e 
escolhido habitualmente como o máximo das ordens dos operadores auto- 
-regressivos dos modelos univariados (7.1.7). Com base em testes da 
razão de verosimilhança e em testes de significância estatística dos 
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parâmetros estimados individuais, escolhe-se o valor apropriado para l, 
mantendo sempre fixa a ordem do operador de médias móveis, 
c) O passo seguinte consiste em testar se os elementos da matriz D(B) são 
iguais, ou seja, da forma (7.1.9), através de um teste da razão de 
verosimilhança. 
(iv) Finalmente, os valores de p e de q são propostos a partir das matrizes 
H(B) e D(B) ou de |<Í>(B)| estimados, determinando-se para o efeito qual o 
modelo da forma (7.1.8) que conduz à representação da forma (7.1.10) ou 
(7.1.9) obtida. 
Este método apresenta diversos problemas, revelando grandes 
dificuldades para modelizar uma série cronológica multivariada com um 
número de componentes elevado ou apenas moderado. Com efeito, a sua 
eficácia parece muito questionável, levando a concluir que só é adequado 
para uma série com um pequeno número de componentes, o que é 
reconhecido pelos seus autores. Assim, as principais dificuldades que se 
lhe colocam são resumidamente as seguintes: 
a) A ordem da matriz H(B) em (7.1.9) pode ser superior à ordens de 
qualquer dos operadores 9; (B) dos modelos univariados (7.1.7). A título 
de exemplo, suponha-se m=2 e que a matriz H(B) assume a foima: 
H(B) = 
1 hjB 
h2B 1 (7.1.11) 
Admita-se também que 8lt e 82t são independentes. Então, a ordem dos 
operadores de médias móveis é nula, mas seria um erro concluir que a 
ordem de H(B) é também nula (Tiao e Box, 1981). Assim, a componente 
de médias móveis do modelo (7.1.9) poderá ser frequentemente mal 
identificada. 
b) A representação (7.1.9) não é parcimoniosa para modelos ARMA 
multivariados. Ignorando a matriz de covariância X, o número máximo 
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de parâmetros na forma originai (7.1.8) é de m~(p+q), enquanto na forma 
(7.1.9) é de mp+[(m-l)p+q]m2, representando um excesso de pm(m-l)2 
parâmetros, podendo este ser ainda maior se se utilizar a forma (7.1.10). 
Assim, mesmo admitindo que a ordem de H(B) é especificada 
correctamente, será necessário estimar um grande número de parâmetros 
adicionais para identificar correctamente um modelo auto-regressivo, 
mesmo de baixa ordem como p=l ou p=2, o que tanto mais grave quanto 
maior o númmero de componentes da série cronológica. Isto significa 
que, geralmente, a estrutura resultante' deste procedimento será 
sobreparametrizada. 
Este é o principal obstáculo que se coloca à capacidade deste método 
para modelizar uma série cronológica de dimensão moderada ou elevada, 
revelando-se já um sério problema quando m=3 ou m=4. 
c) A imposição de uma matriz diagonal como operador auto-regressivo 
pode conduzir a uma incorrecta especificação desta componente do 
modelo identificado. 
d) Uma vez que a correspondência entre os graus do polinómio ^(B)! e 
de H(B) e os valores de (p,q) não é necessariamente unívoca, não é claro 
como se determina p e q em (7.1.8) a partir da forma (7.1.9). 
Em resumo, este método não se afigura adequado para modelizar 
uma série cronológica com um número de componentes elevado ou 
mesmo apenas moderado, recorrendo a um procedimento bastante 
complicado e que necessita de um grande número de fases para identificar 
um modelo, por mais simples que ele seja. 
1.3. Modelos bivariados 
Um caso particular dos modelos de pequena dimensão é o caso 
bivariado, em que se relaciona apenas duas séries cronológicas 
univariadas. Trata-se de um caso particularmente importante, não só pela 
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sua grande relevância em termos práticos, como também pela existência 
de um considerável número de métodos que procuram solucionar o 
problema da modelização de uma série bivariada. Por outro lado, estes 
métodos revelam-se pouco adequados ou mesmo incapazes no caso de uma 
série cronológica de dimensão mais elevada, em que as dificuldades 
metodológicas seriam de tal ordem que inviabilizariam a construção do 
modelo, pois são especialmente concebidos para o caso bivariado. De 
qualquer modo, é possível analisar todas as questões relevantes no 
processo de modelização através destes métodos quando se dispõe apenas 
de um par de séries univariadas. 
Assim, será primeiramente analisado o caso em que existe uma 
relação bidireccional entre as séries univariadas, ou seja, em que a relação 
se verifica nos dois sentidos, procedendo-se depois ao tratamento do caso 
em que a relação é unidireccional, ou seja, verifica-se apenas num sentido. 
Deste modo, considerendo-se o modelo ARMA (p,q) multivariado 
invertível e estacionário: 
(KBjX. =0(B)£l (7.1.12) 
é possível expressá-lo da forma: 
0A (B)(j)(B)Xt =l0(B)l8t (7.1.13) 
onde 0A (B) designa a adjunta da matriz 0(B): ©(B)"1 = 0A (B)/I0(B)I. 
Desta expressão resultam equações da forma: 
w'(B) w'(B) 
Xi'-^5^iyx>+^Tiy^ . i»j - i,...,ni (7114) 
ondeWj^B), 5^(6), vj/. (B), e(p|(B) são polinómios escalares em B 
de ordem finita. Modelos da forma de (7.1.14) são habitualmente 
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designados por modelos de função transferência-ruído (Box e Jenkins, 
1976, pág. 363; Grangere Newbold, 1977a, pág.217, 1977b). 
Considere-se então o caso bivariado, ou seja, o caso em que m=2. 
Tal como já foi referido, tratar-se-à primeiro o caso em que existe uma 
relação bidireccional e, em seguida, analisar-se-á aquele em que a relação 
é unidireccional. 
1.3.1. Relação bidireccional 
Neste caso o modelo (7.1.14) pode ser expresso da forma: 
onde V^B) e UÍ(B), i = 1,2, são polinómios em B de ordem infinita, 
admitindo-se que Xlt e Xjt são conjuntamente estacionários e que 
E(Xu)=E(X2t)=0. Por outro lado, é possível estabelecer as relações: 
ondew^B), Ô^B), ^(B) e (P; (B), i=l,2, são polinómios em B de 
ordem finita, com w2 (0) = 0, admitindo-se ainda a hipóteses de as raízes 
das equações seguintes se situarem todas fora do círculo unitário: 
S;(B) = 0 ; V|/;(B) = 0 ; cp:(B) = 0 i = l,2 (7.1.17) 
O modelo (7.1.15) está expresso sob a forma recursiva de um modelo de 
função transferência-ruído, sendo Vj (B) a função transferência e 





E(£it£i t.;)=0 i=l,2 para todo o W); 
E(£u£2S)=0 para todo o t,s (7.1.18) 
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Neste contexto, toma-se agora possível desenvolver procedimentos 
conducentes à modelização de uma série cronológica bivariada, seguindo- 
se o método de Granger e Newbold (1977a,b), que se desenvolve 
percorrendo as seguintes fases: 
(i) Em primeiro lugar, é necessário ajustar modelos ARMA invertíveis e 
estacionários univariados a cada série, conduzindo às expressões: 
d)i(B)Xi=ei(B)Tii[ i=I,2 (7.1.19) 
onde {tijJ e {ti^l s^0 processos puramente aleatórios. 
O objectivo desta fase é o de converter Xue X2t em mídos brancos 
de modo a eliminar a estrumra de autocorrelação de ambos. Desta forma, 
já é possível extrair conclusões a partir da função de correlação cruzada, 
como já foi referido, sendo da maior importância neste caso poder inferir 
se a relação existente entre Xlte X^ é unidireccional ou bidireccional. 
Assim, com vista a analisar essa relação, procede-se à estimação da função 
de correlação cruzada entre os resíduos de estimação dos modelos 
univariados, designados por "n,, e fi2t. Com efeito, a relação entre riu e 
r|2t é do mesmo tipo da existente entre Xlte X2t, isto é, uma relação 
unidireccional entre estas implica a existência de uma relação 
unidireccional entre aquelas, sucedendo o mesmo no caso de uma relação 
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bidireccional. E possível então determinar o tipo de relação existente 
entre Xlte X^,através da função de correlação cruzada entre TiueTi2t, 
sendo necessário recorrer ao respectivo estimador. No caso de se tratar de 
uma relação unidireccional, a função de correlação cruzada deverá 
apresentar valores significativos apenas para "lags" negativos ou para 
"lags" positivos, o que revelaria respectivamente variações de sentido 
inverso ou no mesmo sentido, mas nunca para "lags" positivos e negativos 
simultaneamente. Pelo contrário, se a relação for bidireccional, a função 
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referida deverá apresentar valores significativos tanto para "lags" 
positivos como negativos. 
Deste modo, Pierce (1977) propõe uma medida global da 
intensidade da relação entre Xlte X^, assumindo a forma: 
R2=Kr<(k) (7.1.20) 
onde (k) designa a função de correlação cruzada estimada entre os 
resíduos de estimação dos modelos univariados (7.1.19) e o conjunto A é 
composto pelos "lags" para os quais os. valores dessa função são 
significativos. A designação desta medida por R2 resulta da consideração 
da regressão: 
+C. (7.1.21) 
sendo R2 um estimador consistente do coeficiente de determinação desta 
regressão (Pierce, 1977). Analogamente à sua interpretação em modelos 
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da regressão, R pode ser encarado aqui como a percentagem da variância 
T|lt explicada pelos valores passados, presentes e futuros de r|2[. A grande 
diferença relativamente aos modelos de regressão habituais consiste, 
devido à consideração de riltem (7.1.21), em eliminar da possível 
explicação por X2t aquela parte de Xu que é explicada apenas pelo seu 
próprio passado. 
Assim, após o ajustamento dos modelos univariados (7.1.19), 
calcula-se e normaliza-se os resíduos de estimação de cada modelo, de 
modo a que as suas variâncias sejam unitárias. 
(ii) Constrói-se em seguida um modelo bivariado relacionando as 
variáveis residuais dos modelos (7.1.19): 
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w. (B) V.ÍBK 
n,, = +u,(B)?„ =^n„ 
w,(B) \|r,(B) 
B., .U.CB)^ 5. (7^ ^ 
onde 'nu e ri^ são normalizadas de modo a que as suas variâncias sejam 
unitárias, sendo W2(0)=0 e e Ç2t são ruídos brancos que verificam as 
hipóteses: 
E(^il,^i,l_k) = 0 i = l,2 para todo o k; 
E(^u.^) = 0 para todo o t,/) (7.1.23) 
Deste modo, sendo YT1i2(k)=E(TiltTi2t.lc), a função de covariância 
cruzada entre rilt e "n^, e vez que ^lt e ^ são não correlacionados, resulta 
de (7.1.22) a relação: 
E[(Tlu-V1(B)ti2t)(Tl2>,k-V2(B)Tll,k)]=0 (7.1.24) 
retirando-se desta equação as relações: 
= * = 0.1,2,... 
Y,.(-k) = V!l-|0|V„V^%i(k + r-s) k = 1,2,... (7.1,25) 
onde ¥^(1=1,2) representa o k-ésimo elemento do polinómio V^B). 
A partir do estimador de y^^k), é possível estimar Vlk 
(k=0,l,...,M) e V2k(k=l,2,...,M) através de um método iterativo que 
permita resolver as equações (7.1.25), nas quais os somatórios são 
truncados em M, sendo este um valor inteiro para o qual é proposto M=10 
/S /V 
ou M=15. Uma via possível consiste em tomar V2i = C,., ("k). 
k=l,2,...,M, substituir V2k pelo estimador assim obtido, e resolver o 
sistema linear resultante de modo a determinar Vlk, obtendo-se desta 
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forma o estimador V™, designando (k) o estimador 
da função de covariância cruzada entre os resíduos de estimação dos 
modelos univariados (7.1.19) rilt e f|2l. Em seguida, Vlk é substituído 
pelo seu estimador nas equações (7.1.25), resolvendo-se o sistema linear 
resultante de modo a determinar V2k, produzindo um novo estimador V^' 
(k=l,2,...,M). O procedimento é então repetido iterativamente até ser 
obtida a sua convergência. 
No entanto, tal como referem os seus autores, este método 
apresenta duas dificuldades. Por um lado, não existem garantias de 
convergência do algoritmo e, por outro, os erros de estimação de Yt, (k) 
têm tendência por vezes a provocar grandes distroções nas estimativas 
obtidas para Vik (i=l,2). Assim, introduz-se algumas alterações no 
método, de modo a diminuir as consequências destes problemas. As 
equações (7.1.25) são então resolvidas da forma referida, mas tomando 
M=2,3,4,... . Os estimadores iniciais (k=l,2 M-l) são tomados 
como os estimadores finais obtidos na fase anterior, com =0. Por 
outro lado, tendo em vista aumentar as hipóteses de convergência, realiza- 
se cada iteração utilizando diferentes valores para um ponderador, 
designado por b, de modo a determinar os estimadores; 
Vr = bV^h"1,+(l-b) (Valor obtido através da resolução das equações) 
Granger e Newbold (1977a,b) referem que, geralmente, tomam 
b=0 como valor inicial do ponderador e vão aumentando-o em passos de 
0.2 até chegar a b=0.8. Deste modo, dispõe-se de várias estimativas para 
os elementos dos polinómios V^B), i=l,2, para M=2,3,4,..., sendo 
possível julgar se alterações abruptas nos valores dessas estimativas, 
quando M aumenta, são provocadas por erros na estimação ou se, na 
realidade, reflectem alguma relação subjacente. 
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A partir da estimação dos polinómios Vi(B)=Vi0+VilB+Vi2B
2+..., 
já é possível identificar as formas das funções transferência w^Bj/ô^B), 
i=l,2. Consegue-se assim aproximar cada um dos polinómios de ordem 
infinita VjCB) por um quociente de polinómios de ordem finita, sendo 
wi(B)=wi0+wilB + ...+wi/B
/e 5i(B)=l-5ilB 5inB
n. Assim, se, por 
exemplo, se verificar; 
Vik=SiiV1.k.1 k=l,2,3,... (7.1.26) 
com Vj0=w10, o modelo V1(B)=w1()/(l-5nB) seria adequado, ou seja, ter- 




o que permite obter as relações : 
V10=W10 ; V11=Ô11W10+W11 í vr=siivr-i (n=2,3,...) (7.1.28) 
No entanto, se (7.1.26) se verificar apenas para k=2,3,..., a forma 
apropriada para a função transferência será: 
+ w.,B 10 ' " 11 
1-5nB (7.1.29) 
tendo-se neste caso w1(B)=w10+w11B. 
Por outro lado, se se verificar um decréscimo de segunda ordem, 
que tanto pode ser exponencial como sinusoidal, nos elementos de V^B), 




Genericamente, a identificação da forma dos polinómios w^B) e 
ÔjÍB) a partir de V^B) processa-se da forma que se passa a descrever 
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(Box e Jenkins, 1976, pág. 346). A partir de Vi(B)=wi(B)/5i(B), obtém-se 
a igualdade: 
(l-Ô^B-S^B2 -• • • -SinB")(Vi0+Vj^+V^B
2+...) = 
= (wi0+wilB+...+wiiBí) (7.1.31) 
Igualando os coeficientes de B, obtém-se as equações: 
Vik=0 k<0 
Vik=5ilVi.k-l+5i2Vi,k-2+ • • • +5mVi.k-n+Wk k=0)l,...,/ 
^ik=^il^i,k-l"t"^i2^i,k-2+' * •+^in^i,k-n 
(7.1.32) 
Os elementos Viz. V^n+l constituem n valores iniciais da 
equação às diferenças: 
5(B)Vik=0 k>/ (7.1.33) 
A solução desta equação aplica-se a todos os valores para 
k>/-n+l. Assim, conclui-se que os elementos assumem a forma: 
a) Vjj^O quando k<0; 
b) Os l-n+í elementos de Vi0, Vjj,..., ViZn não obedecem a nenhum 
padrão fixo (tais valores não ocorrem se t>n); 
c) Os elementos V^, para k>/-n+l, seguem um padrão determinado pela 
equação às diferenças de ordem n cujos n valores iniciais são 
Vi/'Vi./-i'"-»Vi,/-n+i • 0s valores iniciais para k<0 são nulos, como é 
evidente. 
(iii) A terceira fase consiste em identificar a estrutura dos polinómios das 
variáveis residuais do modelo (7.1.22), ou seja, xi^ (B) / ^ (B), i=l,2. 
Para o efeito, considere-se a primeira equação de (7.1.22). Sendo 
e. = 
{p.(B) " > a função de autocovariância de eu, que será designada 
por Teu(k), é: 
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Yeii(k)=E[(TiirV1(B)Ti2t)(Ti1.l.k-V1(B)TiZt.k)] k=0,l,2,... (7.1.34) 
Deste modo, uma vez que rilteri2ttêm variâncias unitárias, obtém- 
se as equações: 
Yeii (0) = l + |)V1
2
r-2|oVlrYT),i(r) 
7 «i. (k)=^k VirV^-k
-^, VlrY ^ (r-k)-^ VlrY ^ (r+k) k=l,2,... 
(7.1.35) 
Em termos práticos, os somatórios de ambas as equações são 
truncados num número inteiro M. 
As equações (7.1.35) servem para estimar Yeil(k), k=0,l,2,..., 
substituindo-se para o efeito Ynil(k) e Vlr pelos respectivos estimadores. 
No entanto, é preferível utilizar os valores de Vlr determinados a partir da 
função transferência identificada, em vez dos valores calculados a partir 
de (7.1.25). Isto significa que, tendo-se a relação: 
51(B)=w1(B)V1(B) (7.1.36) 
esta equação é resolvida igualando os coeficientes de B, fornecendo as 
primeiras equações estimadores para os parâmetros de S^B) e de WjfB) a 
partir dos estimadores dos primeiros coeficientes de V^B), obtidos em 
(7.1.25). Deste modo, os estimadores dos coeficientes de V^B) seguintes 
são então obtidos a partir dos estimadores dos parâmetros de Ô^B) e de 
WjíB), igualando os coeficientes de B em (7.1.36) para potências mais 
elevadas de B. 
Assim, a partir da estimação da função de autocovariância de eit, é 
possível estimar a sua função de autocorrelação, permitindo identificar, 
através dos métodos de modelização de séries univariadas, a estrutura dos 
polinómios ^(B) e (p^B), i=l,2, uma vez que se tem a igualdade: 
<Pi(B) e; =^(8)^ 1=1,2 (7.1.37) 
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e dado que {qit] são ruídos brancos. Identificado o modelo (7.1.22), 
passa-se à fase seguinte. 
(iv) Após a sua identificação, o modelo (7.1.22) é estimado, para o que 
Granger e Newbold (1977a,b) propõem um método simplificador. Uma 
vez que ^ue ^2t
s^0 n^0 correlacionados entre si e que w2(0)=0, é possível 
estimar cada equação separadamente, exprimindo-se para o efeito as 
equações (7.1.22) da forma: 
51(B)cp1(B)Tiu=cp1(B)w1(B)Ti2t+61(B)\ir1(B)^lt 
Ô2(B )cp2(B )ri 2 =(p2(B) w2(B)-n lt+Ô2(B) v2(B )^2t (7.1.38) 
Estas equações podem ser expressas do modo seguinte: 
^lt ::=Bu _ ailTll,1.l Bl.t-H, " ■*"••• "*"^11, 
^2t = ^121 " a2lB2.t-l "••*"a2H2
Tl2,t-H3 " ^ 20^1 li • "^21, Bl.t-I, + ^21^2,1-1 +-"+(^2Jj ^ 2.1-1, 
(7.1.39) 
onde H;, I; e J; (i=l,2) são números inteiros conhecidos e os parâmetros 
a11,...,a1Hi,b10,...,blli,d11,...,dUi são funções conhecidas dos parâmetros 
de ô j (B), w^B), cp jíB), e vp^B); por sua vez, 
a21,...,
a2H,.b20,...,b2Ij,d21,...,d2Jj são funções conhecidas dos parâmetros 
de ô2(B), w2(B), (p2(B), e \it2(B). 
Os estimadores dos parâmetros de (7.1.22) são obtidos estimando 
através das equações (7.1.39) os valores de ^it como função de Bi, (i=l,2) 
e dos parâmetros estimados, sendo t=máx(H1+l, Jj +1),...,N para a 
primeira equação, ou seja, para estimar ^lte t=máx(H2+l, J2 +1),...,N 
para estimar ^2t. Os "valores de partida" da primeira equação ^ltpara 
t=máx(H1,J1),...,máx(H1,J1)-I1+l, são fixados em zero, o mesmo 
acontecendo aos da segunda- equação ^ 2t para 
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t=máx(H2,J2),...,máx(H2,J2)-I2+l. Assim, os parâmetros (7.1.22) são 
estimados através do método dos mínimos quadrados não linear. 
Após a estimação, é necessário proceder à confirmação do 
diagnóstico, onde deve ser conferida especial atenção atenção à estratégia 
de sobreparametrização. De qualquer modo, deve ser sempre tomada 
grande precaução quanto à possibilidade de existência de parâmetros 
redundantes ou não significativos durante todo o processo de 
modelização. Em particular, dado o grande número de parâmetros 
envolvidos, mesmo quando a ordem dos diferentes polinómios é baixa, 
deve sempre ser considerada a possibilidade de existência de factores 
comuns. As simplificações que podem assim ocorrer no modelo são um 
dos principais motivos para a realização deste passo intermédio que 
consiste na estimação e confirmação do modelo que relaciona as variáveis 
residuais dos modelos univariados (7.1.19). Tal procedimento permitirá 
simplificar significativamente a forma do modelo que será construído na 
fase que se segue e, por outro lado, a existência de quaisquer deficiências 
da sua estrutura é mais facilmente rectificada em termos do modelo que 
relaciona as variáveis residuais, uma vez que se consegue obter assim uma 
ideia muito mais clara sobre onde se encontram essas falhas. 
(v) O passo seguinte consiste em combinar o modelo (7.1.22), que 
realaciona as variáveis residuais, com os modelos (7.1.19), de modo a 
sugerir uma estrutura adequada forma (7.1.15) que permita descrever a 
relação entre as séries originais. 
Essa combinação tem em vista a identificação, baseada nas fases 
anteriores, do modelo que relaciona as séries originais e processa-se 
expressando os modelos (7.1.19) da forma: 
ò. (B) 
i = 1,2 
e.(B) (7.1.40) 
148 
Em seguida, substitui-se as expressões obtidas para riit no modelo 
(7.1.22), produzindo o seguinte resultado: 
9, (B)w1 (B)(j)2 (B) 9,(6)^,(6) 
u 1 9,(6)0.(6)9,(6) 21 9,(6)9,(6) 11 
x =h 9,(5)w,(6)9, (6) x | 9,(6)^,(6) 
2t 2 9,(6)5,(6)9,(6) 11 92 (B)9, (6) 1 (7 j 4^ 
sendo h1=[V(Tilt)A''(Tl2t)]
1/2 e uma vez "l116 0 naodelo (7.1.22) foi 
ajustado após a normalização de T|ue de Ti2t. 
Este modelo constitui o resultado final de todo o processo de 
modelização, sendo agora necessário estimá-lo, o que pode ser feito tal 
como foi descrito para o modelo (7.1.22), bem como proceder à 
confirmação do diagnóstico de modo a obter-se um modelo que descreva 
adequadamente a relação entre Xlt e X2t. Uma vez que, como é bem 
visível, se corre um forte risco de (7.1.41) conduzir a uma estrutura 
sobreparametrizada, é necessário ter um cuidado especial durante a 
confirmação do diagnóstico com a possibilidade de eliminação de factores 
comuns, de modo a evitar redundâncias, e com a possível existência de 
parâmetros não significativos. 
Em resumo, conclui-se que, à semelhança do caso univariado, o 
objectivo da modelização de uma série cronológica bivariada consiste em 
transformar um par de séries cronológicas univariadas num par de mídos 
brancos não correlacionados entre si. Na prática, ajusta-se à série 
bivariada um modelo que dê origem a resíduos de estimação cujas 
propriedades estejam tão próximas quanto possível das de dois processos 
puramente aleatórios não correlacionados entre si. No entanto, a 
construção de um modelo não pode ser baseada apenas nas indicações 
fornecidas, e cegamente seguidas, por um conjunto de momentos de 
segunda ordem estimados, sendo fundamental conseguir distinguir quais 
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as relações que são plausíveis e que estão subjacentes a determinados 
fenómenos observados, das que não o são. Assim, o objectivo de produzir 
modelos que dêem origem a resíduos de estimação que se aproximem 
muito de ruídos brancos, pode conflituar com o de produzir modelos 
razoáveis, conduzindo à necessidade de uma escolha extremamente 
delicada. Neste contexto, Granger e Newbold (1977a, pág. 262) propõem 
que, além do critério da parcimónia, que se destina a conduzir a uma 
"parametrização parcimoniosa", se adopte também o critério da 
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plausibilidade, destinado a conduzir a uma "parametrização plausível". E 
evidente que qualquer princípio cegamente obedecido não tem qualquer 
valor, pelo que um modelo "plausível" é um fraco substituto de um 
"implausível" que sistematicamente lhe seja superior no que respeita à 
qualidade das previsões. De qualquer modo, o critério da plausibilidade 
será um princípio importante a observar na modelização de qualquer série 
cronológica, revestindo-se de grande importância no caso multivariado 
geral e, em particular, no caso bivariado. 
Estas considerações são extremamente relevantes em todo o 
processo de modelização acabado de analisar. Com efeito, quer o critério 
de parametrização parcimoniosa quer o de parametrização plausível 
deverão ser cuidadosamente observados ao por em prática a proposta de 
Granger e Newbold, de modo a evitar estruturas incluindo um número 
excessivo de parâmetros, com todas as consequências nefastas que isso 
acarreta, pois é um risco que se coloca ao modelizar qualquer série 
cronológica bivariada através da utilização deste método. Deste modo, é 
importante dedicar grande atenção à possibilidade de simplificação de um 
dado modelo, de forma a evitar a identificação de um modelo implausível 
ou não parcimonioso, o que é tanto mais importante quanto mais 
elaborado ele for, uma vez que este método conduz habitualmente a 
modelos de estrutura pesada, envolvendo um elevado número de 
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parâmetros. No entanto, o resultado a que a observação destes critérios 
possa conduzir tem que ser validado, o que pode ser feito através da 
análise da qualidade das previsões geradas pelo modelo obtido. 
Por outro lado, tal como já foi referido, este método é muito 
limitado, não sendo adequado para modelizar uma série de elevada 
dimensão, o que é reconhecido pelos seus autores. Na realidade, não 
parece poder ir muito além do caso bivariado, adaptando-se bem apenas 
neste caso. Assim, descrever-se-à as principais dificuldades que se 
colocam a esta metodologia, tomando-a incapaz de tratar o caso 
multivariado geral, e que são : 
a) Em primeiro lugar, basta observar as equações (7.1.25) para 
compreender que a sua utilização se toma extremamente pesada ou 
mesmo inviável quando m aumenta, uma vez que, quando isso acontece, o 
número das suas parcelas aumenta muito mais rapidamente. Assim, o 
esquema recursivo delineado para a resolução destas equações não parece 
permitir elevados valores de m, até porque isso provocaria grandes 
dificuldades de convergência desse esquema. Além disso, a existência de 
um maior número de correlações cruzadas provocaria maior distorção 
nos valores estimados dos elementos dos polinómios VjCB), i=l,...,m, por 
um lado e, por outro, a utilização de M=2,3,4,... acarretaria ainda 
maiores problemas de obtenção da solução das equações (7.1.25). 
De modo semelhante, toma-se muito'mais difícil obter a solução 
das equações (7.1.35) quando m aumenta, uma vez que o número das suas 
parcelas cresce a um ritmo muito superior. Por outro lado, quer a 
existência de maior número de correlações cruzadas estimadas, quer os 
maiores erros na estimação de Vik (i=l,...,m), que já foram referidos, são 
factores que provocam maiores distorções na estimação da função de 
autocovariância das variáveis residuais eit, o que toma a qualidade da 
identificação da estrutura dos respectivos polinómios bastante inferior. 
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b) Por outro lado, uma questão de extrema acuidade é a possibilidade da 
obtenção de estruturas sobreparametrizadas, com todas as consequências 
daí resultantes, o que é tanto mais grave quanto maior m, tratando-se já de 
um problema importante quando m=2. Assim , o número de parâmetros 
do modelo (7.1.15) aumenta rapidamente, o mesmo sucedendo a (7.1.22), 
relativamente ao qual é possível mostrar que, quando o modelo adequado 
ao vector é um modelo ARMA(p,q), mesmo que seja de baixa ordem, o 
modelo correpondente para o vector composto pelas variáveis residuais 
dos diferentes modelos univariados pode ser muito complexo e difícil de 
identificar na prática, estando os seus parâmetros sujeitos a várias e 
complicadas restrições não lineares (Tiao e Box, 1979, 1981). 
No entanto, este problema assume a sua maior gravidade para o 
modelo (7.1.41), ou seja, para o modelo resultante da combinação dos 
modelos univariados com o modelo que relaciona as variáveis residuais 
riu. Com efeito, este último modelo apresenta, em termos genéricos, uma 
estrumra de tal forma pesada, sobreparametrizada, que se toma difícil de 
tratar, mesmo que haja factores comuns que seja possível eliminar. Logo, 
se já no caso bivariado o problema da obtenção de uma estrutura com um 
número de parâmetros demasiado elevado assumia grande gravidade, tal 
como já foi aflorado, isso tem muito maior relevância para valores 
superiores de m. 
Em resumo, este método conduz a modelos que geralmente não 
respeitam nem o princípio da parcimónia nem o da plausibilidade. 
c) Finalmente, coloca-se o problema do enfraquecimento das relações 
entre as variáveis residuais dos modelos univariados. Intuitivamente, 
parece admissível que as relações entre as variáveis residuais rii[ 
(i=l,...,m) sejam em geral mais fracas do que as relações entre as séries 
Xit. Isto acontece essencialmente porque, quando Xitestá individualmente 
relacionada com os seus próprios valores passados Xj^j.Xjt_2,..., estes 
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servem como aproximação aos valores passados das outras séries Xjt 
o que permite que as relações dinâmicas entre as diferentes séries sejam 
parcialmente levadas em linha de conta pelos valores passados das séries 
individuais. Deste modo, tal como é apontado por Tiao e Box (1979), 
conclui-se que a estrutura que relaciona as séries Tiit é bastante mais fraca, 
pelo que parece poder afirmar-se que é mais eficaz modelizar Xt 
directamente do que através da modelização do vector das variáveis 
residuais dos modelos univariados. Este problema volta a colocar-se no 
caso da relação unidireccional, vindo também a ser analisado nesse 
contexto. 
Deste modo, conclui-se que este método se revela inapropriado 
para a modelização de séries cronológicas de dimensão elevada ou mesmo 
apenas moderada. 
Após esta análise, tratar-se-à agora o caso em que a relação 
existente entre as duas séries univariadas se verifica apenas num sentido, 
ou seja, é unidireccional. 
1.3.2. Relação unidireccional 
A situação mais simples possível na análise de séries cronológicas 
multivariadas é o caso de uma série bivariada em que existe uma relação 
num único sentido, ou seja, em que ela é unidireccional. Trata-se de uma 
análise que entronca com a teoria dos sistemas lineares, adoptando-se no 
entanto uma perspectiva de modelização de uma série cronológica, o que 
significa que não se vai abordar os métodos que respeitem àquela teoria. 
Assim, sendo Xlt e X2t conjuntamente estacionários, com 
ECXj^ECX^O, o tipo de modelos que irá ser analisado assume a forma 
genérica: 
Xu=V'(B)X2t+U'(B)8t (7.1.42) 
onde {£t} é um processo puramente aleatório, tendo-se as relações : 
153 
(7.1.43) 
onde w'(B), 5'(B), \|/'(B) e cp'0B) são polinómios em B de ordem finita, 
cujos zeros se situam fora do círculo unitário e assumindo as expressões: 
Habitualmente, os modelos da forma de (7.1.42) são designados por 
modelos de regressão dinâmica. Por outro lado, segundo a terminologia 
adoptada na teoria dos sistema lineares, X2té designado de "input", Xlt de 
"output", et de ruído, sendo e, = U (B)£l, e os elementos Vk 
evidente que é possível alargar o modelo (7.1.44) de modo a incluir vários 
"inputs" com um só "output", ou vários "inputs" causando vários 
"outputs", conduzindo este segundo caso à definição de um sistema multi- 
-equacional. No entanto, em qualquer dos casos, isso constituiria um 
aprofundamento de uma matéria que pertence à teroria dos sistemas 
lineares, não sendo por isso analizado aqui, resumindo-se o estudo ao caso 
mais simples possível de existência de um único "input" e de um único 
"output". 
Deste modo, serão analisados quatro métodos visando a construção 
de modelos da forma (7.1.42): o de Sims (1972), o de Box e Jenkins 
(1976), o de Priesttey (1971) e o de Granger e Newbold (1977a). 
1.3.2.1. Método de Sims 
Sims (1972) apresenta um método de tratamento de modelos do tipo 
de (7.1.42), segundo o qual as variáveis são transformadas através da 
V'(B) = Vá + V, B + V2B
2 +... 
u'(B) = u; + u;b + u;b2+... 
w'(B) = w0 + WjB+...+w,'B' 
5'(B) = I-S;B-...-S;Bo (7.1.44) 
(k=0,l,2,...) constituem o que é designado de função impulso-resposta. É 
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aplicação de um mesmo filtro, definido "a priori", cujo objectivo é 
eliminar a autocorrelação existente em e[ na seguinte equação: 
Xu=V'(B)X2t+e;" (7.1.45) 
onde el=U'(B)£t e se admite que X2t não está correlacionado com et. 
Assim, este método possui duas características principais: por um lado, o 
filtro acabado de referir é escolhido antecipadamente, em vez de a sua 
escolha ser feita a partir de um estudo empírico dos dados em análise e, 
por outro, o operador V'(B) é truncado num dado valor M considerado 
suficientemente elevado para incluir todos os parâmetros que se espera 
sejam significativos. 
Desta forma, designando o filtro a aplicar a (7.1.45) por P(B), este 
procedimento conduz a um modelo da forma: 
Ylt=Q(B) Y2l+et (7.1.46) 
onde Yit=P(B)Xit (i=l,2), el=P(B)el e Q(B) representa o polinómio 
V'(B) truncado no ponto M. 
Sims (1972) utiliza o filtro P(B)=(1-0.75B)2 na maior parte dos 
casos, admitindo que a sua aplicação consiga eliminar ou, pelo menos, 
atenuar fortemente a autocorrelação existente em et. No entanto, se 
permanecer autocorrelação em et, os estimadores de mínimos quadrados 
dos parâmetros de Q(B) continuarão a ser consistentes, mas os 
estimadores das suas variâncias serão não centrados, o que acarreta 
diversos problemas. De qualquer modo, uma vez que o filtro P(B) se 
destina a eliminar a autocorrelação existente em et, é perfeitamente 
possível que permaneça uma forte autocorrelação em Y2t e Ylt, pelo que a 
que permanece nesta última aparecerá necessariamente em et. 
Em resumo, este método apresenta dois grandes problemas: 
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a) Em primeiro lugar, a escolha do ponto de truncagem M toma 
necessário decidir previamente o número de parâmetros a incluir em 
(7.1.46), em vez de tal decisão ser tomada a partir do estudo das 
observações disponíveis. 
b) Em segundo lugar, a decisão tomada "a priori" sobre o filtro P(B) pode 
conduzir à escolha de um filtro que não seja o mais adequado, em vez de 
essa decisão ser tomada com base nas observações disponíveis, de modo a 
que a forma de P(B) seja a mais apropriada. A escolha assim realizada 
conduz à necessidade de realização de testes sobre a existência de 
autocorrelação em et, o que tem ainda o inconveniente de esses testes 
poderem não ser os mais adequados para o padrão da autocorrelação que, 
num dado caso concreto, eventualmente permaneça em et. 
Conclui-se então que é necessário determinar o filtro P(B) a partir 
da série cronológica em análise, o mesmo sucedendo com a forma do 
polinómio V'(B) , em vez de essas escolhas serem realizadas "a priori". 
Os métodos que irão ser analisados a seguir pretendem tomar essas 
questões em linha de conta. 
1.3.2.2. Método de Box e Jenkins 
Box e Jenkins (1976) propõem um método bastante simples para a 
identificação de modelos (7.1.42), tendo sido pioneiros na introdução 
deste tipo de modelos (9\ 
O método proposto por estes autores processa-se de acordo com as 
seguintes fases: 
(i) Em primeiro lugar, é necessário estimar os elementos de V'B) . Uma 
via possível para o efeito consiste em utilizam modelo expresso da forma: 
Xa =VoX2l +V)X2t_1 + V2X2l_2+...+el (7.1.47) 
onde ej =U'(B)8l. 
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Multiplicando ambos os membros de (7.1.47) por Xit k, para k>0, obtém- 





Admitindo ainda que não correlacionado com el para todo o k, e 
calculando valores esperados, obtém-se o seguinte resultado: 
Ta (k) = VÓT22 (k) + Vj Y22 (k -1)+... k=0,l,2,... (7.1.49) 
onde YijOc), i=l,2 designa a fimção de covariância cruzada entre Xu e X;j, 
para i^j, e a função de autocovariância de Xu, para i=j, como 
habitualmente. 
Suponha-se agora que os elementos de V'(B) são nulos a partir de 
certo ponto k=M. Então, as primeiras M+l equações de (7.1.49) podem 
ser expressas do modo seguinte: 
Ta (0) = (0) + V, (1)+...+VmT22 (M) 
Ta (D = VoT22 (1) + V;t22 (0)+... +V.y, (M -1) 
• • • • 
Ya (M) = V^YzjCM) + V;Y22(M - 1)+...+VmY22 (0) (7 L50) 
Substituindo em (7.1.50) as funções de covariância cruzada e de 
autocovariância pelos seus estimadores, obtém-se M+l equações lineares 
que permitem estimar os primeiros M+l elementos de V'(B). No entanto, 
estas equações geralmente não conduzem a estimadores eficientes, são 
difíceis de resolver e requerem o conhecimento do valor de M, ou seja, do 
ponto a partir do qual os elementos de V'(B) são efectivamente nulos (Box 
e Jenkins, 1976, pág. 379), pelo que esta via não se afigura conveniente 
para o objectivo em vista. 
Assim, é necessário procurar outra via, conseguindo-se grandes 
simplificações na identificação do modelo (7.1.47) se {X2t}for um ruído 
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branco. Logo, procede-se ao ajustamento de um modelo ARMA, que se 
admite ser invertível e estacionário, a X2l, de que resulta: 
<i)2(B)X2l=02(B)Ti2t • (7.1.51) 
onde {T|2t} ® um processo puramente aleatório que se admite ser não 
correlacionado com Êt. 
Em seguida, define-se a variável: 
Z, =e2(B)-
1())2(B)X1[ (7.1.52) 
Multiplicando (7.1.42) por 02(B)'
1(b2(B) obtém-se o resultado: 
Zt =v + at (7.1.53) 
onde a, = 02 (B)"
1 (j)2 (6)6, . Multiplicando agora (7.1.53) por r^.t-k 
e 
calculando valores esperados, uma vez que ri2t e Ej são não correlacio- 
nados, obtém-se a igualdade; 
YD.1(k) = Vt'V(Ti2l) k = 0,1,2,... (7.1.54) 
onde y^designa a função de covariância cruzada entre Zt e 'n2t e V(ri2t) a 
variância de r|2t. A expressão (7.1.54) permite obter os elementos de 
V'(B) da forma: 
v< =Tfni 00 
k V(ti2i ) 
k = 0,1,2, 
(7.1.55) 





k = 0,1,2, 
(7.1.56) 
onde V(Zt) designa a variância de Zt. 
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Portanto, conclui-se que a função de correlação cruzada entre Zte r|2t é 
directamente proporcional aos elementos do polinómio V'(B). No 
entanto, como p^Qc), V(Zt) e VCq^) são desconhecidas, é necessário 
estimá-las, o que conduz ao estimador de Vk' seguinte: 




onde fItlj (k) designa o estimador da função de correlação cruzada entre 
Zt e f|2lj sendo Z, = 02(B)"
1 ^2(B)XU e designando ílz.os resíduos de 
estimação do modelo univariado (7.1.51). 
^ ê 
Os estimadores preliminares Vk assim obtidos não são geralmente 
eficientes, mas constituem uma base para a identificação da estrutura dos 
polinómios w'(B) e 5'(B), o que constitui a segunda fase do método. 
(ii) A partir da estimação do polinómio V'(B) , é possível propor valores 
para / e n, ou seja, identificar a estrutura de w'(B) e de 5'(B). Tal é 
realizado utilizando o mesmo processo da fase (ii) descrita no caso da 
relação bidireccional, sendo em particular necessário recorrer às 
equações (7.1.32) e à análise subsequente. 
(iii) Finalmente, é necessário identificar a componente de ruído, ou seja, 
a componente residual. Assim, a partir da estimação do polinómio 
V'(B),obtém-se o modelo: 
Xlt=V:(B)X2l+e; (7158) 
A partir de (7.1.58), é possível estimar a variável residual e^, ou seja, 
determinar os resíduos de estimação do modelo (7.1.47), o que é feito do 
seguinte modo: 
ê; =XU -V'(B)X2l (7159) 
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Uma forma alternativa de estimar et consiste na estimação prévia de 
w'(B) e de 5'(B) , a partir de V'(B) e no cálculo posterior de ê[ da 
forma: 
ê;=xu -^X2t 
5 (B) (7.1.60) 
Assim, obtém-se ê| a partir da igualdade: 
e; = x„ + â, (ê;., - xu., )+...+5; (8;.. - xu„ > - 
-w0X2t - WjX^., -...-WjX2i_( (7.1.61) 
Os parâmetros de w'(B) e de Ô'(B) podem ser preliminarmente 
estimados utilizando as equações (7.1.32), onde os elementos Vk' são 
substituídos pelos seus estimadores Vk determinados na fase (i). Os 
estimadores de w'(B) e de 5'(B) assim obtidos são utilizados para o 
cálculo de è[ em (7.1.61) 
Após a estimação de ê,, quer seja a partir de (7.1.59), quer de 
(7.1.61), é possível estimar a sua função de autocorrelação, o que permite 
identificar um modelo ARMA univariado para è'l que assume a forma : 
(p'(B)e;=¥'(B)8t (7.1.62) 
uma vez que {8J é um processo puramente aleatório. Fica assim 
identificada a componente residual do modelo (7.1.42), sendo no entanto 
possível conseguir este objectivo de uma forma alternativa, que consiste 
em utilizar as funções de autocorrelação do modelo (7.1.53), que pode 
expresso do seguinte modo: 
Z=Y[+at (7.1.63) 
sendo Yt=V'(B)r|2t. Uma vez que se verifica a relação: 
a. :::: 62(B) 1 <í>2 (B)et (7.1.64) 
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é possível, utilizando (7.1.64), identificar a estrutura da componente 
residual do modelo (7.1.42) a partir de um modelo identificado para at, o 
que implica a necessidade de conhecimento da função de autocorrelação 
desta última. Assim, uma vez que se admite que Yte atnão estão 
correlacionadas, o que resulta da hipótese de inexistência de correlação 





k).Yyy(k) e Yaa(k) designam respectivamente as funções de 
autocovariância de de Yt e de oq. Uma vez que {ri2t} é um ruído 
branco, YyyGO pode ser expressa da forma (Box e Jenkins, 1976, pág. 81): 
Yyy(k)=V(Ti2t)|o V Vr+kÊ YzT,2(r)YZTl2(r
+k) (7.1.66) 
onde se utilizou (7.1.54). Deste modo, utilizando (7.1.65), obtém-se os 
resultados: 
7aa^k) Yzz^k)" V(t] j ) 
'-.Ip" w 
(7.1.67) 
O conhecimento desta função de autocorrelação permite a identificação de 
um modelo para at, possibilitando a dedução de uma estrutura adequada 
para a componente residual do modelo (7.1.42). Mas, na prática, é 
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necessário substituir as funções de (7.1.67) pelos seus estimadores, o que 
• _r» ■
significa que Z[ e terão que ser utilizados em vez de Z, e de q2t 
respectivamente, estimando-se desta forma a função de autocorrelação de 
ai- 
A identificação do modelo (7.1.42) fica assim completa, permitindo 
a sua estimação através da utilização das técnicas habituais. 
Este método apresenta um inconveniente importante, que consiste 
na possibilidade de a identificação do modelo (7.1.42) falhar ou, pelo 
menos, conduzir a maus resultados, sugerindo que Xlt e X2[ não estão 
relacionados, mesmo em casos em que exista forte evidência sobre essa 
relação. Downing e Pack (1982) afirmam que isso pode acontecer quando 
a variabilidade de Xn é mais determinada pela variabilidade da 
componente residual do que pela de X2t. Assim, relembre-se que os 
parâmetros de V'(B) dependem das variâncias das séries resultantes de Xlt 
e de após as operações de filtragem, tendo essas séries sido designadas 
respectivamente por Zt e ri2t, e que o mesmo se verifica quando essas 
grandezas são estimadas, o que é bem evidente em (7.1.56) e (7.1.57). 
Conclui-se então que é necessário que a contribuição da componente 
residual para a variabilidade de Xu seja bastante inferior à de X2t, para 
que seja possível obter uma boa imagem da realidade através deste 
método, ou seja, para conseguir uma correcta identificação. 
1.3.2.3. Método de Priestley 
Priestley (1971) propõe um método que designa de "contracção de 
covariância", partindo da especificação de um modelo com um número 
finito de parâmetros e assumindo a forma: 
Xu -SiX,.,.,-.,.-511Xll.n =w0X2[ + w1X2[.f+... + w,X2[., +ai (7 i 68) 
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A preferência por um modelo deste tipo, em vez de um da forma 
(7.1.42), deve-se ao facto de modelos deste segundo tipo envolverem um 
número de parâmetros arbitrariamente elevado, assumindo uma forma 
que poderá não ser adequada para ajustar uma relação linear entre Xlt e 
X2t a partir de um número finito de observações. Em particular, um 
modelo como (7.1.42) poderá revelar-se inadequado se se pretender 
prever valores futuros de Xlt a partir de observações de X^. 
Assim, (7.1.68) pode ser expresso do seguinte modo: 
5 (B)xu = w (B)X2i+a. (7.1.69) 
onde ô (B) = 1 - ôjB-...-ô]1B
D ; w'(B) = wó + wjB+...+w,'B'. 




Quando os valores de n e de / são conhecidos, é possível proceder à 
estimação dos parâmetros de S'(B) e de w'(B) para o que Priestley (1971) 
propõe o método dos mínimos quadrados, uma vez que este é em muitos 
casos razoavelmente eficiente, apesar de geralmente se verificar a 
existência de autocorrelação em at. 
Deste modo, uma vez que n e / são deconhecidos, é proposto o 
método de "contracção de covariância" para a identificação da estrutura 
de 6'(B) e de w'(B), desenvolvendo-se de acordo com as fases: 
(i) Em primeiro lugar, é necessário ajustar os seguintes modelos ARMA 
univariados invertíveis e estacionários; 
<))i(B)Xit=ôi(B)riu 1=1,2 (7.1.71) 
onde {riit}. i=l,2, são processos puramente aleatórios. 
(ii) O passo seguinte consiste no ajustamento de um modelo relacionando 
as variáveis residuais dos modelos (7.1.71), assumindo a forma: 
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admitindo-se que Wjnão está correlacionado com ri2t. 
É necessário agora determinar a estrutura de ô(B) e de w(B), o que 
é possível de conseguir através da função de covariância cruzada entre 
{T|lt} e {ri2[} uma vez que ambos são mídos brancos. Assim, considere-se 
a equação: 
X,=nll-51n1,.1---8sllu.!=5(B)ll1, (7.1.74) 
Esta igualdade permite expressar o modelo (7.1.73) da forma : 
Xt=woTl2t+w1ri2>[.1+...+wrTi2it.1 +W[ (7.1.75) 
A função de covariância cruzada entre Xi e Tl2t' designada por 
y^Oc), assume a forma: 
wk k = 0,l,...,r 
0 outros valores de k (7.1.76) 
A expressão (7.1.76) resulta do facto de {ri2t} ser um mído branco 
e não estar correlacionado com Wt. Portanto, a covariância cruzada entre 
X[ e Ti2t para o "lag" k é igual ao parâmetro wk, assumindo valores não 
nulos apenas para os "lags" k=0,l,...,r desde que o polinómio w(B) seja 
finito. 
Por outro lado, a função de covariância cruzada entre rilte ri2t, 
designada por y^^k), não assumirá geralmente o valor zero após um 
número finito de termos, pois o desenvolvimento em série de 
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\{8"1(B)w(B)} origina uma série infinita. No entanto, existe a seguinte 
relação entre T^Ck) e 
7:t%Ck)=S(
B)7CTl2(k) ■ (7.1.77) 
onde o operador B actua sobre k, isto é, BY^OO^Yr^Ck-l). 






k)-Í 5nTl 1.t.nTl2.t-k(k-n)= 
=ô(B)7ni2(k) (7.1.78) 
e modo, o polinómio 5(B) pode ser encarado como o operador que 
"contrai" Tn12(k) até a tomar numa função da forma (7.1.76), sendo 
necessário na prática recorrer ao estimador de y^^k). Assim, se 
apresentar um decréscimo lento e suave, f^^k) pode ser contraída, ou 
seja, transformada na forma desejada, através de aplicações sucessivas do 
operador diferença (1-B), o que significa que, neste caso, ô(B) assumiria 
aforma: 
Ô(B)=(1-B)d (7.1.79) 
onde d é o número de vezes que o operador diferença é aplicado. Se, por 
outro lado, fn (k) apresentar uma forma "oscilatória", pode ser 
12 
contraída utilizando por exemplo um filtro de médias móveis, o que 




Em ambos os casos, é possível seleccionar um valor adequado para 
d, iniciando o procedimento com um valor baixo (habitualmente d=l) e 
aumentando o valor de d até que a função de covariância cruzada 
transformada evidencie o grau de "contracção" requerido. 
Uma vez determinada a forma de 5(B), é possível inferir 
imediatamente a de w(B) a partir da função de covariância cruzada 
contraída e utilizando o resultado (7.1.76). Na prática, os elementos de 
w(B) são obtidos através da determinação dos "lags" para os quais 
f^i^k) diferem significativamente de zero. 
Após a identificação da estrutura de 5(B) e de w(B), os parâmetros 
respectivos podem ser estimados através do método dos 
mínimos quadrados, isto é, através da regressão de rilt sobre 
 Tli.i-g'Tl2t»*"'Tl2,t-r embora {WJ não seja geralmente um ruído 
branco. 
(iii) Finalmente, após a identificação dos operadores S(B) e w(B) e da 
estimação dos seus parâmetros, resta identificar o modelo que relaciona 
e 
Assim, visando a identificação da estrutura de 5 (B) e de w'(B), 
exprime-se Tilte Ti2tem função de Xlt e X2t respectivamente, utilizando os 
modelos (7.1.71), e substitui-se a expressão assim obtida em (7.1.73): 
Tlu=01(B)-
1(t)1(B)X1[ 
"Hit = ^2 (B) 1 (|)2 (B)X2t (7.1.81) 
A substituição destas expressões em (7.1.73) conduz ao resultado: 
5(6)0. (B)- ()). (B)XU = w(B)02 (B)-
1 (j)2 (B)X2[ + W. (7 j 82) 
ou seja: 
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ô(B)02 (B)^ (B)Xlt = w(B)01 (B)^ (B)X2t + a, (7.1.83) 
onde at = 0! (B)02 (B)Wl. Uma vez que Wt e rj 2t não estão 
correlacionados, o mesmo acontece com at e X^. O modelo (7.1.83) pode 
ainda ser expresso da forma: 
5' (B)Xlt = w' (B)X2t + at (7.1.84) 
onde: 
ô' (B) = 5(B)02 (B)^, (B) = 1 - S;B-...-Ô;B
n 
w' (B) = wíB)©, (B)<t)2 (B) = w; + w;B-...-w;B' (7.1.85) 
A identificação da estrutura de 5'(B) e de w'(B) é assim 
conseguida, pelo que os seus parâmetros podem agora ser 
estimados mais eficientemente através da regressão de Xlt sobre 
Xitt-l,...,X1,[.n,X2t. X2it l,...X2t, 
À primeira vista, pode parecer que o ajustamento descrito em (ii) 
de um modelo relacionando 'nueTl2t envolve exactamente as mesma 
dificuldades que surgem no ajustamento de um modelo relacionando as 
séries originais Xu e X^. No entanto, a estratégia acabada de analisar 
baseia-se na consideração de que as forma dos operadores 5'(B) e w'(B) 
dependem da estrutura de autocorrelação de Xu e de X2t bem como da 
estrutura da respectiva correlação cruzada. Ao ajustar modelos 
univariados a Xlt e a X2v converte-se ambas as séries aproximadamente 
em ruídos brancos ou seja, elimina-se as respectivas estruturas de 
autocorrelação, pelo que é de esperar que, em gerai, as formas dos 
operadores 5(B) e w(B) sejam consideravelmente mais simples que as de 
S'(B) e de w'(B). Por outro lado, conforme já foi referido, as estruturas 
dos operadores 5(B) e w(B) podem ser indicadas a partir da função de 
correlação cruzada entre riu e ri2t, uma vez que ambos são ruídos brancos. 
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Assim, o passo intermédio de ajustamento de um modelo relacionando riu 
erijjé uma fase de fundamental importância para a identificação do 
modelo que relaciona Xu e X2t. 
No entanto, este método apresenta algumas desvantagens, tal como 
referem Pierce e Haugh (1977), que são resumidamente: 
a) Em primeiro lugar, a estrutura da autocorrelação da variável 
residual é ignorada em várias fases do método, tal como em (7.1.73), o 
que pode originar diversos problemas no caso de se verificar a existência 
de autocorrelação em Wt, conforme já foi referido a propósito do método 
de Sims. 
b) Em segundo lugar, se o operador ô(B) necessário para contrair fri^k) 
incluir (1-B), conclui-se que o processo {Tilt} não é geralmente 
estacionário, o que contraria os resultados da primeira fase do método, 
em GjíBy^jíB) é identificado e ajustado de modo a que {Tjlt} seja um 
processo puramente aleatório estacionário. 
Por outro lado, este método tem o mérito de utilizar filtros 
diferentes para Xlle X^, adequados para a conversão em ruídos brancos e 
determinados a partir da série cronológica em análise, o que é também 
uma característica do método seguinte. 
1.3.2.4. Método de Granger e Newbold 
O método proposto por Granger e Newbold (1977a), sendo do 
mesmo género que o método de Haugh e Box (1977), é o mesmo que foi 
aplicado no caso da relação bidireccional, apresentando ainda algumas 
simplificações, como seria de esperar. 




o que significa que se ajusta um modelo ARMA univariado invertível e 
estacionário a X^, admitindo-se que {8t} e {"n^} são ruídos brancos não 
correlacionados. Deste modo, o método processa-se percorrendo as 
seguintes fases: 
(i) O primeiro passo consiste em ajustar também um modelo ARMA 
univariado invertível e estacionário a Xlt assumindo a expressão; 
(}>1(B)Xlt=ei(B)nlt (7.1.87) 
(ii) Em seguida, procede-se ao ajustamento de um modelo relacionando 
Bu e Bif 0 B116 constitui uma fase intermédia. Uma vez que se admite a 
existência de uma relação unidireccional entre Xu e X2t, verifica-se o 
mesmo para rilt e o que conduz ao modelo: 
Tilt=V(B)Ti2t+U(B)^t= 
_ W(B) ¥(B)£ 
5(B) 1 cp(B)S' (7.1.88) 
onde riue Ti2tsão normalizados de modo de modo a que as suas variâncias 
sejam unitárias e é um processo puramente aleatório não 
correlacionado com ri2t. 
Multiplicando agora o modelo (7.1.88) por Tl^^e calculando 
valores esperados, obtém-se a seguinte relação, uma vez que ^tnão está 
correlacionada com ri2t e esta tem variância unitária: 
Y11i2(k)=E(TiuTi2t.lc)=Vk k=0,l,2,... (7.1.89) 
Conclui-se então que Vk é estimado através do cálculo do estimador 
de T-q^Ck), o que conduz à equação; 
Vk=f11i2(k) k=0,l,2,... (7.1.90) 
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onde f^^k) designa como habitualmente o estimador da função de 
correlação cruzada entre ílue fi2l. 
A partir da estimação dos parâmetros de V(B), é possível 
identificar a estrutura de w(B) e de S(B) utilizando as equações (7.1.32) e 
toda a análise que lhes é relativa, conforme foi descrito para o método de 
Box e Jenkins. 
(iii) Por outro lado, a identificação da estrutura de vCB) e de cp(B) pode 
ser realizada de acordo com o método proposto para a relação 
bidireccional, sendo no entanto possível recorrer a um procedidmento 
mais simples, que faz apelo ao teorema seguinte (Granger e 
Newbold,1977a, pág.28): 
Teorema 7.1.1. Se {Xlt} e {X2t} são respectivamente processos 





O referido procedimento conducente à identificação de \|/(B) e de 
<p(B) parte da constatação de que Ô(B) e cp(B) são necessariamente iguais, 





O primeiro membro desta equação, 5(B)riu, é composto por um operador 
de médias móveis de ordem finita, sendo o segundo membro a soma de 
duas componentes não correlacionadas, das quais a primeira é também 
uma média móvel de ordem infinita. Então, resulta do teorema 7.1.1. que 
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isso só é possível se a segunda componente do segundo membro de 
(7.1.91) for também uma média móvel de ordem finita, o que permite 
concluir que cp(B) é um factor de Ô(B)\^(B). No entanto, ao definir o 
modelo (7.1.88), admite-se que \^(B) e cp(B) não têm factores comuns, o 
que implica que cp(B) é um factor de 5(B). 




Um raciocínio exactamente análogo ao acabado de realizar permitiria 
concluir que 5(B) é um factor de cp(B). Conjugando as duas conclusões, 
infere-se que 5(B) e \|/(B) são idênticos, pelo que (7.1.88) pode ser 
expresso daforma: 
ô(B)Tilt=w(B)Ti2t+v(B)Çt (7.1.93) 
Por outro lado, resulta ainda do teorema 7.1.1. que a ordem de (p(B) em 
(7.1.93) deve ser igual à maior das ordens de 5(B) e de w(B), se estas 
forem diferentes, e inferior ou igual à ordem de ambos, se estas forem da 
mesma ordem. 
Estas conclusões permitem a fácil identificação da estrutura de 
cp(B) e de ^(B) a partir da prévia identificação de 5(B) e de w(B), só 
sendo válidas no caso de se tratar de uma relação unidireccional. 
Terminada a identificação do modelo (7.1.88), procede-se à sua 
estimação e à confirmação do diagnóstico do mesmo modo que foi 
proposto no caso da relação bidireccional. 
(iv) A fase final consiste na combinação dos modelos univariados 
ajustados a X2le a Xlt em (7.1.86) e (7.1.87) respectivamente, com o 
modelo (7.1.88), do que resulta: 
171 
X =h Qi(B)W(3)Ó2(B)x | 9, (B)\|/(B) 
u 1 <i)I(B)ô(B)02(B) 
21 (j). (B)(p(B) (7.1.94) 
onde h1=[V(Tilt)/V(7i2[)]
,/2. 
Após a estimação e a confirmação do diagnóstico de (7.1.94), o processo 
de modelização no caso de uma relação unidireccional está completo. Tal 
como para o modelo (7.1.88), e analogamente ao que sucede para uma 
relação bidireccional, é necessário agora dedicar especial atenção à 
possibilidade de eliminação de factores comuns ou de parâmetros não 
significativos pois, a menos que os modelos univariados incluam um 
número muito reduzido de parâmetros, existe um forte risco de (7.1.94) 
resultar numa estrutura sobreparametrizada, com grande abundância de 
parâmetros e extremamente pesada. 
Por outro lado, este método, tal como o proposto por Box e 
Jenkins, está também sujeito a conduzir a maus resultados na identificação 
do modelo (7.1.86) se a variabilidade de Xu for predominantemente 
determinada pela da componente residual, o que é tanto mais susceptível 
de ocorrer quanto mais semelhantes forem os modelos univariados 
ajustados a Xu e a X2t. Assim, é possível que seja esta a justificação para o 
facto de Pierce (1977) ter concluído pela fraqueza das relações entre 
diversos pares de variáveis macroeconómicas e financeiras que estariam 
fortemente relacionadas segundo a teoria económica, conforme já foi 
referido. Com efeito, foi este o método seguido por Pierce (1977) para 
averiguar a existência dessas relações e, tal como indicam Downing e 
Pack (1982), este fenómeno de fraqueza da evidência sobre a existência de 
relações entre séries cronológicas ocorre frequentemente no caso de 
dados relativos a variáveis económicas. Trata-se de um fenómeno idêntico 
ao que foi analisado no caso da relação bidireccional. 
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Deste modo, surge um dilema; por um lado, a estimação da função 
de correlação cruzada entre duas séries cronológicas na sua forma 
original pode conduzir a conclusões erradas devido à existência de 
autoconrelação do estimador dessa função e devido ao facto de a variância 
deste depender da estrutura da autocorrelação de ambas as séries; por 
outro lado, a prévia conversão em ruído branco de uma ou de ambas as 
séries, tendo como objectivo eliminar a autocorrelação nelas existente, 
pode levar a que permaneça apenas uma correlação cruzada de pequena 
intensidade entre as séries transformadas por essa operação de filtragem, 
o que também não permite a identificação correcta da estrutura do modelo 
que as relaciona. 
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2. Extensões do método de Box e Jenkins 
A estratégia de modelização de uma série cronológica univariada 
proposta por Box e Jenkins (1976) foi generalizada ao caso multivariado 
porTiao e Box (1979,1981), por Jenkins e Alavi (1981) e por Tjpstheim e 
Paulsen (1982) paralelamente e visa conseguir essa modelização através 
da consideração de modelos ARMA(p,q), de expressão genérica: 
(j)(B)Xt=Ô(B)ei (7.2.1) 
onde representa a série cronológica, que se admite ser estacionária e de 
valor esperado igual ao vector nulo, {8J representa um ruído branco e 
©(B) e 0(B) representam respectivamente o operador auto-regressivo e o 
de médias móveis, conforme já foi definido e amplamente analisado. A 
equação (7.2.1) significa que Xt é gerada por um processo ARMA(p,q). 
No entanto, a perspectiva da abordagem dos autores referidos não é 
a mesma: enquanto Tiao e Box (1979, 1981) e Jenkins e Alavi (1981) 
utilizam funções matriciais para a identificação de uma série cronológica 
multivariada, Tjpstheim e Paulsen (1982) recorrem a funções escalares. 
De qualquer modo, a identificação da estrutura de um modelo baseia-se 
nos mesmos padrões de comportamento das referidas funções, 
constituindo generalizações do que foi estabelecido por Box e Jenkins 
(1976) para o caso univariado. 
Assim, no que respeita à identificação de uma série cronológica, 
também designada por Tiao e Box (1979, 1981) de tentativa de 
especificação, é útil ter em atenção os seguintes aspectos: 
a) Frequentemente, modelos com baixos valores das ordens dos seus 
operadores constituem aproximações adequadas à série cronológica em 
análise, conseguindo a apropriada modelização desta última. 
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b) O conhecimento do sistema, no caso de existir, pode permitir 
simplificações "a priori" no modelo, embora seja necessária a cuidadosa 
verificação da adequabilidade dessas simplificações. 
c) Após o ajustamento de um modelo inicial, é quase sempre possível 
conseguir simplificações consideráveis. 
Neste contexto, vai-se analisar em primeiro lugar o método de Tiao 
e Box (1979, 1981) e de Jenkins e Alavi (1981), uma vez que constituem 
generalizações mais directas do método de Box e Jenkins (1976), 
descrevendo-se em seguida um método proposto por Jenkins e Alavi 
(1981) que recorre a modelos univariados e, por fim, passa-se à 
abordagem de Tjpstheim e Paulsen (1982), que utilizam as funções 
matriciais dos outros autores, embora com a perspectiva de extrair delas 
funções escalares que permitam a identificação de uma série cronológica 
multivariada. 
2.1. Utilização de funções matriciais ■ 
Na perspectiva de Tiao e Box (1979, 1981) e de Jenkins e Alavi 
(1981), a identificação de uma série cronológica passa pela utilização de 
estatísticas que possam ser facilmente obtidas a partir das observações e 
que permitam a selecção de uma sub-classe de modelos que se revele 
adequada para posterior tratamento. Deste modo, os instrumentos 
utilizados são: 
(i) Matrizes de correlação estimadas; 
(ii) Matrizes de correlação parcial estimadas a partir do ajustamento de 
modelos auto-regressivos de ordem sucessivamente maior; 
(iii) Matrizes de correlação residuais estimadas, resultantes do 
ajustamento de cada modelo auto-regressivo.- 
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Uma vez que a determinação das ordens de um modelo ARMA(p,q) 
apresenta diversos problemas quando se utiliza estes instrumentos, Jenkins 
e Alavi (1981) propõem ainda a utilização de matrizes de correlação 
parcial q - condicionadas estimadas e Tiao e Tsay (1983) a utilização de 
matrizes de correlação alargada estimadas, sendo ambas definidas mais à 
frente, tendo em vista a resolução desses problemas. Desta forma, dispõe- 
-se de dois instrumentos adicionais que permitem refinar a análise e 
identificar mais correctamente uma série cronológica: 
(iv) Matrizes de correlação parcial q - condicionadas estimadas; 
(v) Matrizes de correlação alargada estimadas. 
Estas funções matriciais não foram ainda apresentadas devido ao 
facto de constituirem instrumentos especificamente destinados à resolução 
deste problema, não tendo sido anteriormente propostos e fazendo por 
isso parte integrante dos métodos que irão presentemente ser analisados, o 
que explica o diferimento até agora da sua apresentação. 
A forma como estes instrumentos são utilizados visando a 
identificação de uma série cronológica vai então ser agora analisada: 
(i) Matrizes de correlação estimadas 
Uma vez que os elementos das matrizes de correlação de um 
processo MA(q) se anulam a partir do "lag" q, contrariamente ao que 
sucede para um processo AR(p), em que esses elementos decrescem 
lentamente para zero, o padrão de comportamento apresentado por estas 
matrizes permite distinguir entre os dois tipos de processos e, para o 
primeiro, determinar a sua ordem. No entanto, uma vez que o verdadeiro 
processo subjacente à série cronológica é desconhecido, o mesmo acontece 
com as suas matrizes de correlação, sendo por isso necessário estimá-las. 
Assim, é de esperar que o padrão de comportamento das grandezas 
desconhecidas venha reflectido no dos seus estimadores. Com efeito, 
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prova-se (Tiao e Tsay, 1983) que, para um modelo MA(q), se tem 
plimR(k)=0 para k>q, designando plim o o limite em probabilidade e 
R(k) a matriz de correlação estimada para o "lag" k, verificando-se deste 
modo que esta matriz apresenta um padrão de comportamento muito 
semelhante ao da verdadeira matriz de correlação de um processo MA(q), 
ou seja p(k)=0 para k>q. 
Deste modo, o exame dos valores obtidos para as funções r.^k), 
i,j=l,...,m, e a análise da sua representação gráfica apenas podem ter 
utilidade na sua modelização de uma ou de duas séries univariadas, 
tomando-se progressivamente mais complicados e incómodos à medida 
que m aumenta. Com efeito, será necessário analisar simultaneamente 10 
gráficos se m=4 e 15 gráficos no caso de m=5, o que permite concluir 
imediatamente que essa análise só é exequível para valores muito 
pequenos de m. f 
Assim, Tiao e Box (1979, 1981) propõem listar a sequência das 
matrizes de correlação estimadas R(k) em função de k, para k=l,2,... .A 
ausência de elementos destas matrizes estatisticamente significativos a 
partir de um certo valor de k permite detectar a presença de um processo 
de médias móveis e indicar directamente a sua ordem. Se, pelo contrário, 
os elementos destas matrizes se mantiverem persistente-mente 
significativos, decrescendo lentamente em valor absoluto à medida que k 
aumenta, diagnostica-se um modelo auto-regressivo para a série 
cronológica. Mas, uma vez que o exame dos valores dos elementos de 
R(k) não é também muito propício a extrair facilmente conclusões, estes 
autores propõem ainda que, ao listar as matrizes R(k) em função de k, se 
substitua: 
1) Os elementos positivos cujo valor é estatisticamente significativo por 
um sinal + ; 
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2) Os elementos negativos cujo valor é estatisticamente significativo por 
um sinal -; 
3) Os elementos cujo valor é estatisticamente não significativo por um 
ponto. 
Neste contexto, tal como já foi referido, r^Ck) será considerado 
estatisticamente significativo se o seu valor absoluto for superiora 2N'1/2, 
o que significa que os autores referidos propõem a realização deste teste a 
nível de significância de aproximadamente 5%, tal como é vulgar. Deste 
modo, ^(k) será considerado positivo se o seu valor ultrapassar 2N"1/2, e 
negativo se for inferior a -2N"1/2. Tiao e Box (1979, 1981) sugerem 
também uma forma alternativa dos mesmos resultados, que consiste na 
colocação em linha e em coluna das séries Xu,...,Xmt que compõem o 
vector Xt, de modo a formar um quadro de dupla entrada. Neste quadro, 
o cruzamento de duas séries X^ Xjt (i,j=l,...,m) constitui um sector onde 
se lista os pontos, os sinais + e os sinais - relativos a cada ^(k) para todos 
os valores de k considerados, consoante os valores de r^k) sejam 
respectivamente não significativos, significativos e positivos ou 
significativos e negativos. Consegue-se desta forma resumir de um modo 
alternativo a informação referente a cada elemento da matriz R(k), 
apresentando a sequência dos símbolos respeitantes aos valores de cada 
r^Ck) para todos os valores de k e para i,j=l,...,m. Pretende-se assim 
complementar a informação anterior em que se apresenta a matriz R(k) 
para cada k, com k=l,2,... . 
Em suma, o padrão dos símbolos revelado pela sequência das 
matrizes R(k), representados sob qualquer das duas formas alternativas, 
permite distinguir facilmente entre um modelo auto-regressivo e um 
modelo de médias móveis e, para este último, seleccionar a sua ordem. 
178 
(ii) Matrizes de correlação parcial estimadas 
Tal como já foi referido, os elementos da matriz de correlação 
parcial de um processo AR(p) anulam-se a partir da ordem do processo, 
ou seja, a partir do "lag" p, não se verificando tal padrão de 
comportamento para um processo de médias móveis. Logo, conclui-se 
imediatamente que o padrão apresentado por estas matrizes permite 
distinguir entre processos de médias móveis e processos auto-regressivos 
e determinar a ordem destes últimos. 
No entanto, uma vez que os elementos destas matrizes são também 
desconhecidos, toma-se necessário estimá-los, o que é feito através da 
estimação de modelos auto-regressivos de ordem k, com k=l,2,..., 
conforme já foi analisado. Deste modo, uma vez que, para um modelo 
AR(p), a matriz de correlação parcial se anula para k>p, é de esperar que 
os elementos de P(k) assumam pequenos valores (em valor absoluto) a 
partir do "lag" p, ou seja, é de esperar que a matriz de correlação parcial 
estimada apresente um comportamento semelhante ao da sua congénere 
teórica. 
Deste modo, para extrair conclusões é útil normalizar os elementos 
/S 
de P(k), dividindo-se estes pelos respectivos desvios-padrão estimados. O 
padrão de comportamento das matrizes de correlação parcial estimadas 
pode então ser resumido atribuindo o • sinal + aos coeficientes 
normalizados cujo valor ultrapasse 2, o sinal - àqueles cujo valor é 
inferior a -2 e um ponto aos que se situarem entre -2 e 2. A informação 
assim resultante deve também ser representada sob as duas formas 
alternativas especificadas para o caso das matrizes de correlação 
estimadas. 
Por outro lado, é também possível utilizar a estatística Ç(k), 
definida em (3.4.7), para a determinação da ordem de um modelo auto- 
regressivo, conforme já foi definido atrás. Esta estatística serve para 
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testar as hipóteses nulas <!)k=0 contra alternativas (J^O, a partir da 
estimação de um modelo AR(k), k=l,2,... . A ordem do modelo será o 
valor máximo de k para o qual a hipótese nula é rejeitada. 
Finalmente, Tiao e Box (1979, 1981) propõem ainda recorrer à 
análise dos elementos da diagonal principal da matriz de covariância 
residual estimada resultante da estimação dos sucessivos modelos 
AR(k), pois aqueles podem indicar como varia a qualidade do ajustamento 
à medida que se vai aumentando a ordem do modelo, uma vez que quanto 
menor o valor desses elementos, melhor é o ajustamento. 
Em conclusão, o padrão revelado pela matriz de correlação parcial 
estimada, a estatística Ç(k) e a análise dos elementos da diagonal principal 
da matriz de covariância residual estimada são extremamente úteis para 
distinguir entre um modelo de médias móveis e um auto-regressivo e para 
seleccionar a ordem adequada para este último. 
(iii) Matrizes de correlação residuais estimadas resultantes do ajustamento 
de modelos auto-regressivos. 
Após o ajustamento de cada modelo AR(/), £=l,...,p, as matrizes de 
correlação residuais podem ser imediatamente estimadas, obtendo-se 
RE(k). Assim, uma vez que, se o modelo estiver correctamente 
/V 
identificado, os resíduos de estimação £t se devem comportar 
aproximadamente como um ruído branco, os elementos de Re(k). 
designados genéricamente por fE (k),- i,j = l,...,m, devem ser tjj 
estatisticamente não significativos para valores de k diferentes de zero. 
Deste modo, atribuindo o sinal - aos valores de fF (k) inferiores a 
bj 
o sinal + àqueles que forem superiores a 2N'1/2 e um ponto aos que 
estiverem entre -2N"1/2 e 2N'1/2 , ou seja, aos que forem não 
significativos, é possível representar a informação assim resultante sob as 
duas formas alternativas referidas para os elementos das matrizes de 
correlação e de correlação parcial estimadas. 
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O padrão de comportamento assim revelado por estas matrizes 
permite verificar se um modelo auto-regressivo é adequado ou se, pelo 
contrário, será preferível considerar um modelo de médias móveis ou até 
um modelo ARMA. No caso de persistirem elementos de ReGO 
significativos (k=l,2,...) após a estimação de um dado modelo auto- 
regressivo, é necessário proceder ao ajustamento de modelos AR de 
ordem mais elevada. Se isso não for ainda adequado, ou seja, se 
continuarem a existir elementos significativos será necessário considerar 
outros tipos de modelos. 
Assim, se, por exemplo, após o ajustamento de um modelo 
auto-regressivo de ordem elevada, houver elementos de Re(k) 
significativos para k=l,2, será útil abandonar os modelos auto-regressivos 
e considerar antes um modelo MA(2) como ponto de partida para uma 
nova tentativa de identificação. 
A utilidade da análise destas matrizes que, tal como foi oportuna- 
mente referido, também deve ser feita durante a confirmação do 
diagnóstico, advém do facto de elas habitualmente captarem as falhas de 
adequação do modelo e permitirem sugerir características que não tenham 
ainda sido levadas em conta. 
No que se refere qos modelos mistos auto-regressivos e de médias 
móveis em geral, quer os elementos das matrizes de correlação, quer os 
das matrizes de correlação parcial decrescem lentamente para zero, 
tomando bastante difícil a determinação das ordens dos operadores desta 
sub-classe de modelos através da utilização destes instrumentos. De 
qualquer forma, o padrão de comportamento revelado pela matriz de 
correlação residual estimada após o ajustamento de um modelo 
auto-regressivo pode indicar os valores dessas ordens. Suponha-se então, 
a título de exemplo, que, após o ajustamento de um modelo AR(p), 
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existem alguns elementos significativos na matriz Re(l). sendo não 
significativos os elementos destas matrizes para valores superiores de k. 
Tal padrão e comportamento apontaria no sentido de se considerar um 
modelo ARMA(p,l). 
No entanto, tal como é apontado por Tiao e Box (1979,1981), este 
procedimento conduzirá geralmente a uma incorrecta identificação do 
modelo, devido ao enviesamento dos estimadores das matrizes que 
constituem o operador auto-regressivo quando q>0. 
Assim, para obviar a este problema, Jenkins e Alavi (1981) 
propõem uma solução alternativa, introduzindo o conceito de matriz de 
correlação parcial q-condicionada, cujo estimador se converte num 
instrumento adicional para a identificação de modelos ARMA: 
(iv) Matrizes de correlação parcial q-condicionadas estimadas. 
Esta proposta parte da constatação de que a relação válida para a 
matriz de covariância de um processo AR(p) é também válida para um 
processo ARMA(p,q) para k>q, tal como já foi referido, assumindo a 
forma: 
r(k)=<{)ir(k-l)+...+(|)pr(k-p) k=q+l,q+2,... (7.2.2) 
Assim, Jenkins e Alavi (1981) propõem o seguinte procedimento: 
a) Uma vez que o resultado (7.2.2) é válido para modelos ARMA(p,q), 
fíxa-se q=l condicionada e obtém-se (()k no sistema de equações: 
r(h)=<j)1r(h-i)+...+<í)kr(h-k) (7.2.3) 
para h=2,..., k+1. A matriz (|)k assim obtida é a matriz de correlação 
parcial q=l condicionada e designa-se por P^), com k=l,2,... . 
b) Se as matrizes de correlação parcial q=l condicionadas Pjík) não 
sofrerem nenhum corte abrupto, admite-se que a ordem do operador de 
médias móveis é q=2 e resolve-se as equações (7.2.3) para h=3,..., k+2. A 
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matriz de <!)k obtida deste modo é a matriz de correlação parcial q=2 
condicionada e designa-se por P2(k), comk=l,2,... . 
Deste modo, propõe-se um modelo ARMA(p,q) se a matriz de 
correlação parcial q-condicionada Pq(k) se anular k>p. Note-se que, 
segundo esta definição, P(k) é igual ao que seria agora designado por 
PoOO. 
De uma forma geral, as matrizes de correlação parcial 
q-condicionadas Pq(k) podem ser estimadas através da resolução do 
sistema de equações: 




C(-q-l) C(-q) ... C(k - q - 2) 





• • • 




para k=l,2,..., representando <t>k, obtido a partir das equações (7.2.4), o 
estimador da matriz de correlação parcial q-condicionada que passará a 
ser designado por Pq(k). 
Jenkins e Alavi (1981) propõem ainda um procedimento paralelo, 
destinado a fornecer indicações iniciais de carácter geral que podem ser 
muito úteis no processo de modelização acabado de analisar. Tal 
procedimento consiste, em vez de examinar as matrizes R(k), P(k) e 
Pq(k), em analisar os seus determinantes, para k=l,2,..., que deverão 
observar padrões de comportamento muito semelhantes ou mesmo 
idênticos aos das matrizes respectivas. É possível assim conseguir linhas 
de orientação iniciais que podem auxiliar na análise dessas matrizes em si. 
Este procedimento é desenvolvido por Tjpstheim e Paulsen (1982) e será 
analisado mais à frente. 
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Por outro lado, conforme já foi referido, Tiao e Tsay (1983) 
propõem ainda um outro método com vista á resolução do problema da 
determinação das ordens de um modelo ARMA(p,q): 
(v) Matrizes de correlação alargada estimadas 
Se, para um dado modelo ARMA(p,q),. for possível determinar 
estimadores consistentes (jjj,...,(i)p das matrizes que compõem o 
operador auto-regressivo e sendo W[ definido da forma: 
Wt = (Irn-^1B-...4pB
p)Xt (7.2.5) 
verifica-se que {WJ é aproximadamente o modelo MA(q) seguinte 
(Tiao e Tsay, 1983): 
Wt~(Inl + eiB + ...+0qB
c')£t (7.2.6) 
Daqui resulta que a matriz de correlação de {Wt} é nula para k>q. O 
ponto de partida deste procedimento consiste assim na obtenção de 
estimadores consistentes para as matrizes (|)1,...,(t)p através de uma 
sequência de regressões iteradas, o que conduz ao conceito de matriz de 
correlação alargada estimada, que é determinada através de um método 
recursivo: 
a) Regressão iterada 
A primeira fase deste procedimento consiste em estabelecer a 
regressão AR(p): 
Xt= |CXt./+ t=p+l,...,N (7.2.7) 
onde (0) significa que se trata de uma regressão vulgar e o índice (p) 
representa a sua ordem, sendo e^' o vector residual correspondente. A 
partir de (7.2.7), facilmente se determina os estimadores de mínimos 
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quadrados sendo estes estimadores consistentes para (/=!,...,p) 
se Xt for gerado por um processo AR(p), ou seja, se q=0 (Tiao e Tsay, 
1983). Quando q>0 , os estimadores geralmente não são 
consistentes e, mesmo para elevados valores de N, os resíduos de 
estimação não são um ruído branco, assumindo a forma; 
C-x,xt., (7.2.8) 
Deste modo, os vectores ê contêm alguma informação sobre Xt, o 
que leva a definir a primeira regressão AR(p) iterada da forma: 
Xt=Í^:X/+Ptê
(
P!>1 + e- . (7.2.9) 
onde (1) designa a primeira regressão iterada e e"' o vector residual 
correspondente. Através da sua transposição, a equação (7.2.9) pode ser 
expressa sob a forma de um modelo linear multivariado: 
(7.2.10) 
Os estimadores de mínimos quadrados cj)"^ e podem então ser 
facilmente determinados, sendo possível provar que são 
estimadores consistentes para ()), (£=l,...,p) quando q<l e Xt verifica 
algumas condições de regularidade (Tiao e Tsay, 1983). De modo 
semelhante ao que acontecia com a regressão anterior, quando os 
estimadores são inconsistentes, considera-se a segunda regressão 
iterada, que assume a expressão: 
Xt= + Pkp.C, + P^ê^ + eg t=p+3,...,N (7.2.11) 
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onde e ê^., são respectivamente os resíduos de estimação de 
(7.2.7) e de (7.2.9). É também possível mostrar que os estimadores de 
mínimos quadrados determinados a partir de (7.2.11), são 
estimadores consistentes para <|); (1 =l,...,p) quando q<2 e assim 
sucessivamente (Tiao e Tsay, 1983), partindo destes resultados, 
consideram um conjunto genérico de regressões iteradas. 
Especificamente, a k-ésima regressão AR(r) iterada de um processo 
ARMA {Xt) é definida da forma: 





ê'? = Xt - t fcx,., - (7.2.13) 
é o vector dos resíduos de estimação da v-ésima regressão AR(r) iterada 
SK * 
e <});[') e são os estimadores de mínimos quadrados correspondentes. 
E também possível que, se Xt for gerado por um processo ARMA(p,q) 
e nenhuma das combinações das componentes de Ypt=(X^,...,Xy.p+1)
T 
for gerada por um processo de médias móveis de ordem inferior a q, se 
verifica a convergência em probabilidade (Tiao e Tsay, 1983): 
plimij)^ =(j); / = !,...,r (7.2.14) 
para 1Q) r>p e k=q , ou 22) r=p e k>q , sendo (()/= 0 para />p. 
b) Método Recursivo 
Os estimadores obtidos a partir das regressões iteradas, podem ser 
determinados recursivamente através do a justamente de modelos 
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auto—regressivos. Com efeito, considere-se a primeira regressão AR(p) 






A(°U = f," - (7.2.17) 
e 
com <{> o^p^-Ijn • Note-se que, na realidade, (7.2.16) é uma regressão 
AR(p+l) vulgar, assumindo esta a forma: 
Xt = 
PiVpUX,,+ C, (7.2.19) 
/-l 
Logo, conclui-se: 
fco = Â^o /=l,...,p+l (7.2.20) 
Utilizando as expressões (7.2.17), (7.2.18) e (7.2.20), obtém-se o 
resultado: 
fô, = teu - teup-o [te, f tep, (7.2.21) 
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Esta equação significa que os estimadores podem ser obtidos a 
partir de uma regressão AR(p) e de uma regressão AR(p+l). Deste 
modo, é possível chegar à expressão geral (Tiao e Tsay, 1983): 
- ir, - fet,, [te" ]" te:; ^ ■■ <7.2.22) 
com $ó<V)>=-Im- Esta equação indica que os estimadores da k-ésima 
regressão iterada podem ser determinados recursivamente a partir dos 
estimadores de mínimos quadrados das regressões vulgares 
AR(r),... ,AR(r+k). 
c) Propriedades assintóticas da matriz de correlação alargada estimada 
Tendo sido estabelecida a consistência de em (7.2.14), é possível 
agora definir a matriz de correlação alargada estimada, que será 
designada por R(r)(k). Para o efeito suponha-se primeiro r=l, o que 
conduz a: 
(7.2.23) 
A partir de (7.2.14) verifica-se que, se Xt for gerada por um processo 
ARMA(l,q), { W^'} será aproximadamente um processo MA(q) 
quando k > q e para N elevado. Assim, é possível definir a matriz 
R(1)(k) como a matriz de correlação estimada de Wlit para o "lag" k, 
com k=l,2,... (Tiao e Box, 1983), o que conduz ao resultado: 
ÍQ k = q 
plimR(1)(k) = r
í 4 (7.2.24) 
[0 k>q 




A expressão (7.2.24) permite concluir imediatamente que, para 
modelos ARMA(l,q) as matrizes R(i)(k) apresentam exactamente o 
mesmo padrão de comportamento que as matrizes de correlação 
estimadas habituais dos modelos MA(q), ou seja, anulam-se para k > q. 
Deste modo, R^(k) é a primeira matriz de correlação alargada 
estimada para o "lag" k. De um modo geral, define-se a r-ésima matriz 
de correlação alargada estimada R(r)(k) como a matriz de correlação 
estimada de Wjf para o "lag" k, sendo definido da forma (Tiao e 
A partir de (7.2.14) verifica-se que, para um processo ARMA(p,q), se 
tem o resultado: 
Portanto, conclui-se que, para processos ARMA(p,q), as p-ésimas 
matrizes de correlação alargada estimadas R(p)(k) apresentam 
exactamente o mesmo padrão de comportamento que as matrizes de 
correlação estimadas de processos MA(q), o que as converte num 
instrumento de grande utilidade para a determinação de q quando p é 
conhecido. 
Sem perca de generalidade, define-se R(0)(k)=R(k). De qualquer 
modo, é conveniente sublinhar que, excepto para r=0, as matrizes de 
correlação alargada estimadas não são as matrizes de correlação 
estimadas de qualquer série obtida como transformação de Xt. 
No entanto, surge aqui uma dificuldade: o padrão de 
comportamento das matrizes R(r)(k). segundo o qual estas se anulam a 
Tsay, 1983): 
W^> =xt-Étex,í (7.2.26) 
Q para r = p e k = q 
para r = p e k > q 
(7.2.27) 
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partir de k=q, admite que r=p. Contudo, surgem dificuldades se a 
ordem r do modelo AR(r) ajustado for superior à verdadeira ordem p 
do operador auto-regressivo, que é desconhecida, e o número de 
iterações k for superior à verdadeira ordem do operador de médias 
móveis q, que é também desconhecida (Tiao e Tsay, 1983). O caso em 
que Xt=St, ou seja, em que p=q=0, sendo muito simples, é também de 
grande utilidade para a exemplificação deste problema. Nestas 
circunstâncias, tem-se a convergência em probabilidade (Tiao e Tsay, 
plimò,^ = 0 / = l,...,r ; r = l,2,... 
(7.2.28) 
Considere-se agora o estimador da primeira regressão iterada, 
determinado em (7.2.21). A partir de (7.2.28), conclui-se que tanto ó^ 
como (Pisz), no segundo membro de (7.2.21), convergem em 
probabilidade para uma matriz nula, o que significa que, ao determinar 
0,%, se está numa situação semelhante à de dividir zero por zero. É 
também possível mostrar que, para as segundas regressões iteradas, se 
chega à convergência em probabilidade: 
onde Ew(0 é uma matriz estocástica (Tiao e Tsay, 1983). A partir de 
(7.2.29) e da relação recursiva (7.2.22), é possível mostrar que, para as 
segundas regressões iteradas, se chega à convergência em 
probabilidade: 
1983): 
PlimtíC = 0 
E(r) (/) /= 1,2 
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[£,„(/) 1,2 
plimC= „ 1=3 t , r 1,2, •.. 
(7.2.30) 
onde E(r)(/), £=1,2, são matrizes estocásticas, e assim sucessivamente 
(Tiao e Tsay, 1983). 
A partir da expressão (7.2.29), verifíca-se que {W,"'}, definido 
em (7.2.23), é assintoticamente um processo MA(1), pelo que R(1)(l) 
converge para uma matriz não nula. Do mesmo modo, verifica-se a 
partir de (7.2.30) que {W/f} também é aproximadamente um processo 
MA(1), o que implica que a matriz R(1)(2), sendo a matriz de correlação 
estimada de {W/f} para k=2, convirja para uma matriz nula. Assim, 
conclui-se que, se a ordem da regressão AR iterada, ou seja, o valor de 
r, for superior a p=0, a ordem do operador de médias móveis do 
modelo de {Wjf} sofre também um aumento. De um modo geral, é 
possível mostrar que, para um modelo ARMA(p,q), as matrizes R(r)(k) 
possuem a propriedade assintótica: 
onde Q(r)(k) representa uma matriz cujos elementos não são todos nulos 
(Tiao e Tsay, 1983). 
Neste contexto, é possível definir a estratégia conducente à 
determinação das ordens de um modelo ARMA(p,q) a partir da 
propriedade assintótica das matrizes R(r)(k) num quadro de dupla 
entrada como o seguinte: 
0<k-q<r-p 
0<r-p<k-q 
r=l,2,...; k=l,2,... (7.2.31) 
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o 1 2 3 
0 R(0)(1) R(o)(2) R(0) (3) R(0) (4) ... 
1 R(I)(1) R^) (2) R(1) (3) RC1) (4) ... 
2 R(2) (1) R(2) (2) R(2, (3) Rc2) (4) ... 
3 
(7.2.32) 
Na primeira linha desta tabela estão as matrizes de correlação 
estimadas, na segunda estão as primeiras matrizes de correlação 
alargada estimadas e assim sucessivamente. As linhas e as colunas têm a 
numeração 0,1,2,... significando respectivamente a ordem do operador 
auto-regressivo e a do operador de médias móveis do modelo 
ARMA(p,q). 
A título de exemplo, suponha-se que o verdadeiro modelo é um 
ARMA(1,1). As matrizes de correlação estimadas R(0)(k) verificam a 
propriedade assintótica: 
onde p(k) é a matriz de correlação de {XJ, sendo uma matriz não nula 
para um modelo ARMA(1,1). Por outro lado, a partir de (7.2.31), 
chega-se ao seguinte resultado para as primeiras matrizes de correlação 
alargada estimadas: 
No que respeita às segundas matrizes de correlação alargada estimadas, 
obtém-se: 
plim R{0)(k)=p(k) k>l (7.2.33) 
plimR(1)(k)=0 k>2 (7.2.34) 
plimR(2)(k)=0 k > 3 (7.2.35) 
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e assim sucessivamente (Tiao e Tsay, 1983). Estes resultados são 
completamente descritos no quadro seguinte: 
\MA 
ar\ 0 1 2 3 4 5 ... 
0 Q Q Q Q Q Q ... 














3 Q Q Q 0 0 0 ... 
4 Q Q Q Q 0 0 ... 
onde Q é uma matriz não nula. Verifica-se imediatamente que as 
matrizes nulas formam um triângulo limitado pelas rectas r=l e k-r=l. 
As coordenadas da linha e da coluna do vértice desse triângulo 
correspondem à ordem do operador auto-regressivo e à do operador de 
médias móveis respectivamente, ou seja, p=l e q=l, conduzindo 
correctamente à identificação de um modelo ARMA(1,1). 
De um modo geral, a construção de um quadro da forma de 
(7.2.36) permite constatar a existência de um triângulo composto por 
matrizes assintoticamente nulas e limitado pelas rectas i^a^O e k- 
r=a2>0, especificando-se então p=a1 e q=a2 como as ordens do modelo 
ARMA que se pretende identificar. No entanto, para uma dimensão 
finita da série cronológica, os elementos das matrizes R(r)(k) não são 
exactamente nulos, sendo possível determinar as suas variâncias 
assintóticas através da fórmula de Bartlett. De qualquer modo, pode-se 
tomar (N-r-k)'1 como estimador aproximado dos valores dessas 
variâncias, sob a hipótese de {} ser um processo puramente 
aleatório, embora tal subestime esses valores, devendo por isso ser 
considerado apenas como indicação (Tiao e Tsay, 1983). Tendo em 
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vista condensar a informação fornecida por estas matrizes, atribui-se 
aos seus elementos os sinais (+, . , -) conforme sejam significativos 
positivos, não significativos ou significativos negativos 
respectivamente, tal como já foi sugerido para as matrizes de 
correlação e de correlação parcial estimadas. 
Finalmente, quando as ordens de um modelo ARMA(p,q) estão 
identificadas, é possível utilizar os estimadores resultantes da regressão 
AR iterada correspondentes como valores iniciais para as matrizes que 
compõem o operador auto-regressivo, tendo em vista a posterior 
estimação pelo método da máxima verosimilhança. Tal utilização é 
correcta, uma vez que, conforme foi estabelecido em (7.2.14), (j)'*, são 
estimadores consistentes para as matrizes <j)z(/=l, ...,p), quando p está 
correctamente identificado (Tiao e Tsay, 1983). 
Por outro lado, Tiao e Tsay (1983) indicam ainda que, em gerai, as 
matrizes de correlação alargada estimadas não necessitam da prévia 
estacionarização de uma série cronológica não estacionária para 
conduzirem à correcta identificação de um modelo ARMA(p,q), o que é 
mais uma vantagem decorrente da sua utilização. 
Por sua vez, Jenkins e Alavi (1981) propõem ainda um outro 
método que recorre a uma análise do tipo das acabadas de descrever, 
mas que utiliza simultâneamente os modelos univariados individuais, à 
semelhança dos métodos aplicáveis ao caso bivariado. 
Assim, admita-se que é possível ajustar modelos ARMA invertíveis 
e estacionários univariados a cada série individual: 
Xi£= U^B)^ i=l ..., m (7.2.37) 
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Estes modelos podem ser representados conjuntamente através da 
expressão matricial: 
Xt=U'Tit (7.2.38) 
onde U' é uma matriz diagonal cujo i-ésimo elemento da diagonal 
principal é UÍCB) e Tit=(r|u ,...,'nmt)
T. Em seguida, utiliza-se as matrizes 
de correlação e de correlação parcial estimadas do vector rit para 
identificar um modelo que lhe seja adequado e que deverá assumir a 
forma: 
Tlt=UÇt (7.2.39) 
onde = (Çu, ..., ^mt)
T. Finalmente, os modelos (7.2.38) e (7.2.39) são 
combinados, conduzindo ao modelo final: 
Xt=irUÇt (7.2.40) 
Este método, conjugando o recurso aos modelos univariados e a 
utilização da metodologia proposta por Tiao e Box (1979, 1981) e por 
Jenkins e Alavi (1981), permitirá modelizar séries com maior número 
de componentes do que os métodos apresentados para o caso bivariado. 
No entanto, tem também os inconvenientes que aí foram referidos e 
que, de uma forma abreviada, são: 
a) Existência do perigo de obtenção de estruturas sobreparametrizadas. 
Com efeito, o modelo final (7.2.40) deverá conter habitualmente um 
elevado número de parâmetros devido à forma como é obtido. 
b) Enfraquecimento das relações entre as variáveis residuais dos 
modelos univariados, o que poderá conduzir a grandes dificuldades na 
identificação da estrutura do modelo (7.2.39), distorcendo-a, devido à 
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possibilidade de incorrecção das informações fornecidas pelas matrizes 
de correlação e de correlação parcial estimadas. 
2.2. Utilização de funções escalares 
Baseando-se em funções escalares de algumas das funções 
matriciais utilizadas pelos métodos que foram analisados, Tjqstheim e 
Paulsen (1982) pretendem ultrapassar o inconveniente do recurso a 
matrizes e resumir a informação nelas contida de uma forma sucinta e 
mais fácil de tratar. Para o efeito, estabelecem alguns novos resultados 
relativos às funções matriciais já amplamente examinadas e definem 
uma nova função matricial, centrando a atenção no traço e nos valores 
próprios dessas matrizes, bem como na definição de algumas 
estatísticas. Assim, descrever-se-à esses resultados para os modelos 
auto-regressivos e, em seguida, para os modelos de médias móveis, 
passando-se finalmente à análise do procedimento proposto tendo em 
vista a identificação de uma série cronológica. Coloca-se à partida a 
hipótese de Xt seguir uma distribuição Normal e ser gerada pelo que se 
designa frequentemente de processo linear, que assume a forma 
(Hannan, 1970 pág. 209): 
X'=JL¥'£'-" JLll¥'ll<00 (7.2.41) 
onde os vectores Ej são independentes e identicamente distribuídos com 
matriz de variâncias e covariâncias finita S e IIMII designa uma 
qualquer norma de M no espaço das matrizes (m x m). 
a) Modelos auto-regressivos 
Conforme já foi referido, a matriz de correlação parcial P(k) de um 
processo AR(p) anula-se para k>p. Antes da explanação do método 
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proposto, é necessário definir o vector de dimensão (m2 x 1) /vecP(k), 
que assume a forma: 
/vecP(k) = (P^k) P12(k) ... Plm(k) P21(k) ... P2m(k) ... Pml(k) 
(7.2.42) 
ou seja, /vecP(k) é formado a partir da colocação numa única coluna das 
linhas de P(k), cujo elemento genérico é designado por P^ík), 
A 
ij=l,...,m. Assim, Tjdstheim e Paulsen (1982) indicam que /vecP(k) 
segue uma distribuição assintótica Normal com matriz de covariância 
assintótica: 
N"1 SOA"1 (7.2.43) 
para k>p, sendo IvecP(k) obtido a partir da matriz P(k) de acordo 
com a definição (7.2.42); A é a matriz de covariância do vector , 
sendo este o vector das variáveis residuais da seguinte representação de 
Xt
: 
Xí-AjX^j-...- ApXt+p=rit (7.2.44) 
onde Aj, ...,Ap são matrizes de dimensão (m x m) e {rit} é um mído 
branco, tendo-se E(rit-n^)=A. A expressão (7.2.43) indica que, 
/V 
dependendo da estrutura de Z e de A, alguns dos elementos de /vecP(k) 
podem ter desvios-padrão assintóticos elevados para k>p, o que deve ser 
tomado em linha de conta se esses elementos forem directamente 
utilizados para a identificação. Deste modo, a dedução da normalidade 
assintótica de /vecP(k) tem como objectivo determinar a distribuição 
da estatística (Tjpstheim e Paulsen, 1982): 
Cp (k)= N(/vecP(k))T (Z®A"1)'1 /vecP(k)~ x2, (7.2.45) 
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ou seja, a estatística ÇJ, (k) segue uma distribuição assintótica /O para 
k>p. Na prática, Z e A têm que ser substituídas pelos seus estimadores 
A 
Zk e Aí respectivamente, sendo o primeiro determinado a partir do 
ajustamento de um modelo auto-regressivo à série cronológica e o 
segundo de um ajustamento de um modelo do tipo de (7.2.44). 
Tjpstheim e Paulsen (1982) indicam que ambos os estimadores são 
consistentes quando N —> 00 , sendo possível simplificar a expressão da 
estatística Çp (k), o que conduz à expressão alternativa: 
Çp (k) = N(/vecP(k))




onde se utilizou tr(M1M2M3M2)=(/vecM2)
T(M^ ® M3) (/vecM2). Esta 
estatística pode assim ser utilizada para a identificação da ordem de um 
modelo auto-regressivo, através de um procedimento idêntico ao que 
foi descrito para a utilização de Ç(k), definida em (3.4.7), e constituindo 
uma alternativa a esta última. 
Uma outra função escalar que pode ser útil é o traço da matriz 
A 
Pik), para o qual Tjqstheim e Paulsen (1982) indicam a variância 
assintótica que assume a expressão: 
v[trP(k)] = N^tríZA-1) (7.2.47) 
para k>p. Deste modo, é possível determinar os valores estatisticamente 
A 
significativos de tr [P(k)]. 
b) Modelos de médias móveis 
Para esta classe de modelos, a matriz de correlação p(k) anula-se para 
k>q, sendo q a ordem do modelo MA(q). Assim, definindo /vecp(k) e 
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/vecR(k) de acordo com (7.2.42), Tjdstheim e Paulsen (1982) definem a 
covariância assintótica: 
cov{/vecR(k),(/vecR(r))T} = N"1 ^píu) (8>p(u + r-k) 
(7.2.48) 
para k,r>q. Uma vez que, conforme indicam Tjpstheim e Paulsen 
(1982), /vecR(k) segue uma distribuição assintótica Normal, é útil 
definir a estatística: 





Esta estatística segue distribuição assintótica (Tjdstheim e Paulsen, 
1982). Uma vez que p(u) e q são desconhecidos, os autores de Cp(k) 
propõem antes a utilização da estatística; 
Çp (k) = N(/vecR(k)) 
k-1 






Esta estatística segue uma distribuição aproximada Xm2 para k > q e N 
elevado, uma vez que R(u) é um estimador consistente para p(u), tendo- 
se os seguintes resultados, conforme já foi referido: 
p(u) u < q 
0 u>ci (7.2.51) 
Uma vez que p(-r)=pT(r), Tjdstheim e Paulsen (1982) definem 
também: 
plimR(u) 
cov{trR(k), trR(r)} = N"1 ^E tr{p(u)p(k - r - u)} (7.2.52) 
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para k, i>q , o que permitirá também julgar da significância estatística 
dos elementos de trR(k). 
Por outro lado, Tjpstheim e Pauisen (1982) propõem ainda uma 
outra função matricial, designada por matriz de covariância 
normalizada, que assume a forma: 
G(k) = r(k) r(O)-1 (7.2.53) 
onde G(k) designa a matriz de covariância normalizada para o "lag" k, 
admitindo-se que r(0) é não singular. Em termos genéricos, os autores 
desta proposta definem também a covariância assintótica: 
cov {ívecG(k), (/vecG(r))T} = 
=(Im OnO)"





/vecF(k) = /vecC(k)-(C(k)®Im) /vecC(O) (7.2.55) 
yv 
obtendo-se uma expressão para cov{/vecF(k), /vecF(r)} a partir do 
resultado (Tjpstheim e Pauisen, 1982): 
cov{cij(k),cln(r)}= N
-1 ^(1-lulN1 )x 
xfcy (u)^ (u + r-k) + cin(u + r)cjl (u - k)] (7.2.56) 
onde i,j,/,n=l, ..., m. Estes autores indicam ainda que é possível 
mostrar que G(k) segue uma distribuição assintótica Normal. 
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No entanto, para um modelo MA(q), a expressão (7.2.54) vem /^x9^ 
fo ^ v 
consideravelmente simplificada: 1° t ;' J 
\<- ' 
cov {/vecG(k),(/vecG(r))T} = 
=(Im ^HO)-
1) cov (IvecCOc), (lVecC(r))
T} (Im ®noy
l)T (7.2.57) 
para k, r>q. É possível exprimir (7.2.57) da forma alternativa: 
cov {/vecG(k),(/vecG(r))T} = 
^FfO)"1) ZGfu) ® G(u + r - k)|(r(0) 0 Im ) (7.2.58) 
onde se utilizou a expressão (7.2.56) válida para este caso e a regra 
(M^Mj) (M30M4) = M1M30M2M4. 
Nestas condições é agora possível definir a seguinte estatística 
(Tjpstheim e Paulsen, 1982): 
ÇG(k)=(/vecG(k))
T [côv {ívecG(k), (/vecCík))1"}]"1 /vecG(k) 
(7.2.59) 
e prova-se que ÇG(k)=Çp(k) (Tjdstheim e Paulsen, 1982). Com efeito, 
sendo R(k) = CÒ'2 C(k) C0
1/2, com C0=diag{c11(0),..., 0^(0)], chega-se 
ao resultado: 
G(k) = C J/2 R (k) C ò'2 C (0)"1 (7.2.60) 
utilizando a regra /vec(MJ0M3)/vecM2 , pode-se 
exprimir ^G(k) sob a forma alternativa: 
CG(k)=N(/VecR(k))







Através de nova utilização da regra 










1/2 ))■' /vecR(k)=Çp(k) 
(7.2.61) 
Finalmente, pode-se mostrar, através da utilização de (7.2.58), que a 
expressão correspondente a (7.2.52) válida para este caso é (Tjpstheim e 
Paulsen, 1982): 
cov {trG(k),trG(r)T} ^N"1 2 tr{G(u) ® G(k - r - u)} (7.2.63) 
a=-q 
para k, r > q, o que permitirá testar a significância estatística de trG(k). 
Conforme foi referido, os valores próprios de todas estas matrizes 
seriam também instrumentos de grande utilidade na identificação de um 
modelo. No entanto, Tjpstheim e Paulsen (1982) revelam a sua 
incapacidade para obter os respectivos desvios-padrão, o que retira a 
possibilidade de testar a significância estatística dos elementos destas 
funções escalares e, em consequência, significa que a sua análise será 
pouco exacta, limitando-se às características gerais dos seus padrões de 
comportamento. 
Assim, o procedimento proposto por estes autores baseia-se nos 
resultados acabados de analisar: em primeiro lugar, examina-se os 
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A 
valores dos traços das matrizes R(k), P(k) e G(k)para os diferentes 
valores de k. Admitindo as hipóteses atrás colocadas, qualquer destas 
grandezas segue distribuição assintótica Normal, sendo assim possível 
testar a sua significância estatística a partir dos resultados anteriores 
(Tjpstheim e Paulsen, 1982). 
Deste modo, se trR(k) ou trG(k) se anulam a partir de k>q, 
devendo q ser um valor pequeno, identifica-se um modelo MA(q). Se, 
pelo contrário, isso não acontece com estas matrizes, mas se verifica 
para trP(k), com k>p, identifica-se um modelo AR(p). O 
conhecimento das expressões dos desvios-padrão de cada uma destas 
variáveis permite imediatamente testar se se verifica qualquer 
comportamento deste tipo. Contudo, esta análise deve ser feita com uma 
certa precaução, uma vez que é possível que trM=0 mesmo que M seja 
uma matriz não nula, o que significa que o exame dos valores dos traços 
daquelas matrizes pode fornecer indicações erradas. 
Tendo em vista ultrapassar esta dificuldade, é proposto o cálculo 
das estatísticas Çp(k) e Çp(k) por um lado e, por outro, a análise do valor 
A A 
absoluto dos valores próprios de R(k), G(k) e de P(k), devendo estes 
ser previamente ordenados por ordem decrescente. No entanto, 
conforme já foi referido, não é possível testar a significância estatística 
dos elementos desses valores próprios devido ao desconhecimento dos 
desvios-padrão, o que obriga a que a sua análise seja meramente 
indicativa. De qualquer modo, apesar da sua falta de exactidão, é 
possível que este exame forneça indicações úteis, pois é plausível que os 
valores próprios apresentem os mesmos padrões de comportamento que 
as respectivas matrizes ou os seus traços. 
Por outro lado, os autores desta proposta não indicam como 
identificar as ordens de um modelo ARMA(p,q) uma vez que, nesse 
caso, nenhuma das funções escalares analisadas sofrerá um corte 
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abrupto. No entanto, parece ser admissível afirmar que o valor de p 
será o "lag" para o qual trP(k:) começa a apresentar um decréscimo 
lento para zero e o valor de q será o "lag" a partir do qual trR(k) ou 
trG(k) apresentam um comportamento desse tipo, devendo as 
características dos padrões de comportamento apresentados pelos 
valores próprios das respectivas matrizes serem as mesmas. 
Finalmente, é conveniente referir que, se {Xt} for um processo 
quase não estacionário, ou seja, se l(!)(B)l possuir zeros próximos do 
círculo unitário, Tjpstheim e Paulsen (1982) propõem a 
estacionarização daquele através da transformação: 
W=Xt-aXlA (7.2.64) 
onde a é uma matriz de dimensão (m x m), conforme já foi definido 
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atrás em (2.1.71). E possível agora determinar a forma da matriz a . 
Assim, se a função de autocorrelação de cada processo univariado 
componente de {Xt} assumir valores persistentemente elevados em 
valor absoluto, será geralmente necessária a aplicação de uma 
transformação do tipo de (7.2.64), uma vez que a quase não 
estacionaridade de um processo multivariado impede que aquela função 
assuma valores não significativos para pequenos "lags". A título de 
exemplo, considere-se o processo AR(1): 
Xt-<p1Xt.1=£t (7.2.65) 
Para este processo G(k)=(t)!I=[G(l)]k e os valores próprios de G(k) e de 
(j»! , designados respectivamente por A,Gi (k) e por (i=l, ...,m) estão 
relacionados pela equação (Tjpstheim e Paulsen, 1982): 
(7.2.66) 
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Esta expressão sugere a utilização dos valores próprios de G(k) para a 
detecção da existência de quase não estacionaridade, uma vez que a 
quase não estacionaridade de grau r (r<m) corresponde à existência de r 
valores próprios de próximos do círculo unitário (Tj0stheim e 
Paulsen, 1982). 
JK * 
Deste modo, os valores próprios de G(k), designados por A,0i (k), 
são em geral complexos, mas Tjpstheim e Paulsen (1982) mostram que: 
aGi(k)i<i 
âGi(k)l<l i=l, ...,m (7.2.67) 
Uma vez que, conforme indicam os referidos autores, os valores 
próprios de p(k) e de P(k) não verificam a propriedade (7.2.67), 
conclui-se imediatamente que, devido ao facto de (k) serem 
A 
desconhecidos, IÀGi (k)l podem ser de extrema utilidade para a detecção 
de quase não estacionaridade, pois estes últimos possuem a propriedade 
(7.2.67). Com efeito, estes autores propõem o exame dos valores 
^'(k) como função de k, sendo ^'(k) o i-ésimo maior valor 
próprio, em valor absoluto, da matriz G(k). Conforme já foi referido, 
a análise destes valores próprios pode também ser útil para a 
identificação de uma série cronológica. 
Nestas condições, a existência de quase não estacionaridade de grau 
r leva a que lA,^ (k)l, i<r assumam valores comparativamente mais 
elevados do que lA,^ (k)l para i>r. Esta análise pode também revelar se 
é necessário utilizar uma transformação do tipo de (7.2.64) e qual 
deverá ser. Assim, se I ^(k)!, i = 1, ..., m, apresentam todos um 
decréscimo lento para zero, cx=Im deverá ser a transformação escolhida, 
correspondendo à diferenciação separada de çada componente do vector 
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Xt. Se não houver qualquer forte indicação sobre esta escolha, é 
possível utilizar a = G(l), embora em tal situação possa ser vantajoso 
analisar a série sem qualquer transformação destinada a eliminar a 
quase não estacionaridade (Tjqstheim e Paulsen, 1982). 
Por outro lado, uma vez que os métodos acabados de analisar 
conduzem geralmente à identificação da forma completa de um modelo 
ARMA(p,q) representada em (7.2.1), envolvendo todos os parâmetros, 
será geralmente necessário proceder a uma ou mais iterações após a 
estimação do modelo completo (7.2.1), de modo a eliminar da sua 
estrutura todos os parâmetros que se revelem não significativos. Assim, 
enquanto houver parâmetros estimados não significativos, é necessário 
eliminá-los do modelo, o que conduz a um novo modelo, mais 
simplificado, que deverá ser novamente estimado e testado e assim 
sucessivamente. No fim deste procedimento, obtém-se um modelo mais 
simples, em que todos os parâmetros estimados deverão ser 
significativos, evitando-se deste modo o problema da 
sobreparametrização, que é particularmente sensível num modelo 
multivariado. Portanto, após a identificação da estrutura inicial de um 
modelo, toma-se geralmente necessário proceder a diversas 
simplificações nessa estrutura, observando-se deste modo o princípio da 
parcimónia, o que significa que deve ser conferida particular relevância 
ao critério de significância estatística dos parâmetros estimados, 
permitindo assim a identificação de um modelo mais adequado. 
Na realidade, os símbolos atribuídos aos elementos das matrizes 
utilizadas para a identificação não devem ser considerados exactos, 
apenas constituindo instrumentos bastante imperfeitos que pretendem 
auxiliar na selecção de um modelo inicial. Com efeito, a título de 
exemplo, Tiao e Box (1981) indicam que as variâncias dos elementos de 
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R(k) podem ser bastante superiores a N1/2, no caso de as séries 
univariadas estarem altamente autocorrelacionadas, o que pode 
conduzir à sobreparametrização do modelo. Tomados no seu conjunto, 
todos estes indicadores podem ser extremamente úteis na percepção do 
padrão geral da correlação apresentado pela série, não devendo ser 
interpretados como testes de hipóteses formais, mas apenas como 
formas de orientação para a identificação preliminar de um modelo. 
De qualquer modo, e em suma, estes métodos e os seus 
refinamentos (com a excepção da proposta de Jenkins e Alavi, 1981, que 
recorre aos modelos univariados) pretendem proceder à identificação 
de um modelo para uma série cronológica mutivariada de uma forma 
directa, isto é, considerando à partida um modelo que relacione 
directamente os elementos que compõem o vector Xt, ou seja, um 
modelo do tipo de (7.2.1). Apesar de constituirem genarelizações da 
metodologia de Box e Jenkins (1976) para o caso univariado, estes 
métodos parecem assim responder bastante bem às exigências que se 
colocam ao processo de modelização de uma série multivariada, 
nomeadamente no que respeita à capacidade de suportar valores 
elevados de m, ou seja, do número de elementos de Xt. Com efeito, 
tomando em linha de conta a totalidade das relações dinâmicas entre as 
m séries univariadas, são utilizados diversos instrumentos, tendo em 
vista fazer luz sobre a estrutura dessas relações. 
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3. Identificação de uma estrutura simplificada 
Conforme já foi constatado, os modelos ARMA revelam-se 
extremamente vantajosos na modelização de séries cronológicas 
multivariadas com um qualquer número de componentes, uma vez que 
são capazes de representar parcimoniosamente uma vasta gama de 
processos estocásticos e, ponanto, resumir a estrutura destes num 
modelo mais simples. No entanto, apresentam o inconveniente de a sua 
identificação, estimação e crítica poderem não ser muito acessíveis, 
implicando a disponibilidade de meios computacionais nem sempre 
existente. 
Assim, têm sido propostos diversos métodos que pretendem 
simplificar a identificação de uma série cronológica multivariada, quer 
através da introdução de simplificações num modelo ARMA 
previamente identificado, quer através da consideração de novas classes 
de processos que originam novas estruturas, quer ainda através de 
análises paralelas que pretendem fazer luz sobre a estrutura subjacente à 
geração de uma série cronológica. 
Neste contexto, proceder-se-à primeiro à análise de um método 
que, após a identificação de um modelo ARMA, pretende determinar 
quais os seus parâmetros significativos, facilitando grandemente a 
posterior estimação. Em seguida, descreve-se um método que recorre à 
análise factorial, visando a identificação de factores ocultos subjacentes 
à série cronológica, permitindo a determinação de uma transformação 
simplificadora para a sua representação e pretendendo evitar o 
aparecimento de uma estrutura de relações complexa e mal definidas 
que surgiria no caso de se tentar representar a série através de modelos 
ARMA. Em terceiro lugar, considera-se modelos índice 
auto-regressivos, cujo objectivo consiste ém representar uma série 
cronológica através de um modelo auto-regressivo expresso em termos 
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de uma outra série, designada de índice, com um menor número de 
componentes e que contém toda a informação relevante sobre a série 
original, possibilitando assim uma representação mais parcimoniosa 
sem perca de informação. No seguimento deste método, analisa-se 
modelos auto-regressivos de polinómio descontado, cujo objectivo é 
serem de identificação e tratamento mais simples que os modelos 
ARMA, recorrendo à representação de uma série cronológica como um 
modelo auto-regressivo de ordem infinita e determinando uma forma 
de limitar o seu número de parâmetros. Por fim, passa-se à análise 
canónica que, sendo uma análise paralela à identificação de um dado 
modelo, pretende obter maior informação sobre este, detectando a 
existência de diversos tipos de relações entre as componentes da série 
multivariada, quais são as responsáveis pela eventual não 
estacionaridade da série e propondo uma transformação que pretende 
ilustrar estes aspectos. 
A grande questão que aqui se coloca é a de saber se as propostas 
que agora irão ser analisadas têm êxito, verificando-se que, afinal, 
algumas são de resultados duvidosos, acabando por conduzir à 
conclusão de que, no fim de contas, o recurso a modelos ARMA é ainda 
preferível, embora se possa recorrer marginalmente a um ou a outro 
método simplificador de um modelo pertencente a essa classe. 
Note-se ainda que se admitirá em todas as abordagens que o valor 
esperado do processo estocástico considerado é o vector nulo. 
3.1. Identificação dos elementos significativos nos operadores 
de um modelo ARMA 
A complexidade associada à identificação da estrutura de um 
modelo para uma série cronológica multivariada reside não só na selecção 
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das ordens dos operadores, mas também na determinação dos elementos 
significativos destes últimos. Na realidade, conforme foi referido atrás, 
os métodos de identificação até agora analisados obrigam a efectuar a 
estimação do modelo o número de vezes que for necessário para se obter 
uma estrutura com todos os parâmetros estimados significativos. Assim, 
se, por exemplo, se tiver p=q=l e m=5, é necessário na primeira fase 
estimar 65 parâmetros (25 valores para cada operador e 15 valores para a 
matriz das variâncias e covariâncias). No entanto, na maior parte das 
situações práticas, o número de parâmetros estimados significativos é 
muito baixo, comparativamente ao número, total de parâmetros de um 
modelo. Consequentemente, a estimação de um modelo que inclua a 
totalidade dos parâmetros é uma forma muito pouco eficiente de utilizar 
os meios computacionais. 
Por esta razão, Koreisha e Pukkila (1987) propõem um método que visa 
identificar os elementos significativos na estrutura de um modelo ARMA, 
o que permitirá também gerar estimativas iniciais para os parâmetros, 
tendo em vista a posterior estimação através do método da máxima 
verodimilhança. Esta identificação / estimação preliminar dos elementos 
significativos permite reduzir substancialmente o tempo de computação 
necessário à subsequente estimação dos parâmetros, possibilitando a 
experimentação de várias estruturas sem grande aumento de custos. Com 
efeito, os autores desta proposta indicam que o seu procedimento pode 
reduzir pelo menos 10 vezes o tempo necessário à estimação de um 
modelo que inclua todos os parâmetros, o que engloba não só os elementos 
dos operadores mas também os seus desvios-padrão. É a referida proposta 
que se irá analisar. 
Deste modo, ir-se-à explanar o método para o caso de umodelo 
ARMA(1,1), o que permitirá generalizar em seguida para ocaso de 
modelos ARMA(p,q). 
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É útil sublinhar que este método pressupõe a identificação prévia das 
ordens de um modelo ARMA(p,q), que assume a forma genérica: 
<t)(B) Xt = 0(8) et (7.3.1) 
onde (t>(B)=Im-(|)1B - ... -<|)pB
p e 0(B)=Im+01B+...+0qB
q, conforme já foi 
previamente definido. Admitindo que o modelo (7.3.1) é invertívei e 
estacionário, é possível representá-lo sob qualquer das formas: 
X, = V|/(B)£l ; V(B) = |oVjr,B'. V0=Im (7.3.2) 
7t(B)Xl=8l ; 7c(B) = Im -Ê7C,B' (7.3.3) 
(i) Utilização do método para modelos ARMA(1,1) 
O método desenvolve-se em duas fases: em primeiro lugar, 
procede-se à estimação preliminar dos parâmetros e, em seguida, testa-se 
a sua significância estatística, o que permitirá inferir qual a estrutura final 
do modelo para a subsquente estimação de máxima verosimilhança, 
a) Estimação preliminar dos parâmetros 





Vj = «í»! V/-Í ^2 (7.3.4) 
Se for possível determinar os estimadores de e de 
sendo M um inteiro positivo, consegue-se obter estimadores lineares para 
(()! e ©j a partir de (7.3.4) através da minimização em ordem a e ©j da 
soma de quadrados: 
S(<l)1,01) = tr(7C1 -<!), -ejÍK, -<)), -O,)
1" + 
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+ (|tr(A, -e.fc,., )(rê, -e.TC,., )
T +Í|2tr(\ír, - <)>, Ky, )
T(7.3.5) 
onde Ã, e V, designam os estimadores de Kl e de xj/, respectivamente 
Igualando a zero o resultado da diferenciação de (7.3.5) em ordem 
a <j)1 e a Gj, obtém-se o sistema de equações que permite obter os 
estimadores preliminares destas matrizes: 
[í, 6,]^" = F.] (73.6) 
_ A11 ^ 11 J 
onde: 
; su=-im 
; un =Im +(|27t;7C,
T
1 
Deste modo, os autores referidos designam este método de estimação por 
método SQ. E necessário agora determinar estimadores para as matrizes 
tii e, consequentemente, para \\fl. Para o efeito, aproxima-se o modelo 
(7.3.1) através de um modelo auto-regressivo de ordem elevada: 
^ =;57C'X'-'+8' (7.3.7) 
onde se admite que as matrizes Kl se anulam a partir do "lag" M. Para a 
estimação de Tt1, ...,7t^, Koreisha e Pukkila (1987) propõem dois 
métodos: Auto-Regressão Longa (ARL, de forma abreviada ) e Auto- 
-Regressões Sucessivas (ARS). O primeiro método consiste em recorrer 
às equações de Yule-Walker para um modelo AR(M) e, no segundo, os 
estimadores são determinados através do ajustamento de vários modelos 
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auto-regressivos. Neste segundo método, determina-se o estimador TCjj 
através das equações de Yule-Walker para um modelo AR(1) e, em 
seguida, procede-se a um ajustamento de um modelo AR(2) aos resíduos 
resultantes do ajustamento anterior, o que permite obter os estimadores 
Tt21 eA^ através das equações de Yule-Walker para um modelo AR(2). A 
aplicação sucessiva deste procedimento fornece os estimadores 
7rpi,...,fCpp , sendo p a ordem máxima estabelecida para a auto-regressão. 




Os autores deste método referem que fixam habitualmente p=[VN / 2], 
designando [z] o maior inteiro não superior aze que, com base em 
resultados de simulação, tomam M=10 em (7.3.5), uma vez que os 
parâmetros auto-regressivos se anulavam para "lags" superiores a 10. 
Paralelamente, os mesmos resultados indicavam que as estimativas obtidas 
para os parâmetros do modelo ARMA não sofriam alterações dignas de 
nota quando o número de matrizes auto-regressivas incluídas na função 
objectivo (7.3.5) era superior a 10. Com efeito, este procedimento pode 
ser encarado como um método de conversão de {Xt} num ruído branco, o 
que é conseguido após um pequeno número de aplicações dos filtros auto- 
-regressivos, o que significa que a ordem do modelo (7.3.7) não necessita 
de ser muito elevada. Por outro lado, os autores referidos preferem o 
método ARS, uma vez que este produz estimadores para os parâmetros 
auto-regressivos com menor enviesamento do que o método ARL. 
Finalmente, estes autores afirmam ainda que, para que os 
estimadores resultantes de (7.3.5) sejam consistentes, é necessário que o 
valor de M em (7.3.7) varie a um ritmo dependente da dimensão da série 
cronológica. Quando M tende para infinito a um ritmo dependente de N, 
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os estimadores 7t;e tendem em probabilidade para os verdadeiros 
valores dos parâmetros, ou seja, verifícam-se as convergências em 
probabilidade: 
plim kf= k1 
piim V, h 1,2, ... (7.3.9) 
Isto implica ainda que todos os elementos em (7.3.6) convirjam em 
probabilidade para os seus limites teóricos, isto é, o valor de M pode ser 
substituído por infinito e os estimadores dos parâmetros pelos 
verdadeiros valores correspondentes. No limite, a solução da equação 
(7.3.6) permite obter (jjj e Gj porque, por um lado, o valor mínimo da 
soma de quadrados (7.3.5), ou seja, 0, é atingido quando se substitui os 
estimadores obtidos na função objectivo e, por outro, os verdadeiros 
valores dos parâmetros minimizam aquela soma. 
A partir da estimação dos parâmetros, toma-se agora possível determinar 
quais os que são significativos, 
b) Identificação dos elementos não nulos 
O objectivo principal desta fase consiste na geração de estimadores 
iniciais para os parâmetros cujo valor é não nulo, de modo a reduzir o 
custo computacional da subsequente estimação pelo método da máxima 
verosimilhança. 
Assim, a identificação preliminar dos elementos não nulos de (jjj e de Gj 
pode ser feita através da obtenção dos desvios-padrão dos estimadores 
resultantes de (7.3.6). No entanto, uma vez que, conforme indicam os 
autores referidos, ainda não foi possível determinar as expressões das 
variâncias e covariâncias assintóticas destes estimadores, toma-se 
necessário recorrer a uma forma de cálculo aproximado dos desvios- 
-padrão desejados do tipo da que foi apresentada para estimação de 
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máxima verosimilhança dos parâmetros de um modelo ARMA(p,q), 
conforme apresentado em (3.4.8) e (3.4.9). 
Por outro lado, da estimação da matriz de variâncias e covariâncias dos 
estimadores dos parâmetros resultam também novos estimadores para os 
próprios parâmetros, o que permite actualizar essa matriz. Este 
procedimento pode ser repetido até ser obtida a sua convergência com 
base num qualquer critério como, por exemplo, a variação do valor do 
determinante da matriz de variâncias e covariâncias residual. De qualquer 
modo, os autores deste método indicam que os resultados do estudo de 
simulação já referido apontam no sentido de ser necessário um reduzido 
número de iterações, uma vez que a qualidade das estimativas obtidas 
nesta fase preliminar é muito elevada. Paralelamente, e corroborando 
estas conclusões, as estimativas obtidas no referido estudo não sofrem 
grandes alterações após algumas iterações realizadas tomando como 
valores iniciais os resultantes de (7.3.6). Além disso, a identificação dos 
elementos não nulos também se mantém relativamente estável após a 
realização de uma ou duas iterações adicionais. 
Neste contexto, a identificação preliminar dos elementos não nulos é feita 
em primeiro lugar através da verificação de quais as estatísticas t cujo 
valor absoluto é superior a 2. Em seguida, a comparação dos elementos 
significativos de 7Í:1 , sendo com os resultados da 
identificação preliminar, permite eliminar ou incorporar os parâmetros 
na estrutura do modelo que será posteriormente estimado. Essa 
comparação é feita do seguinte modo: um parâmetro incluído na fase 
preliminar é eliminado se o corespondente (i,j)-ésimo elemento da matriz 
itj for não significativo, mesmo que se verifique que o (i,j)-ésimo 
elemento do operador auto-regressivo ou o (i,j)-ésimo elemento do 
operador de médias móveis é significativo e desde que tal não se verifique 
simultaneamente para os dois; um parâmetro eliminado na fase 
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preliminar é incorporado no modelo se o correspondente (i,j)-ésimo 
elemento da matriz rêj for significativo, não o sendo nenhum dos 
(i,j)-ésimos elementos do operador auto-regressivo e do operador de 
médias móveis. O motivo para a inclusão desta verificação adicional é o 
facto de as estimativas obtidas pelos referidos autores para as matrizes tc, 
estarem muito próximas dos valores simulados. Daqui se conclui que não 
utilizar esta informação seria um desperdício, uma vez que ela se revela 
de grande exactidão. Com efeito, estes autores referem que acontece 
frequentemente que, quando apenas um parâmetro estimado na (i,j)-ésima 
posição é significativo (quer seja auto-regressivo, quer seja de médias 
móveis) mas, por qualquer razão, ambos os (i,j)-ésimos parâmetros são 
incorporados no modelo, as estimativas resultantes indicam geralmente 
que nenhum dos parâmetros deve ser incluído no modelo. Isto conduz o 
analista a ignorar erradamente o problema ou a ter que proceder a mais 
iterações, o que é desnecessário. 
O estudo de simulação realizado por estes autores indica que o seu método 
reduz substancialmente o número de parâmetros que é necessário estimar 
através do método da máxima verosimilhança, raramente identificando de 
uma forma errada um parâmetro não nulo. No entanto, nota-se ainda uma 
certa tendência para a sobre-estimação do número de parâmetros não 
nulos, bem como para falhar a identificação de parâmetros de baixo 
valor, embora tal tendência seja na realidade muito ligeira. Por outro 
lado, o tempo de computação total necessário à estimação dos parâmetros 
e da matriz de variâncias e covariâncias dos estimadores é muito inferior 
quando se utiliza as estimativas obtidas na fase preliminar como valores 
iniciais e a identificação dos elementos não nulos aí efectuada, 
relativamente à estimação de máxima verosimilhança em que essa 
informação não é utilizada. 
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Após esta análise, é agora possível descrever o método proposto 
para o caso genérico de modelos ARMA(p,q). 
(ii) Utilização do método para modelos ARMA(p,q) genéricos 
A extensão do método para modelos ÀRMA(p,q) em geral, e que 
inclui os modelos MA(q) e AR(p), é simples e não parece acarretar 
problemas especiais, revelando-se tanto mais vantajoso quanto maior o 
número de componentes da série cronológica. 
Assim, os estimadores preliminares das matrizes que compõem os 
operadores (})(B) e 0(B) de um qualquer modelo ARMA(p,q) podem ser 
obtidos a partir do sistema de equações: 
As matrizes V, S, T e U têm como elementos genéricos os blocos de 










u = 2 > • • • > p 





U < V 
u — 
u = 2 »• • • > q 
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S,, = -Im ; S = -21 u > 1 II » aa m 
S = w u < v ; S =7Ct u < v ar T v-u ' vu v-u 
Ta.=SVI1 u = v = l,...,p 
E. =-Ãi =-Aa-¥au = 2 p 
F. =-Ki -|2*,Ãm ; F^-^+v. - J+1A;ítL u = 2,...,q 
(7.3.11) 
É visível que as dificuldades adicionais são relativamente pequenas. Os 
autores desta proposta indicam que as vantagens da utilização deste 
método são mais notórias quando m>3. 
O potencial deste método parece ser realmente grande, podendo este ser 
um bom auxiliar de qualquer método conducente à identificação de uma 
série cronológica e permitindo ter maior confiança na selecção dos 
parâmetros incluídos na estrutura do modelo que será posteriormente 
estimado. 
3.2. Modelo factorial 
Quando uma série cronológica multivariada é função de um 
conjuntode factores ocultos, é necessário um grande número de 
parâmetros para obter uma representação adequada do sistema e os 
parâmetros estimados tomam-se altamente correlacionados. Assim, pode 
surgir uma estrutura de relações complexa e mal definida quando, na 
realidade, o que se verifica é a existência de um modelo mais simples e 
parcimonioso dependente apenas de alguns factores comuns (Pena e Box, 
1987). 
Deste modo. Pena e Box (1987) propõem um método de 
identificação de factores ocultos, indicando o seu número, e de 
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determinação de um transformação simplificadora para representar a 
* 
série. E esse método que vai ser agora analisado. 
Em termos genéricos, o modelo que servirá para identificar os 
factores comuns de uma série cronológica multivariada assume a forma: 
X,=WY.+4, (7,3.12) 
onde Xt designa a série cronológica com m componentes, W é uma matriz 
de dimensão (m x r) de parâmetros desconhecidos, sendo r o número de 
factores, {Yt) é um processo estocástico não observável de dimensão 
(rx 1) e é um processo puramente aleatório de dimensão (m x 1) 
com matriz de covariância Zç , que se admite ter característica m. A 
matriz W é designada por matriz dos pesos dos factores, cujo elemento 
genérico W;/representa o peso do l-ésimo factor em Xit(i=l,...,m; 
/=!,...,r). Este modelo só é relevante se r<m ou se r=m e Zt=0. No 
primeiro caso, (r<m), é possível obter uma redução da dimensão sem 
perca de informação e, no segundo caso (r=m), um problema importante 
consiste em determinar uma transformação linear da série que permita 
uma representação mais simples do sistema. 
Neste contexto, irá ser analisado primeiro o modelo com factores 
independentes e, em seguida, o modelo com factores dependentes. Em 
ambos os casos, será apresentada uma transformação que visa conseguir 
uma simplificação da estrutura do modelo. 
(i) Modelo com factores independentes 
Em primeiro lugar, proceder-se-à à caracterização do modelo, o que 
permitirá determinar em seguida a respectiva transformação 
simplificadora, 
a) Caracterização do modelo 
Considere-se o modelo (7.3.12), onde se admite que a série cronológica 
Xt é estacionária e é gerada por r (r<m) factores que formam o vector 
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{Yt} que, por sua vez, é um processo ARMA(py,qy) invertível e 
estacionário que assume a forma: 
(!>y(B)Y=ey(B)qt (7.3.13) 
onde: 
ey(B) =!„ -9, B-... -0,y (7.3.14) 
são polinómios matriciais em B e as matrizes (j), (t=l....,py) e 0U^ 
(u=l,...,qy) têm dimensão (r x r). Admite-se ainda que {rij é um 
processo puramente aleatório seguindo distribuição Normal, com valor 
esperado igual ao vector nulo e matriz de variâncias e covariâncias , 
sobre a qual a única restrição imposta é a de ser definida positiva. 
Sendo A uma matriz não singular e de dimensão (r x r) qualquer, a 
equação geradora (7.3.12) pode ser expressa da forma: 
X,=WY:+5, (7.3.15) 
onde W = WA'1 é a nova matriz de parâmetros e Y, = AYt é uma 






plim(j)'y (B)Yy' =0'(B)ti; (7.3.17) 
o que significa que o modelo para o novo conjunto de factores é também 
um modelo ARMA(py,qy) com r componentes e os seguintes parâmetros: 






Para eliminar esta indeterminação, ou seja, para tomar o modelo 
identifiável, admite-se que WTW=Im . 
Designando as matrizes de covariância de {Xt} e de {Yt} por rx(k) e 




T k>i (7.3.19) 
sendo a característica de rx(k) para k>l igual ao número de factores, que 
é de r. Se os factores forem independentes para todos os valores de k e a 
matriz for diagonal, as matrizes ry(k) serão todas diagonais, pelo que 
as matrizes rx(k) serão simétricas para k>l e as colunas de W serão os 
vectores próprios de rx(k) com valores próprios Y,, (k), í=l,,..,r, sendo 
estes elementos da diagonal principal de ry(k). 
A matriz de correlação parcial assume a forma: 
p:(i) = rl(0)-
1rx(i) 
pi (!) = [r* (0) - bT (k)E(k)-1 b(k)]'1 = 
= [rx (k) - b
























o que significa que a matriz de correlação parcial pode ser expressa da 
forma: 
k-1 k-1 
PT(k) = F(k) rx(k)-Z Erx
T(k-u)E(u,v)k)-
1rx(v) uai V=1 (7.3.22) 
onde F(k) = [rx (0) - b
T (k)E(k)"1 b(k)]1 e EOi.v.k)'1 é o (u,v)-ésimo 
elemento da matriz EOc)'1. Então: 
PT (k) = F(k)W 
k-1 k-1 
r (k)- E E rT (k-l)WTE(u,v,k)"1 WFfv) 
' U"! Val 7 7 
WT 
(7.3.23) 
Designando agora por u o espaço nulo de W definido por todos os 
vectores que verificam a relação WTô=0 e sendo V uma matriz de 
dimensão [m x (m-r)] cujas colunas são uma base do espaço u, tem-se: 
PT(k)V=HWTV=0. (7.3.24) 
TT 
Esta relação mostra que a característica de P (k) é no máximo de r e que 
os vectores associados aos seus valores próprios nulos pertencem ao 
espaço D. 
Estas propriedades das matrizes de covariância e de correlação impõem 
fortes restrições sobre o tipo de processo que pode gerar a série 
observada Xl e sobre as características dos seus parâmetros. Assim, os 
autores referidos provam os dois teoremas seguintes: 
Teorema 7.3.1. Suponha-se que X = WYt+<;t , onde {YJ é um processo 
ARMA(py,qy) com r componentes, W é uma matriz de dimensão (m x r) e 
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característica r(r<m) e é um processo puramente aleatório de 
dimensão (m x 1) com matriz de variâncias e covariâncias 
Então, {XJ é um processo ARMA(px,qx) com m componentes, 
sendo px=py e qx=máx(py,qy). 
No entanto, a representação obtida para Xl não é única, o que é 
demonstrado no segundo teorema: 
Teorema 7.3.2. Se Xt é uma série cronológica multivariada gerada por r 
factores comuns conforme especificado em (7.3.12) e estes verificam o 
modelo (7.3.13), então X[ pode também ser representado da forma: 
(^(BÍX, =0;(B)Ut 
onde <(),' = (j), +J e 0^ =0Vj +J são os novos parâmetros, sendo J 
uma matriz não nula de característica m-r. 
Uma importante conclusão que resulta do teorema 7.3.1. é o facto 
de as matrizes que compõem o operador auto-regressivo do modelo de Xt 
verificarem a relação: 
W=W(t), (7.3.25) 
x y 
cuja solução geral é: 
(J)^=W(t)íyW+J(Im-WW") (7.3.26) 
onde W" é uma qualquer matriz inversa generalizada de W que 
satisfaça a condição WW"W=W e J é uma qualquer matriz arbitrária, 
com a única restrição de os zeros de 1(1)X(B)I estarem todos fora do círculo 
uniário. 
Uma vez que a matriz (j)^é diagonal, a equação (7.3.25) mostra que as 
colunas de W são vectores próprios de <(), , sendo os respectivos valores 
próprios os elementos da diagonal principal . Contudo, a característica 
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da matriz <j); pode assumir qualquer valor devido à presença da matriz 
arbitrária J. Por outro lado, o teorema 7.3.2. indica que, para qualquer 
solução possível de ò, , existe um conjunto de matrizes 0; que devem 
verificar certas restrições. Com efeito, os autores deste método referem 





T^=V>x(B)8t; VV=0 v>l (7.3.28) 
onde {8t} é um processo puramente aleatório com matriz de variâncias e 
covariâncias ZE, constituindo o vector de variáveis residuais do processo 
{Xt }: 
<t)x(B)Xt=0x(B)8t (7.3.29) 
Por outro lado, sendo {XJ um processo invertível e estacionário, é 
possível representá-lo como um processo de médias móveis de ordem 
infinita, cujas matrizes de parâmetros são as matrizes \)/v: 
Xt=v(B)St " (7.3.30) 
T* 
Os autores referidos indicam ainda que existe sempre uma matriz V que 
verifica (7.3.27), sugerindo que as primeiras m-r linhas sejam vectores 
próprios de WWT linearmente independentes associados a valores 
próprios nulos. É possível assim colocar nas outras linhas quaisquer r 
vectores do subespaço gerado pelas primeiras m-r linhas. 
Deste modo se, por exemplo, {Yt} for um processo AR(1), ou seja, se 




è, W=W<1)1 (7.3.31) 
* y 
onde 0! e Oj são as matrizes de parâmetros de (Xt} que, de acordo com 
o teorema 7.3.1., é um processo ARMA(1,1). A matriz ò. é obtida a 
X 
partir de (7.3.26), o que significa que existem m(m+l)/2 e m2 equações na 
primeira e na segunda expressões de (7.3.31) respectivamente, o que 
iguala o número de parâmetros desconhecidos. Por outro lado, a última 
equação de (7.3.28) é neste caso; 
Vt¥ =V
t(<)) +0, )=0 (7.3.32) 
X X X 
uma vez que, para um processo ARMA(1,1), se verifica a relação 
A equação (7.3.32) implica que, apesar de as características de 
è, e de 0, , poderem assumir quaisquer valores, a sua soma deve ter uma 
X X 
característica não superior ao número de factores. Além disso, supondo 
que h é um vector próprio da matriz (j), +0. , que o valor próprio 
X X 
associado a h é A,, sendo X não nulo, e se se verificar a relação: 
+0J h^V^O (7.3.33) Ax X 
onde VU
T é uma qualquer linha de V, então h deve ser ortogonal ao 
subespaço gerado pela matriz V, pelo que pertence ao subespaço gerado 
por W. 
Em resumo, as matrizes de parâmetros devem verificar as seguintes 
restrições: 
Ia) Todas as matrizes auto-regressivas têm r vectores próprios comuns 
que definem o subespaço dos factores W; 
2a) Todas as matrizes Yv devem ter característica igual a r e as suas 
colunas devem pertencer ao subespaço gerado por W. 
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Toma-se agora possível determinar uma transformação que 
permitirá simplificar a estrutura do modelo gerador da série cronológica 
em análise. 
b) Uma transformação simplificadora 
É importante determinar uma transformação da série cronológica Xt que 
permita a simplificação da estrutura subjacente à sua geração. Para essa 
determinação, é importante notar que, sendo W uma matriz inversa 
generalizada de W, se verifica: 
Y=W-Xt-W-^ (7.3.34) 
Admita-se em seguida que se aplica uma transformação linear a Xt, 




Então obtém-se um novo vector Zt, que assume a forma: 
Z = MX. = 
W X.' * Y. + W-^; - ■zu- 
.Qxt . QWY.+QÇ .Z*. 
(7.3.36) 
Para isolar o efeito dos factores, Q deve ser escolhido de modo a 
que QW=0. Assim, as primeiras r componentes de Zt serão iguais ao 
vector Yl adicionado de um vector residual e as outras m-r componentes 
serão apenas um ruído branco. Uma matriz Q que satisfaça esta condição 
pode ser obtida colocando como suas linhas os m-r vectores próprios de 
WWT associados a valores próprios nulos. Designando esses vectores 




o que implica que VTW=0, pelo que Q = VT verifica a propriedade 
requerida. 
Apesar de W" poder ser arbitrária, parece preferível adoptar uma 
matriz inversa generalizada que conduza a variáveis trasformadas tão 
simples quanto possível em (7.3.36). Uma propriedade conveniente, tal 
como indicam os autores referidos, é que Zlt e Z2t sejam independentes, 
embora tal não seja geralmente possível a não ser que 2^=Im . Admitindo 
que isso se verifica, tem-se: 
E(Z1[Z^)=WTçQ
t=WQt (7.3.38) 
Se se escolher W" como a inversa generalizada de W de Moore-Penroe, 
dada por (WTW)"1WT , a matriz de variâncias e covariâncias será nula e as 
duas componentes do vector Zt serão independentes. 
Esta transformação pretende chegar a uma representação mais 
simples do sistema, tirando partido do facto de o sistema subjacente à 
geração de X, ser da forma de (7.3.12). Paralelamente, a determinação do 
número de factores presentes faz-se pela característica das matrizes de 
covariância ou de correlação da série observada Xtou pela das matrizes 
\\fv . Por sua vez, a matriz W é determinada tendo em conta que as suas 
colunas são os vectores próprios das matrizes de covariância de Xt. 
(ii) Modelo com factores dependentes 
As principais diferenças relativamente ao modelo com factores 
independentes são: 
P) A matriz rx(k) não é simétrica; 
2a) Os vectores próprios de rx(k) não são colunas de W; 
3a) Os vectores próprios de (j), não são vectores próprios de <|), . 
x y 
A segunda equação de (7.3.19) e a equação (7.3.25) mantêm-se, 
conforme indicam os autores desta proposta, embora as conclusões que 
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daí podem ser extraídas sejam diferentes. Por exemplo, a primeira das 
equações referidas: 
rx(k)=Wry(k)W k>l (7.3.39) 
Admitindo que 1^00=0,^0^, onde Ak é uma matriz diagonal, verifica- 
se que F^k) possui os mesmos valores próprios que ry(k), embora com 
vectores próprios WDlc e V, pertencendo as colunas desta última matriz 
ao espaço dos vectores que verificam a relação: 
WWTÔ=0 (7.3.40) 
ou seja, ao espaço nulo de WWT. Com efeito, considere-se a equação: 
ri(k) = [WDk V] 
"Ak 0' D^W
7' 




 H (7.3.41) 
Se ry(k) for diagonal, Dk=Im e cai-se no caso do modelo com factores 
independentes. 
Da mesma forma, a equação (7.3.25) mantém-se: 
<j), W=W<1)( (7.3.42) 
* y 
Admitindo que ó, possui vectores próprios independentes e tendo: 
VL'S'L 
(7.3.43) 
onde S, é uma matriz diagonal e contém os valores próprios de <j);, então 
tem-se a equação: 
<!), WL^W^S, (7.3.44) 
o que mostra que os valores próprios de <(), são também valores próprios 
de (}),, estando associados aos vectores próprios WLf 
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Tendo em vista a obtenção da transformação simplificadora, é necessário 
determinar o espaço nulo de WW . Assim, designando por K a matriz 
composta pelos vectores próprios de <));, estes autores indicam que r 
colunas de K são WLj e as outras m-r colunas são arbitrárias. Uma vez 
que se verifica à relação; 
(WL1)(L-1
1WT)=WWT . (7.3.45) 
o espaço nulo de (WL^) (L^W1") é o mesmo de WWT. Assim, para 
seleccionar quais as colunas de K que constituem WLj , é necessário ter 
em consideração que o seu número r é conhecido, uma vez que é a 
característica de F^k), P(l) e de todas as matrizes \^v ; por outro lado, 
essas colunas são aproximadamente os vectores próprios de P(l) 
associados a valores próprios não nulos. Então, dispondo de (WLj), é 
possível obter L^W1" a partir de K'1 . Paralelamente, designando por V a 
matriz dos vectores próprios associados aos valores próprios não nulos de 
(WLj) (LjW1), é possível decompor o vector Xtem duas componentes 




A primeira componente contém os factores adicionados de uma 
componente residual e a segunda é um ruído branco multivariado, tal caso 
de factores independentes: 












L j .Z2l. 
(7.3.47) 
Uma propriedade importante desta transformação é a de as componentes 
de Zu estarem apenas fracamente relacionadas. Por exemplo, tal come 
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indicam os autores referidos, se (Yt} for um processo AR(1), {LjYJ 
será também um processo AR(1), sendo a sua matriz dos parâmetros auto- 
-regressivos uma matriz diagonal. 
Em conclusão, este procedimento propõe uma transformação 
simplificadora do modelo aplicável a uma série cronológica multivariada, 
de modo a evitar o inconveniente da obtenção de estruturas extremamente 
complexas quando se procede à identificação de um modelo ARMA. Com 
efeito, é possível obter uma representação simples através da utilização de 
um pequeno conjunto de factores, quando isso for adequado. 
Paralelamente, ignorar tal representação pode acarretar problemas, pois 
a interpretação da dinâmica interna que é possível inferir do modelo é 
completamente diferente nos dois casos. No entanto, o método agora 
proposto afigura-se muito indirecto e com um elevado grau de 
complexidade. Além da impossibilidade de determinar com exactidão 
num caso correcto se se está perante uma situação em que os factores são 
independentes ou dependentes, o facto de o recurso aos modelos ARMA 
resultar numa estrutura complexa não significa necessariamente que se 
está perante um modelo com factores ocultos. Na realidade, a explicação 
para esse facto deverá muito provavelmente ser encontrada na 
identificação realizada, que poderá não ter sido correcta, devendo 
repetir-se essa fase com o auxílio dos instrumentos utilizados na fase de 
confirmação do diagnóstico. 
Assim, o recurso ao método agora analisado deve ser cauteloso, 
devendo previamente esgotar-se todas as possibilidades de uma correcta 
modelização através dos modelos ARMA. 
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3.3. Modelo índice auto-regressivo 
Este tipo de modelos visa a identificação de séries cronológicas 
multivariadas através da consideração de um número mais reduzido de 
"séries índice", sendo estas seleccionadas de modo a fornecer um resumo 
tão completo quanto possível da informação contida na série original e 
necessária para a geração de previsões. Assim, pretende-se conseguir a 
referida identificação com um reduzido número de parâmetros, 
considerando para o efeito "modelos índice", que podem também ser úteis 
para examinar a existência de relações estruturais entre as séries 
originais. Este tipo de modelos e, em seguida, o procedimento conducente 
à identificação de séries cronológicas são caracterizados por Reinsel 
(1983), passando-se à sua análise. 
Deste modo, descrever-se-à primeiro o tipo de modelos e, em seguida, o 
procedimento proposto por este autor para a identificação de séries 
cronológicas multivariadas: 
(i) Caracterização do modelo 
Considere-se um modelo auto-regressivo multivariado estacionário: 
(t)(B)Xt=et (7.3.48) 
com (t)(B)=Im-(|)1B-...-(()pB
p, admitindo-se que os vectores £t são 
independentes com distribuição N(0; Z). 
Tendo em vista reduzir o número de parâmetros incluídos em 
p 
(j)(B), considera-se uma classe de modelos em que pode 
ser decomposto da forma: 
Im-(t)(B)=F(B)H(B) (7.3.49) 
sendo F(B)=F1B+...+FpiB
pi e H(B)=H0+H1B+...-t-Hp^B^ matrizes de 
dimensão (m x r) e (r x m) respectivamente, com r<m e p1+p2=P • Assim, 
o modelo (7.3.48) pode ser expresso da forma: 
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X, = F(B)H(B)Xt + £„ = S I FUH, X U"1ymO + £. (7.3.50) 
Neste contexto as "variáveis índice" são: 
Y=H(B)Xt=H0Xt+H1X,1+...+Hp2X,P2 (7.3.51) 
sendo Y[ um vector de dimensão (r x 1). Estas variáveis têm a 
interpretação de que os pj valores passados Yt.1,...,Yt.Pi fornecem um 
resumo completo de toda a informação passada necessária à previsão do 
vector Xt, isto é, (7.3.50) pode ser representado como: 
onde as matrizes Fu (u=l,..., Pj) têm dimensão (m x r). Deste modo, 
conclui-se que um dos principais interesses dos modelos índice consiste 
em analisar até que ponto a série Xl pode ser "explicada" ou prevista pelos 
valores passados de uma outra série com menor número de componentes 
Yt. Uma vez que se está a considerar situações em que r pode ser muito 
inferior a m, as variáveis índice Yt representam uma apreciável redução 
relativamente ao número de componentes de Xt e, consequentemente, o 
modelo índice (7.3.50) pode significar uma redução considerável do 
número de parâmetros em relação ao modelo não restringido (7.3.48). 
A estrutura do modelo auto-regressivo (7.3.50) pode ser especificada em 
termos das ordens Pj, p2 e de r, designando-se simbolicamente tal modelo 
por (p1,p2,r). 
Por outro lado, tendo em vista assegurar a identifiabilidade do modelo 
(7.3.50), é útil considerar Hv = [HVi H^], com v=0,l,...,p2 , onde o 
bloco HVi tem dimensão (r x r) e se admite que a característica de H0 e de 
Hp2 é r. Assim, impõe-se a condição H0i=Ir, o que permite assegurar a 
identifiabilidade do modelo. 
Xt=F(B)Yl+£t=u|FuYt_a+8. (7.3.52) 
232 
Convém ainda referir que o modelo (7.3.50) pode ser estimado 
pelo método da máxima verosimilhança através das técnicas 
habituais.Para o efeito, é útil exprimir (7.3.50) sob a forma: 
X[=FZt.1+et (7.3.53) 
onde F=[F1...Fpi] , sendo as matrizes Fude dimensão (m x r), com r<m 
(u=l, ..., pj) e: 
z;,=(¥,!, y,:j=(x:.i ®h;) (7.3.54) 
sendo Hv matrizes de dimensão (r x m), conforme já foi definido, e Ev 
matrizes diagonais de dimensão (p x pj) com os elementos da diagonal 
principal iguais à unidade (v=0,l, ....Pj) . O autor referido prova que os 
estimadores de máxima verosimilhança assim obtidos possuem as 
propriedades assintóticas desejáveis, nomeadamente a consistência e a 
normalidade assintótica. 
Nestas condições, é possível particularizar o modelo (7.3.50), assumindo 
particular interesse o caso em que P2=0, pj^, o que conduz a: 
X^SF,H0 Xt.; +8l=FZ,1+8t (7.3.55) 
onde F = [Ff.F ] , sendo as matrizes F; ( / = I,..., p) e H0 de dimensão 
(m x r) e (r x m) respectivamente, admitindo-se que a característica de Hq 
é r (r < m); por outro lado, tem-se: 
z;, =(x:.1h; xy_,H;) = (xf_, x:_, Xi,, ® h; ) (7.3.56) 
Considere-se ainda H2] , sendo Hj de dimensão (r x r). Com o 
objectivo de assegurar a identifiabilidade do modelo (7.3.55), impõe-se a 
condição , do que resulta H0= [lr H2]. 
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O número de parâmetros incluídos no operador auto-regressivo de 
(7.3.55) é de mrp+r(m-r)=m2p-(m-r)(mp-r), o que é bastante inferior ao 
número de parâmetros do operador do modelo não restringido (7.3.48) , 
que é de m p. O vector Y^HqXj , de dimensão (r x 1) , pode ser encarado 
como um vector de índices que comandam a série cronológica Xj , 
podendo assim possuir alguma interpretação física. 
O modelo (7.3.55) pode também ser estimado com recurso ao 
método da máxima verosimilhança, tal como sucedia com (7.3.50) , 
possuindo os estimadores resultantes as mesmas propriedades assintóticas. 
Finalmente, o autor deste método indica ainda um outro caso 
particular de (7.3.50) que pode ter algum interesse e que resulta de ter 
Pjsl, P2=p-Pi. o que conduz a: 
X. = % F^X.,, + £, = Fj S H, Xt.„ + 8t (7.3.57) 
No entanto, este autor não lhe confere importância digna de nota. 
Neste contexto, é possível agora delinear o método de identificação 
de uma série cronológica proposto. 
(ii) Identificação do modelo 
Com o objectivo de seleccionar o modelo adequado a uma série 
cronológica, o autor referido indica previamente a forma do previsor a 
um passo para o modelo (7.3.55): 
Xt(l) = F(Ip®H0)Wl (7.3.58) 
onde Wt
T = (Xj ,...,Xy+1.p). Conferindo particular atenção ao modelo 
(7.3.55), ou seja, ao caso particular de (7.3.50) em que P2=0, p^p, este 
autor propõe um método de identificação apenas para este caso. Assim, 
um estimador consistente para a matriz do erro quadrático médio de 
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X^l), ou seja, para E^(X[+, - X, (IjKX^., - X, (1))
T j baseado nas 
observações disponíveis é; 
Í + i|v.[vT{^ ®t ')v]" V,' (7,3.59) 
onde: 
V. =[{!. ® w,^!, ®H.)} |(F,®XL)] 
VT =(V1
T,...,VJ) (7.3.60) 
sendo Vt resultante da substituição em (7.3.60) das matrizes H0 e F; 
(/=!,...,p) pelos seus estimadores de máxima verosimilhança; por outro 
lado, X2t resulta de particionar Xt da mesma forma que H0, ou seja, de ter 
X^ = (X^ .Xj, ), sendo Xlt de dimensão (r x r). 
Deste modo, a utilização de alguma medida que resuma (7.3.59) 
permite a selecção da ordem e da característica do modelo índice (7.3.55), 
de modo semelhante ao procedimento aplicado a modelos auto- 
regressivos não restringidos (r=m), como é o caso dos critérios de 
estimação da ordem do modelo atrás analisados. 
Assim, o autor deste método propõe que se considere, para cada 
ordem do operador auto-regressivo, um valor mínimo da característica 
do modelo índice, ou seja, da característica desse operador, sendo este 
valor aumentado até atingir m. Para cada um dos modelos resultantes, o 
valor do critério utilizado é então calculado. A ordem do operador auto- 
-regressivo é em seguida aumentada e o procedimento repetido até se 
atingir um valor dessa ordem considerado suficientemente elevado. 
Visando reduzir o peso computacional, o autor referido indica ainda que é 
possível seleccionar um modelo não restringido através dos critérios atrás 
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analisados e considerar apenas para essa ordem o ajustamento de modelos 
índice de característica inferior a m. Em cada uma das etapas, é útil 
comparar os resultados obtidos na estimação de um modelo índice com os 
da estimação de um modelo não restringido. Paralelamente, é ainda 
vantajoso, sobretudo para séries com um elevado número de componentes 
em que o modelo auto-regressivo não restringido inclui um elevado 
número de parâmetros, comparar os resultados de um modelo índice de 
baixa característica, com os de um modelo índice de característica mais 
elevada. 
Estas comparações e a escolha final do modelo, ou seja, a 
identificação da série, podem ser feitas directamente com base numa 
qualquer função, como é o caso do determinante ou do traço da matriz 
(7.3.59), ou em qualquer critério de estimação da ordem de modelos não 
restringidos. O modelo seleccionado deve ser aquele para o qual o critério 
utilizado atinge o seu valor mínimo, tratando-se portanto de um método 
idêntico ao estabelecido para modelos não restringidos. 
Finalmente, este autor refere ainda que este procedimento também 
é útil para o caso do modelo mais geral (7.3.50). Por outro lado, afirma 
que o procedimento acabado de analisar pode também ser aplicado ao 
vector dos resíduos obtidos a partir da prévia conversão em ruído branco 
das séries originais através do ajustamento de modelos auto-regressivos 
univariados de baixa ordem. 
No entanto, apesar de pretender conseguir a identificação de uma 
estrutura com um reduzido número de parâmetros, o método agora 
analisado incorre no risco de fracassar no seu objectivo, pois a 
consideração apenas de modelos auto-regressivos pode ser inadequada 
para uma dada série cronológica. Isso verifica-se, por exemplo, no caso 
em que o modelo mais adequado seja um ARMA. Esta falta de adequação 
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pode resultar na obtenção de uma estrutura sobreparametrizada, com um 
número excessivo de parâmetros, o que contraria o objectivo do método. 
Por outro lado, coloca-se também o problema da truncagem do 
procedimento, isto é, a definição do valor máximo para a ordem do 
modelo índice que permite terminar o procedimento proposto. Nada 
garante que o valor máximo seleccionado seja o mais adequado. 
Finalmente, a utilização de alguns critérios de estimação da ordem do 
modelo pode não ser a mais adequada, como é caso do critério AIC, uma 
vez que, conforme já foi analisado, este critério não é consistente. 
3.4. Modelo auto-regressivo de polinómio amortecido 
Este tipo de modelo pretende evitar, por um lado, o recurso a 
modelos ARMA, uma vez que tal recurso pode não ser exequível e, por 
outro lado, a obtenção de estruturas sobreparametrizadas a que o recurso 
a modelos auto-regressivos, embora mais acessível, poderá conduzir. 
Assim, o método agora proposto pode ser encarado como um 
compromisso entre o recurso a modelos AR e a modelos ARMA de que 
resulta a utilização de uma sub-classe de modelos ARMA de carácter mais 
genérico do que os modelos AR, sem no entanto, ser de aplicação 
complexa. 
Neste contexto, e com o duplo obectivo agora referido, Liitkepohl 
(1982b) propõe o recurso a modelos auto-regressivos de polinómio 
amortecido para a identificação de séries cronológicas multivariadas. 
Deste modo, após a caracterização genérica do modelo, passar-se-à à 
análise da sua estimação, finalizando-se com o método proposto para a 
especificação do modelo: 
(i) Caracterização do modelo 
Seja {Xt} um processo estocástico que pode ser representado como um 
processo auto-regressivo de ordem infinita: 
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7c(B)Xt = 8t (7.3.61) 
onde {£, } é um ruído branco com matriz de variâncias e covariâncias não 
singular Z e é uma matriz de dimensão (m x m) cujo 
elemento genérico é: 
=lo7tij..B' (i'j=1' --.m) (7.3.62) 
admitindo-se também que: 
' < 00 (bj^1- (7.3.63) 
É ainda necessário que as raízes da equação matricial: 
k(B)l=0 (7.3.64) 
estejam todas fora do círculo unitário. Note-se que a representação 
(7.3.61) é ligeiramente diferente da que foí definida atrás em (2.1.40), 
sendo mais conveniente para a caracterização do tipo de modelos que vai 
ser apresentado. 
Com o objectivo de assegurar a identifiabilidade do modelo 
(7.3.61) o autor deste método admite que 7C0 é triangular superior e que Z 
é uma matriz diagonal. 
Uma vez que o número infinito de parâmetros incluídos em 
(7.3.61), não pode ser estimado a partir de um número finito de 
observações, é necessário impor alguma restrição que limite a dimensão 
do espaço dos parâmetros. Para o efeito, é possível admitir que 7^ .r0 
(i,j=l,...,m) para M0 , sendo Iq um valor considerado adequado ou, 
alternativamente, aproximar o polinómio matricial de ordem infinita 
7c(B) através de ©(B)'1 (})(B) , sendo 0(B) e (j)(B) polinómios matriciais de 
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ordem finita. Como é evidente, esta segunda opção equivale à 
consideração de modelos ARMA. 
Pretendendo evitar os inconvenientes acarretados por ambas as 
alternativas, este autor sugere a consideração de processos auto- 
regressivos com matrizes de parâmetros da forma: 
onde x é um número arbitrário e possivelmente fixo, assumindo um valor 
absoluto entre 0 e 1 e H(/)é uma matriz de dimensão (m x m) com 
elemento genérico: 
possibilitar a redução do número de parâmetros. 
Nestas condições, um processo auto-regressivo com matrizes de 
parâmetros da forma (7.3.65) é designado por processo auto-regressivo 
de polinómio amortecido e representa-se por AP(X), sendo X, o valor 
máximo de (i,j=l,...,m). 
Sendo Oclxkl e H(/) uma matriz de polinómios cujo máximo grau é 
X,, é possível mostrar que existe uma outra matriz de polinómios com o 
mesmo grau máximo que verifica: 
Deste modo, conclui-se que os modelos AP são uma sub-classe dos 
modelos ARMA e que, para um valor de x próximo de zero, são 
aproximadamente modelos auto-regressivos de ordem finita, podendo 
então constituir uma aproximação a um qualquer modelo ARMA. Na 
realidade, isso verifica-se não só para x próximo de zero, mas para 
qualquer valor de x entre zero e um, tendo-se o teorema: 
tc^HCO (7.3.65) 
Zx'H(l) B'=Q(B)/(l-tB)x+1 (7.3.67) 
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Teorema 7.3.3. Para uma qualquer sequência de matrizes k, , de dimensão 
(m x m) e com elemento genérico K-, que verifica a condição (7.3.63), 
para qualquer Ocxcl e qualquer 5>0) existe uma matriz de polinómios 
H(/) com elementos h;j(0 que verifica: 
Este resultado significa que, se um dado processo admitir uma 
representação do tipo de (7.3.61), então existem processos AP com 
parâmetros auto-regressivos arbitrariamente próximos dos parâmetros 
auto-regressivos, possivelmente em número infinito, do processo dado, 
não sendo para isso necessária a verificação da condição (7.3.64), nem da 
condição que impõe que 7t0 seja triangular superior e E diagonal. 
Apesar de ter sido utilizado apenas um factor de amortecimento x na 
formulação do modelo AP e no teorema 7.3.3., a expressão (7.3.67) 
permite concluir que os graus X- dos polinómios h^/) necessários para 
uma boa aproximação da estrutura subjacente dependem de x. 
Consequentemente, para determinar uma aproximação parcimoniosa 
pode ser conveniente utilizar um factor de amortecimento diferente para 
cada polinómio 1^(0, i,j=l,...,m. Isso equivaleria a considerar processos 
auto-regressivos cujas matrizes tc, têm elementos: 
Visando aumentar a flexibilidade do modelo, seria ainda possível tratar x^ 
como parâmetros desconhecidos, com 0<lxijl<l, em vez de serem 
considerados constantes fixas. No entanto, este autor prefere considerar x 
fixo para não introduzir complicações desnecessárias no modelo. 
Caracterizado o modelo, vai-se analisar agora a sua estimação. 
H(0)=7C0 
T'iijhij(0 i,j=l,...,m (7.3.68) 
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(ii) Estimação 
Admitindo que os valores (i,j =l,...^n) são conhecidos e que r é fixo, 
sendo Oclxlcl, é possível estimar os parâmetros do modelo AP. 
Assim, a hipótese de 7t0 ser triangular e de S ser diagonal, permite 
estimar cada equação separadamente, produzindo estimadores 
assintoticamente eficientes se {£t } for um processo Gaussiano. Para o 
efeito, exprime-se a i-ésima equação da forma: 
xi.=-i.,h<"<0)x.. - .ll.x x^+^' 
- -1, Vo X.+11^0 (7.3.69) 
onde: 
Snj.t =xn.t-/ X; = máx (X,in, n=l,...,m) (7.3.70) 
sendo as variáveis u^ independentes de t. A partir de (7.3.69), obtém-se a 








Deste modo, a estimação pode ser efectuada como se se tratasse de um 
modelo de regressão linear. 
Não é possível estimar consistentemente os valores inicias de 
(j=l,...,Xi), uma vez que as variáveis Vú tendem rapidamente para zero 
quando t tende para infinito, pelo que a substituição desses elementos por 
zero em (7.3.71) não afecta as propriedes dos estimadores dos parâmetros 
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h^, cuja estimação se pretende. No entanto, em pequenas amostras, a 
inclusão ou não dos valores iniciais produz efeitos não negligíveis. Uma 
vez que o impacto de vit é relativamente importante para pequenos valores 
de t , é conveniente não utilizar as primeiras observações, no caso de os 
valores iniciais terem sido desprezados, sendo então essas observações 
utilizadas apenas para o cálculo de gnj t. Por sua vez, a matriz de 
variâncias e covariâncias dos estimadores dos parâmetros pode ser 
estimada da forma habitual a partir da regressão ajustada. Por outro lado, 
os parâmetros auto-regressivos podem também ser facilmente estimados, 
uma vez que estão linearmente relacionados com quando x é fixo. Se 
ECXt)?^, é ainda possível incluir um termo independente em (7.3.31) 
Conforme foi referido atrás, a estimação necessita da prévia 
especificação do modelo, ou seja, tem de ser precedida pela identificação 
que irá ser agora analisada. 
(ii) Identificação 
A identificação do modelo engloba não só a selecção de valores adequados 
para Xij(i,j=l,...rm), mas também a selecção do factor de amortecimento 
x. Procede-se inicialmente à análise da selecção dos primeiros e, em 
seguida, à da determinação do segundo. 
No entanto, uma vez que a inclusão dos valores iniciais na equação 
de regressão (7.3.71) umenta o peso computacional, o autor desta 
proposta sugere a substituição de vit por zero durante a fase de 
identificação, se o número de observações for moderado ou elevado. A 
posterior inclusão dos valores iniciais para a estimação final pode revelar- 
se útil para um número moderado de observações, 
a) Selecção dos graus dos polinómios 
Principiando com o caso univariado, é útil começar por referir que 
só Àjj tem que ser especificado, pelo que o grau do único polinómio 
existente será designado por X apenas por razões de simplificação. Uma 
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vez que o modelo foi transformado num modelo de regressão linear, a 
alteração de X resulta na alteração do número de regressores. Logo, a 
selecção do valor de X pode ser realizada através da utilização de um 
critério de selecção de variáveis no âmbito de modelos de regressão linear 
múltipla. 
Nesta fase, é conveniente utilizar um critério simples para a 
selecção de X, uma vez que o modelo identificado será posteriormente 
sujeito a confirmação, o que leva o autor referido a propor a escolha 
previa de um valor máximo M para o grau do polinómio e a estimação 
posterior de todos os modelos, com X variando de 1 a M. Tendo em vista a 
selecção do valor óptimo para X, procede-se à determinação de intervalos 
de confiança para os parâmetros, sendo aquele valor escolhido como o 
maior grau para o qual o intervalo de confiança de hjj x não inclui zero. 
Um outro critério possível seria seleccionar o valor X que conduza ao 
modelo com variância residual mínima. Finalmente, este autor sugere 
ainda o recurso a um critério de estimação da ordem de modelos 
univariados, que constituem particularizações dos critérios atrás 
analisados para o caso multivariado. 
No que respeita ao caso multivariado, é necessário seleccionar os valores 
de Xy (i,j=l,...,m). O procedimento proposto para o efeito pelo autor 
deste método será exemplificado para o caso trivariado (m=3) e para a 
primeira equação apenas, permitindo a imediata percepção do tratamento 
a adoptar para as outras equações, uma vez que é idêntico, bem como a 
generalização para valores mais elevados de m, o que é imediato. 
Assim, admita-se que se escolheu um valor máximo M para Xu , X12 e Xl3 
. O procedimento desenvolve-se de acordo com os seguintes passos; 
l2) Selecciona-se um valor óptimo para X,u entre 0 e M, designado por 
A,"', condicionado por hl2{[)=hi:i(l)=0, onde (1) indica que se trata da 
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primeira iteração. Em cada passo, pode ser utilizado um dos critérios de 
selecção propostos para o caso univariado. 
2°) Selecciona-se um valor óptimo para X.12, designado por 
condicionado por e 11^(0=0. Em seguida, procede-se à escolha 
de um valor óptimo para Xjj entre 0 e M, designado por 
condicionado por e h13(/)s0. Alternativamente é possível utilizar 
h12(/)=0. A título de exemplo, se a significância estatística dos parâmetros 
estimados for o critério de selecção utilizado, toma-se h12(0=0 se os 
parâmetros estimados deste polinómio forem não significativos para 
todos os valores de X12 entre 0 e M. Nesse caso, a segunda variável seria 
eliminada no passo seguinte. 
3a) Determina-se um valor óptimo X^XJ" entre 0 e M, condicionado por 
Xii=Xíf e Xj2 =X|j
). Em seguida, selecciona-se um valor óptimo para X^ 
designado por X"', condicionado por Xj^X"5, X^X^' e, finalmente, 
selecciona-se um valor óptimo X^X"', condicionado por Xj^X"', 
-X(3> 
A ordem pela qual as variáveis são adicionadas pode ser trocada, 
isto é, é possível escolher no 2a passo XJ^ em vez de X"' e assim por 
diante. 
Uma vez que se admite que a matriz tc0 é triangular superior, os 
termos de ordem nula nos polinómios h^/), com i,j=l,...,m e icj, 
correspondem às correlações contemporâneas entre as componentes do 
processo multivariado. No entanto, estes elementos merecem um 
tratamento especial, pelo que o autor deste método propõe a sua 
eliminação se as estimativas correspondentes não forem significativas, o 
que pode ser averiguado através de um teste t. 
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Assim, a identificação dos graus dos diferentes polinómios 
fica concluída, faltando apenas a selecção do factor de amortecimento x, o 
que constitui a fase seguinte do método, 
b) Selecção do factor de amortecimento 
Conforme já foi anteriormente mencionado, a escolha do factor de 
amortecimento x pode ser útil para a redução do número de parâmetros 
do modelo, uma vez que os graus adequados Xjj (i,j=l,...,m) dependem de 
x. Com efeito, é possível utilizar um factor diferente para cada polinómio, 
ou seja: 
^(B) =1x^(0 B' i.j=l,...,m (7.3.73) 
Neste caso, se vit forem utilizados em (7.3.71), devem ser substituídas 
por: 
c-3-74) 
onde u^j são independentes de t. Se o factor de amortecimento diferir 
apenas para equações diferentes, já não é necessário substituir vit por v^. 
É evidente que o peso computacional aumenta quando se 
experimenta diversos valores para o factor de amortecimento, uma vez 
que, para cada diferente combinação, é necessário percorrer todo o 
procedimento de identificação. Deste modo, o autor referido sugere que 
uma boa estratégia seria utilizar um pequeno valor de x, comum para 
todos os elementos, propondo x=0.1 numa primeira tentativa de 
identificação, mantendo-se esse valor se os graus dos diferentes 
polinómios h-^l) forem baixos. Se tal não acontecer, é aconselhável fazer 
variar x em pequenos passos nas equações com elevados graus dos 
polinómios. 
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Na fase de confirmação do diagnóstico, este autor propõe, além dos 
critérios habituais, o recurso a testes da razão de verosimilhança para 
averiguar a eventual significância de grupos adicionais de parâmetros, o 
que pode ser útil para a detecção de falhas do modelo. 
A principal crítica a que este método está sujeito é a de correr o 
risco de fracassar no seu duplo objectivo. Com efeito, é muito provável 
que a estrutura obtida seja sobreparametrizada, quer por partir da 
representação de um processo estocástico multivariado como um processo 
auto-regressivo de ordem infinita, quer por considerar os polinómios 
hjjCO, cujos graus podem ser bastante elevados. O primeiro problema 
agrava-se quando se utiliza diferentes para cada elemento (i,j=l,...,m). 
Por outro lado, o objectivo de adopção de um método simples de 
identificação também não parece ser totalmente atingido, uma vez que o 
método proposto se revela um pouco complexo e pouco directo, não 
primando pela acessibilidade. Por isso, parece ser preferível o recurso à 
classe mais geral de modelos ARMA, em vez de utilizar a sub-classe de 
modelos auto-regressivos de polinómio amortecido. 
3.5. Análise canónica 
A abordagem que irá agora ser analisada propõe uma 
transformação canónica de um processo auto-regressivo estacionário, 
ordenando as componentes do processo transformado conforme a sua 
previsibilidade. As componentes menos previsíveis estão frequentemente 
próximas de serem ruídos brancos e podem reflectir relações 
contemporâneas entre as variáveis originais. Por sua vez, as componentes 
mais previsíveis podem ser quase não estacionárias, representando o 
crescimento dinâmico de uma série cronológica multivariada. 
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Trata-se de uma análise que pretende fornecer novas indicações 
sobre uma série cronológica multivariada, procurando fazer luz sobre a 
sua dinâmica interna. Tal como indicam Tiao e Box (1979, 1981), este 
tipo de análise tem um duplo objectivo: por um lado, permitir a detecção 
de relações lineares entre as componentes da série multivariada e, por 
outro, auxiliar na interpretação e compreensão de um modelo ajustado. 
Assim, passar-se-à agora a tratar das diversas facetas que compõem 
esta análise, proposta por Box e Tiao (1977). 
Neste contexto, considere-se o modelo auto-regressivo de ordem p 
multivariado estacionário: 
Xt=Xt.1(l)+8t • (7.3.75) 
onde Xj.jíl) é o valor esperado de Xt condicionado pelos seus valores 
passados até ao momento t-1, ou seja: 
X,1(l)=E(XtIXt.1,X,2,...)=Í7t;X,( (7.3.76) 
sendo 7t((í=l,...,p) matrizes de dimensão (m x m) e {8t} um ruído branco 
multivariado com matriz de variâncias e covariâncias L e independente de 
X,_,(!). 
Suponha-se em primeiro lugar que m=l, ou seja, que se está no caso 





onde ^=V(Xt). al=v[Xl.1(l)] e o^=V(8t) 
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É então possível definir uma medida da previsibilidade de um processo a 
partir do seu próprio passado, designado por X, e assumindo a forma: 
A. = cjjCT;* = 1 - cr^a;2 (7.3.79) 
Suponha-se que se pretende analisar diferentes séries cronológicas 
univariadas que estão relacionadas e que revelam crescimentos dinâmicos. 
É possível admitir que essas séries possam ser representadas como o 
agregado de alguns "inputs" comuns, dos quais alguns podem estar 
próximos de ser não estacionários e outros podem ser estacionários ou 
ruídos brancos. Isto conduz a considerar relações lineares da forma 
, sendo V um vector de dimensão (m x 1). Os elementos Ut que 
dependem mais fortemente do seu passado, ou seja, que têm um valor de X 
elevado, podem ser úteis como indicadores compostos do crescimento 
global das diferentes séries. Opostamente, os elementos possuindo um 
valor de X próximo de zero podem reflectir relações contemporâneas 
estáveis entre as séries originais. 
A análise agora proposta determina m componentes canónicas 
ordenadas por ordem crescente de previsibilidade. As componentes mais 
previsíveis estarão frequentemente próximas de serem não estacionárias e 
as menos previsíveis serão estacionárias ou independentes. É possível 
decompor o espaço de dimensão m da observação Xt em subespaços 
independentes, estacionários e não estacionários. As variáveis que 
pertencem ao espaço não estacionário representam crescimento dinâmico, 
enquanto as incluídas no espaço estacionário e no independente podem 
reflectir relações que permanecem estáveis no tempo. 
Feito este preâmbulo, é possível agora caracterizar a análise canónica: 
7áR 
(i) Selecção das variáveis canónicas 
Admita-se que {Xt} é um processo estacionário. Designando por rx(k) a 
matriz de covariância de {Xt} , tem-se: 
rx(0) (7.3.80) 
A 
onde FjCO) representa a matriz de variâncias e covariâncias de X, ^!). 
Admite-se ainda que Z e, portanto, rx(0) são definidas positivas. 





T£t . A previsibilidade de Ut a partir do 
seu passado é então medida pon 
^ = aK = {VTrs (0)V} / {V
Trx (0)V} (7.3.82) 
Daqui se conclui que, para a máxima previsibilidade, X deve ser o maior 
valor próprio de F^O)'1 r.(0) e V o respectivo vector próprio. De modo 
semelhante, o vector próprio associado ao menor valor próprio conduz à 
combinação de Xt menos previsível. 
E possível agora determinar a transformação canónica. Assim, sejam 
Xj,...,^ os m valores próprios reais da matriz F^O)"1 F^O), ordenados 
por ordem crescente, ou seja, X1<X2<...<Xm. Suponha-se também que os 
vectores próprios linearmente independentes que lhes estão associados, 
designados por h^,...,h^, formam as m linhas de uma matriz H. É 
possível então constmir um processo transformado {Yt} que verifica: 
Y= Y,,(l)+4, (7.3.83) 
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onde Yt=HXt, 8t, Ytl(l)=Sft;Y t ; e 7C,=H7t.H'
1. A relação 
correspondente a (7.3.80) é: 
ry(0) = rí(0) + Ê (7.3.84) 
onde ry(0) = Hri(0)H
T, T. (0) = (0)HT e i; = HZHT. 
* 
E importante constatar que: 
H^r.íO)-1 ri(0)H
T =A , HT-,ri(0)
1ZHT=In.-A (7.3.85) 
onde A é uma matriz diagonal de dimensão (m x m) cujos elementos da 
diagonal principal são .Por outro lado, verifica-se que 
0<X.i<l(i=l,...,m) e que, para i^j, =h^r. (0)hj =0. Por outras 
palavras, HZHT, HTj (0)HT e, portanto, (0)HT são todas matrizes 
diagonais. 
Portanto, conclui-se que a transformação (7.3.83) produz m 
componentes {Ylt,...,Ymt} que estão ordenadas por ordem crescente de 
previsibilidade, são contemporaneamente independentes, têm 
componentes previsíveis {Y,,.; (1),...^^., (1)} que são também 
contemporaneamente independentes e, finalmente, têm componentes 
imprevisíveis . que são independentes contemporaneamente e 
para momentos diferentes. 
Nestas condições, é possível deduzir a existência de diversos tipos 
de relações entre as componentes do processo {Xt}: 
a) Relações lineares não exactas contemporâneas 
Este tipo de relação surge quando existem valores próprios de X,; 
nulos. Quando existem mi valores próprios nulos, X,1,...,X,mi, a matriz 
^ (0) em (7.3.84) pode ser expressa na forma: 
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Fj (0) = 
0 0 
0 D (7.3.86) 
onde D é uma matriz diagonal de dimensão (m^ x rr^), com m2=m-m1. 
Sendo: 
Yt
T =(¥.:.YD. (7.3.87) 
onde Yu e são vectores de dimensão (m x 1) , verifica-se que Ylt=4lt 













_^21J ^22J _ y2>_ 
/=!,...,p (7.3.88) 
onde TtUj é uma matriz de dimensão (nrq x nij), o processo transformado 
{Yt} pode ser expresso da forma; 
(7.3.89) 
Conclui-se então que a transformação canónica decompõe o processo 
original {Xt} em duas partes: uma parte (Ylt} que é um ruído branco de 
dimensão (nij x 1) e uma outra {Y2[} que é estacionária, cuja parte 
previsível depende de Yj t ;e de Y2_ t_;para /=!,...,p. 
A importância fundamental da equação (7.3.89) deve-se ao facto de 
ela implicar a existência de ni! relações entre as componentes do vector 
original {Xt} da forma "estática": 
hiixu (i=l,..,,mi) (7.3.90) 
onde são independentes contemporaneamente e para momentos 
diferentes. 
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b) Relações lineares exactas contemporâneas 
Foi admitido até agora que rx(0) é positiva definida, o que pode não se 
verificar para um caso concreto. Assim, estas relações ocorrem quando 
existem mi valores próprios de rx(0) nulos, ou seja, quando rx(0) é uma 
matriz singular. Nesse caso, existem mi relações independentes da forma 
(Tiao e Box, 1979): 
WilXU +—+"lmXm.=Çl1 (■=! ml) (7.3.91) 
onde wj= (w^, , com i=l,...,mi , são os vectores próprios de 
rx(0) associados aos valores próprios nulos. Relações do tipo de (7.3.91) 
ocorrem quando uma ou mais componentes de {Xt} são construídas a 
partir de valores contemporâneos das outras. Seria ideal que, perante um 
caso concreto, o analista conhecesse a proveniência das suas observações 
suficientemente bem, de modo a estar consciente da existência de tais 
relações. No entanto, como isso raramente acontece, Tiao e Box (1979) 
sugerem que se proceda sempre a esta verificação na fase inicial de 
especificação de um modelo. Assim, é possível detectar a existência de 
relações desta forma e, através da limitação da análise canónica agora 
discutida ao subespaço das componentes de {Xt} linearmente 
independentes, em número de m2=m-m1, os procedimentos visando a 
estimação não saem frustrados pela existência de singularidade. A 
existência de valores próprios próximos de zero pode também constituir 
um aviso sobre a existência de relações lineares contemporâneas 
aproximadas. 
c) Relações lineares exactas desfazadas 
Foi também admitido até agora que a matriz Z é não singular, podendo 
no entanto surgir situações em que rx(0) é positiva definida e Z é 
singular. Admita-se então que a característica de Z é n^cm , o que 
significa que o processo {Xt} é na realidade determinado por um 
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processo aleatório não singular de dimensão (nij x 1). Deste modo, os rr^ 
valores próprios de 1^(0)'' F. (0) , A,mi+1 , são iguais à unidade, 
assumindo a matriz Ê, definida em (7.3.84) , a forma: 
Z = 
D. 0" 
0 0 (7.3.92) 
onde Dj é uma matriz diagonal de dimensão (mi x mi) e com elementos 
positivos. Particionando Yt , e como em (7.3.87) e (7.3.88), 
verifica-se que com probabilidade um. Logo, o modelo 
transformado é: 
Esta expressão significa que o vector Y2t , de dimensão (m2 x I), é 
completamente previsível a partir dos valores passados Yj^eY^ 
(/=!,...,p). A título de exemplo, Tiao e Box (1979) indicam que é possível 
que duas séries que aparentam ser muito diferentes, sejam na realidade 
geradas por variáveis residuais idênticas submetidas à aplicação de 
diferentes filtros. Na prática, S pode ser estimada inicialmente a partir do 
ajustamento de um modelo auto-regressivo de ordem adequada. 
Por outro lado, embora toda esta análise tenha sido feita para um processo 
AR(p), Tiao e Box (1979) indicam que ela pode ser directamente aplicada 
a um processo ARMA(p, q). 
(ii) O modelo AR(1) 
Quando {Xt} é um processo auto-regressivo de ordem 1, a transformação 
canónica apresenta algumas particularidades de interesse. Assim, sendo 




Uma vez que rj(l) = (bjF^O) , conclui-se a partir de (7.3.80) que 
rx(l)=óirx(0)ó[+Z , pelo que X.., e h; são respectivamente os m valores 
próprios e vectores próprios da matriz: 
r.coy^iivo)^ (7.3.95) 
Sendo ò, =Hó1H'
!, o processo transformado pode ser expresso da 
forma: 
Yt=í1Yl.1+^ (7.3.96) 
É útil agora analisar os diferentes casos: 
a) Séries não estacionárias e raízes unitárias 
Foi admitido até agora que {XJ é um processo estacionário, o que nem 
sempre se verifica. Assim, para o modelo (7.3.94), designando os valores 
próprios de ôj por a1,...,am, tem-se a igualdade: 
M^Bknd-oCiB) (7.3.97) 
i-0 
o que significa que os zeros de Bl são a;1 ,...,od . Se um ou mais 
valores próprios ai(i=l,...,m) estiverem sobre o círculo unitário, rx(0) 
não existe, tomando a transformação canónica impossível. No entanto, 
tem interesse analisar a situação em que m2 dos valores próprios OC; estão 
próximos do círculo unitário. Para o efeito defme-se: 
$.2.1 
^ 21,1 ^ 22,1 
(7.3.98) 
onde Yu e ^lt são vectores de dimensão (nij.x 1) e $u-1 é uma matriz de 
dimensão (nij x m,), sendo . Nestas condições, os autores deste 
método provam o teorema: 
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Teorema 7.3.4. Suponha-se que {Xt} é um processo estocástico 
estacionário da forma de (7.3.94) , onde a matriz de variâncias e 
covariâncias de {£t} , designada por Z , é definida positiva. Uma condição 
necessária e suficiente para que valores próprios de: 
r^o)-1 ^rx(0) tf 
tendam para a unidade, é que valores próprios de ^ estejam próximos 
do círculo unitário. 
Por outro lado, estes autores provam ainda que, no limite, o 
modelo transformado para Yt é: 
"Ylt- "$.u ' B 
'Yu" 
+ 
.Y21. .$21.1 $22,1. .Y21. A*. (7.3.99) 
Conclui-se portanto que a transformação canónica decompõe {Yt} em 
duas partes: uma parte {Ylt} que é um processo auto-regressivo de ordem 
um estacionário e uma parte {Y2t} que é quase não estacionária e também 
depende de Yj ^. O significado deste resultado é o de que as componentes 
de {Y2[} podem ser úteis como indicadores compostos do crescimento 
dinâmico global do processo original, 
b) Raízes nulas e unitárias 
Suponha-se que, no contexto do modelo (7.3.94) , mj dos valores 
próprios a; são nulos, nrtj estão próximos da unidade e os restantes 
m^m-mj-mj assumem valores intermédios. Assim, a partir dos 
resultados (7.3.89) e (7.3.99) e particionando Y[, e «j), da forma: 
^1U ^ 12,1 ^ 13,1 
tfu ^ 22.1 ^ 23,1 
^ 31,1 $32.1 $33,1 
(7.3.100) 
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onde Yu e são vectores de dimensão (m, x 1), Y2te ç2l são vectores de 
dimensão (m2 x 1) e ^I11 e , são matrizes de dimensão (nij x m^ e 











Y2t = <t>2U ^ 22,1 0 B X + ^21 
X. _^3I.l 9:52.1 9 33,1 _ 
Logo, tem-se um ruído branco {Yt} de dimensão (mj x 1), um processo 
estacionário {Y^} de dimensão (rrij x 1) e tal que a parte previsível de Y2t 
depende apenas de Yj j j e de Y^.j, e ainda um processo próximo da não 
estacionaridade {Y3t} de dimensão (m3 x 1) e tal que a parte previsível de 
Y3t depende de Yl t_j, de Y^^j e de Y^j. 
c) Transformação canónica individualizadora 
Sendo um processo AR(1) e se o número de vectores próprios de «Pj 
linearmente independentes for de m, Tiao e Box (1979) indicam que 
existe uma matriz real F de dimensão (m x m) que verifica a relação: 
F<})1F'
1=A (7.3.102) 
onde A é uma matriz diagonal composta por blocos, tendo estes dimensão 
unitária correspondendo a valores próprios reais ou dimensão igual a 2 
para pares de valores próprios complexos. Deste modo, obtém-se: 
Z^AZ^+Çj (7.3.103) 
onde Zt= FXt e c;t= F£[. 
Quando um valor próprio de cpj é real, o processo univariado 
transformado correspondente é "não emparelhado" , no sentido de que 
pode ser previsto de forma óptima a partir do seu próprio passado. A 
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existência de um par de valores próprios complexos implica que só é 
possível o "não emparelhamento" de pares de componentes do processo 
multivariado, ou seja, que um par de componentes do processo 
transformado pode ser previsto pelo passado apenas desse par. E neste 
sentido que esta transformação foi designada de "individualizadora" (Tiao 
e Box, 1979). 
Estes autores referem ainda que esta análise pode também ser 
generalizada ao caso de um processo MA(1). 
Pretendendo elucidar sobre a dinâmica interna de uma série 
cronológica multivariada, esta análise apresenta ainda uma outra faceta 
importante: a identificação das componentes não estacionárias pode evitar 
a diferenciação de todas as componentes da série, o que, conforme foi 
oportunamente referido, acarreta diversos problemas. Assim, a detecção 
de quais as componentes de uma série multivariada que são responsáveis 
pelo seu crescimento dinâmico pode ser muito útil para a sua 
modelização. Com efeito, o crescimento dinâmico de uma série 
multivariada pode ser devido a um pequeno conjunto de componentes não 
estacionárias, podendo existir relações contemporâneas estáveis entre as 
outras. A identificação das características dessas diferentes componentes 
pode permitir evitar a sobre-diferenciação e todos os problemas que lhe 
são inerentes. 
Em resumo, a análise canónica afigura-se extremamente 
promissora para a compreensão do padrão de comportamento global 




Todos os métodos simplificadores acabados de analisar têm um 
objectivo comum: facilitar a identificação de uma série cronológica 
multivariada. No entanto, de uma forma geral, os seus resultados parecem 
ser de eficácia duvidosa, introduzindo um tal grau de complexidade na 
análise, que se toma legítimo questionar se a sua utilização é aconselhável. 
Assim, embora por vezes possa vir a ser útil, o método de 
identificação dos elementos significativos nos operadores de um modelo 
ARMA, proposto por Koreisha e Pukkila (1987), é susceptível de 
acarretar dificuldades computacionais acrescidas, que poderão não ser 
compensadas pelas suas vantagens. Com efeito, os métodos utilizados na 
fase de confirmação do diagnóstico após a identificação e estimação sem 
recurso a este procedimento, deverão conduzir a resultados idênticos. De 
qualquer modo, o potencial desta proposta parece ser grande, podendo a 
sua utilização constituir um bom auxílio na fase de identificação. 
O emprego de um modelo factorial, conforme proposto por Pena e 
Box (1987), levanta imediatamente a questão de ser necessário admitir a 
existência de factores ocultos subjacentes à geração de uma série 
cronológica, o qu é muito questionável. Além disso, revela-se de grande 
complexidade e de difícil utilização, sendo muito indirecto. A forma 
como a abordagem é proposta conduz a uma estrutura interna dos 
modelos muito complexa e de difícil compreensão, levando a uma 
duvidosa aproximação prática. Na realidade, tal como já foi referido, a 
causa da complexidade da estrutura de um dado modelo ARMA 
identificado deverá ser encontrada na forma como essa identificação foi 
realizada e não na existência de factores ocultos. 
A adopção da proposta de Reinsel (1983), que pretende modelizar 
uma série cronológica através da consideração de modelos índice auto- 
regressivos, acarreta também diversos problemas. Em primeiro lugar, a 
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consideração de um único tipo de modelos não parece ser correcta, 
devendo ser a série cronológica a ditar a estrutura do modelo mais 
apropriada. Isto pode resultar em falta de adequação do modelo à série 
cronológica, conduzindo à obtenção de uma estrutura sobre- 
parametrizada, o que significaria o fracasso do método. 
Por sua vez, os efeitos da adopção de modelos auto-regressivos de 
polinómio amortecido, propostos por Liitlcepohl (1982b) , podem não ser 
os esperados. Na realidade, pretendendo ser um compromisso entre o 
recurso a modelos ARMA e a utilização de modelos auto-regressivos, de 
modo a evitar os problemas acarretados pelo emprego destes últimos e a 
obtenção de estruturas pesadas resultantes dos primeiros, este método 
acaba por conduzir a um procedimento bastante complexo. Por outro 
lado, é muito susceptível de conduzir também a estruturas sobre- 
parametrizada, o que significa o fracasso do seu duplo objectivo. 
Finalmente, a análise canónica pode ser de grande utilidade, embora a sua 
aplicação não seja fácil. Tratando-se de uma análise paralela, as indicações 
que pode fornecer são bastante válidas, sendo no entanto de difícil 
interpretação. De qualquer modo, parece ser um tipo de análise de 
elevado potencial. 
Em resumo, todas estas abordagens não parecem atingir o seu 
objectivo, no seu estádio actual de desenvolvimento, não constituindo 
alternativas credíveis às extensões ao caso multivariado do método de Box 
e Jenkins (1976). Simultaneamente, revelam-se de difícil aplicação prática 
e de resultado duvidoso ou, pelo menos, incerto. No entanto, poderão 
eventualmente ser de alguma utilidade e constituir instrumentos auxiliares 
válidos, embora as dificuldades computacionais que acarretam possam 
tomar a sua utilização pouco interessante. De qualquer modo, estes 
métodos não deixam de assumir uma certa relevância, tendo por isso sido 
analisados, e podendo constituir pontos de partida para o desenvolvimento 
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futuro de novos procedimentos que se venham a revelar eficazes e válidos 
na simplificação de métodos conducentes à modelização de uma série 
cronológica multivariada. 
NOTAS 
(1) No entanto, esta não é a única definição possível de matriz de 
correlação parcial. 
Assim, considere-se agora a regressão Xt sobre Xt. z (/ = 1,... , k): 
onde <l)k((/= 1, ..., k) são matrizes de parâmetros, de dimensão (m x m) e 
tem matriz de covariância Dk , sendo o termo residual da regressão. 
Considere-se também a regressão de Xtsobre Xt+/(/= 1,..., k): 
Xt 
:= Xt+1 + <í>k2 Xt+2 + ... + ^kk Xt+k + U, 
sendo Dk a matriz de covariância de . 
Designando por Ak e por Ak as raízes quadradas simétricas de Ukt e de 
Ukl respectivamente, a matriz de correlação parcial de ordem k + 1 pode 
também ser definida de uma forma alternativa e que é assintoticamente 
equivalente (Ansley e Newbold, 1979): 
P^A^EdlX^K' 
Ansley e Newbold (1979) mostram que P^j pode também ser 
expresso da forma: 
Pfc+i = ^k+i.k+i Ak = Ak ^kfUk+i Ak 
De qualquer modo, a definição de Tiao e Box (1979, 1981) e de 
Jenkins e Alavi (1981) parece ser preferível, quer por ser mais fácil de 
utilizar, quer por constituir uma extensão da função de correlação parcial 
válida no caso univariado. 
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(2) É possível extrair as mesmas conclusões utilizando a definição de 
matriz de correlação parcial de Ansley e Newbold (1979) e que assume a 
expressão: 
p^A^ECU.U:,,,^: 
De facto, é imediato verificar que a função de correlação parcial, 
quando definida desta forma, também se anula a partir da ordem do 
processo , uma vez que e , k, são não correlacionados. 
(3) Se se utilizar a definição alternativa de matriz de correlação parcial, é 
necessário recorrer à função C(k) para a sua estimação, o que pode ser 
feito através da utilização de um método recursivo proposto por Ansley e 
Newbold (1979) que permite obter o estimador de Pk+j , designado por 
A 
Pk«1, a partir dos estimadores de Alc , de Ak e de ^k+i.k+i > designados 
respectivamente por Âk ,Âk e $k+1-ktl. 
(4) Um bloco de dimensão (m x m) de uma qualquer matriz A será 
designado por A^, incluindo as linhas m(r-l)+l a mr e as colunas 
m(s-l)+l a ms da matriz A. Além disso, referir-se-à ainda a /-ésima 
coluna de blocos de A, que inclui todas as linhas das colunas m(/-l)+l a 
m/, e a r-ésima linha de blocos, que inclui todas as colunas das linhas 
m(r-l)+l a mr. 
(5) No que se refere à matriz de correlação parcial estimada, segundo a 
definição de Ansley e Newbold (1979), Hannan (1970, pág. 398) mostra 
A 
que, sob a hipótese de {XJ ser um processo AR(k), os elementos de 
M, 2, ... , são independentes, seguindo distribuição assintótica Normal 
de valor esperado nulo e variância N'1. Logo. (Ansley e Newbold, 1979; 
Newbold e Hottop, 1986), as estatísticas: 
Dw= NerP..,?^ 
são também independentes, seguindo distribuição assintótica Xmi . Uma 
vez que se verifica a relação: 
é possível expressar Dk+; sob a forma alternativa (Ansley e Newbold, 
1979): 
^k+f =: ^lr'^k+/^k+J 
— ^trÂkW.1<j)k+,ik+(Âk+1_1Âk+M^k^^Âktí.1 — 
— Ntr^k+/kt(())k+(ik+/ 
Logo, conclui-se que as estatísticas podem também ser utilizadas na 
identificação de processos auto-regressivos. 
JK 
(6) Neste contexto, têm sido propostas diversas definições para R£(k), 
inventariadas por Hosking (1981b), que mostra que as estatísticas 
resultantes das diversas definições são iguais a Q2 , à excepção da 
proposta em c): 
a) Re (k) = (k)^^'
2 que é a definição habitual e que é também 
adoptada por Li e McLeod (1981). 
b) R (k) = LTC (k)L apresentada por Hosking (1980a), onde L é uma £ £ 
matriz triangular inferior tal que LL =Ce(0)*
1. Adoptando esta 
definição, resulta ainda: 
m m R 
Q. = N Z Z Z f2 (k) 
i-lj-lk-l ey v ' 
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c) Re (k) = C£ (k)C£ (O)"
1 adoptada por Chitturi (1974), que apresenta 
uma estatística para testar a qualidade do ajustamento de modelos 
auto-regressivos. 
Utilizando esta definição, obtém-se o resultado seguinte (Chitturi, 
1974 ; Hosking 1980a): 
Q; = N Z Z Í f (k)f (-k) í i»l j=l k»\ eIJ £1J 
Esta estatística pode também ser expressa da forma (Hosking, 1989): 
Qj = N Z^vecR£ (k)j vecR£(-k) 
Assim, conclui-se que, quando se adopta esta definição para 
RE(k). a estatística do teste que se obtém já não é igual a Q2. 
(7) Trata-se de um problema distinto do problema d identificação de um 
modelo, que consiste no diagnóstico do modelo que melhor se ajuste a 
uma série cronológica e que será tratado mais à frente. Assim, afigurou- 
-se preferível utilizar o termo "identifiabilidade" para este problema, 
embora haja autores, como é o caso de Hannan (1975, 1976), que 
empregam a palavra "identificação" para designar ambas as questões. No 
entanto, para evitar confusões que daí poderiam surgir, utilizou-se 
designações diferentes para as duas questões, tal como Priestley (1981). 
Granger e Newbold (1977) preferem utilizar a designação "identificação 
de séries cronológicas" ("time series identification" ou, abreviadamente, 
"TS-identifícation") para o que se apelidou de identificação, e o termo 
"identificação econométrica" ("econometric identification" ou, de forma 
abreviada, "E-identification") para o que se designou por 
identifiabilidade. 
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(8) Granger e Newbold (1977a,b) designam a relação unidireccional por 
"casualidade unidireccional" e a relação bidireccional por "feedback". 
Tais designações resultam da definição de causalidade adoptada por estes 
autores, sendo uma questão que não irá ser analisada. Pierce e Haugh 
(1977), Granger e Newbold (1977a; 1986) ou Newbold e Hottop (1986) 
fornecem adequada discussão deste tema. 
(9) Na realidade, Box e Jenkins (1976) definem o modelo (7.1.42) da 
forma: 
X,, =V (B)X2t_b +U (B)£l 
onde b é um parâmetro adicional que é designado de "atraso" do sistema e 
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