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UNIVERSITY OF SOUTHAMPTON 
ABSTRACT 
FACULTY NATURAL SCIENCES AND THE ENVIRONMENT 
Department of Chemistry 
Thesis for the degree of Doctor of Philosophy 
A STUDY OF CLUSTER CAVITATION EROSION USING ELECTROCHEMICAL, 
PHYSICAL AND HIGH-SPEED IMAGING TECHNIQUES 
 
Jyothsna Devi Lakshmi Rama Hanumanthu 
Cluster cavitation erosion, generated by piston-like emitter (PLE) vibrating at 
ultrasonic frequencies, was measured using a novel aluminium erosion sensor in 
conjunction with optoisolation techniques, in order to bridge the electrochemical 
detection of cavitation erosion with a counting device possessing USB connectivity, 
while minimising electrical noise. High-speed imaging assisted in correlating the 
periodicity of cluster collapse with the frequency of erosion events detected by the 
sensor. The consistency of the shape and duration of current-time transients 
associated with erosion were shown to be dependent on drive voltage amplitude 
and drive frequency of the PLE. 
Erosion in the presence of silicon carbide particles, agitated by the PLE, was 
measured in an identical manner. Cluster cavitation dynamics were shown to be 
affected by the presence of silicon carbide, making it difficult to ascertain whether 
erosion events were due to silicon carbide grazing the sensor surface or whether 
the events were bubble-driven. Subsequent high-speed imaging and analysis of the 
shapes of current-time transients, suggested that under certain experimental 
conditions, erosion of the sensor surface could be attributed to silicon carbide 
particles. 
Analysis of the acoustic noise spectrum generated during inertial cavitation 
showed that an increase in the magnitude of the 2f component and the presence 
of the f/2 component corresponded with the onset of non-inertial bubble collapse 
and inertial cavitation erosion respectively. However, no subsequent correlation 
could be made between the magnitude of the f/2 component and the extent of 
erosion detected. Measurements from both a hydrophone and microphone gave 
similar results. 
The effect of a liquid’s physical properties on the sonoluminescence intensity was 
investigated by analysing the results of prior studies and experiments conducted 
here using an image intensifier. Sonoluminescence intensity was found to increase 
with normal boiling point of a liquid assuming identical experimental conditions 
(drive frequency, voltage, ambient temperature), and provided the boiling point did 
not exceed c. 200 
oC.      
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1.  Introduction 
When studying cavitation many factors must be taken into consideration and 
for an in-depth review the reader is referred to numerous relevant literature 
examples [1-4]. Leighton provides a rigorous description of acoustic cavitation 
encompassing a review of the work done up until 1994 [1]. Young provides a 
more qualitative description of cavitation instigated by various means, 
including hydrodynamic and optical cavitation as well as acoustic cavitation [2]. 
The purpose of the following review is to give the reader sufficient background 
to understand the work presented in this thesis. To this end an overview of 
cavitation is given first. This is followed by a review of the side-effects 
observed to be associated with cavitation. 
1.1  Cavitation as the nucleation, growth and collapse of 
a bubble 
Cavitation may be broadly defined as the nucleation, growth and collapse of 
bubbles in a liquid. Nucleation may occur by overcoming the tensile strength 
of the liquid and creating a void in the liquid. In addition pre-existing micro-
bubbles of dissolved gas/liquid vapour, on dust motes in the liquid or in 
crevices on the surface of the liquid’s container, may act as nuclei. The 
contents of the bubble may be liquid vapour alone or dissolved gas or a 
mixture of both. 
After nucleation, the bubble may expand or contract, the behaviour depending 
on a number of variables, the most significant being the pressure of the liquid 
at the bubble wall,      ; a reduction in       results in growth of the bubble 
while an increase in       causes the bubble to reduce in size. Other variables 
to be taken into account are the vapour pressure,   , of the liquid in question, 
its surface tension,  , and its shear viscosity,  . These variables will now be 
considered in a simple model, first devised by Blake [5]. 
1.1.1  The bubble in a static liquid 
Consider a spherical bubble of radius   at equilibrium in a stationary liquid 
containing both vapour and gas (Figure 1.1). The pressure of the liquid is       
at the cavity wall, and    in the bulk phase, generally said to be equal to the Chapter 1 
  2 
hydrostatic pressure,   . The pressure within the cavity,   , is composed of gas 
pressure,    and vapour pressure,   .  
             
 
Figure 1.1: Model of a cavity in a static liquid. In a static liquid            
The intermolecular forces in a liquid result in a tendency for the liquid to 
minimise the energy of its surface by pulling the surface molecules of the 
liquid into the bulk (surface tension). A bubble in a liquid is therefore prone to 
constriction by the surface tension. The pressure on the bubble wall resulting 
from surface tension, is called the surface tension pressure,    (also known as 
the Laplace pressure) and is inversely proportional to the radius of the bubble, 
 . As the surface tension pressure effectively acts inwards towards the centre 
of the bubble (in the spherical case) the pressure within the bubble,   , must 
be balanced by the sum of            for the bubble to remain at equilibrium as 
shown by the relation: 
                 
  
 
  
1—1 
The pressure difference across the bubble wall (           ) causes the gas in 
the bubble to slowly dissolve into the liquid. At the bubble wall the balance of 
pressures suggest that: 
Surface tension 
pressure,    
   
   
Vapour pressure 
Gas pressure   Liquid  
pressure, 
      
Hydrostatic 
pressure,        Introduction 
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1—2 
For a stationary liquid, the pressure of the liquid at the bubble wall is equal to 
  , i.e. equal to the pressure of the bulk liquid at rest. Substituting    for      , 
substituting equation 1—1 into 1—2 and rearranging the result in terms of    
the pressure of the gas inside the bubble gives: 
    
  
 
          
1—3 
For a bubble in a static liquid, equation 1—3 shows how the pressure of gas 
inside the bubble depends on its radius, the liquid vapour pressure and surface 
tension. 
1.1.2  The bubble subjected to a quasi-static pressure change 
The development of a bubble with time depends on both its initial radius,   ,  
and the change in       from    to        , where    is the change in liquid 
pressure. Assuming that equation 1—3 represents the static case, we now 
apply a quasi-static pressure such that the change in liquid pressure at the 
bubble wall occurs on a timescale that is imperceptible to the bubble itself.
1  If 
the liquid pressure at the bubble wall changes from    to        , then the 
bubble radius will change from    to  , facilitating a change in internal gas 
pressure,   , such that: 
      
  
  
           
  
 
 
 
 
1—4 
Substituting 1—4 into 1—2 and rearranging in terms of       gives the liquid 
pressure required to facilitate the change in bubble radius from    to  . 
                                           
1 The bubble has a natural resonance and provided that the timescale of the pressure change is larger than 
the timescale of bubble resonance, the pressure change can be called quasi-static. As derived by Neppiras 
and Noltingk the resonance frequency is given by  
  
   
  
   
      
  
  
   
  
   
     
  
   
  
 
 
where ω
r is the bubble resonance frequency, γ is the ratio of the specific heats of the dissolved gases, ρ is 
the liquid density, R
0 is the equilibrium bubble radius, P
0 is the hydrostatic pressure, σ is the surface tension 
and   is the viscosity.liquid density, R
0 is the equilibrium bubble radius, P
0 is the hydrostatic pressure, ˃ is 
the surface tension and η is the viscosity. Chapter 1 
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1—5 
If the applied change in liquid pressure at the bubble wall,   , is positive then 
the bubble will contract to a new equilibrium radius,  , such that (      ). If    
is negative the bubble will expand (      ). If    is negative such that             
then the bubble will still expand to an stable equilibrium radius as the surface 
tension pressure will still act to confine the bubble (equation 1—2). If    is very 
negative such that                  then the balance of forces at the bubble wall 
cannot be maintained. The bubble will no longer be stable and further negative 
increases in the applied pressure cause the bubble to grow explosively. A 
bubble cannot grow infinitely large so collapse must occur at some point after 
explosive growth. Equation 1—5 is not valid beyond the point of explosive 
growth, as the bubble is no longer in equilibrium.  
By calculating the maximum radius of the stable bubble, it is possible to 
determine the equivalent threshold value of
.     . The first step is to 
differentiate       in equation 1—5 with respect to  , setting the result to zero 
(describing the situation when a change in       yields no further change in  ):  
        
  
 
  
      
  
  
               
1—6 
Rearranging equation 1—6 in terms of   gives the following: 
        
 
  
 
  
 
           
1—7 
In this equation   is the critical radius. That is to say, that equation 1—5 will 
not be valid at greater values of  .  Substitution of equation 1—7 into 1—5 
gives the Blake threshold pressure,   , the minimum liquid pressure required 
for explosive growth. 
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   has been renamed   , the Blake threshold radius, the initial radius required 
for the bubble to grow explosively at a particular value of pressure,   . 
The Blake model proves accurate in predicting the thresholds of explosive 
growth for small bubbles
2 undergoing a quasi-static pressure change. However, 
the model has limitations in that it only considers the effects of surface tension 
and the contents of the bubble while neglecting the effects of viscosity and 
inertial forces within the liquid. Beyond the critical radius       the model no 
longer applies and bubble dynamics must be used to describe the explosive 
growth and collapse of bubbles. 
1.1.3  The bubble subjected to an oscillating pressure field 
While the Blake threshold describes the response of the bubble under quasi 
static conditions, it will be shown to be of use in describing when such a 
bubble is exposed to a dynamic pressure change. An explanation of such a 
process will now be described. 
Provided the amplitude of oscillation is very small, it is possible to treat the 
bubble as a linear harmonic oscillator such as a bob on a spring. In this 
situation the spring length represents the bubble radius, and the bob 
represents the liquid at the bubble wall. Like the spring, the bubble wall, when 
displaced from equilibrium, will resonate indefinitely about the equilibrium 
radius unless damping forces come into effect to return the bubble wall to a 
stationary position.  
Consider the situation when a driving force, oscillating at frequency  , is 
applied to the undamped spring - bob system. The resonance frequency of the 
spring is given by 
             
1—9 
where   is the stiffness constant of the spring and   is the mass of the bob. 
                                           
2 When the bubble radius is small surface tension forces dominate over viscous and inertial forces, which can 
then be neglected. Chapter 1 
  6 
If        the bob oscillates in phase with the driving force e.g. if a very stiff 
spring with a bob of low mass (corresponding to high   ) is moved up and 
down for example, the bob will move up and down with the spring. The motion 
of the bob is said to be controlled by the stiffness of the spring.  If        the 
bob oscillates anti-phase to the driving force e.g. if a very floppy spring with a 
bob of high mass (corresponding to low   ) is moved upwards the bob will 
move downwards and vice versa. The motion of the bob is said to be controlled 
by inertia of the bob itself. 
In the undamped situation, the maximum displacement of the bob from 
equilibrium occurs when       , and in theory may be infinite in magnitude.  
In reality the presence of damping forces limit the magnitude of maximum 
displacement of the bob from equilibrium and reduce the drive frequency at 
which maximum displacement occurs. 
When considering the bubble in a liquid, the same description can apply. For 
example, if the liquid pressure field oscillates at a low frequency the bubble 
will pulsate at the same frequency. As the frequency of oscillation increases 
with respect to the bubble’s resonance frequency, the bubble pulsation will 
begin to lag behind the liquid pressure field oscillation until the pulsation is 
anti-phase to the liquid pressure field. The motion of the bubble wall is now 
controlled by the inertial forces within the liquid. At higher frequencies of 
oscillation, the bubble is unable to differentiate between maxima and minima 
in the liquid pressure field so experiences a static liquid pressure field. 
If there were no damping forces, the bubble would be able to expand and 
contract indefinitely and reach infinite sizes, however, this is not the case. 
There are always damping forces present in a liquid.  Assuming an 
incompressible liquid
3 the bubble will dissipate the kinetic energy of its 
oscillation into the liquid through thermal and viscous and inertial effects. In 
the case of the bubble the extent of damping is dependent on its frequency of 
oscillation. 
                                           
3             where R is the radius of the bubble and r is the distance from the centre of the bubble to an 
arbitrary point in the liquid. Qualitatively this describes the rate flow of liquid at the bubble wall to be the 
same as at any point in the bulk liquid equi-centric to the bubble.  
     Introduction 
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Another factor to consider is that the bubble does not actually oscillate 
linearly. While expansion of a bubble may theoretically be unlimited, 
compression is limited by the finite radius of the bubble. It is impossible to 
have a bubble of negative radius. A linear oscillator such as a spring will 
contract by a displacement that is of the same magnitude as its original 
extension. Other processes such as dissolution (reducing bubble size) and 
rectified diffusion (increasing bubble size) may also occur to ‘interfere’ with 
the pressure field driving bubble growth and contraction.  
Both these factors produce the effect that expansion is not symmetric with 
compression unless the amplitude of oscillation is very small. The behaviour of 
the bubble is therefore dissimilar to that of a linear oscillator and a non-linear 
equation of motion must be used to describe the bubble’s response to a time-
varying pressure field. 
1.1.4  Non-linear equations of motion 
In the presence of an applied sound field, the liquid pressure field is often 
assumed to change sinusoidally with time. It is therefore beneficial to look at 
the situation when a bubble is subjected to such an oscillating liquid pressure 
field. The RPNNP equation (equation 1—10) (named after Rayleigh, Plesset, 
Neppiras, Noltingk and Poritsky who all contributed to its derivation) is a non-
linear equation which describes how a spherical bubble in an incompressible 
liquid will respond to a time-varying applied pressure field, P(t) , while 
incorporating the effects of viscosity,  , vapour pressure,   , and surface 
tension,  : 
     
     
 
 
 
 
      
  
  
      
  
 
 
  
      
  
 
 
    
 
             
1—10 
Note    and    represent the velocity and acceleration of the bubble wall, 
respectively. 
An exact derivation of the equation and the numerical solutions shown below 
may be found in Leighton [1]. These numerical solutions show that in the 
presence of an oscillating liquid pressure field the evolution of the bubble may 
take one of two pathways: the stable route or the inertial route.   Chapter 1 
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1.1.5  Solutions of the Rayleigh-Plesset equation 
Figure 1.2 shows the bubble radius time plot of an air bubble in water 
(conditions described in the figure legend) when the frequency of the applied 
oscillating liquid pressure field,         (= 10 kHz), is higher than the bubble 
resonance frequency,          (= 1.5 kHz). The bubble pulsation is at the drive 
frequency which superimposed on the bubble resonance frequency. Thus the 
bubble behaves like a forced linear oscillator. 
 
Figure 1.2: An air bubble of equilibrium radius 2 mm in water of temperature 
20 
oC and under one atmosphere static pressure, is subjected to a 10 kHz 
sound field of amplitude 2.7 bar. Insonation begins at t = 0. Bubble radius 
calculated from the Rayleigh-Plesset equation and plotted against time. The 
relative periods of the drive frequency,         , and the bubble resonance 
frequency,        , are also shown. Taken from Leighton [1]. 
Figure 1.3 shows how the bubble radius changes with time when the drive 
frequency is of the same order of magnitude as the bubble resonance 
frequency (30 kHz).  
 
Figure 1.3: The radius-time plot of an air bubble in water (R
0 = 0.10 mm) in a 
10 kHz sound field, where P
A = 2.4 bar. Other conditions as for Figure 1.2. 
Taken from Leighton [1]. 
The bubble displays transient behaviour in the first 0.04 ms rapidly oscillating 
at about twice the bubble resonance frequency before settling into slower non-
linear periodic oscillation characteristic of the driving frequency. During one of 
these oscillation cycles, the bubble rapidly expands to a maximum, at which 
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the velocity of the bubble wall slows down to zero, before changing sign and 
rapidly contracting, in line with the applied sound pressure. Note that complete 
contraction or collapse (bubble radius = 0 mm) is not observed.  
To understand this it is useful to understand that when a bubble expands it 
does work on the surrounding liquid. Kinetic energy from the bubble wall is 
transferred to inertial energy stored in the liquid. On contraction the liquid 
does work on the bubble, and the inertial energy in liquid is transferred to 
kinetic energy in the bubble wall. If this occurs in phase with the oscillating 
applied sound pressure, the expansion and contraction of the bubble is 
assisted by applied sound pressure. Complete contraction will only occur when 
the contraction is unhindered by a change in direction in the applied sound 
pressure from compressive to expansive. In the case illustrated in Figure 1.3, 
collapse of the bubble is hindered by the pressure forces within the bubble 
(arising from gas and vapour pressures) dominating over the inertial forces in 
the liquid and ‘cushioning’ the contraction. In addition, inertial energy may be 
dissipated during collapse through temperature, viscosity and surface tension 
effects. Thus, the complete contraction (and violent collapse) of the bubble 
cannot occur before the applied sound pressure changes direction.  
Figure 1.4 shows the effect of decreasing the initial radius of the bubble, thus 
increasing the bubble resonance frequency far above the drive frequency. 
Depending on the initial radius, the bubble will expand and rapidly contract 
periodically, increasing size with each period, before reaching a maximum 
radius and collapsing completely. The reduced size of the bubble compared to 
that described in Figure 1.2 and Figure 1.3 mean that dissipation effects are 
minimized. As a result inertial forces in the liquid dominate over pressure 
forces in the bubble, and provided the applied sound pressure is in phase with 
the contraction, this eventually results in complete collapse.  Chapter 1 
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Figure 1.4: The radius-time predictions for four bubbles of progressively 
smaller size in a 10 kHz sound field (P
A = 2.4 bar). Equilibrium bubble radii 
are (a) 60 µm, (b) 50 µm, (c) 10 µm and (d) 1 µm. Other conditions as for 
Figure 1.2. Taken from Leighton [1]. 
The more resonance cycles the bubble undergoes during expansion phase, the 
more kinetic energy that is stored as inertial energy in the surrounding liquid. 
When the pressure field becomes positive and the bubbles contract, the 
smaller bubbles will have stored up more inertial energy during their 
expansion phase than the larger bubbles, and will collapse violently after fewer 
cycles.  
The complete and violent collapse of a bubble is known as inertial bubble 
collapse or inertial cavitation. Given that the initial radius of the bubble 
determines its response to an applied sound pressure field, it follows that     Introduction 
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there exists a threshold initial radius below which bubbles change behaviour 
from non inertial cavitation to inertial cavitation. 
A similar argument may be made for the amplitude of oscillation of the liquid 
pressure field. If zero-to-peak pressure amplitude is small, the bubble will only 
expand and contract by a small displacement, in a manner similar to a linear 
oscillator. If the drive amplitude is large, the bubble will expand greatly during 
the negative part of the pressure cycle, again storing inertial energy. The 
bubble collapses violently in the positive part of the pressure cycle.  Thus there 
exists a threshold zero-to-peak applied pressure amplitude above which the 
bubble changes behaviour from inertial behaviour to non-inertial behaviour. 
1.2  Thresholds defining inertial behaviour 
A bubble is considered to do work when it expands and has work done upon it 
by the surrounding liquid when it contracts. On contraction, the liquid 
transfers kinetic energy to the bubble, which is then expended when the 
bubble begins to expand again. For a bubble to be inertial, it must first grow 
explosively, and second collapse in such a way that the energy transferred to 
the bubble from the liquid is significantly concentrated. This means that 
dissipation effects must be minimised, and that inertial forces in the liquid 
significantly exceed the pressure forces within the bubble. 
1.2.1  Threshold for Explosive growth 
The threshold for explosive growth may be determined by extending Blake’s 
analysis of a bubble subjected to a quasi-static pressure change. Bubbles with 
an initial radius,   , less than the Blake radius,   , will not grow explosively as 
the Laplace pressure,   , is too large and acts to confine the bubble. Likewise, 
the applied acoustic pressure amplitude,    , must be greater than the Blake 
pressure threshold,   , to ensure that sufficient negative pressure is applied to 
create explosive growth. This model is valid provided the drive frequency is 
low compared to the resonance frequency of the bubble, as the effects of 
inertia and viscosity are neglected. Chapter 1 
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1.2.2  Definitions of inertial collapse 
Rayleigh determined the collapse time of a cavity
4 situated in an 
incompressible liquid, devoid of gas or vapour, by balancing the potential 
energy of the surrounding liquid at the start of collapse with the kinetic energy 
of the liquid at the end of the collapse. In doing so Rayleigh found that that the 
speed of the cavity wall would exceed the speed of sound in the liquid at some 
point during the collapse process [6]. This however invalidates the model 
which assumes that the liquid is incompressible. If the collapse of a bubble is 
particularly violent it is often termed ‘Rayleigh-like’ [1]. 
Rayleigh’s model provides a useful starting point in the investigation of bubble 
dynamics. Noltingk and Neppiras extended the model to include gas inside the 
bubble. In this scenario the potential energy of the surrounding liquid must be 
used to do work in compressing the gas [7]. Apfel later differentiates the 
resulting energy equation with respect to the bubble wall velocity,    [8]. By 
setting the maximum bubble wall velocity equal to the speed of sound in the 
liquid (in this case water), the expansive threshold,            = 2.3, is found [8]. 
That is to say, the bubble must expand to at least 2.3 times its initial size, if 
the resulting collapse is to be classified as inertial. This is known as the 
expansive threshold. 
Apfel’s value of the expansive threshold compares favourably with Flynn’s 
value,            =2, derived from energy considerations. The energy supplied to 
liquid surrounding the bubble during expansion must outweigh dissipation 
effects during collapse, so that energy can be concentrated sufficiently during 
the collapse [9, 10]. The bubble must expand to at least twice its original size 
for this to be the case. 
The inertial threshold has also been related to the maximum temperature, 
    , attained in the interior of the bubble at the end of collapse. Using their 
model of the collapse of a gas-filled bubble Noltingk and Neppiras derived a 
relationship between      and the expansion ratio,             [7]. However, this 
ignores the effects of surface tension and viscosity. In addition the cycle of the 
                                           
4              
 
  
  where   is the collapse time,    is the maximum size of the bubble,   is the density of the 
liquid, and    is the hydrostatic pressure. 
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bubble must be described as being isothermal during the growth phase and 
adiabatic during the collapse phase [7]. Using Flynn’s threshold of            =2 
and incorporating the effects of surface tension and heat conduction, this gives 
a      of 960 K in water [11]. 
1.2.3  The Apfel and Holland model 
Apfel and Holland devised a model that allowed them to determine both the 
upper and lower limits of inertial cavitation from the frequency and amplitude 
of the applied sound wave [11]. A schematic of this model is shown in figure 
1.5.  
 
Figure 1.5: Model transient response of a bubble to a single acoustic cycle, 
where the negative phase of the sound pressure field precedes the positive. 
P
A is the pressure amplitude of applied sound wave, P
B is the Blake threshold 
pressure, p
0 is the hydrostatic pressure, t˃, tη and tI are the respective times 
taken for the to overcome the effects of surface tension, viscosity and inertia 
of the liquid. R
min and R
max are the minimum and maximum radii of the bubble 
over one period respectively. Taken from Leighton [1] and adapted from 
Holland and Apfel [11]. 
Consider the situation when a sinusoidal acoustic wave is propagated through 
a liquid such that the liquid first goes into tension i.e. the negative part of the 
pressure cycle occurs first. There is then a time lag before the bubble Chapter 1 
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responds, caused by the effects of surface tension, inertia and viscosity, which 
must comprise a minor proportion of the acoustic period for expansion to 
occur. Expansion of the bubble is not halted by the start of the compression 
phase of the acoustic wave due to liquid momentum. The bubble expands to 
some      before collapsing. Apfel and Holland use this model in association 
with the criterion that inertial collapse only occurs when the internal 
temperature of the bubble is greater than or equal to 5000 K, this being the 
value measured by Suslick et al. [12]. 
As a result, the loci of insonation conditions under which inertial cavitation 
occurs may be plotted as shown in Figure 1.6. A summary of the mathematical 
details of the model may be found in Leighton [1]. 
Figure 1.6 shows the three cavitation thresholds described above for an air 
bubble in water at an applied drive frequency of 23 kHz. The temperature 
threshold is derived from the Apfel and Holland model and is based on the 
criterion that the maximum temperature attained in an inertially collapsing 
bubble is 5000 K. The expansive threshold (also derived by Apfel), based on 
the criterion that            =2.3, is also shown. Bubbles with initial conditions 
that place them geometrically above either the temperature or expansive 
threshold will be classed inertial (depending on the criterion chosen). For 
comparison the Blake threshold for explosive growth is also displayed and has 
been discussed in section 1.1.2 and 1.2.1. 
Figure 1.6 shows how the threshold varies with applied driving pressure and 
initial radius. At pressures greater than     , there are a range of initial radii 
that bubbles can possess if they are to collapse inertially. As the applied 
pressure decreases, this range of radii decreases, until at applied pressure, 
    , only bubbles of radius      will collapse inertially.      Introduction 
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Figure 1.6:  Loci of insonation conditions under which cavitation occurs for 
an air bubble in water at applied drive frequency of 23 kHz, and hydrostatic 
pressure of 101325 Pa. The temperature threshold is based on the criterion 
that the maximum temperature attained in an inertially collapsing bubble is 
5000 K. The expansive threshold is based on the criterion that R
max/R
0=2.3. 
Bubbles with initial conditions that place them geometrically above either the 
temperature or expansive threshold will be classed inertial (depending on the 
criterion chosen). For comparison the Blake threshold for explosive growth is 
also displayed. Calculated using the model described by Holland and Apfel 
[13]. 
Using Rayleigh’s model, Apfel estimated that      would be independent of    
provided    was smaller than the inertial radius,   , the radius at which both 
inertial and viscous effects become significant. (The value of    depends on the 
frequency and amplitude of the applied pressure as well as the density of the 
liquid medium in which it operates.) The ratio            would then depend 
mainly on   . The bubble must still expand to a sufficient size relative to its 
original size such that inertial energy may be concentrated effectively (and 
dissipation minimised) during collapse. Hence the expansive threshold limits 
   to an upper value equal to     /2.3.  Chapter 1 
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The Apfel and Holland model is useful in that the threshold determined relies 
on experimental parameters (frequency, amplitude of sound wave), and may 
therefore be used to predict the occurrence of inertial cavitation provided 
suitable bubble nuclei are present. However, an alternative method of 
determining the presence of inertial cavitation is through measurement of the 
resulting physical effects e.g. erosion, sound emission and light emission. In 
this thesis, experimental observations of erosion, sound emission and light 
emission in cluster cavitation will be compared to the theoretical prediction of 
thresholds of inertial cavitation. 
1.3  Side-effects of inertial cavitation 
The side-effects of inertial cavitation may be split into two groups: those that 
may be measured using electrochemical techniques and those for which 
additional methods of detection may be required. The first group mainly 
consists of erosion and enhanced mass transport resulting from the collapse of 
single or multiple cavities, while the second group encompasses (but is not 
limited to) noise and light emission from cavities satisfying the conditions of 
inertial cavitation. Inertial cavitation may also lead to the production of radicals 
due to the hot temperatures attained in the collapsing bubble, and which may 
then undergo chemical reactions. While such reactions may also be measured 
electrochemically, discussion of this area of research, known as 
sonoelectrochemistry
5, is beyond the scope of this thesis.  
1.3.1  Consideration of the bubble – bubble interactions 
So far only the situation considered is the growth and collapse of a single 
bubble. However, much of the work contained within this thesis has been 
performed in multi-bubble environments. Lauterborn and Kurz have recently 
provided an overview of bubble dynamics and how this may relate to the side-
effects of cavitation [3]. Unlike many other review papers in the field, they also 
include an in-depth discussion on the dynamics of bubbles in multi-bubble 
environments, which may take on a variety of structures depending on the 
                                           
5 Sonoelectrochemistry is the moniker given to the field of research in which the effects of ultrasound on 
electrochemical reactions are studied. Aspects of sonoelectrochemistry are included in this review where 
relevant to bubble and bubble cluster dynamics.     Introduction 
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experimental conditions employed. The terms used by Lauterborn and Kurz to 
describe multi-bubble environments are listed in Table 1-1. The work 
contained in this thesis is only concerned with multi-bubble structures formed 
at a vibrating piston-like emitter. 
Term  Description  References 
cluster  small group of bubbles  [14-16] 
cloud  large group of bubbles  [3] 
bubble web  filament structures set up in a 
standing wave sound field 
[1, 17-23] 
cone-like bubble structure 
(CBS) 
structure at a piston-like emitter 
(PLE) vibrating at high amplitude 
[24] 
jelly-fish structure  two parts consisting of 
hemispherical cluster and 
streamers 
[15] 
spherical structure    [3] 
Table 1-1: Types of multi-bubble environment, as enumerated by Lauterborn 
and Kurz [3] 
The multi-bubble structures are composed of several bubbles of different radii, 
and the distances between bubbles can be highly variable. This in turn affects 
the forces experienced by the individual bubble. The principle force arises 
from the liquid pressure resulting from the external sound field applied to 
instigate inertial cavitation (see section 1.1).  
Second, are the forces which affect the translational motion of the bubbles. 
Primary Bjerknes forces arise from the interaction of the bubble with an applied 
standing wave sound field and the drag (fluid resistance) [25]. Effectively the 
applied sound field sets up a time averaged force on the bubble. This causes a 
bubble to migrate between maxima and minima in the sound field, depending 
on the time – averaged volume of the bubble, and the time – averaged applied 
liquid pressure as shown by equation 1—11 taken from reference [3]. 
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where    is the primary Bjerknes force,   is the position of the bubble,   is the 
volume of the bubble, and     is the applied pressure. When the drive 
frequency of the applied standing pressure wave is greater than the resonance 
frequency of the bubble (i.e. the bubble is larger than resonant size), the 
bubble migrates to the pressure nodes. When the drive frequency of the 
applied standing pressure wave is less than the resonance frequency of the 
bubble (the bubble is smaller than resonant size), the bubble migrates to the 
pressure anti-nodes.   
A similar effect is observed in a travelling-wave pressure field. The equivalent 
pressure force experienced by a bubble increases with its size. Smaller bubbles 
(having a higher resonance frequency) migrate to minima in the sound 
pressure field. As the amplitude of the applied pressure is increased beyond a 
certain threshold, the pressure force changes sign, and causes the bubble to 
move to maxima in the sound field [3]. This arises because of the non-linear 
behaviour of the bubble with respect to the applied pressure [3].  
A bubble subject to an applied sound field will also emit sound itself [2, 3]. 
Thus the corresponding pressure gradient set up by the bubble affects the 
translational motion of neighbouring bubbles. This is known as the secondary 
Bjerknes force [25]. Provided the bubbles oscillate in phase and have the same 
volume they will be attracted to each other. The attractive force is dependent 
on the inter-bubble separation. As the bubbles get closer together the 
direction of the secondary Bjerknes force changes sign, and when in close 
proximity, the bubbles will repel each other [25, 26]. The secondary Bkerknes 
force also depends on the frequency of bubble oscillation [27]. 
Two (or more) bubbles on approach to each other may rebound or coalesce 
depending on the velocity of approach. Coalescence occurs when the velocity 
of approach is low. Essentially, the pressure increases on either side of the 
liquid membrane separating the two bubbles. Eventually the membrane 
becomes ruptured [28] leading to one larger bubble. Again this will have 
implications on the ability of bubbles within a cluster to collapse inertially. 
The complexity of the multi-bubble environment means that providing a 
suitable sound field is applied, the bubbles present will possess a range of 
radii, with a proportion having a radius within limits for explosive growth, and 
a further sub-sect experiencing the critical pressure for inertial collapse (see     Introduction 
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section 1.2). In addition, the application of an oscillating pressure field causes 
the population of the multi-bubble environment to fluctuate in size, number of 
bubbles and void fraction. The type of multi-bubble environment therefore 
depends both on applied sound field and bubble – bubble interactions. The 
work contained in this thesis is only concerned with multi-bubble structures 
formed at a vibrating piston-like emitter (PLE), namely, clusters and clouds. 
However, it is important to bear in mind the nature of the multi-bubble 
environment, when considering both the ‘violence’ of collapse of individual 
bubbles and the appearance of certain of frequency components in the noise 
emission spectrum. 
1.3.2  Cluster collapse 
One form of bubble-bubble interaction in clusters is the concerted collapse of 
the multi-bubble environment when subjected to an applied acoustic pressure 
field. In a cluster the surrounding bubbles provide a shielding effect from the 
applied external pressure, the extent of which is dependent on the location of 
the individual bubble within the cluster [1]. This means that outer bubbles will 
‘feel’ a greater sound pressure than the inner bubbles. 
However, when the outer shell of bubbles in the cluster collapse, they increase 
the liquid pressure felt by the bubbles immediately inside the outer shell. The 
second shell of bubbles ‘feels’ a greater liquid pressure than the first, and 
collapse with greater intensity than the first, transferring greater liquid 
pressure to the next shell of bubbles. This transfer of increasing liquid 
pressure to inner shells occurs in sequence. Eventually, the innermost bubbles 
experience a liquid pressure much greater than that originally applied and 
collapse with much greater intensity than if they had collapsed in isolation. The 
erosion effects of inertial bubble collapse may thus be amplified if the bubble 
is part of a cluster which undergoes concerted collapse. Chapter 1 
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Figure 1.7: Oscillograms of the stress pulse produced in a quartz transducer 
by 20 kHz vibrations in distilled water: (a) At low vibrational amplitudes the 
pressure differential is insufficient to nucleate bubbles and the transducer 
responds to the applied acoustic wave. (b) and (c) At intermediate 
amplitudes, bubbles are nucleated but collapse by oscillations. (d)-(g) 
Cavitation, the nucleation and violent collapse of bubbles, occurs at higher 
amplitudes. Taken from Vyas and Preece [29] 
Hansson and Morch [30] modelled the collapse of a multi-bubble cluster under 
an instantaneous pressure change assuming that the bubbles in the cluster are 
all of one initial size. Photographic data of both a hemispherical cluster and a 
cylindrical cluster both added credence to the theory that clusters grow 
simultaneously and undergo concerted collapse. The collapse times calculated 
by theory agreed with experimental results, explaining that the reason why 
cluster collapse did not occur in every cycle, was that the collapse time of the 
cluster was more than half the period of the horn. Surface deformation data     Introduction 
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also highlighted the fact that only cavities close to the surface, preferably at 
centre of cluster will cause erosion damage.  
Cluster collapse was also investigated by Vyas and Preece [29] who measured 
the stress resulting from cluster collapse with the aid of piezoelectric sensor. 
The voltage output from the piezoelectric is directly proportional the stress 
applied to it. The voltage signal obtained at high acoustic powers may be 
described as a large periodic pulse interspersed with much smaller peaks 
associated with bubble oscillation/motion (Figure 1.7).  It was inferred that the 
bubble cluster acts as a single entity, undergoing concerted collapse, with the 
final bubbles collapsing with the greatest pressure. The authors ascribe the 
damage caused by such a cluster to a metal surface is akin to that produced by 
a shockwave rather than individual microjets.  
The dependence of stress on the sensor – PLE separation was also investigated. 
There appeared to be an optimum separation at which the maximum stress 
would be inflicted on the piezoelectric. Below a separation of 0.35 mm the 
magnitude of stress associated with cluster collapse decreased, probably 
because the volume contained between the horn and the piezoelectric did not 
give enough space for bubble within the cluster to expand sufficiently [29]. 
The work of Hansson and Morch, and Vyas and Preece demonstrate the ability 
of a cluster to concentrate energy such that the final collapse is more violent 
than that of a similarly-sized single bubble. This naturally has implications 
when discussing mass transport enhancement and erosion events. 
1.3.3  Mass transport 
The passage of ultrasound through a liquid medium will enhance mass transfer 
mechanisms related to forced convection of material within the environment in 
question.  These mass transfer enhancements may be subdivided into a 
number of different categories.  These are defined as acoustic streaming, 
microstreaming, jetting and bubble motion.  Acoustic streaming is the flow of 
liquid in the direction of the applied sound field due to absorption of 
momentum from the applied field [1]. Microstreaming is a form of acoustic 
streaming that occurs near small objects placed in a sound field or near small 
sources of sound such as vibrating wires, membranes or bubbles etc [1]. The 
microstreaming patterns have been found to be dependent on the applied Chapter 1 
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pressure amplitude, the liquid viscosity and the geometry involved [31]. Mass 
transfer may also be enhanced by the formation of microjets during 
assymetrical bubble collapse [32]. The closer the bubble is to the wall, the 
greater the asymmetry of collapse and thus the larger the microjet (Figure 1.8) 
[32]. Microjets may be enhanced in concerted cluster collapse when the final 
bubble collapse is very energetic (see section 1.3.2). Finally, the translational 
motion of bubbles within acoustic fields (under the influence of primary and 
secondary radiation forces) will also contribute to the mass transfer 
perturbations within this complex environment (see section 1.3.1) 
 
Figure 1.8: Evolution of a microjet when a bubble collapses a) at a boundary, 
and b) close to a boundary. The letters A to J indicate the time evolution from 
start to finish. The duration of collapse was calculated to be 0.489 and 0.325 
s for each case respectively. From Plesset and Chapman (1971) [32]. 
Electrochemistry is a particularly suitable tool for detecting enhanced mass 
transport given the relationship between the rate of flow of electrolyte to an 
electrode and current detected at that same electrode when held at mass 
transfer limiting potentials. The enhancement of mass transport to an 
electrode in the presence of ultrasound was observed by Bard in 1963 when 
measuring the charge consumed during electrodeposition processes [33]. Later 
ultrasound was found to be a method of forced controlled convection 
alternative to using a rotating disk electrode (RDE) in hydrodynamic 
modulation voltammetry (HMV) [34]. In an analogous comparison, ultrasound 
was found to produce a limiting current equivalent to an RDE rotation rate of     Introduction 
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10
3-10
4 s
-1 suggesting much greater mass transport rates than that achievable 
with a conventional RDE.  
The electrochemical behaviour of solution phase redox couples under the 
influence of ultrasound were investigated by Lorimer, Mason et al. [35-37]. 
They found that voltammograms tended to be sigmoidal in shape, suggesting 
that reactions were mass transport limited at a given overpotential. The 
limiting current was only weakly dependent on the drive frequency. However a 
small positive shift in the half-peak potential was noted at higher frequencies, 
a feature explained by the presence of hydroxyl radicals formed as a result of 
inertial cavitation [35, 37]. The radicals reduce the reversibility of the reaction 
and thus increase the half-peak potential.  
The limiting current was strongly dependent on the power supplied to the PLE, 
and attempts have been made to quantify this relationship with an equation 
[36]. The observed increase in limiting current when ultrasound is present was 
not solely due to a temperature effect, as the diffusion co-efficient (which is 
dependent on the temperature) at the highest ultrasonic power was found to 
be equivalent to that found in a 400 K solution, but the measured temperature 
did not rise above 323 K [35].  Interestingly the limiting current seemed 
independent of the voltammetric scan rate in the presence of ultrasound, in 
contrast to behaviour under silent conditions. 
Further analysis of the current at mass-transport limiting overpotentials 
showed that the current could be split into a time-independent component,    , 
and a time-dependent component,     [38]. The time-independent component 
was attributed to acoustic streaming [39], while the time-dependent 
component could be further divided into a harmonic component (attributed to 
the periodic displacement of liquid) and a transient component (attributed to 
cavitation processes such as microjets) [38].  Chapter 1 
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Figure 1.9: Plots showing the different components of the limiting current; a) 
shows the time-independent component i
dc(attributed to acoustic streaming), 
the time-dependent harmonic component, i
ac(harmonic), attributed to 
periodic displacement of the liquid, and the time-dependent transient 
component, i
ac(transient), attributed to cavitation processes; b) shows the 
sum of these components, i
tot, giving the limiting current at fixed over-
potential 
Generally, electrochemical experiments probing the mechanism of transient 
events involve measuring the current at an electrode in the presence of a redox 
species. The electrode is held at mass-transport limiting potentials and 
situated close to a cavitation source (such as an ultrasonic horn or transducer). 
Current-time transients are then recorded when cavitation events occur close 
to the electrode surface. An example of the current-time response under such 
conditions is shown in Figure 1.10 with the transient events clearly labelled ‘T’. 
The current-time response may be analysed for its dependence on both 
irradiation factors such as output power [40-45] and frequency [46-48] of the 
applied ultrasonic field, and electrode-to-sound-source distance [40, 41, 43-47, 
49, 50], and on electrochemical factors such as the nature of the redox couple 
involved [40, 44, 51], sampling rate of the electrochemical signal [52], the 
dimensions of the electrode [41, 46, 47, 52-55] and the potential it is held at 
[40, 41, 43]. Further analysis of the transient event itself may be undertaken by 
determining the charge passed during the event, the maximum current 
attained during the transient, its decay and rise time characteristics [43, 50, 
56, 57].     Introduction 
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Figure 1.10 Plot showing a single normalised current-time transient recorded 
at a 25 µm diameter Au microelectrode exposed to ultrasound. The potential 
of the electrode was held at +6OO mV vs. Ag. The methanol solution 
contained 5 mmol dm
-3 ferrocene and 0.1 mol dm
-3 TEATFB supporting 
electrolyte. The dotted line indicates the steady state mass transport current 
recorded for a static solution at +6OO mV vs. Ag. The experiment was 
performed 2 times under aerobic conditions. A Gould OS 4020 was used to 
capture the data. The output of the ultrasonic horn was I I.7 W cm
-2. Taken 
from [40]. 
Birkin and Silva Martinez used a microelectrode in such a system allowing for a 
time-resolved study of transient events [40, 58]. By looking at factors such as 
temperature of the electrolyte, and electrode – PLE separation is was possible 
to assign these events to originating from cavitation [40]. Decreasing the 
temperature and electrode – PLE separation resulted in an increase in the 
maximum current detected at a current-time transient [40]. The temperature 
effect may be explained by considering the properties of the liquid medium 
[40]. If the temperature of the electrolyte decreases not only does its vapour 
pressure decrease, its viscosity will also increase. Both of these effects result in 
increasing the velocity of the bubble wall during collapse. A theory was put 
forward that the microjet collapse of a bubble causes compression of the 
diffusion layer (see Figure 1.11), analogous to a potential step experiment [40]. 
The decay of a transient event recorded under cavitation conditions was shown 
to approximate a transient event recorded during a potential step experiment 
with good agreement [40].  
T Chapter 1 
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Figure 1.11: Schematic model of the proposed sequence of events. (a) The 
diffusion field at equilibrium prior to the cavitation event. (b) The impact of a 
microjet as a result of asymmetric collapse of a cavitation bubble over the 
electrode surface. (c) The relaxation of the diffusion field after the cavitation 
event is over. Taken from Birkin and Silva Martinez [40]. 
Given the correspondence of transient events from both cavitation conditions 
and potential step chronoamperometry, it was surmised that transient events 
of the highest magnitudes of current are due to microjet collapse, but that 
lower magnitude events may be due to turbulent bubble motion disturbing the 
diffusion layer, or dimensionally smaller microjets [40, 58]. Microelectrodes 
were again used by Birkin et al. to resolve temporally the events recorded at a 
transducer operating at 39 kHz. The data (Figure 1.12) highlighted two 
regimes of cavitation: one when events occur sporadically, and one when 
events occur in rapid succession [59]. These two regimes are separated by a 
maximum of 100 Hz [59].      Introduction 
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Figure 1.12: Plots showing the current response of a microelectrode under two 
regimes of (A) sporadic single events, and (B) multiple events occurring in rapid 
succession. The transducer frequency was ca. 39 kHz but could be altered by up to 
100 Hz between A and B. The voltage input to the transducer was 40 V
zc (ca. 1.5 
atm). The height of the solution in the cell was 1.9 cm, and the temperature 16 
oC. 
The solution contained 5 mmol dm
-3 ruthenium hexamine(III) chloride and 0.1 mol 
dm
-3 potassium chloride. The electrode was placed at 1.1 cm from the base of the 
cell. The experiment was performed under anaerobic conditions. Taken from Birkin 
et al. [59]. 
The validity of particular transient event being associated with microjets has 
been tested by Klima et al. with mixed results [52, 60]. The Noltingk and 
Neppiras model for bubble collapse was used to determine     , the maximum 
size a bubble would attain under specified experimental conditions, as well as 
the duration of expansion,             . The time taken for the corresponding 
jet to form, impact the surface and annihilate the remnants of the bubble was 
calculated from an extension of the Plesset and Chapman model [32] of 
microjet formation adjacent to a surface. The volume of liquid that would come 
into contact with the surface could then be calculated. This enabled the 
determination of the charge passed and the maximum current attained during 
the impact of a microjet containing a redox species on an electrode. While the 
estimated charge passed was in good agreement with the experimental values, 
the model grossly underestimated the maximum currents detected. The Chapter 1 
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discrepancy was put down to overestimating the velocity of the jet after impact 
and the limits of instrumentation. The model was shown to predict the charge 
passed during one of many transients recorded experimentally and thus the 
question arises over the proportion of transients that may be caused by 
microjet formation.  
In contrast, Compton et al. disputed the theory that microjets are responsible 
for the current-time transients, instead proposing a bubble-blocking 
mechanism, in which the bubble blocks the electrode for c. 98 % of its acoustic 
cycle. If bubble collapse occurs within the diffusion layer of the electrode then 
rather than causing a microjet to be directed at the surface, the collapse allows 
an influx of redox active material to the surface to fill the void left by the 
bubble [56, 61, 62]. The bubble interferes with the diffusion layer and may 
block the electrode, causing some current depletion prior to collapse. During 
collapse, the influx of redox-active material causes a current transient event, 
which decays as the bubble re-forms, and the diffusion layer is restored.  
 
Figure 1.13: Description of the Compton model. (a) t ≤ 0, C = 0 inside TL. (b) t = 0, 
collapse (C = 0 inside TL, C = C
0 outside). (c) 0 ≤ t ≤ t
0, diffusion from the bulk 
toward TL. (d) t
0 ≤ t, the bubble wall returns. In figure 3c, d, the gray scale features 
the concentration levels. Black: C = C
0. White: C = 0. After Compton et al. [56].  
Current depletion prior to current transients was observed at horn power 
outputs of 8-9 W cm
-2 (calibration of horn via calorimetric methods) and 
separations of 2 – 7 mm to corroborate this theory [61]. Fick’s second law was 
solved for the case when the rate of bubble collapse is much greater than the 
rate of diffusion of the redox species to the electrode [56]. The theoretical 
current calculated using this model agreed well for transient events which 
showed a much faster rise time compared to decay time. However, symmetrical 
events were also recorded that did not agree well with this theory, a 
discrepancy which was explained by assuming that the diffusion layer 
thickness was had decreased after collapse [56].      Introduction 
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While microelectrodes have a fast response, their limitations are apparent in 
that it is difficult to resolve and hence analyse those events that occurred in 
quick succession, a problem thought to be due to the slow relaxation (c. 5 ms) 
of the diffusion layer back to hemispherical geometry versus fast bubble 
collapse (microsecond scale) [40]. The difficulties of assigning individual 
transient events to a particular mechanism are thus acknowledged by Birkin et 
al. [59]. There are in fact a range of processes occurring in the presence of 
ultrasound that may result in current transients at a microelectrode held at 
mass-transport limiting potentials e.g. bubble motion close to the electrode. 
Although electrochemistry is a good tool for detecting enhanced mass 
transport the numerous and multiple modes by which this may occur make it 
difficult to assign the exact the mechanism responsible to the electrode signal 
detected.  
1.3.4  Erosion 
Cavitation in a liquid medium will enhance mass transfer mechanisms as 
shown in the previous section. The potential effects of erosion must also be 
considered when cavitation occurs near a solid surface. For example, if a 
cluster of bubbles collapses close to a surface, the final bubbles at the centre 
of the cluster may collapse with enough violence cause some 
deformation/erosion through the generation of shockwaves [29, 30, 63, 64].
6 
Likewise, microjet formation may result in pitting [54]. 
In engineering circles erosion caused by hydrodynamic cavitation is often 
problem to be minimised rather than encouraged, and has been investigated 
extensively in order to understand the limitations of fluid dynamical systems 
such as flow over a hydrofoil  or near a ship propeller [2]. Often ultrasound is 
used to instigate cavitation in testing materials for their susceptibility to 
erosion [66-68]. Heymann identifies an incubation stage in which cavitation 
deforms the surface of a specimen (thus providing extra inception sites) 
followed by a separation stage when material is lost from the specimen [69]. 
                                           
6 It must be noted that any shockwave produced by a single bubble on collapse would be rapidly attenuated 
by the surrounding liquid [65]. However, surface deformation has been observed in the vicinity of cluster 
cavitation, and this is attributed to the emission of shockwaves by the cluster collapse [30]. Chapter 1 
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The extent of erosion may then be measured by mass loss and/or by analysis 
of the surface morphology after ultrasonic irradiation. 
Recently Dular and co-workers have attempted to link the initial rate of pit 
formation (deformation of exposed specimen) with the final rate of mass loss 
due to cavitation erosion, in order to predict mass loss rates from pitting rates 
and thus reduce the time required to test materials for cavitation resistance 
[70, 71]. The pits formed during the incubation period act as nucleation sites 
for cavitation clusters to eventually form. These clusters are then thought to 
collapse and cause material separation [70, 71]. Similar ratios of the two rates 
were obtained for different erosion conditions; however whether the values 
agreed within experimental error was unclear. 
By comparison, the advantages of the erosive nature of inertial cavitation are 
exploited in a number of heterogeneous electrochemical processes. For 
example, the presence of ultrasonically generated inertial cavitation increases 
the efficiency of both electroanalysis [72-79] and electrosynthesis [54, 80-85] 
where the electrode may be passivated by organic media. In addition, inertial 
cavitation erosion may be used as a tool to study the re-formation of passive 
films at electrodes held at passivating potentials [54, 57, 86-90]. 
Electrodeposits formed in the presence of ultrasonic cavitation have also been 
shown to be smoother, brighter, denser, more resilient and more uniformly 
distributed than those formed in the absence of ultrasound [91-100].  
Studies involved in this type of research tend to concentrate on the 
electrochemistry occurring rather than the physical processes which may be 
responsible for such effects  
Although the advantages of inertial cavitation erosion have been studied 
extensively by electrochemists, few investigations have been conducted to 
explore the physical processes by which they may occur. It is important to 
study these physical processes as well as the electrochemistry they induce. An 
example of such work are the two companion papers by Whillock and Harvey 
who investigated the effect of temperature, hydrostatic pressure, drive 
frequency, acoustic power and PLE to specimen distance on the rate of 
corrosion of 304L stainless steel in 2 mol dm
-3 nitric acid and 0.056 mol dm
-3     Introduction 
  31   
Cl
- (in the form of NaCl)  [101, 102]. Their underlying discussion was based on 
the idea that the resonance frequency of individual bubbles
7  must match the 
drive frequency of the applied ultrasonic pressure wave, for cavitation intensity 
to be maximised. The resonance frequency depends on the liquid properties, 
surface tension, viscosity, vapour pressure and density, which in turn are 
affected by temperature. Altering the temperature of the liquid could therefore 
change the resonance frequency of the bubbles to match the drive frequency.  
Whillock and Harvey showed that under ultrasonic conditions, increasing the 
temperature results in an increase in the time-averaged corrosion rate 
(determined by weight loss after 2 hours of sonication) until a maximum is 
reached. This is because the number if bubble nuclei coming out of solution 
increases. However, the bubbles in a liquid approaching its boiling point tend 
to have increased vapour content, which diminishes the severity of the 
collapse. The corrosion rate also tended to that achieved under silent 
conditions when the temperature of the liquid approached either the freezing 
point of the liquid. When the liquid is cooled, the kinetic energy of the liquid 
molecules is very low and the liquid very viscous, therefore fewer bubble nuclei 
are present. 
By the same argument Whillock and Harvey reasoned that a change in 
hydrostatic pressure affects the solubility of dissolved gases which in turn can 
also alter the resonance frequencies of the bubbles. Increasing the hydrostatic 
pressure (ambient pressure) had no effect on corrosion rate, under silent 
conditions, but increased the corrosion rate in the presence of ultrasound with 
the degree of increase being strongly dependent on the specimen to PLE 
distance. The increase in corrosion rate with hydrostatic pressure is due to a 
corresponding increase in intensity of bubble collapse. Increasing the 
hydrostatic pressure will also reduce the maximum size of cavitation bubbles, 
and accelerate collapse. At low pressures, the corrosion rate under ultrasound 
tended towards that under silent conditions. 
Willock and Harvey also noted that the collapse time depended on the 
maximum size of the bubble which in turn depended on the applied acoustic 
                                           
7 See footnote 1 on p3 Chapter 1 
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power. As noted earlier, the collapse time of the bubble
8 must be less than half 
the period of the drive frequency to achieve maximum intensity of cavitation. 
Whillock and Harvey reasoned that the acoustic power would also determine 
the intensity of inertial cavitation, and hence corrosion rate. However, in order 
to pursue this line of investigation, the acoustic power output must be 
measured, and traditional calorimetric methods were used to calibrate the 
temperature rise measured at the PLE with electrical power supplied to it. This 
is a flawed method, as one is assuming that the PLE is 100 % efficient in the 
conversion of electrical energy to heat energy, and neglects the kinetic energy 
of the PLE tip, which is oscillating vertically. Furthermore, it is not the 
temperature rise which initiates cavitation, but the change in pressure 
amplitude at the PLE tip as it vibrates. It is therefore difficult to relate the 
calculated acoustic power of the PLE, which has a thermal basis, with the 
erosion damage sustained at the electrode. 
Nevertheless, a maximum in corrosion rate was found at a given calculated 
acoustic power, the value of which depended on the drive frequency. At lower 
drive frequencies, the power required to produce maximum corrosion rates 
was greater than at higher drive frequencies. This is because as the 
discrepancy between the drive frequency and resonance frequency of bubbles 
increases, the power required to drive the bubbles to inertial collapse also 
increases. 
Much of the research conducted into the physical processes relies on ex-situ 
methods. The morphology of surfaces is often examined after erosion has 
taken place using AFM and/or SEM imaging and has shown increased surface 
roughness [47, 54, 62, 103-106]. Depending on the conditions of irradiation 
and the liquid medium, pitting or deformation may be observed. For example, 
in the presence of the surfactant polyethylene glycol, the formation of pits was 
suppressed [107]. When an electrodeposited passivating film on an electrode is 
eroded by the cavitation, the corresponding increase in the current at the 
electrode may be observed, either through cyclic voltammetry [54, 108] or 
through potential-step voltammetry [105]. These methods of analysis all occur 
                                           
8 See footnote 4 on page 11     Introduction 
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following the erosive treatment, therefore only the cumulative effects of 
multiple erosion events may be studied.  
Examples of in-situ observation of cavitation erosion are more uncommon. 
There is also limited research into the time-resolved effects of cavitation on 
surfaces under electrochemical control. However, there are notable exceptions. 
In two companion papers Perusich and Alkire studied the effect of ultrasonic 
cavitation on the passivity of iron and cast iron in 2 mol dm
-3 sulphuric acid 
[109, 110]. Ultrasound was found to switch on the activity of the substrate 
suggesting that erosion of the ferrous sulphate layer was occurring. Re-
passivation of the iron substrate was inhibited at higher acoustic powers. The 
more strongly adsorbed oxide layer was much less susceptible to erosion than 
the weakly adsorbed sulphate layer, the thickness of the layer determining the 
acoustic power required to remove it. Ultrasound thus inhibits passivation of 
the electrode by weakly adsorbed species [109, 110].  
Maisonhaute et al. approached the question of erosion mechanism by 
balancing the forces acting on an absorbed particle such that separation from 
the adsorbing surface may transpire [62]. The lift and drag forces pull the 
adsorbate away from the surface and act in opposition to the attraction force 
between the surface and the adsorbate [62]. The success of removal of the 
adsorbate was found to increase with decreasing  distance between the 
ultrasonic source and the surface, and decrease with the size of the adsorbed 
particle [62]. However, only the effects of bubble collapse close to the surface 
were considered with the sound pressure profile ignored. The sound pressure 
from the ultrasonic source will also play a considerable part at short surface – 
ultrasonic source separations in the removal of adsorbates. 
Research into single erosion events is uncommon and only few a studies may 
be cited. Individual erosion events were first detected by Birkin et al. [105]. 
When a Pb electrode was held at + 0.5 V vs. SCE in 1 mol dm
-3 sulphuric acid, a 
passive layer of PbSO
4 was present on the surface of the electrode. In the 
presence of ultrasonic cavitation, transient events were recorded indicated 
some erosion had taken place and subsequent reformation of PbSO
4 surface 
was occurring (see Figure 1.14). The diameter of an individual erosion event 
was calculated to be of the order of 10 µm.  Chapter 1 
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Figure 1.14: Current time trace recorded for a lead 125 µm diameter 
electrode exposed to ultrasound (22.5 kHz, 92 W cm
-2 or 1 atm acoustic 
pressure). The cell contained 1 mol dm
-3 H
2SO
4 at 25 
oC under aerobic 
conditions. The electrode to ultrasonic probe tip separation was 1 mm. The 
electrode was held at +500 mV vs. SCE. Taken from [105]. 
The average re-passivation current increased with decreasing electrode – 
ultrasonic source separation, in a similar manner to the behaviour of mass 
transport enhancement transient events, as the increase in liquid pressure 
means more and stronger inertial events are more likely to occur [105]. 
However, re-passivation transient events appeared to occur less frequently 
than those observed in mass transfer measurements [105]. This is because 
during mass transfer measurements, distortions in the hemispherical diffusion 
layer are responsible for the observed behaviour [105]. In contrast, the flat 
passive layer exposed to erosion has a lower surface area (if the electrodes 
used are of the same dimensions) [105]. The lower sensing surface area and the 
fewer mechanisms responsible for cavitation erosion mean that fewer events 
are measured [105]. Higher magnitude erosion events occurred less frequently 
than lower magnitude erosion events as the probability of a direct ‘hit’, 
exposing a greater surface area of bare metal, is less likely than ‘edge’ erosion 
in which less bare metal is exposed [105].  
The characteristics of erosion events were also found to be dependent on the 
electrode material [105]. The limit of detection of erosion events was found to 
be   5 mm electrode sensor – PLE separation when the Pb/PbSO
4 system was 
used to detect events, in contrast to 2 mm when an aluminium/aluminium     Introduction 
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oxide system was used [105]. Events recorded with the aluminium/aluminium 
oxide system also tended to be smaller in magnitude as aluminium is harder 
than lead [105]. Therefore a high relative equipment gain is required, and care 
must be taken with instrumentation to avoid current rise limitations [105]. 
 
Figure 1.15: Current traces from lead (125 µm diameter, upper plot) and platinum 
(50 µm diameter, lower plot) discs of the dual electrode under exposure to 
ultrasound. The electrode to horn separation was 1.4 mm. The solution contained 
20 mmol dm
-3 K
4Fe(CN)
6 and 0.75 mol dm
-3 Na
2SO
4 and the experiment was 
performed under aerobic conditions at 25 ± 1 
oC. Both electrodes were held at +0.8 
V vs. Ag. The ultrasound frequency was 22.83 kHz and the power was 56 ±5 W cm
-2. 
The mass transfer data has been normalised with respect to the steady-state 
current recorded under silent conditions (132 nA). Taken from [106]. 
Following this work, was the development of a novel dual microelectrode that 
would detect both enhanced mass transport and erosion events  
simultaneously [106]. The dual electrode is composed of 125 µm diameter lead 
and 50 µm diameter platinum microelectrodes, electrically insulated from each 
other, and housed in a single, epoxy resin-filled glass pipette [106]. When 
employed in a potassium ferrocyanide – sulphate medium, the microelectrodes 
are in close proximity to allow for the simultaneous monitoring of erosion and Chapter 1 
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mass transport enhancement from cavitation events generated by ultrasound 
[106]. It was possible to detect both erosion and mass transport enhancement 
event transients occurring either in synergy or in isolation [106] (see Figure 
1.15) 
The detection of isolated erosion events (in the absence of enhanced mass 
transfer) was thought to be due to spatial constraints, in that the Pb sensor 
could be larger than a single erosion event [106]. The Pb part of the sensor can 
therefore detect an event that may be missed by the Pt part of the sensor 
[106]. Isolated mass transport enhancement events were not attributed to non-
inertial bubble collapse, as these events ceased when the dual electrode was 
removed from the region of high activity of inertial cavitation [106].  
In operational terms, a dual current follower was used to monitor the output of 
both Pb and Pt sensors. This may lead to problems of coupling between 
electrode responses as observed in Figure 1.15(c) when an unexplained 
negative transient is measured at the Pt part of the sensor  [106]. Alternatively 
this could also be electrode blocking. 
The above examples of detecting erosion events are suitable when detecting 
cavitation in ideal electrochemical environments, for example, when the tip of 
the piston-like emitter is insulated from the electrochemical system to avoid 
interference [79]. However, it is important to increase the applicability of 
detection to a wider range of environments, e.g. in an earthed ultrasonic bath, 
or in non-laboratory based experiments when a Faraday cage may be 
unavailable [79].  
One method of isolating the desired signal from electrical interference is to use 
an optocoupler to separate the current follower from  the earthed mains 
powered acquisition circuitry as demonstrated by Birkin et al. [79]. Figure 1.16 
shows the response of an aluminium electrode passivated by aluminium oxide 
in the presence of inertial cavitation generated in an earthed ultrasonic bath. 
While the use of an optocoupler was not able provide the same response rate 
as a ‘fast’ current follower (transients were not as sharp), this technique was 
able to remove the bipolar interference associated with the ultrasonic bath in 
which it was demonstrated [79].     Introduction 
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Figure 1.16: (a) Plot showing the electrochemical signal recorded for a 250 
μm diameter Al electrode held at 0 V vs stainless steel in an operating 
ultrasonic bath (Ultrawave U50). (b) Plot showing the electrochemical signal 
corresponding to erosion/corrosion transients recorded with the opto-
isolation system described in the text. The ultrasonic bath contained 500 cm
3 
0.25 mol dm
-3 Na
2SO
4 under aerobic conditions. Taken from [79]. 
This allowed single erosion events to be detected [79]. The response rate of 
this technique was shown to be comparable to that of a multi-channel analyser 
which was used to count events numbering over several orders of magnitude 
[79]. 
It was also observed that the erosion events were generally separated by 16 µs, 
matching the operating frequency of the ultrasonic bath (here 60 kHz) 
however, there were occasions when the time separation was perceived to be 
greater than this, suggesting that perhaps clustering of inertial bubbles was 
occurring and prolonging the collapse time (see section 1.3.2 Cluster collapse). 
The cluster effects of inertial cavitation have been neglected by the 
sonoelectrochemistry research community, with the majority of work 
conducted into cluster dynamics having been conducted by those investigating 
the acoustic noise emission and sonoluminescence, also side-effects of inertial 
cavitation. These two side-effects will be briefly reviewed in the following 
sections. Chapter 1 
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1.4  Acoustic emission 
The sound pressure field instigated when a liquid is irradiated with ultrasound 
may be detected with a hydrophone placed within the liquid. The output of the 
hydrophone is known as the acoustic emission of the liquid. This analogue 
output may be digitized and Fourier analysed to produce a frequency or power 
spectrum. The spectrum often takes the form of spectral lines or components 
which may be superimposed on broadband noise depending on the amplitude 
of the applied sound pressure field. The first of many such experiments was 
conducted by Esche in 1952 who recorded noise spectra at a range of drive 
frequencies between 3 kHz and 3.3 MHz [111]. In this work these components 
will be described in units of drive frequency of the applied sound pressure 
field,        . Certain components in the Fourier spectrum are given more 
importance due to their relationship to the drive frequency. A summary of 
these components is shown in Table 1-2. 
Component  Frequency 
value/Hz 
Value in 
Fourier 
spectrum/f
drive 
Notes  Examples 
Fundamental                 
Harmonic               n is a positive integer           
         
         
Subharmonic                        n is a positive integer 
 
              
             
Ultraharmonic                           m and n are both positive 
integers where m does not 
equal any multiple of n or 
1.  
Also known as harmonics 
of subharmonics 
3             
              
              
Table 1-2: Important components in Fourier spectrum 
The noise associated with cavitation is two-fold. First, a bubble may act as a 
source of sound and emit spherical waves or surface waves when excited by an     Introduction 
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external sound source of drive frequency,        . The bubble will pulsate not 
only at the drive frequency, but also at a range of harmonics, subharmonics 
and ultraharmonics of the drive frequency depending on whether the drive 
frequency is a harmonic or subharmonic of the internal resonance frequency of 
the bubble. This source of noise is thought to be insignificant compared to the 
noise generated under the conditions of inertial cavitation [112]. 
Second, a bubble when collapsing produces a sound that may be described as 
a loud ‘clap’. When several bubbles collapse periodically, this noise may be 
described audibly as hissing. It is possible to determine the onset of cavitation, 
by qualitative observation of the presence of this hissing. The pitch of the 
hissing also changes as the liquid pressure field changes. 
Component 
of        
Amplitude of component in noise spectrum as measured by 
a hydrophone 
 Increasing amplitude of ultrasonic wave 
Very 
low 
Higher but below 
inertial cavitation 
threshold 
Above inertial cavitation 
threshold 
White noise  Absent. 
At a low level, 
increasing as the 
threshold is 
approached. 
Increases rapidly at 
threshold, followed by linear 
increase with sound 
pressure. 
        Present.  Present.  Present. 
         Absent. 
Present up to high  .  
         is dominant. 
Weaker. 
             Absent.  Short bursts separated 
by long intervals. 
Sudden increase in intensity, 
presence of associated 
harmonics,             . 
    
 
 
         Absent  Occurring at high 
drive frequencies 
Presence and sudden 
increase in intensity as a 
harmonic of           
Table 1-3: Summary of characteristics observed in frequency spectra. Details 
taken from Young [2].  
The amplitude of a component (relative to the fundamental component) in the 
frequency spectrum is related to the pressure emitted by the cavitation zone, 
which can be detected in the liquid using a hydrophone, or in air using a Chapter 1 
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microphone. The frequency of emission of a component depends on the both 
the drive frequency, and the bubble resonance frequency [2]. It is possible that 
the cluster may also have a group resonance frequency [113] which may need 
to be considered. Table 1-3 gives a brief description of the characteristics of 
the different components in the frequency spectrum at different stages of 
cavitation. 
Briefly, the characteristics of the main components generally follow similar 
behaviour trends. First, for each component there appears to be a threshold 
sound pressure amplitude, above which the magnitude of the emission 
increases rapidly, until a maximum is reached [3, 112]. Figure 1.17 shows that 
above the threshold sound pressure amplitude, the magnitude of emission 
remains constant [3, 112]. By way of explanation, Lauterborn suggests the 
pressure within strongly oscillating bubbles is relieved when the bubbles 
expand, therefore pressure emitted by the bubble stops increasing [3]. 
Second, Figure 1.17 also shows each component appears to have its own 
threshold. Again Lauterborn explains this by suggesting that smaller bubbles 
may be excited with increasing sound pressure amplitude (see section 1.2.3 
The Apfel and Holland model). As a result extra resonance frequencies are 
exposed in the frequency spectrum [3].  
The relationship between the magnitude of the individual components and the 
behaviour of the cavitation zone is the subject of many theoretical 
investigations, each giving different interpretations depending on which 
bubble model is used [2]. An in-depth review of the work done in this field is 
beyond the scope of this review, and the reader is referred to Young in which a 
short review of literature published between 1952 and 1987 may be found [2]. 
A more recent review on bubble dynamics by Lauterborn and Kurz also 
contains a brief overview of the subject but concentrates on mainly on research 
conducted by the authors [3].  
The fundamental component, occurring at        , arises at all intensities as 
bubbles emit spherical waves of the same frequency at which they are excited. 
The harmonic (        ) components are thought to be mostly due to the non-
linear oscillation of bubbles in gassy liquids.     Introduction 
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Figure 1.17: Experimental spectral lines of the sound output from sound 
irradiated water at f
drive = 23.56 kHz. The pressure amplitude (given in V at 
the transducer) is raised at 0.23 V ms
-1 from 0 to 60 V in 256 ms, Taken from 
[114] 
However, a small proportion of the harmonic signal may be due to the non-
linearity and compressibility of the liquid medium [2]. The effect of 
shielding/scattering by the evolution of the bubble field will reduce the 
harmonic component reaching the hydrophone [2].  
The f/2 component has been seen as a good indicator of the onset of inertial 
cavitation, however, difficulties have arisen in attempting to correlate this to 
bubble dynamics. Guth proposed that bubbles driven at twice their resonance 
frequency would result in the emission of an f/2 component [115]. These 
bubbles are larger than that observed under inertial cavitation conditions and 
bubbles of the required size have yet to be observed in the inertial cavitation 
field [116]. Bjerknes forces would also cause the bubbles to move from areas 
of high sound pressure amplitude to low sound pressure amplitude, and would 
therefore not be subject to the same high pressures [112]. Such emissions Chapter 1 
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would therefore be short lived, rather than consistently present as is the case 
with inertial cavitation [112].  
Neppiras found that in the presence of ‘large’ bubbles the subharmonic 
emitted below the inertial threshold, but decreased in amplitude with increased 
driving until inertial threshold approached [112]. Emission increased above the 
inertial threshold until amplitudes corresponded to that found in the absence 
of large bubbles under the same experimental conditions. Therefore Neppiras 
therefore proposed that there were two thresholds in the emission of the 
             subharmonic: the first corresponded to emission from non-inertial 
cavitation, the second corresponding to inertial cavitation [112]. 
Numerical simulations have shown that a bubble driven at low sound pressure 
amplitudes (below the inertial cavitation threshold) and at frequencies below 
its resonance frequency may oscillate ultraharmonically [116]. The 
ultraharmonic oscillation (e.g.              ) contains subharmonic components 
which may therefore contribute to the emission of the subharmonic              at 
higher pressures corresponding to the inertial cavitation threshold [116]. 
Lauterborn et al. suggest that the acoustic noise resulting inertial cavitation is 
an example of a spectral bifurcation route to chaos [117]. In essence, this 
means that the components emitted depend on the acoustic intensity: first 
harmonics of         are emitted, then              followed by             ,              etc 
until chaos is present. However, other factors must be taken into account as 
                          has also been observed with increasing acoustic power [117].  
Other components in the acoustic emission have been used to correlate bubble 
population and sonochemical yield. For example, the cavitation noise power 
(CNP), investigated by Frohly et al., is calculated by integrating the FFT of the 
acoustic noise spectrum on the logarithmic scale
9 [118]. This allows for 
enhancement of the broadband noise over the sharper and more intense 
components (harmonics etc). Considering its relationship with acoustic 
intensity, CNP increases sharply in the non-inertial-to-inertial cavitation regime 
at about 120 W m
-2. In contrast, the amplitudes of the          and              are 
variables to be used to determine the non-inertial cavitation regime, rather 
                                           
9 e.g. if y is plotted on a scale of 10
x, then y is integrated on a scale of x.     Introduction 
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than the inertial cavitation regime. A plot of amplitude of the         and 
             components vs acoustic intensity showed that there was a sharp 
increase in both components at 50-60 W m
-2. 
Another variable calculated by Segeberth, Matula et al. is the full width half 
maximum of the          component (fwhm2) [119]. This variable was correlated 
with both sonochemical yield and sonoluminescence intensity emission in 
water in order to determine the action of 1 -10 mM sodium dodecyl sulphate 
(SDS). An observation of a minimum in both the intensity of          and fwhm2 
at similar conditions required for optimum sonochemistry/sonoluminescence 
yield (1-2 mM SDS) it was surmised that SDS provided electrostatic repulsion 
between bubbles, reducing coalescence effects, and inhibiting their growth to 
only ‘active’ sizes (optimum size for inertial collapse). However, explanations 
for the correlation were not experimentally verified and no indication of the 
bubble size distribution was given.  
As yet, no correlation has been made of the magnitude of any component with 
cavitation erosion, either through mass loss or SEM techniques. This is partly 
because the time-cumulative methods of detecting erosion are not compatible 
with temporal changes observed in component behaviour in the acoustic 
emission spectrum. 
1.5  Sonoluminescence  
Sonoluminescence (SL) is the production of light in liquids in the presence of 
ultrasonic cavitation [1]  and may be split into two types: single bubble 
sonoluminescence (SBSL) or multi-bubble sonoluminescence (MBSL). If 
ultrasonic irradiation of a liquid in a cell sets up a standing pressure wave, a 
single bubble may be formed in the anti-node of the standing wave. Under 
optimum conditions SBSL occurs as a sequence of flashes that occurs 
periodically with the oscillation of the bubble itself [1].Figure 1.18 shows the 
how the periodicity of the flash is directly linked to the periodicity of bubble 
collapse, which is in turn controlled by the periodicity of the applied sound 
pressure [120].  
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Figure 1.18: Simultaneous plots of the sound field (top), bubble radius 
(middle) and sonoluminescence (bottom) in 21 % wt glycerine in pure water at 
    =1.2 atm, and        = 22.3 kHz (from Gaitan et al. [120]) 
The oscillation of the bubble itself in response to the applied pressure is not 
uniform, and over the course of one cycle the bubble appears to expand slowly 
and collapse rapidly in a manner akin to that described by the Rayleigh-Plesset 
equation. Light is emitted from the single bubble just prior to its achieving its 
minimum radius. The collapse is then followed by a series of ‘afterbounces’ in 
which the bubble oscillates rapidly, before once again commencing its 
expansion phase.  
Multi-bubble sonoluminescence (MBSL) occurs when light is emitted from the 
cluster of bubbles [1]. MBSL may be emitted from two broad types of cluster: 
the dendritic or ‘spider’ like form occurs when the cluster is created in a 
standing wave; a more compact cluster is formed when the liquid is irradiated 
ultrasonically using a piston-like emitter (PLE) [1, 3, 121]. The bubbles within a 
cluster are subjected to differing liquid pressures depending on their spatial 
location with respect to both the ultrasonic source and other bubbles. It is 
likely that only a proportion of the bubbles within the cluster actually emit SL.  
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Figure 1.19: Reaction pathways of luminol sonochemiluminescence(SCL). 
Taken from [122] 
A variation of SL occurs if the light produced is a by-product of an 
ultrasonically-assisted chemical reaction and is termed 
sonochemiluminescence (SCL). A classic example of this phenomenon is the 
ultrasonic irradiation of luminol, whereby ultrasonically generated hydroxyl 
radicals chemically react with the luminol to generate light (Figure 1.19). The 
OH· radicals produced by cavitation, cause the oxidation of luminol and the 
release of photons of light. The recombination of free radicals may also 
produce light. It must be stressed that the reaction would produce light if 
hydroxyl radicals were generated in, or added to, luminol using an alternative 
method and therefore the emission of light is really chemiluminescence.  
1.5.1  Features and trends of sonoluminescence 
The nature of sonoluminescence is such that the use of an in-situ method of 
detection will disrupt the sonoluminescence itself, by disrupting the liquid 
pressure field required for sonoluminescence to occur. Hence experimental 
techniques used to probe the nature of sonoluminescence, tend to concentrate 
on the features of radiation emitted such as its intensity, emission spectrum 
and duration of SL flash [123]. Intrinsic bubble properties, such as its contents  
and internal temperature [12], may then be calculated from mathematical 
models using assumptions made on the basis of widely accepted bubble 
dynamics.  Chapter 1 
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  SBSL  MBSL 
Experimental 
parameter 
Effect on sonoluminescence 
Hydrostatic pressure    SL intensity increases to a maximum 
then decreases with increasing 
pressure [136-138] 
Applied sound 
pressure amplitude 
SL intensity increases within 
a narrow range of applied 
pressures (~ 1.2 – 1.6 atm in 
depending on experimental 
conditions), outside of which 
the bubble is unstable either 
to dissolution or position, 
and will not emit SL [125]  
SL intensity increases [139-141] 
Drive frequency  Emission occurs within a 
narrow range of applied 
frequencies corresponding to 
drive frequencies at which 
the transducer oscillates with 
the greatest amplitude [142]. 
The resonating frequency 
also depends on the 
dimensions of the flask, as a 
standing-wave must be 
maintained [142]. 
SL intensity decreases with increasing 
frequency [139, 143] 
Liquid temperature  SL intensity decreases with 
increasing temperature [124] 
SL intensity increases to a maximum 
then decreases with increasing 
temperature [141, 143-147] 
Liquid properties  As observed in section 1.1.4, 
the RPNNP equation shows 
that surface tension, vapour 
pressure, viscosity and 
density, amongst other 
variables, determine the 
equilibrium radius,   , of a 
bubble subjected to an 
oscillating pressure field [7, 
148]. In turn, there exists a 
narrow range of    for SL to 
emit, outside of which the 
bubble is unstable to 
dissolution and position in 
the pressure field.  
SL intensity increases with: 
-     where   is the viscosity and   is 
the dipole moment [149] 
-           where   is the surface tension 
and    is the vapour pressure [141] 
-                             where   
is the ideal gas constant,   is the 
temperature of the liquid,    is the 
vapour pressure and    is the molar 
volume of the liquid [150] 
-                     where   is a 
constant,   is the viscosity, and    is 
the vapour pressure [151] (N.B. SL 
measured from shock tube-generated 
bubbles. 
None of these correlations can be 
derived from the RPNNP equation 
[121] 
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  SBSL  MBSL 
Experimental 
parameter 
Effect on sonoluminescence 
Dissolved gas 
Noble gases 
 
Maximum intensity when 
ratio of concentrations of 
noble gas to nitrogen gas is 
1 % [124, 152] 
Increases with decreasing thermal 
conductivity [153] 
Other gases    Increases with decreasing thermal 
conductivity, but effect is much less 
than that of noble gases [153] 
Dissolved solutes /  
vapour 
 
Surface-active solutes 
quench emission (at 515 
kHz) [154].  
Degree of quenching 
increases with chain length, 
and volatility of solute [154]. 
Low concentrations of 
pentanol increase R
max [155] 
Volatile surface-active solutes quench 
emission to a lesser degree (at 20 
kHz) [154, 156, 157]  
Degree of quenching increases with 
chain length of alcohol added [156] 
SL restored to original intensity when 
solutes were ionized (by adjusting pH 
of medium) [158]  
No quenching if hydrogen bonds are 
present in solute [157]. 
 
Spectral characteristics     
Duration of light 
emission per bubble 
collapse 
35 – 350 ps [131, 159]  10 ns at high drive Pa, 70 ns at low 
drive pressure, measured in NaCl 
ethylene glycol solution (unknown 
concentrations) saturated with Ar 
[160] 
~ 250 ps in pure water saturated with 
Ar, ~ 180 ps in heavy water saturated 
with Ar. [161]  
Spectrum shape & 
emission bands 
Broadband, continuous, 
generally featureless with 
shape similar to blackbody 
emission [124] 
Emission lines observed in 
methyl formamide and 
sulphuric acid [162, 163] 
Continuous, with broadband OH* 
emission bands observed in aqueous 
solutions [164] 
Continuous with discrete emission 
bands and lines from electronically 
excited molecules and atoms in non-
aqueous liquids [165, 166] 
Table 1-4: Comparison between SBSL and MBSL of the dependence of 
sonoluminescence intensity and spectral characteristics on numerous 
experimental variables 
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Numerical simulations are also used to predict experimental data [124].  SBSL 
is studied more frequently than MBSL because of the relative simplicity of 
modelling a single bubble over a bubble cluster. As a result much of the 
experimental data concerns SBSL. Many reviews have been written on the 
subject of sonoluminescence [121, 123-127] and this section serves to provide 
only a short overview of the more established experimental observations and 
the most likely theories. A more in-depth review is beyond the scope of this 
work. 
The intensity of SL emitted has been investigated for its dependence on 
experimental parameters, namely the drive pressure amplitude, the drive 
frequency, the nature of the liquid, its temperature, and the nature and 
concentration of dissolved gas in the liquid. The emission spectrum (Intensity 
of SL as a function of wavelength) and the duration of the flash have also been 
measured. The results of these investigations are summarised in Table 1-4 . 
1.5.2  Mechanisms of sonoluminescence 
A number of theories have been put forward to explain the mechanism of 
sonoluminescence, each have their merits and criticisms. For the description of 
a number of these theories, both historical and current, the reader is referred 
to Chapter 4 in Young’s book entitled Sonoluminescence [121]. Here it will be 
sufficient to give a brief overview of the most popular theories.  
Blackbody radiation   
One suggestion is that the light emitted by a single sonoluminescing bubble is 
due to blackbody radiation [128]. Computational models suggest that while the 
shape of the spectrum can be fitted to a blackbody at temperatures between 
6000 K - 40 000 K [128, 129], the emission of spectral lines observed in MBSL 
[130] cannot be adequately accounted for. In addition the duration of the pulse 
width is independent of the emitted wavelength of light [131]. For a blackbody, 
the pulse width should increase with wavelength.  
Bremsstrahlung 
Another explanation for sonoluminescence is that some form of 
bremsstrahlung is occurring [124, 132]. This is effectively the emission of a 
photon when an electron is decelerated by the electric field of a neighbouring     Introduction 
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atom or ion [121]. Other radiation mechanisms may occur such as radiative 
recombination of electrons and ions [123] and collision-induced emission 
[133].  These processes can predict the emission of spectral lines and the 
independence of the pulse width on wavelength [134], however, the spectra 
computed show that at short wavelength the intensity of emission for a He 
bubble in water underestimated [135]. For light emission to occur, 
computational models have shown that very high temperatures and pressures 
must be generated inside the bubble, in order for plasma to form and provide 
a source of electrons, atoms and ions. It is a matter of debate as to how these 
conditions may be created during bubble collapse. 
Shockwave generation vs. adiabatic compression 
One theory is that a shockwave may be generated during the collapse, which 
then rebounds at the edge of the bubble [132]. However, the presence of such 
a shockwave inside the bubble has not been detected. Alternatively the 
adiabatic compression of the bubble contents during the collapse may also 
generate the conditions required for thermal brehmsstrahlung and radiative 
recombination [134]. 
Molecular emission 
Suslick et al. have shown that emission bands observed in MBSL in non-
aqueous liquids could be attributed to excited-state species [123]. The 
intensities of the emission bands could then be used to estimate the effective 
temperature inside the bubble (~ 6000 K).  
Proton-tunnelling and the significance of hydrogen bonds 
In 1997 Willison put forward the idea that sonoluminescence could occur in 
water as a result of protons tunnelling and reversing the dipole moment of the 
water molecules [167]. The change in dipole moment would then facilitate the 
production of photons. Suggestions were also made that carboxylic acids 
would be good candidates for sonoluminescence. He noted that his theory 
would prove difficult to confirm experimentally. Frommhold, while accepting 
the difficulties with confirming Willison’s proton theory, observed that 
hydrogen-bonded liquids tended to luminesce strongly when sonicated [125].  Chapter 1 
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Other remarkable observations of SL in hydrogen-bonded liquids have also 
been made. Suslick et al. have observed emission lines in the SBSL spectra of 
sulphuric acid, a phenomenon normally observed in MBSL [162, 163]. 
Ashokkumar et al. have noted that the addition of surface-active solutes do not 
quench emission of SBSL if they possess hydrogen-bonds [157]. 
Following this work, a case can be put forward for investigating the effect of 
intermolecular bond strength on sonoluminescence in liquids, hydrogen bonds 
being an example of strong intermolecular bonding. The strength of 
intermolecular bonds in a liquid will affect the liquid’s properties. For example, 
in hydrogen-bonded liquids, some of the effects observed are reduced vapour 
pressure, higher boiling point and higher viscosity when compared to non-
hydrogen-bonded liquids. As noted earlier, vapour pressure and viscosity are 
key properties for cavitation. 
1.6  Summary of work 
A list of the equipment used, chemicals used, and details of experiments 
conducted within in this work will be presented in Chapter 2. In particular the 
fabrication of a novel optoisolated aluminium erosion sensor will be described.  
In section 1.3.3 it was noted that there are many mechanisms unrelated to 
inertial cavitation which contribute to enhanced mass transport in this 
environment, hence the detection of inertial events using mass transport alone 
is indefinite at best. Erosion sensors have been developed by the Birkin group 
at Southampton which may be used to detect inertial cavitation occurring close 
to the surface, with the latest development being the use of optoisolation to 
allow detection of erosion events in a range of environments. In Chapter 3 the 
optoisolated aluminium sensor will be used to detect and measure the 
frequency of inertial cavitation events generated by an ultrasonically vibrating 
piston-like emitter. The sensor may be used in-situ unlike some other erosion 
measurement techniques (see section 1.3.4). 
In Chapter 4 the ability of the optoisolated sensor to detect particle erosion will 
be demonstrated. The main advantage of this sensor is that it isolates the 
redox current from background electrical noise. This chapter highlights the 
transferability of the sensor to different erosion environments.     Introduction 
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In section 1.4 the acoustic emission associated with ultrasonically irradiated 
liquids was described. In addition the correlation of components in frequency 
spectra with the side-effects of inertial cavitation was discussed.  In Chapter 5 
the acoustic emission of cluster cavitation will be investigated and correlated 
with the cluster cavitation erosion and particle erosion observed in chapters 3 
and 4.  
In section 1.5 it was shown how many investigations research how the 
modifications (such as gas content, water vapour content, liquid temperature 
etc) to one liquid (usually water) affect SL without considering the properties 
intrinsic to the liquid itself. In Chapter 6 the effects of liquid properties on 
multi-bubble sonoluminescence generated at a PLE will be investigated.  The 
importance of certain properties will be observed despite their absence in the 
equations governing bubble dynamics. 
Throughout the work high-speed images of the cavitation zone will 
demonstrate the periodicity of cluster collapse, how this periodicity may be 
correlated to the frequency of detection of erosion events, and the emission of 
certain components in the acoustic frequency spectrum. This work hopes to 
increase the understanding of periodicity and cluster collapse with respect to 
inertial cavitation, an area to which too little importance is given.  
     Experimental 
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2.  Experimental 
The experiments conducted within this work have varying experimental set-ups 
with some experimental features in common. In order to facilitate 
understanding of these experiments an overview of the diagnostic equipment 
used will be given first. The fabrication method of an erosion sensor will then 
follow. Finally each experimental set-up will be described. 
2.1  Overview of apparatus 
2.1.1  Generation of ultrasound 
In this work ultrasound was generated in liquid via an ultrasonic transducer 
(Adaptive Biosystems) connected to an interchangeable piston-like emitter (PLE) 
(Adaptive Biosystems). The PLE was polished on P600 silicon carbide paper 
before each set of experiments to ensure the surface of the PLE was smooth. 
The PLE may be characterised by its size and approximate operating frequency 
~ 23 kHz, specific details of which, will be noted in the appropriate figure 
legends.  
In most cases the PLE was driven by a power amplifier (Brüel & Kjær, Type 
2713) used in conjunction with a function generator (digimess, Function 
Generator FG100 unless otherwise stated) to allow for precise control of the 
zero-to-peak drive voltage amplitude, V
drive, and the drive frequency, f
drive. The 
input to the PLE was monitored on an oscilloscope (Gould, 200Ms/sec 100MHz 
Oscilloscope (DSO) 465).  
In liquids with low surface tension and/or high viscosity, the PLE had to be 
driven at amplitudes larger than that possible with the power amplifier in order 
to generate cavitation. In these cases a power supply (Misonix, Microson 
Ultrasonic Cell Disrupter) was used in place of the function generator-power 
amplifier combinations, to drive the PLE. The input wave delivered by the cell 
disrupter may be characterised by its power output, given as a number 
between 1 and 20. The exact power supply is detailed in the appropriate figure 
legend. 
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2.1.2  Imaging techniques 
High-speed imaging is a complementary method used to determine the 
behaviour of cavitation which occurs at sub-millisecond timescales. In this 
work a high-speed camera (Photron Fastcam APX RS) was interfaced to a PC 
using software provided by the manufacturer (Photron Fastcam Viewer v2.4.3). 
The frame rate and shutter speed for each experiment will be noted in the 
appropriate legend. 
In sonoluminescence experiments an image intensified camera (Photonic 
Science Scientific Detector Systems, Intensified CCD Camera) was used to 
image the light generated from cavitation. In order to detect this level of light 
emission, blackout conditions must be used. Concomitant use of the high-
speed camera is not possible given the fast shutter speed required and the lack 
of an intensifier on this camera.  
2.1.3  Measurement of temperature 
Real-time monitoring of the temperature within the ultrasonic cell was 
conducted using a K-type thermocouple (Pico Technology) placed 
approximately 2 cm beneath the PLE tip. The thermocouple was interfaced to 
the computer through a thermocouple data logger (USB TC-08, Pico 
Technology) with software supplied with the data logger (PicoLog, Pico 
Technology).  
2.1.4  Measurement of cavitation noise 
The acoustic noise generated by cavitation is very distinct. In this work the 
signal was measured using two techniques. First, an ex-situ pre-polarised 
microphone (PCB Piezoelectronics, Model no. 377B11) and pre-amplifier (PCB 
Piezoelectronics, ICP®, Model no. 426E01) was used in conjunction with a 
battery powered sensor signal conditioner (PCB Piezoelectronics , ICP®, Model 
no. 480E09). Second, a hydrophone (Brüel & Kjær, Type 8103) was used within 
the liquid itself. The output of both the microphone and hydrophone was 
interfaced to a PC via a data acquisition card (National Instruments, PCI-6025E) 
using software written in-house. Real-time monitoring of the output of the 
microphone or hydrophone was possible using an oscilloscope (Tektronics, 
TDS 224 four channel digital real-time oscilloscope 100 MHz 1 GS/s).     Experimental 
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2.1.5  Measurement of surface tension 
A Du Nouy tensiometer (CSC Scientific Company Inc. USA, Cat. No. 70535) was 
calibrated according to the manufacturer’s instructions using a Pt/Ir ring (CSC 
Scientific Company Inc. USA, Cat. No. 70537). The tensiometer was then used 
to measure the surface tension of various liquids. The surface tension of each 
liquid was measured three times to ensure consistency. The temperature of the 
liquid at the time of measurement was also noted.  
2.1.6  Electrical measurement equipment 
In the electrochemical experiments a two-electrode system was used.  A 
waveform generator (Hi-Tek Instruments England, PP RI) was used to control 
the potential of the working electrode, and a current follower (manufactured 
in-house) to monitor the current of the reference/counter electrode. Both were 
interfaced to a PC via a data acquisition card (National Instruments, PCI-6025E) 
using software written in-house. 
2.2  Fabrication of cavitation sensor 
The Al erosion sensor was used in conjunction with an optoisolating device 
constructed in-house, fabrication details of which will now be given, followed 
by a description of the optoisolating device. 
2.2.1  The Al erosion sensor 
A 1 m length of co-axial cable (RS Components, Single medium lapped screen 
cable, 50 m, stock no: 367-252) was connected at one end to a male BNC 
connector, following the standard instructions given by the manufacturer. The 
unconnected end of the co-axial cable was stripped by 1.5 cm to reveal the 
shielding. The shielding was pushed back over the unstrapped part of the 
cable to reveal the insulated core. The insulated core was stripped by 0.5 cm to 
reveal the core.  
A 10 cm length of aluminium wire (Advent Research Materials, 99.995 % 
purity, 0.250 mm diameter) was twisted around the revealed core, and 
soldered in place to make a good, hard-wearing electrical connection (Figure 
2.1).  Chapter 2 
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Figure 2.1: Solder Al wire to stripped core of BNC cable 
Shrink-wrap tubing (7 mm length, 4 mm diameter) was then positioned over 
the connection, and heated with a hot air dryer, to provide insulation (Figure 
2.2).  
 
Figure 2.2: Apply heat-shrink tubing around core 
The cable was pushed through a 3 cm length of heat-shrink tubing (6 mm 
diameter)  until the tubing lay past the shielding. Care was taken to ensure the 
aluminium wire was not bent in any way. The Aluminium wire was pushed 
through a 7 cm length of stainless steel tube, outside diameter 4.6 mm, until 
the tube rested on the shielding (Figure 2.3).  
 
 
Figure 2.3: Heat-shrink tubing fed onto main BNC cable. Stainless steel tube 
pushed over Al wire. 
The shielding was pushed over the stainless steel tube, and the heat-shrink 
tubing, pushed over the shielding. The heat-shrink tubing was then heated, to 
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provided insulation to the electrical contact between the shielding and the 
stainless steel tube (Figure 2.4).  
 
Figure 2.4: Heat-shrink tubing covering BNC shielding and stainless steel 
tube 
The stainless steel tube was clamped vertically into a vice, such that the 
aluminium wire protruded from the top of the tube (see Figure 2.5). The 
protruding aluminium wire was partially twisted around a wooden mixing stick, 
which was then clamped into place, such that the aluminium wire was taut and 
centred within the stainless steel tube. The stainless steel tube was filled with 
slow setting epoxy resin (Struers, Epofix) to the brim. The resin would be 
topped up after 6 hours, to allow for resin sinking down the co-axial cable due 
to gravity and contraction. 
 
Figure 2.5: Filling the stainless steel tube with epoxy resin 
Once the epoxy resin had set (~ 5 hours at room temperature) the stainless 
steel tube, filled with epoxy resin, would be polished on diminishing grades of 
Al wire pulled 
taut 
Stainless steel tube  
(Cross-section 
shown) 
Clamp 
Clamp 
Fill tube with 
slow-setting 
epoxy resin 
Look to check 
central alignment 
of Al wire 
To BNC 
connector 
Al wire 
Stripped BNC cable, 
shielding and core 
exposed 
Stainless steel tube  
(Cross-section) 
shown) 
Shrink-wrap 
Heat Chapter 2 
  58 
‘wet and dry’ paper, and on 0.3 micron grade alumina and microfiber cloth 
(Buehler), to a mirror finish. 
2.2.2  The optoisolating device 
The aluminium sensor was used in conjunction with an electrical device 
consisting of a current follower, Schmitt trigger and optocoupler. Figure 2.6 
shows a schematic of the device.  
The current follower is connected directly to the Al sensor via a BNC 
connection. The stainless steel tube, housing the sensor, acts as the 
reference/counter electrode and is connected via the same connection. This 
construction enables the device to operate with the Al electrode poised at 0 V 
vs. stainless steel. 
 
 
Figure 2.6: Configuration of electrical apparatus for electrochemical 
investigations involving the Al erosion sensor 
The Schmitt trigger operates between two thresholds, V
1 and V
2 (see Figure 
2.7). When the voltage produced by the current follower is above V
1, the output 
of the Schmitt trigger goes low; the signal remains at the same value until the 
current drops below V
2. At this point the voltage output of the Schmitt trigger 
goes high. Thus the role of the Schmitt trigger is to filter out electrical noise 
and convert the output of the current follower into a square wave signal. 
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Figure 2.7: Plot showing how the Schmitt trigger converts the current 
follower output into a square wave signal. V
1 and V
2 are the upper and lower 
thresholds respectively. 
The optocoupler transfers the electrical signal to the data acquisition card 
keeping both Schmitt trigger and data acquisition card electrically isolated 
from each other. The current follower-Schmitt trigger circuit was battery 
powered, as is 50 % of the optocoupler circuit. This means the erosion sensor 
is effectively isolated from all mains noise. The box was interfaced to the 
computer via a high-speed USB cable using software written in-house in Visual 
Basic 6. The program is a simple counter to measure events. 
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2.3  Experiments conducted 
A description of the different experimental set-ups used in this work will now 
be given. The basic set-up is shown in Figure 2.8. 
 
Figure 2.8: Schematic of the set up of apparatus for experiments involving 
the ultrasonic horn. The high-speed camera and illuminating back light(not 
shown) are positioned in line with the optical window 
2.3.1  Measurement of power output of PLE using calorimetric 
techniques 
Calorimetry may be used to measure temperature changes occurring at the 
onset of acoustic radiation of the liquid. Thermocouple data may therefore be 
used to determine the thermal energy input applied by the PLE to the liquid. 
Using apparatus set up as shown in Figure 2.8 and Figure 2.9, calorimetric 
studies of the cavitation field in the liquid surrounding the 6 mm diameter and 
3 mm diameter PLE took place. 
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Figure 2.9: Schematic of the experimental set-up for calorimetric 
measurements 
The liquids under scrutiny were castor oil and deionised water. Normally, 5 cm
3 
of liquid (castor oil or water) was transferred to a 10 cm
3 vial. Table 2-1 show 
the properties of these liquids. A  K-type thermocouple (Pico Technology) was 
placed approximately 2 cm beneath the horn tip. The thermocouple was 
interfaced to the computer through a thermocouple data logger (USB TC-08, 
Pico Technology) with software supplied with the data logger (PicoLog, Pico 
Technology).  
Liquid  Specific heat capacity c/J g
-1 
oC
-1 
Density ˁ/g 
cm
-3 
Mass of 5 cm
3 m/g 
Water  4.186  1.000  5.000 g 
Castor 
Oil 
1.8  0.961  4.805 g 
Table 2-1: Properties of water and castor oil 
Figure 2.10 shows the changes in temperature 5 cm
3 castor oil during the 
second immediately following the onset of insonation by a 3 mm diameter and 
a 6 mm diameter PLE respectively at a range of applied drive voltages. 
The temperature change in a liquid is proportional to the heat energy lost or 
gained by the liquid, assuming no loss of energy to the surroundings. Figure 
2.10 therefore shows that for both PLEs the liquid gains heat energy when the 
PLE is in operation. The extent of the heat energy supplied depends on the 
voltage supplied to the PLE, V
drive, and the diameter of the PLE. When V
drive is 
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below 100 V the heat energy supplied to the liquid appears to be roughly 
independent of the PLE used. At drive voltages above 100 V the 6 mm PLE does 
not supply as much heat energy as the 3 mm PLE. 
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Figure 2.10: Temperature change in 5 cm
3 castor oil measured by a K-type 
thermocouple after 1 second of insonation by a 3 mm and a 6 mm diameter 
PLE at a range of applied drive voltages. The error bars represent the 
accuracy of the data-logging software to record to 0.01 
oC 
The power output of the PLE,   , may be calculated from the thermocouple 
data, using equation 2—1 
    
    
  
 
2—1 
where   is the mass of fluid in the sample vial,   is the specific heat capacity of 
the fluid and    is the temperature difference recorded over the duration of 
insonation,   . The intensity of the PLE,  , may be calculated using equation 
2—2.  
   
  
 
 
2—2 
 where   is the emitting area of the PLE. 
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Table 2-2 and Table 2-3 show the calculated values of heat energy, power and 
intensity of the 3 mm and 6 mm PLEs respectively at a range of drive voltages. 
The power and intensity of the respective PLEs are plotted versus drive voltage 
in Figure 2.11 and Figure 2.12. Errors are propagated from the error in 
measurement of ΔT (0.01 
oC) and are calculated to be 8.6 x 10
-2 W and 0.31 W 
cm
-2 for the 6 mm PLE and 1.22 W cm
-2 for the 3 mm PLE 
 
Drive  
amplitude/ 
V 
ΔT/ 
oC 
Error/ 
oC 
Q=mcΔT/ 
J 
Power/ 
W 
Intensity/ 
W cm
-2 
40.8  0  0  0  0  0 
46.65  0  0  0  0  0 
53.35  0.01  0.01  0.0864  0.0864  1.2223 
60  0.01  0.01  0.0864  0.0864  1.2223 
75.85  0.02  0.01  0.1728  0.1728  2.4446 
99  0.02  0.01  0.1728  0.1728  2.4446 
98.5  0.03  0.01  0.2592  0.2592  3.6669 
95.85  0.04  0.01  0.3456  0.3456  4.8892 
99.85  0.04  0.01  0.3456  0.3456  4.8892 
104.5  0.04  0.01  0.3456  0.3456  4.8892 
123.5  0.09  0.01  0.7776  0.7776  11.0008 
140  0.14  0.01  1.2096  1.2096  17.1123 
155  0.09  0.01  0.7776  0.7776  11.0008 
Table 2-2: Measured temperature changes corresponding heat energy, Q, 
power, W, and intensity, I transferred by the 3 mm diameter PLE to 5 cm
3 
castor oil at a range of applied drive voltages 
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Drive  
amplitude/ 
V 
ΔT/ 
oC 
Error/ 
oC 
Q=mcΔT/ 
J 
Power/ 
W 
Intensity 
/W cm
-2 
10.015  0  0  0  0  0 
13.35  0  0  0  0  0 
24.2  0  0  0  0  0 
31.65  0.01  0.01  0.0864  0.0864  0.3056 
28.35  0  0  0  0  0 
33.35  0  0  0  0  0 
40  0  0  0  0  0 
46.65  0.01  0.01  0.0864  0.0864  0.3056 
52.5  0.01  0.01  0.0864  0.0864  0.3056 
60.8  0.01  0.01  0.0864  0.0864  0.3056 
75.8  0.01  0.01  0.0864  0.0864  0.3056 
98.5  0.02  0.01  0.1728  0.1728  0.6112 
98.5  0.02  0.01  0.1728  0.1728  0.6112 
95  0.02  0.01  0.1728  0.1728  0.6112 
99.85  0.03  0.01  0.2592  0.2592  0.9167 
111  0.03  0.01  0.2592  0.2592  0.9167 
125  0.03  0.01  0.2592  0.2592  0.9167 
137  0.04  0.01  0.3456  0.3456  1.2223 
156  0.04  0.01  0.3456  0.3456  1.2223 
Table 2-3: Measured temperature changes corresponding heat energy, Q, 
power, W, and intensity, I transferred by the 6 mm diameter PLE to 5 cm
3 
castor oil at a range of applied drive voltages 
 
Figure 2.11 shows the variation of power output with respect to applied drive 
voltage, V
drive, for the 3 mm and 6 mm PLEs. The trends observed in this figure 
are identical to that of Figure 2.10 due to the proportionality constant          (= 
0.086) existing in the relationship between power output and heat energy. 
Figure 2.12 shows the variation of intensity of power supplied by the PLE with 
respect to applied drive voltage, V
drive, for a 3 mm and 6 mm PLE 
     Experimental 
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Figure 2.11: Calculated power transferred to 5 cm
3 castor oil by the 3 mm 
and 6 mm diameter PLEs at a range of applied drive voltages 
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Figure 2.12: Calculated intensities of 3 mm and 6 mm diameter PLEs at a 
range of applied drive voltages in 5 cm
3 castor oil 
Figure 2.12 shows that the power intensity of the 3 mm PLE is greater than 
that of the 6 mm PLE, by almost an order of magnitude at the highest drive 
voltages. This figure shows the dramatic effect the size of the PLE can have on 
the intensity. Chapter 2 
  66 
2.3.2  Measurement of displacement amplitude of PLE using high-speed 
imaging techniques 
The displacement amplitude of the PLE depends on the driving voltage 
amplitude applied by the power amplifier (Brüel & Kjær, Type 2713). To 
determine the displacement amplitude of the PLE experimentally the apparatus 
was set-up as shown in Figure 2.8 and Figure 2.13.    
Here 250 cm
3 castor oil was transferred to the glass cell. Note, in water, 
cavitation tended to obscure the vertical motion of the PLE tip while in castor 
oil, the tendency for cavitation was inhibited by the liquid’s higher viscosity. 
See Table 2-1 for liquid properties. 
 Images were taken of a 6 mm diameter PLE and a 3 mm diameter PLE in the 
castor oil at a variety of drive voltage amplitudes ranging between 0 and 140 V 
(zero-to-peak amplitude) The images were analysed using a program written 
with MatLab software to determine the amplitude of PLE displacement. Details 
of the Matlab program and following analysis may be found in Appendix 2.2. 
 
Figure 2.13: Schematic of apparatus for experiments involving high-speed 
imaging of the ultrasonic horn. View from above and view from side are 
shown  
Figure 2.14 shows the measured PLE displacement to be 8 µm at the highest 
applied drive voltage for a 3 mm diameter PLE compared to 4 µm for a 6 mm 
diameter PLE.  
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Figure 2.14: Measured zero-to-peak displacement amplitude of PLE in 250 
cm
3 castor oil as observed from high-speed images manipulated using 
MatLab 
The pressure experienced by the liquid along the axis perpendicular to the PLE 
face may be determined by the equation: 
                 
 
 
                         
2—3 
where     is the pressure amplitude,   is the density of the liquid medium,   is 
the speed of sound in the medium,    is the amplitude of the velocity of the 
PLE and may be calculated from the displacement amplitude of the PLE,   (as 
measured above),   is the angular wavenumber and may be calculated from the 
drive frequency,        , and  ,   is the axial separation from the PLE face, and   
is the radius of the PLE. 
Using equation 2—3, physical data for castor oil and the given experimental 
conditions
10, the pressure amplitude     may be calculated for a range of axial 
separations,  .  
                                           
10 ρ = 961 kg m
-3, c = 1474 m s
-1, a = 1.5 x 10
-3 m, f
drive = 22890 Hz, k = 2π(f/c) = 97.573 m
-1,  
U
0 = 2πfd. Chapter 2 
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Figure 2.15 shows plots of the variation pressure amplitude with axial 
separation from the PLE. In Chapter 1 section 1.2.3, Figure 1.7 shows that 
inertial pressure threshold for water is approximately 1.1 x 10
5 Pa. 
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Figure 2.15: Plots showing variation of the theoretical pressure amplitude in the 
liquid with axial separation from the PLE at a range of zero-to-peak displacement 
amplitudes of the PLE, when operating in 250 cm
3 castor oil. The inertial pressure 
threshold in water is shown by the dashed line ( ). The dotted lines indicate the 
resulting axial separation at which inertial cavitation would occur provided the zero-
to-peak displacement amplitude of the PLE is ≥ 5.7 µm. 
From Figure 2.15 it can be deduced that provided the zero-to-peak 
displacement amplitude is ≥ 5.7 µm, inertial cavitation would occur at an axial 
separation between 0.7 mm and 1.2 mm from the PLE, when the inertial 
pressure threshold for water is achieved. N.B. the pressure threshold for castor 
oil (in which the measurements for the displacement amplitude took place, and 
for which the pressure amplitude was calculated) is much higher, and no 
cavitation was observed during the experiment. These results suggest that 
inertial cavitation will be instigated in water under these experimental 
conditions if the zero-to-peak drive voltage amplitude is greater than about 80 
V. In comparison, the sudden increase in temperature observed in calorimetry, 
thought to indicate inertial cavitation occurs at 100 V 
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2.3.3  Acousto-electrochemical experiments & high-speed imaging 
To test the Al electrode and conduct simultaneous high-speed imaging the 
apparatus was setup as shown in Figure 2.8 and Figure 2.13, bar one 
exception. The glass cell was substituted for one which allows an electrode and 
PLE to be positioned in a face-to face configuration. A schematic of the 
configuration is shown in Figure 2.16. 
 
Figure 2.16: Schematic of the cell configuration for electrochemical and 
acoustic testing of Al electrode sensor 
The arrangement allows for control of the PLE position relative to the Au-Al 
sensor, both radial and axial, using the x-y and z micrometers. The optical lens 
allows for high-speed imaging of the cavitation field between the PLE and the 
sensor in the manner described in Figure 2.13. The electrochemical activity can 
be monitored using the set-up of apparatus shown in Figure 2.17.  
Figure 2.17 shows how the apparatus is set up to detect erosion events 
recorded at the erosion sensor under insonation. New cells were designed to 
enable the sensor to lie in the same plane as the bottom of the cell in order to 
test the erosion sensor in the presence of silicon carbide particles. This 
property of the cell increases the chances of particulate matter coming into 
contact with the sensor face rather than falling down the sides of the sensor as 
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would occur in the configuration shown in Figure 2.16. Figure 2.17 shows the 
schematic of a small particle erosion cell fabricated from acrylic. The sensor 
face is positioned in the same plane as the bottom of the cell and is glued in 
place using a small amount of quick-setting epoxy resin (Araldite adhesive). 
 
Figure 2.17: Schematic of small sand erosion cell and associated electronic 
apparatus 
This ensures a water-tight seal when the cell is in use. The cell is used in 
conjunction with the apparatus set up described in Figure 2.8. The planar face 
of the cell allows for high-speed imaging in the set up described in Figure 
2.13.  
The x-y and z micrometers as described in Figure 2.8 allow for manipulation of 
the radial and axial position of the PLE with respect to the Al sensor. The 
Schmitt-trigger-optocoupler circuit registers spikes in the current at the Al 
sensor corresponding to erosion events as detailed in section 2.2.2 The 
optoisolating device.  
When the power amplifier (Brüel & Kjær, Type 2713) is set to supply a fixed 
voltage, the function generator (digimess, Function Generator FG100) can be 
used to control the frequency and amplitude of the driving voltage supplied to 
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the PLE, without further reference to the power amplifier. Software (written in-
house using Visual Basic 6.0 – see Appendix 1.3 for details) interfaces the 
function generator to the computer allowing the user to specify the limits of a 
range of values for both the drive frequency and amplitude. The software also 
incorporates a counter to register the number of erosion events recorded at 
each driving voltage amplitude and frequency. 
Acoustic cavitation generates a suitable erosive environment in which to test 
the operation of the Al sensor with the Schmitt trigger-optocoupler circuit. The 
cavitation environment can be controlled by the PLE-sensor separation, the 
driving frequency of the PLE and the applied driving voltage. The apparatus 
was used first to detect erosion caused by acoustic cavitation, and second to 
detect erosion caused by varying amounts of silicon carbide particles in an 
acoustic environment. The results of the testing will be described and 
discussed in Chapters 3 and 4 entitled ‘The Al sensor: detecting cavitation 
erosion’ and ‘The Al sensor: detecting particle erosion’ respectively. 
2.3.4  Mapping the sensor surface 
The small cell shown in Figure 2.17 proved to be small for experiments 
mapping the sensor surface and experiments measuring noise. For mapping 
the PLE is required to move over the entire area of the sensor, while noise 
experiments involved the insertion of a hydrophone (see section 2.3.5 
Measurement of acoustic noise for details). Figure 2.18 shows a schematic of 
the cell and set-up of electrical equipment used to map the Al sensor surface.  Chapter 2 
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Figure 2.18: Set-up of electrical apparatus used to map Al sensor surface. 
Note that the oscilloscope (Tektronix TDS 224 four channel digital real-time 
oscilloscope 100 MHz 1GS/s) was used to provide a gated trigger to the 
function generator (Thurlby Thandar Instruments TG1010 Programmable 10 
MHz DDS Function Generator) 
The position of the PLE with respect to the sensor was controlled using an 
automated x-y stage and stage controller (Zaber Technologies TSB 28-M). An 
oscilloscope (Tektronix TDS 224 four channel digital real-time oscilloscope 100 
MHz 1GS/s) was used to provide a trigger to the gated input of a function 
generator (Thurlby Thandar Instruments TG1010 Programmable 10 MHz DDS 
Function Generator). The inputs to the x-y stage controller and oscilloscope 
were specified using software written in house (see Appendix: ZaberVB6Demo 
XYZstage erosion.vbp for details). The same software was used to collect data 
from the Schmitt trigger-optocoupler circuit. The results of mapping the sensor 
surface will be presented and discussed in the chapter entitled ‘The Al sensor: 
detecting cavitation erosion’. 
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2.3.5  Measurement of acoustic noise 
The acoustic noise generated by cavitation is very distinct. In this work the 
signal was measured using two techniques. First, an ex-situ pre-polarised 
microphone (PCB Piezoelectronics, Model no. 377B11) and pre-amplifier (PCB 
Piezoelectronics, ICP®, Model no. 426E01) was used in conjunction with a 
battery powered sensor signal conditioner (PCB Piezoelectronics , ICP®, Model 
no. 480E09). Second, a hydrophone (Brüel & Kjær, Type 8103)  was used within 
the liquid itself. 
Real-time monitoring of the output of the microphone or hydrophone was 
possible using an oscilloscope (Tektronics, TDS 224 four channel digital real-
time oscilloscope 100 MHz 1 GS/s) connected to a computer via RS 232 cable. 
The output could then be analysed using the ‘Fast Fourier Transform (FFT)’ 
function on the oscilloscope. Both real-time signals and FFT analysis could be 
downloaded to the computer. 
If real-time monitoring and FFT analysis is automated the signals for many 
different drive frequencies and voltage amplitudes can be processed quickly. 
To this end the output of the microphone/hydrophone was interfaced to a PC 
via a data acquisition card (National Instruments, PCI-6025E) using software 
written in-house. The details of the program are recorded in Appendix 1.4. The 
programme automates the process of recording the signal measured by the 
microphone/hydrophone. The set-up of electrical apparatus used in 
conjunction with this programme is shown in Figure 2.19. 
The microphone/hydrophone measures noise as an electronic signal. This 
signal is a superposition of waveforms each with its own characteristic 
frequency (pitch) and amplitude (volume). Fast Fourier transform (FFT) analysis 
may be used to resolve the superposition of waveforms into individual 
waveforms. The frequencies of individual waveforms with the highest 
amplitude may then be identified. The frequency of one of the loudest 
waveforms is expected to correspond to the drive frequency. The electronic 
signal must therefore be sampled at exactly the drive frequency (eg. 23.33 
kHz) for subsequent FFT analysis to be accurate.  Chapter 2 
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Figure 2.19: Set-up of electrical apparatus used in measuring cavitation noise 
with a microphone. The microphone, pre-amplifer and signal conditioner was 
substituted for a hydrophone in order to record the liquid pressure 
The data acquisition card only samples at integer values of its frequency 
timebase, resulting in the required frequency to be missed occasionally. An 
external timing signal is therefore required. The drive frequency is decided by 
the user using the computer interface and supplied by the digimess function 
generator. The computer retains knowledge of the value of the drive frequency 
and feeds it to the TTi function generator. The TTi function generator in turn 
drives the sampler in the data acquisition card, thus ensuring the noise signal 
is sampled at the drive frequency. 
 For fixed PLE-sensor positions, the program allows the user to select the range 
of driving voltage frequencies and amplitudes to be supplied to the PLE. For 
each applied drive voltage waveform in the range the program records its 
frequency and amplitude, the count generated by the Schmitt trigger-
optocoupler circuit and the signal recorded by the microphone or hydrophone. 
A second program, also written in-house using Visual Basic 6.0 was used to 
perform a fast Fourier transform analysis on all the microphone/hydrophone 
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data collected in the experiment. The results of these experiments will be 
presented and discussed in the chapter entitled ‘Cavitation Noise’. 
2.3.6  Luminescence experiments 
For experiments concerned with measuring multi-bubble sonoluminescence 
(MBSL) the apparatus was set up as shown in Figure 2.20. The experiments 
took place in a closed faraday cage, shrouded with black fabric to minimize 
light pollution. 
 
Figure 2.20: Basic set-up of apparatus for MBSL 
Ultrasound was generated in the liquid using a power supply (Misonix, 
Microson Ultrasonic Cell Disrupter). This was necessary as the power amplifier 
– function generator combination was not powerful enough to generate 
cavitation in some of the liquids examined.  
 
Figure 2.21: Schematic of water-jacketed glass cell used for MBSL 
experiments, showing the location of probe 
The power supply converts the frequency of mains electricity into the operation 
frequency of the PLE (~ 23 kHz). The intensity of the probe can be varied 
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between gradations 1 and 20. The power delivered to the probe is recorded in 
watts. 
The position of the PLE was controlled manually using a z-micrometer for 
vertical position and an x-micrometer for horizontal position. A water-jacketed 
glass cell maintained at 20 
oC was used to contain a 7 cm
3 sample of liquid. A 
schematic of the glass cell is shown in Figure 2.21. 
An image intensifier camera (Photonic Science Scientific Detector Systems, 
Intensified CCD Camera) was used resolve the spatial distribution of 
luminescence within the glass cell. Concomitant use of the high-speed camera 
is not possible, given the fast shutter speed required and the lack of an 
intensifier on this camera. 
2.4  Chemicals 
Chemical    Supplier  Purity 
Castor Oil  Aldrich  --- 
Potassium Ferricyanide  Sigma  > 99 % 
Hexaammineruthenium(III) 
Chloride 
Aldrich  > 99.9 % 
Sodium Sulphate  Sigma Aldrich  > 99.0 % 
Strontium Nitrate  Sigma Aldrich  > 99.0 % 
Deuterium Oxide  Fisher Scientific  > 99 % 
Formic Acid  Acros Organics  > 98 % 
Acetic Acid  Acros Organics  > 99 % 
Acetic Acid OD  Acros Organics  98 atom % D 
D
3 Acetic OD  Acros Organics  99.5 atom % D 
Dichloroacetic Acid  Sigma Aldrich  > 99 % 
Ethylene Glycol  Acros Organics  > 99 % 
Phosphoric Acid  Fisher Scientific  > 85 % solution in water 
Table 2-4: List of chemicals 
All chemical reagents were of reagent quality and obtained from suppliers 
shown in Table 2-4. All aqueous solutions were made up using deionised water     Experimental 
  77   
from a water purifier (Pur1te Select). All non-aqueous liquids were used without 
further modification. In electrochemical investigations solutions were de-
oxygenated with Argon sparging for 15 minutes before any measurements 
were taken unless stated otherwise.  
     Al Sensor: cavitation erosion 
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3.  The Al sensor: Cluster cavitation erosion 
Aluminium has been shown to be a good electrochemical detector of erosion 
events generated by ultrasonic cavitation [57, 65, 79, 105, 106, 168-170]. 
When held at 0 V versus stainless steel in sodium sulphate solution aluminium 
is passivated, meaning zero current is observed at all times in this state. The 
passivated layer is eroded on exposure to inertial cavitation, revealing bare 
aluminium, and resulting in a current flow which can be detected by the 
electrochemical equipment employed. The magnitude of current-time transient 
recorded is too large to be attributed to double-layer charging alone as has 
been demonstrated previously [105]. It is also likely that the charging current 
will decay exponentially over a few microseconds, while the current-time 
transient due to repassivation occurs over timescales of 20-30 µs. The 
contribution of double-layer charging currents to the overall current-time 
transient recorded will therefore be very small compared to the charge 
contribution due to the repassivation of Al. The kinetics of repassivation of 
aluminium are fast [171, 172] compared to the timescale of cluster cavitation 
(c. 40 µs at the nominal ultrasonic frequency of c. 23 kHz). Re-passivation of 
the bare aluminium therefore occurs quickly enough to allow good temporal 
resolution of individual inertial cavitation events.  
In order to develop a device that counts inertial cluster cavitation events only, 
it is necessary to minimize the effects of electronic interference. Optoisolation 
is a method  that uses a device (the optocoupler) to bridge two circuits such 
that one may be electrically isolated from the other. The signal is transferred 
from one circuit to the next via an LED and photodetector contained within the 
optocoupler. Optoisolation has been used successfully in tandem with 
aluminium erosion to monitor inertial cavitation in a stainless steel, earthed, 
ultrasonic bath [79]. The resolution of mass loss, due to erosion, was shown to 
improve to the femtogram scale [79] in a set-up in which the erosion sensor 
was electrically isolated from the ultrasonic bath.  Noise associated with the 
bath was thus eliminated.  
In this chapter optoisolation is used to bridge aluminium erosion with a USB 
counting system to form a portable erosion-event counter. An aluminium 
sensor encased in a stainless steel sheath is used to detect erosion events as 
they occur. The stainless steel sheath both reduces background noise and Chapter 3 
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provides a suitable reference potential. The current passed at the aluminium is 
converted to a voltage by a fixed gain (10
5 V A
-1) current follower, the output of 
which is passed to a Schmitt trigger. In this system the optocoupler bridges the 
Schmitt trigger and the USB counter. This isolates the aluminium sensor from 
the electrochemical interference associated with connection to ground through 
the USB counter employed. The reader is referred to Section 2.2 for full details 
of the fabrication of both the portable erosion-event counter and the 
aluminium sensor. 
In this study cavitation is generated from a piston-like emitter driven at a 
nominal frequency of ~ 23 kHz. The erosion-event counter will be used to 
characterise this source with respect to three variables: the sensor – PLE 
separation, the drive frequency and the voltage amplitude applied to the PLE 
actuator. An explanation of the electronics used to investigate erosion-event 
counter will be given first.  Next the output of the system in response to 
changing the three variables will be discussed. The current-time history will 
also be examined in association with high-speed imaging for patterns in 
periodicity and transient shape. Finally the location of erosion events with 
respect to drive frequency and voltage amplitude will be discussed with respect 
to sensor – PLE separation. 
3.1  Operation of erosion event counter 
Figure 3.1 shows an example of the simultaneous output of the current 
follower, Schmitt trigger and the optocoupler in the circuit of the erosion event 
counter. Figure 3.1(a) shows the output from the current follower attached to 
the 250 µm diameter aluminium erosion sensor. This signal is passed through 
a Schmitt trigger. The Schmitt trigger is a comparator circuit which compares 
the input current to two preset threshold values at 3 µA and 1.5 µA, shown in 
Figure 3.1(a) by the red and blue dashed horizontal lines respectively. When 
the current rises above the first threshold value, 3 µA, the Schmitt trigger (in 
Figure 3.1(b)) switches to a voltage output of -7.0 V. The output of the Schmitt 
trigger remains constant until the output of the current follower falls below the 
second threshold value of 1.5 µA. At this point the output of the Schmitt 
trigger switches to +5.0 V, and remains constant until the current follower 
exceeds the 3 µA threshold.     Al Sensor: cavitation erosion 
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The advantage of using a Schmitt trigger is that the noise from the output of 
the current follower is not transferred to the optocoupler (Figure 3.1(b) and 
(c)). Effects such as ringing can be reduced. However, there is the danger that 
multiple large erosion events are miscounted as single erosion events, while 
small erosion events may be missed (Figure 3.1(a)). Therefore the thresholds 
must be selected carefully. 
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Figure 3.1: An example of the simultaneous output of a) the current follower, 
b) the Schmitt trigger and c) the optocoupler, in the circuit of the erosion 
event counter. The sensor was a 250 µm diameter Al electrode encased in a 
stainless steel tube and insulated from the tube by epoxy resin (see 
Experimental chapter for details). The Al electrode was held at 0 V vs the 
stainless steel tube in 0.1 M Na2SO4. The PLE was 3 mm in diameter and 
operated at 23.90 kHz, and was driven at 105.5 V. The sensor – PLE 
separation was 1 mm. Upper threshold, ( ) and lower threshold,( ) 
values of Schmitt trigger. 
The optocoupler (Figure 3.1(c)) transmits the signal from the Schmitt trigger to 
the computer while keeping both electrically isolated from each other. By 
comparing Figure 3.1(b) and 3.1(c), one can see that the output from the Chapter 3 
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optocoupler is inversely proportional to the output from the Schmitt trigger, 
suggesting no loss of information between the two devices. Thus the data 
counter in the USB device can process optocoupler output as a count rate. 
Under these conditions three events are registered over a 0.1 ms time period. 
Also present in Figure 3.1(a) are very small events (< 3 µA) that are not 
registered by the Schmitt trigger. As these events are anodic rather than 
bipolar, it is likely that these events are erosion related. The sensor therefore 
misses a lot of events but a limit must be set for noise purposes. For example 
Figure 3.2, confirming the noise discrimination effect, seems to show that 3 µA 
is a sensible threshold when the oscilloscope is used to look at events. 
Consider the situation when no power is supplied to the PLE. One would expect 
no events in the output of the current follower. However, when the current 
follower is connected to the oscilloscope it is no longer electrically isolated 
from mains noise (bipolar signal) as shown in Figure 3.2(b). When the 
connection between the current follower and the oscilloscope is removed the 
noise disappears from the output signal of the current follower (Figure 3.2(a)).  
The electrochemical noise is amplified when power is supplied to the PLE 
(Figure 3.2(c)) and could be due to poor isolation of the PLE from earth. Thus 
the process of recording the current follower response (using an oscilloscope) 
results in the erosion event counter circuit no longer being isolated from mains 
noise. Both the PLE must be well isolated from earth and monitoring of the 
sensor response must be done independently of current monitoring, in order 
to minimise this effect and count events accurately     Al Sensor: cavitation erosion 
  83   
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Figure 3.2: Current-time traces showing the effect of monitoring the current 
follower using an oscilloscope on the noise of the current follower signal, 
Current follower response, ( ), and applied drive voltage, ( ).The sensor 
was a 250 µm diameter Al electrode encased in a stainless steel tube and 
insulated from the tube by epoxy resin (see Experimental chapter for details). 
The Al electrode was held at 0 V vs. the stainless steel tube in 0.1 M Na
2SO
4. 
The sensor – PLE separation was 2 mm for all conditions. The PLE was 3 mm 
in diameter and for frame (c) only operated at a frequency of 23.31 kHz, and 
driven at zero-to-peak voltage amplitude of 110 V. 
The data acquisition card processes the optocoupler response using software 
program written in-house using Visual Basic 6.0. The details of the program 
may be found in Appendix 1.2. The output of the program is a data file 
containing the count rate in units of s
-1 as a function of time in seconds.  
 Chapter 3 
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3.2  Preliminary quantification of cavitation erosion 
3.2.1  The dependence of count rate on sensor – PLE separation 
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Figure 3.3: Plots showing the sensor response at decreasing sensor-to-PLE 
separations over a 20 s time frame. Time bin = 0.1 ms. The sensor was a 250 
µm diameter Al electrode encased in a stainless steel tube and insulated from 
the tube by epoxy resin (see Experimental chapter for details). The Al 
electrode was held at 0 V vs. the stainless steel tube in 250 cm
3 0.1 M Na
2SO
4. 
The PLE was 3 mm in diameter, operated at a frequency of 23.30 kHz and 
driven at zero-to-peak voltage amplitude of 105.5 V.  
The data files obtained from the software program may take a variety of 
profiles when plotted. This section will explain the analysis of these data files 
while describing the dependence of count rate on sensor – PLE separation. 
Figure 3.3 shows the count rate plotted as a function of time for sensor – PLE 
separations between 5 mm and 1 mm, as recorded by the Schmitt trigger-
optocoupler circuit and processed by the associated software.      Al Sensor: cavitation erosion 
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The plots show qualitatively, a general increase in the number of events 
recorded with decreasing sensor – PLE separation. Above 2 mm no 
erosion/corrosion events are visible but as the sensor – PLE separation 
decreases below 2 mm a general rise in the frequency of events is apparent. 
However, there is no constant value of the count rate at a given sensor – PLE 
separation due to the random nature of cavitation over a specified time period 
(here 20 s). Time-averaging of the data presented in Figure 3.3 is required to 
obtain a quantitative trend between count rate and sensor – PLE separation. 
Equation 3—1 may be used to obtain an average count rate.  
          
   
  
  
       
 
3—1 
   is the measured count rate in s
-1,    is the time at which recording began,    
is the time at which recording stopped and          is the average count rate in 
s
-1. The average count rate is then used as the independent variable, from 
which trends associated with the control variables may be determined. 
Figure 3.4 shows the dependence of average count rate on the sensor-to-PLE 
separation. As the sensor-to-PLE separation decreases, the count rate increases 
slowly at first in the range of separations between 3 mm and 1.5 mm. At 
separations below 1.5 mm the count rate increases rapidly. It is difficult to 
probe sensor-PLE separations lower than 1.0 mm without causing damage to 
the sensor. The aluminium part of the sensor becomes recessed very quickly 
by the high count rate encountered in this region.  
The observed trend is similar to that observed in previous work as shown in 
Figure 3.5 when erosion is recorded at a lead electrode subjected to 
electrochemical control in sodium sulphate solution [169]. Figure 3.5 also 
shows how the nature of the material encasing the electrode has an effect on 
the number of events recorded. A greater number of events are recorded at the 
epoxy resin-bound electrode than at the glass-bound electrode at closer 
electrode – PLE separations. Chapter 3 
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Figure 3.4: Plot showing the dependence of average count rate on the sensor-
PLE separation. The sensor was a 250 µm diameter Al electrode encased in a 
stainless steel tube and insulated from the tube by epoxy resin (see 
Experimental chapter for details). The Al electrode was held at 0 V vs. the 
stainless steel tube in 250 cm
3 0.1 M Na
2SO
4. The PLE was 3 mm in diameter, 
operated at 23.30 kHz, and was driven at zero-to-peak voltage amplitude of 
105.5 V. Error bars show the 95% confidence interval for the average count. 
The threshold separation is marked by the dotted line ( ) 
This observation was explained by the respective reflection co-efficients of the 
encasing materials. As glass has a greater reflection co-efficient of 0.67 ± 0.09 
compared to epoxy resin at 0.32 ± 0.09 a glass-bound electrode will tend to 
reflect the liquid pressure field associated with cluster collapse more 
effectively than epoxy resin. This would cause the magnitude of the liquid 
pressure field to increase in the region between the electrode and the PLE. As a 
result events are detected at greater electrode – PLE separations when the 
material encasing the electrode is glass. The aluminium sensor used in this 
work is set in epoxy resin and encased in stainless steel. In water the reflection 
co-efficient of stainless steel is 0.86 [173]. Therefore, the threshold separation 
would be expected to be greater than if the encasing consisted of epoxy resin 
alone. 
 
     Al Sensor: cavitation erosion 
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Figure 3.5: Plot showing the average number of erosion events detected in 
0.4 s as a function of the axial distance between a 250 µm Pb electrode and 
the tip of the PLE. The experiment was terminated when >150 counts were 
recorded to prevent Pb recession into the support. 
The reflection of shockwave associated with cluster collapse by the 
approaching sensor is thought to result in changing the periodicity of cluster 
collapse, a concept which will be discussed in section 3.3 and 3.4. 
3.2.2  Mapping the surface of the sensor 
Figure 3.7 shows the count rate as a function of position of the PLE with 
respect to the sensor. In the x-y plane (parallel to the sensor – see Figure 3.6) 
the spatial distribution of the events recorded is approximately circular with a 
diameter of 1.25 mm.  
 
Figure 3.6: Diagram showing co-ordinates of x-y and x-z plane with respect 
to the sensor and the PLE 
The resolution of the sensor is inferred from the diameter of the Al wire 
encased within, in this case, 250 µm. The diameter eroded is therefore 1.25 ± 
x 
y 
z 
Sensor 
PLE 
x-y plane 
x-z plane Chapter 3 
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0.25 mm. If the diameter eroded is compared with the diameter of the PLE (3 
mm) it can be inferred that erosive cavitation is not evenly distributed over the 
entire area of the PLE, but is concentrated towards the centre of the PLE. 
In the x-z plane (perpendicular to the sensor) the spatial distribution of events 
recorded is approximately hemi-spherical with a diameter of 1.25 mm. This 
value is similar to the diameter of erosion recorded in the x-y plane. The 
hemispherical shape may be attributed to two factors. First, the acoustic 
pressure amplitude experienced by the liquid decreases rapidly with increasing 
separation from the PLE, such that 4 mm from the PLE it is less than 20% of its 
maximum value [168]. The extent of the cavitation zone would therefore be 
expected to be finite and terminate relatively close to the PLE. Second, the 
pressure pulses produced by the cavity cluster on collapse may be reflected by 
the electrode sensor [169]. When the sensor and PLE are close together 
pressure waves emitted from cluster collapse are efficiently reflected by the 
sensor, creating a stronger pressure field. 
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Figure 3.7: Plots showing the count rate measured in a) x-y plane parallel to 
the sensor surface at 1 mm sensor – PLE separation and b) x-z plane 
perpendicular to the sensor surface. Dotted white lines represent the 
dimensions of the PLE in the specified plane. Events were recorded at a 
spatial resolution of 150 µm per point. The PLE was 3 mm in diameter, 
operated at a frequency of 23.35 kHz and driven at a zero-to-peak voltage 
amplitude of 112 V. 
The reflection effect decreases with increasing sensor – PLE separation. Both 
the axial decrease in acoustic pressure, and the reflection of pressure pulses 
by the sensor could cause a hemispherical cluster shape.     Al Sensor: cavitation erosion 
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The size of the cluster at the PLE may be inferred from the height of the 
hemisphere denoting erosive cavitation. The height of the hemisphere as 
recorded in Figure 3.7(b) is 1.75 mm. However, when the sensor was examined 
after the experiment the aluminium wire was found to be recessed by 
approximately 1 mm. Therefore the error in the hemisphere height is more 
significant. The total number of events recorded was 434747 for xy, and 
331499 for x-z maps 
3.2.3  Dependence of count rate on the frequency and zero-to-peak 
amplitude of the applied drive voltage of PLE 
In section 2.3.1 and 2.3.2 on the calorimetry of the PLE, it was shown that the 
amplitude of the drive voltage is proportional to the displacement amplitude of 
the PLE. In addition, as the applied frequency approaches the tuning frequency 
of the PLE its displacement amplitude will also increase dramatically. The 
amplitude of displacement determines the velocity of the PLE tip and hence the 
sound pressure produced in the liquid [174]. From Apfel and Holland it is 
known that increasing the negative pressure in a liquid increases the number 
of nuclei able to undergo explosive growth [13]. It is likely then, that 
increasing the amplitude of displacement will increase the numbers of bubbles 
and in the bubble cluster and hence its size. 
Figure 3.8 shows the dependence of the average count rate of erosion events 
on the frequency of the applied drive. The average count rate was determined 
using a method analogous to that described in section 3.2.1. The average 
number of erosion events increases between two threshold values of the 
frequency of 23.31 kHz and 23.35 kHz, with a maximum at 23.34 kHz. This is 
an indication that the tuning frequency of the PLE is 23.34 kHz under the 
conditions of the experiment.
11 As the applied frequency retreats from the 
tuning frequency of the PLE, its displacement amplitude decreases the cluster 
size decreases. Fewer bubbles will then be driven to inertial collapse. 
                                           
11It must be noted that the optimum tuning frequency of the PLE will vary slightly depending on the 
geometry of the cell used, the volume of liquid in the cell, the submersion depth of the PLE due to variations 
in the reflection and absorption of ultrasound. It is therefore important that these factors are kept constant, 
when a consistent tuning frequency is desired.  Chapter 3 
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Figure 3.8: Plot showing the dependence of average count rate on the 
frequency of PLE oscillation. The sensor was a 250 µm diameter Al electrode 
encased in a stainless steel tube and insulated from the tube by epoxy resin 
(see Experimental chapter for details). The Al electrode was held at 0 V vs. 
the stainless steel tube in 5 cm
3 0.1 M Na
2SO
4. The PLE was 3 mm in 
diameter, operated at 1.0 mm above the sensor surface, and was driven at 
zero-to-peak voltage amplitude of 105.5 V. The tuning frequency of the horn 
in this environment was 23.34 kHz. 
Figure 3.9 shows the dependence of average count rate on the amplitude of 
the drive voltage. The general trend shown in Figure 3.9 is that the count rate 
increases with driving voltage amplitude, indicating that increasing the 
acoustic pressure amplitude in the liquid results in more bubbles are 
collapsing inertially near to the sensor. This is the result of more nuclei able to 
undergo explosive growth [13]. However, the increase in count rate does not 
appear to be very uniform, especially at driving voltage amplitudes higher than 
80 V. This may be related to the size of the cluster which will obviously 
increase if the number of potential nuclei able to undergo explosive growth 
increases. Previous studies [29, 30, 63, 66-69] suggest that the cluster size is 
important factor in determining the extent and duration of cluster collapse. 
The subject of cluster collapse will now be discussed in more detail to illustrate 
the important points relevant to this work.     Al Sensor: cavitation erosion 
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Figure 3.9: Plot showing the dependence of average count rate on the driving 
voltage amplitude supplied to the PLE. The sensor was a 250 µm diameter Al 
electrode encased in a stainless steel tube and insulated from the tube by 
epoxy resin (see Experimental chapter for details). The Al electrode was held 
at 0 V vs. the stainless steel tube in 5 cm
3 0.1 M Na
2SO
4.The PLE was 3 mm in 
diameter, operated at 1.0 mm above the sensor surface, and operated at a 
frequency of 23.31 kHz. Error bars show the 95% confidence interval for the 
average count 
3.3  Periodic behaviour of clusters 
If the number of nuclei able to undergo explosive growth increases, the size of 
the bubble cluster increases. According to Hansson and Mørch the collapse 
time of a cluster increases with its size [30]. Consider a cluster of 
hemispherical geometry, of maximum radius,   , bounded on one size by an 
infinite plane (Figure 3.10(a)). The collapse time,  , of a cluster is given by 
equation 3—2: 
                
 
     
3—2 
where   is the density of the liquid,   is the volume fraction of vaporous 
cavities, and    is the ambient liquid pressure [30]. The same result is found 
for a cluster of cylindrical geometry bounded by two cylinders, one of which is 
stationary, the other moveable (Figure 3.10(b)).  
The collapse phase of the cluster must be completed before the applied liquid 
pressure field changes sign from positive to negative. If the collapse time is 
greater than half the period of PLE oscillation, the cluster will require more Chapter 3 
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than one pressure cycle to collapse i.e. the periodicity increases. The duration 
of the collapse time in relation to the period of PLE oscillation will determine 
whether the periodicity of cluster collapse is 1, 2, 3 or 4 pressure cycles. This 
suggests that the cluster has an inherent period depending on its collapse time 
and hence its size.  
 
Figure 3.10: Schematic of a hemispherical cluster and a cylindrical cluster as 
used by Hansson and Mørch in their model. In hemispherical clusters the 
collapse centre is located at the boundary, while for cylindrical clusters the 
collapse centre is located equidistant between the two cylinders, provided the 
two cylinders are of equal radius [30]. 
Section 1.4 of the Introduction showed that only bubble collapsing very close 
to a surface are thought to cause erosion on that surface. If a cluster collapses 
concertedly and energy released from subsequent collapses is transferred to 
the inner bubbles of the cluster, then bubbles at the centre of the cluster will 
collapse with significantly more energy (inertial collapse) and cause erosion. 
Likewise, the sensor must be within close proximity to the centre of the 
cluster, in order to detect erosion by inertial cluster collapse. 
While the collapse time for both hemispherical and cylindrical clusters was 
found to follow the same relationship, there were different characteristics in 
the pressures achieved at the cluster wall prior to complete collapse. The 
pressure at the endpoint of hemispherical cluster collapse proved to be more 
than that achieved at a cylindircal cluster. In addition, the centre of collapse of 
the cluster changes depending on the geometry; for a hemispherical cluster, 
the centre of collapse is located at the extended surface while for a cylindrical 
cluster, the centre of collapse is located equidistant between the two cylinders 
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(see Figure 3.10). If the two cylinders are of unequal radius, then collapse 
centre will be off-centre. Symmetry plays a part in determing how energetically 
the cluster collapses. For example, departures from a symmetrical geometry 
cause defocussing of the cluster shockwave, so the centre of collapse is not as 
energetic. 
The following section will use current-time data and high-speed imaging to 
display the periodic collapse of clusters, and show that periodicity is a key 
factor in explaining the non-uniform increase shown in Figure 3.9. In addition 
the images will also show how the cluster dynamics change depending on the 
conditions (e.g. sensor – PLE separation, drive frequency and zero-to-peak 
voltage amplitude). 
3.4  Periodicity of erosion 
The periodicity of cluster collapse may be observed by examining the 
electrochemical response of the aluminium sensor when in the vicinity of 
inertial cavitation. Current-time transients will be present when erosion of the 
oxide layer occurs.  The frequency of occurrence of these transients are 
assumed to indicate the frequency of erosion, and hence its periodicity with 
respect to the drive frequency.
12 It is not possible to obtain this type of 
information from the counter, which, due to its design, can only measure 
collective events on timescales of the order of 100 ms. In contrast the current-
time history shows the true events on microsecond timescales. The 
electrochemical response may be observed by connecting an oscilloscope to 
the current follower in the erosion sensor circuit. This section will examine the 
current-time transients in the context of sensor – PLE separation, drive 
frequency and zero-to-peak drive voltage amplitude and their effect of the 
periodicity of erosion. 
Figure 3.11 is a representation of the behaviour of the current-time response 
with respect to the sensor-PLE separation. Also shown is the corresponding 
drive voltage supplied in order to represent the period and amplitude of the 
applied sound pressure. However, it must be noted that real-time monitoring 
                                           
12 N.B. Other effects such as solution resistance may be important. However, this is beyond the scope of the 
current work. Chapter 3 
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of the applied sound pressure field is only possible with the use of a 
hydrophone. 
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Figure 3.11: Plots showing the dependence of chronoamperometric response 
of the current follower ( ) in the sensing circuit on sensor – PLE 
separation.  The simultaneous recording of the output from the power 
amplifier of the horn is also shown ( ). The large cell containing 250 cm
3 
0.1 M Na
2SO
4 was used for this experiment in the type 1 set up. The sensor 
was a 250 µm diameter Al electrode encased in a stainless steel tube and 
insulated from the tube by epoxy resin (see Experimental chapter for details). 
The Al electrode was held at 0 V vs. the stainless steel tube. The 3 mm 
diameter PLE operated at frequency of 23.44 kHz and was driven zero-to-
peak voltage amplitude of 112 V. 
Figure 3.11 shows that the erosion/corrosion current transients increase in 
height with decreasing sensor – PLE separation suggesting that the erosion 
area associated with each event increases. It is also possible that the sensor 
partially reflects the shock wave emission produced by cluster collapse, 
increasing the local acoustic pressure field [169]. Therefore, at short 
separations, the bubble cluster experiences a higher acoustic pressure and 
more inertial energy is transferred to the walls of bubbles at the edge of the 
cluster. This results in more energetic concerted collapse, and more 
widespread erosion.     Al Sensor: cavitation erosion 
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The periodicity of events also changes as the sensor – PLE separation 
decreases. At separations above 2.0 mm no events are visible and the 
magnitude of the current remains constant. Between separations of 2.0 mm 
and 1.6 mm cavitation erosion events, indicated by current transients, occur 
every 2 pressure cycles.  At separations below 1.6 mm the erosion events 
occur every 3 cycles.  
 
Figure 3.12: 39 frames taken at frame rate of 112500 frames per second and 
shutter speed of 1/1000000 s. Each frame is separated by 9 µs. The frames 
should be read in a rastor from left to right and top to bottom. Red boxes 
highlight periodicity of collapse, with blue boxes highlighting the frame 
containing the cluster collapse. Scale indicated by yellow bar which is 
equivalent to 3 mm. Sensor – PLE separation = 1.6 mm. Drive frequency and 
amplitude are 23.44 kHz and 112 V respectively 
The change in periodicity of events is also observed in high-speed imaging of 
the sensor-to-PLE zone. Figure 3.12 shows a series of images recorded at 
112500 frames per second for the situation when the PLE is driven at 23.44 
kHz, 112 V at a sensor – PLE separation of 1.6 mm. The PLE is located out of 
sight of the top of the frame, with the sensor at the bottom of the frame (see 
Figure 3.13). The inter-frame delay is 9 µs, with frames outlined in blue Chapter 3 
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signifying complete, or near complete collapse. Red outlines highlight the 
period between complete collapse. Unfortunately, the image files are 
somewhat corrupted, but it is still possible to see that the sensor – PLE region 
is periodically cleared of bubbles. 
 
 
Figure 3.13: a) Schematic showing the key features in one frame taken via the 
high-speed camera. The black dotted line shows the location in which the 
frame was taken. b) one frame showing the sensor – PLE region almost 
devoid of bubbles, c) one frame showing the bubble cluster at its maximum 
size. The sensor – PLE separation in (a), (b) and (c) is 1.6 mm. This was 
reduced to a minimum of 1 mm, and resulted in a larger bubble cluster. 
At a frequency of 23.44 kHz, the period of PLE oscillation (and hence 
oscillation of the applied liquid pressure field) is 42.7 µs. As the inter-frame 
time is 9 µs, a series of approximately 4 - 5 frames (or one row from left to 
right) is equivalent to a single oscillation period of oscillation. The period of 
cluster collapse is approximately 10 frames, which is twice that of the period 
of PLE oscillation. This agrees with the periodicity shown in Figure 3.11 at 1.6 
mm sensor – PLE separation 
Figure 3.14 shows a series of frames for an identical situation to Figure 3.12 
with the difference that the sensor – PLE separation has been reduced from 1.6 
mm to 1.2 mm. Here is it possible to see that period of cluster collapse 
(identified by the separation of frames with a blue outline) is approximately 15 
frames, three times that of the period of PLE oscillation. 
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Figure 3.14: 44 frames taken at frame rate of 112500 frames per second and 
shutter speed of 1/1000000 s. Each frame is separated by 9 µs. The frames 
should be read in a rastor from left to right and top to bottom. Red boxes 
highlight periodicity of collapse, with blue boxes highlighting the frame 
containing the cluster collapse. Scale indicated by yellow bar which is 
equivalent to 3 mm. Sensor – PLE separation = 1.2 mm. Drive frequency and 
amplitude are 23.44 kHz and 112 V respectively 
Figure 3.15 shows how periodicity is correlated with erosion at a range of 
separations. Erosion events are first detected when the sensor – PLE separation 
is less than 2 mm. At this point the periodicity of collapse is two pressure 
cycles. Above 2 mm separations, however, the periodicity is still 2 pressure 
cycles, but no erosion is recorded. This may be attributed to the size of the 
cluster and hence the distance from the cluster centre where erosive power is 
expected to be greatest. At fixed drive frequency and voltage amplitude, the 
maximum size of the cluster remains constant., so periodicity is independent 
of the size of the cluster. The sensor – PLE separation is too great for any 
erosion to occur at the sensor. As the senor – PLE separation decreases, the 
bubbles at the edge of the cluster come within close range of the sensor. Their Chapter 3 
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collapse may instigate erosion at the sensor surface, accounting for a few 
events detected between 2.0 and 1.5 mm sensor – PLE separations.  
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Figure 3.15: Plot showing the regions of periodicity (highlighted grey) with 
respect to sensor – PLE separation, superimposed over the average number 
of erosion events. The sensor was a 250 µm diameter Al electrode encased in 
a stainless steel tube and insulated from the tube by epoxy resin (see 
Experimental chapter for details). The Al electrode was held at 0 V vs. the 
stainless steel tube in 250 cm
3 0.1 M Na
2SO
4.The PLE was 3 mm in diameter 
and operated at 23.30 kHz, and was driven at zero-to-peak voltage amplitude 
of 105.5 V. Error bars show the 95% confidence interval for the average 
count. 
The dramatic increase in erosion events coincides with the period of erosion 
changing from 2 to 3 pressure cycles. This suggests that although complete 
cluster collapse occurs less frequently, many more erosion events are 
associated with the collapse. In addition, the geometry of the cluster changes 
with decreasing sensor – PLE separation. At large sensor – PLE separation (>2 
mm), the cluster is hemispherical and located at the PLE. At short sensor – PLE 
separation (< 2 mm) the cluster is distributed over the sensor as well as the 
PLE. The centre of cluster collapse will therefore move location from the centre 
of the PLE to between the sensor and the PLE. As the sensor is closer to the 
centre of cluster collapse it is likely to detect erosion from high energy 
collapses.  Examination of similar current-time data and high-speed images at 
a range of frequencies and drive voltages show similar changes in the 
periodicity. The current follower response for a range of frequencies is shown 
in Figure 3.16 with corresponding high-speed imaging shown in Figure 3.17, 
3 
  2 
2 
  2     Al Sensor: cavitation erosion 
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Figure 3.18 and Figure 3.19. Cavitation erosion starts to occur at 23.36 kHz 
and occurs every pressure cycle until frequency of 23.41 kHz is reached. The 
erosion event occurs when the drive voltage amplitude is at a minimum. 
However, without knowing the phase correlation between the PLE response and 
the drive voltage, it is not possible to associate the drive voltage with the local 
pressure environment Between 23.41 kHz and 23.45 kHz the periodicity of 
erosion changes from every pressure cycle, to every 2 pressure cycles. At 
23.46 kHz and 23.47 kHz the periodicity is 3 pressure cycles. At frequencies 
equal to or higher than 23.48 kHz no cavitation erosion occurs. 
It is not possible to portray a correlation between periodicity and erosion for 
drive frequency, as the PLE used in the investigation to count erosion events 
has a different optimum drive frequency to that used in the investigation of 
erosion transients. It is thought that similar principles apply in both situations 
however. A maximum collapse periodicity of three pressure cycles is achieved 
at the upper threshold frequency, beyond which no erosion events or cluster 
cavitation collapses are detected Chapter 3 
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Figure 3.16: Plots showing the dependence of chronoamperometric response 
of the current follower ( ) in the sensing circuit on PLE frequency.  The 
simultaneous recording of the output from the power amplifier of the horn is 
also shown ( ). The large cell containing 250 cm
3 0.1 M Na
2SO
4 was used 
for this experiment in the type 1 set up as illustrated in the Experimental 
chapter. The sensor was a 250 µm diameter Al electrode encased in a 
stainless steel tube and insulated from the tube by epoxy resin (see 
Experimental chapter for details). The Al electrode was held at 0 V vs. the 
stainless steel tube. The 3 mm diameter PLE of tuning frequency 23.44 kHz 
was set at a fixed sensor – PLE separation of 1 mm and driving voltage 
amplitude of 112 V. 
     Al Sensor: cavitation erosion 
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Figure 3.17: 30 frames taken at frame rate of 112500 frames per second and 
shutter speed of 1/1000000 s. Each frame is separated by 9 µs. The frames 
should be read in a raster from left to right and top to bottom. Red boxes 
highlight periodicity of collapse, with blue boxes highlighting the frame 
containing the cluster collapse. Scale indicated by yellow bar which is 
equivalent to 3 mm. Sensor – PLE separation = 1.0 mm. Drive frequency and 
amplitude are 23.38 kHz and 112 V respectively 
 
Figure 3.18: 30 frames taken at frame rate of 112500 frames per second and 
shutter speed of 1/1000000 s. Each frame is separated by 9 µs. The frames 
should be read in a rastor from left to right and top to bottom. Red boxes 
highlight periodicity of collapse, with blue boxes highlighting the frame 
containing the cluster collapse. Scale indicated by yellow bar which is 
equivalent to 3 mm. Sensor – PLE separation = 1.0 mm. Drive frequency and 
amplitude are 23.43 kHz and 112 V respectively 
 Chapter 3 
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Figure 3.19: 44 frames taken at frame rate of 112500 frames per second and 
shutter speed of 1/1000000 s. Each frame is separated by 9 µs. The frames 
should be read in a rastor from left to right and top to bottom. Red boxes 
highlight periodicity of collapse, with blue boxes highlighting the frame 
containing the cluster collapse. Scale indicated by yellow bar which is 
equivalent to 3 mm. Sensor – PLE separation = 1.0 mm. Drive frequency and 
amplitude are 23.46 kHz and 112 V respectively 
Figure 3.20 shows the dependence of the current follower response on the 
driving voltage amplitude, while Figure 3.21, Figure 3.22, Figure 3.23 and 
Figure 3.24 show high-speed images of the sensor-to-PLE region when the 
amplitude of the drive voltage was 98.15, 99, 111 and 134 V respectively. 
From Figure 3.20 one can observe that the periodicity of erosion is 
approximately 1 pressure cycle at 98.15 V, 2 pressure cycles at 99 V, 3 
pressure cycles between 111 V and 124 V, and 4 pressure cycles at 137.5 V. 
Corresponding high-speed imaging (Figure 3.21 to Figure 3.24)  show that the 
periodicity of cluster collapse is also identical.   
     Al Sensor: cavitation erosion 
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Figure 3.20: Plots showing the dependence of chronoamperometric response 
of the current follower ( ) in the sensing circuit on PLE drive amplitude.  
The simultaneous recording of the output from the power amplifier of the 
PLE is also shown ( ). The large cell containing 250 cm
3 0.1 M Na
2SO
4 was 
used for this experiment in the type 1 set up. The sensor was a 250 µm 
diameter Al electrode encased in a stainless steel tube and insulated from the 
tube by epoxy resin (see Experimental chapter for details). The Al electrode 
was held at 0 V vs. the stainless steel tube. The 3 mm diameter PLE operated 
at frequency 23.44 kHz and was positioned at a fixed sensor – PLE separation 
of 1 mm. Chapter 3 
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Figure 3.21: 25 frames taken at frame rate of 112500 frames per second and 
shutter speed of 1/1000000 s. Each frame is separated by 9 µs. The frames 
should be read in a rastor from left to right and top to bottom. Red boxes 
highlight periodicity of collapse, with blue boxes highlighting the frame 
containing the cluster collapse. Scale indicated by yellow bar which is 
equivalent to 3 mm. Sensor – PLE separation = 1.0 mm. Drive frequency and 
amplitude are 23.46 kHz and 98.15 V respectively 
 
Figure 3.22: 30 frames taken at frame rate of 112500 frames per second and 
shutter speed of 1/1000000 s. Each frame is separated by 9 µs. The frames 
should be read in a rastor from left to right and top to bottom. Red boxes 
highlight periodicity of collapse, with blue boxes highlighting the frame 
containing the cluster collapse. Scale indicated by yellow bar which is 
equivalent to 3 mm. Sensor – PLE separation = 1.0 mm. Drive frequency and 
amplitude are 23.46 kHz and 99 V respectively     Al Sensor: cavitation erosion 
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Figure 3.23: 30 frames taken at frame rate of 112500 frames per second and 
shutter speed of 1/1000000 s. Each frame is separated by 9 µs. The frames 
should be read in a rastor from left to right and top to bottom. Red boxes 
highlight periodicity of collapse, with blue boxes highlighting the frame 
containing the cluster collapse. Scale indicated by yellow bar which is 
equivalent to 3 mm. Sensor – PLE separation = 1.0 mm. Drive frequency and 
amplitude are 23.46 kHz and 111 V respectively 
The change in periodicity of erosion and cluster collapse may be a direct cause 
of the somewhat saw-toothed nature of the dependence of average count rate 
on driving voltage amplitude. Figure 3.25 shows the correlation between 
periodicity and drive voltage superimposed on the corresponding erosion 
profile. The regions highlighted in grey indicate the changes in periodicity. 
Although the decreases in number of erosion events recorded do not correlate 
exactly to periodicity shifts, as one might expect from different sets of 
experiments, it is possible to see a relationship, between periodicity of 
collapse and the number of erosion events. 
High-speed imaging shows that the period of cluster collapse depends on the 
sensor – PLE separation, drive frequency and voltage. The radius of the cluster, 
  , appears to increase with drive voltage, decreasing sensor - PLE separation, 
and when the drive frequency approaches the tuning frequency of the PLE. The 
volume fraction,  , also appears to increase when the drive voltage, and hence 
displacement amplitude of the PLE increases. A cluster containing many 
smaller bubbles will have a smaller volume to surface area ratio than a cluster, Chapter 3 
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of equivalent radius, containing fewer larger bubbles. An increase in both    
and   will increase the time taken for the cluster to collapse. 
 
Figure 3.24: 64 frames taken at frame rate of 112500 frames per second and 
shutter speed of 1/1000000 s. Each frame is separated by 9 µs. The frames 
should be read in a rastor from left to right and top to bottom. Red boxes 
highlight periodicity of collapse, with blue boxes highlighting the frame 
containing the cluster collapse. Scale indicated by yellow bar which is 
equivalent to 3 mm. Sensor – PLE separation = 1.0 mm. Drive frequency and 
amplitude are 23.46 kHz and 137.5 V respectively 
     Al Sensor: cavitation erosion 
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Figure 3.25: Plot showing the regions of periodicity (highlighted grey) with 
respect to the amplitude of the drive voltage, superimposed over the average 
number of erosion events 
Erosion transients from electrochemical data show that erosion is also periodic 
giving a strong argument that erosion is the result of cluster collapse. A time 
correlated study of erosion due to cluster collapse [65] also showed that 
cluster collapse coincided with erosion, but the cause of erosion was thought 
to be due to the collapse of short-lived bubbles (8 microsecond collapse time) 
close to the sensor surface. Their short lifetime means that they were unable to 
be observed except at frame capture rates higher than is possible with current 
equipment. It was surmised that collapse of the cluster results in a shockwave 
that forces some bubbles towards the sensor surface, and that these bubbles 
collapse and cause erosion [65]. However, it is difficult to be certain of the 
exact mechanism of erosion without high-speed imaging recorded at frame 
rates between 500,000 and 1,000,000 frames per second (giving 2 µs and 1 µs 
inter-frame separations) 
The erosion rate measured by the sensor shows a significant increase when the 
periodicity of collapse increases from 1 to 2 pressure cycles. This trend 
suggests that the cluster must be of a certain size and volume fraction before 
erosive damage is caused. The size and volume fraction of the cluster must 
then be directly related to the magnitude of the pressure pulse produced on 
collapse, and hence whether erosion by inertial cluster collapse occurs. 
Assume that cluster collapse proceeds in a concerted manner, with one ‘shell’ 
1 
4 
3 
2 Chapter 3 
  108 
of bubbles collapsing and transferring energy to the next ‘shell’. If the cluster 
is larger, more shells collapse and more energy is transferred to the centre of 
the cluster. 
When the periodicity of cluster collapse increases from 2 to 3 pressure cycles, 
the  erosion trend depends on the method by which a change in periodicity is 
instigated. When the sensor - PLE separation is decreased, the periodicity 
changes form 2 to 3 pressure cycles, and a dramatic increase in the erosion 
events is observed as the sensor is closer to the collapse centre of the cluster. 
When drive voltage is increased, the periodicity again changes from 2 to 3 
pressure cycles but the number of erosion events decreases. This may be 
ascribed to changes in the composition of the cluster. 
The applied drive frequency and zero-to-peak voltage amplitude determine the 
size and composition of the cluster at the PLE tip. Images show that cavitation 
is initiated via a few small bubbles expanding and collapsing and that their 
translational motion may be towards the sensor or towards the PLE tip. In 
intermediate cluster cavitation, the cluster at the PLE tip may consist of a group 
of small bubbles which then collapse in a concerted fashion. There is a 
corresponding cluster located at the sensor surface, indicative of the reflection 
of the pressure wave generated by cluster collapse. Often collapse of one 
cluster will trigger the collapse of the second cluster. 
In fully developed cavitation the cluster at the PLE tip consists of a group of 
larger bubbles, some of which may not collapse. The presence of larger 
bubbles may be due to the history of the liquid i.e. when a liquid undergoes 
many cluster collapses, the numbers of pre-existing nuclei increase. If these 
nuclei have a radius larger than the threshold radius required for inertial 
collapse [13] then they will require more pressure cycles to collapse inertially 
[1]. As the cluster contains larger fewer bubbles, the probablity of erosion by 
smaller bubbles decreases. Although the periodicity of cluster collapse 
increases from 2 to 3 pressure cycles, a corresponding increase in erosion 
does not occur for increasing drive voltgage (like for decreasing sensor – PLE 
separation) due to the cluster consisting of fewer larger bubbles rather than 
many small bubbles. 
The period of cluster collapse appears to increase as the character of the 
cavitation progresses through these stages. The periodicity is therefore     Al Sensor: cavitation erosion 
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dependent on the type of cavitation  (individual bubbles vs cluster), the size of 
the cluster and the composition of the cluster (few large bubbles or many 
smaller bubbles). While the periodicity of erosion reflects the periodicity of 
cluster collapse, the number of erosion events detected is dependent on the 
location of the sensor with respect to the cluster centre, and the nature of the 
cluster itself. The latter may be highly variable depending on experimental 
conditions and history of the liquid media in which measurement is taking 
place. 
3.5  Shape of erosion transients 
So far the results highlight the periodicity of erosion and its association with 
cluster collapse. A selection of current-time traces will now be discussed in 
detail, with special attention directed to the shape of the current transients and 
their timing with respect to the applied drive voltage signal. Considering that 
these transients are thought to represent the re-passivation of the aluminium 
electrode following erosion of the aluminium oxide layer, a brief outline of the 
possible mechanisms of repassivation will now be given, after which the data 
analysis and discussion of results will follow. 
3.5.1  Anodic aluminium oxide film formation and growth. 
There are two types of oxide film that may be formed at an aluminium anode, 
depending on the nature of the electrolyte in which it is situated. If the oxide 
film is soluble in the electrolyte e.g. in phosphoric or oxalic acid, then the film 
formed will be porous [175]. However, if the oxide film is insoluble in the 
electrolyte, as is the case in the experiments conducted here, then the film is 
classed as a barrier film, being hard and compact [175]. 
The film is initially formed by the reaction of water at the aluminium interface 
into hydrogen and oxygen species. These oxygen species are then adsorbed 
on the aluminium surface, in a manner as yet unknown (possibly 
chemisorption). Cabrera and Mott [176] suggest that O atoms are adsorbed to 
form a layer across which the transport of electrons is more rapid than the 
transport of metal ions, ionising the O atoms, and creating a high strength 
electric field between the positively charged metal, and the negatively charged 
O ions. Further growth of the metal oxide film then occurs as Al
3+ cations, Chapter 3 
  110 
driven by the electric field, are transported to the surface of the metal oxide 
film, allowing more oxygen to be adsorbed and resulting in further film growth 
[176].  
It has been generally observed, that for Aluminium at room temperature, the 
rate of oxide film formation is initially rapid, before dropping down to an 
almost negligible rate [176]. This is thought to be a consequence of the 
thickness of the oxide film increasing, which decreases the strength of the 
electric field across the film, and limits further transport of Al
3+ cations [176]. 
The thickness of the film varies with time according to the inverse logarithmic 
law: 
 
 
           
where   is the film thickness,   is the time over which film formation occurs, 
and   and   are temperature-dependent arbitrary constants relating to the 
transport of ions [176]. The nature of the film formed is thought to be 
amorphous at temperatures below 100 
oC, at short thicknesses, and low 
voltages, and starts to develop crystalline characteristics as these variables are 
increased [175]. 
The mechanism, and kinetics by which metal ions are transported from the 
metal – metal oxide interface is still debated. There are three steps to the 
diffusion of Al
3+ cations through the oxide layer, each with its own activation 
energy barrier to overcome [175]. First, the cations must cross the metal – 
metal oxide interface; second, the cations must travel through the metal oxide 
layer; finally the cations must cross the metal oxide – electrolyte interface 
[175]. The first two steps, both independently and jointly, have been 
considered to be rate-determining, thus forming the basis of studies on the 
kinetics of oxide formation [175]. A further difficulty arises in the estimation of 
energy barriers in the transport of ions through amorphous oxide rather than 
crystalline oxide.     Al Sensor: cavitation erosion 
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Figure 3.26: a) Cabrera – Mott model of interstitial diffusion [176], b) Lanyon 
– Trapnell mechanism of place exchange [177]. Grey circles denote Al 
atoms/ions, while red circles denote O atoms. The film is initially formed by 
the reaction of water at the aluminium interface into hydrogen and oxygen 
species. These oxygen moieties are then adsorbed on the aluminium surface, 
in a manner as yet unknown (possibly chemisorptions). For illustrative 
purposes only. 
Cabrera and Mott [176] suggest that in thin films the Al
3+ cations diffuse 
interstitially through the oxygen atom layer and that ion transport across the 
metal – metal oxide interface is the rate-determining step while Lanyon and 
Trapnell [177] suggested a place exchange mechanism for the transport of 
metal ions through the oxide film based on studies of oxide formation on Cu 
and Fe. These mechanisms can both be described in Figure 3.26. 
 
a) Cabrera – Mott  
interstitial diffusion of 
Al
3+ 
b) Lanyon – Trapnell 
place exchange of Al and O atoms 
Al 
O Chapter 3 
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3.5.2  Data analysis 
In this thesis, erosion/corrosion events are used to investigate the effects of 
many physical parameters on cluster dynamics. For example, different 
methods of representing current-time traces may be used depending on the 
information to be obtained from the representation. Figure 3.11, Figure 3.16, 
and Figure 3.20 show direct comparison between the frequency of erosion and 
the frequency of the applied drive voltage. In the subsequent section a variety 
of different data treatments are used to investigate the relationship between 
event shape (on the current-time plane) and the physical conditions employed 
in the experiments. For example, a plot of the first derivative of the current-
time trace will show the maximum rate of growth compared to the maximum 
rate of decay for each erosion event. Figure 3.27(a) shows an example current-
time transient with its associated first derivative (b). 
For each erosion event, the maximum dI/dt during event growth, g
m, may be 
obtained from the magnitude of peak in the first derivative, while the 
maximum dI/dt during event decay, d
m, will be obtained from the magnitude of 
the trough. In addition, the duration of growth, t
g, and the duration of decay, 
t
d, may be obtained by determining when the first derivative is equal to zero, 
prior to, during and after the event. In reality t
g and t
d are quite difficult to 
obtain from the first derivative of the current due to the presence of noise in 
the current-time trace. The first derivative of the current also reflects this 
noise. In order to minimise this effect, multiplying the first derivate by the 
current gives a much quieter signal, making it possible to identify when the 
first derivate is zero (Figure 3.27(c)). 
Figure 3.27 shows a summary of how data is selected for each erosion event. 
The values of t
d, t
d, g
m and d
m are parameters from which the shape of each 
event may be approximated. The character of erosion events obtained under a 
range of conditions will be discussed using these terms 
     Al Sensor: cavitation erosion 
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Figure 3.27: Current-time trace of an erosion event obtained at a 250 µm 
diameter aluminium sensor held at 0 V vs. stainless steel in 250 cm
3 0.1 M 
Na
2SO
4 at 1 mm sensor – PLE separation. The PLE was driven at a frequency 
and amplitude of 23.44 kHz and 111 V respectively. The first derivative 
(dI/dt) and I(dI/dt) is also shown.  
3.5.3  Introductory remarks 
When examining current-time traces associated with erosion two extreme types 
of erosion events are distinguishable. In addition there are also erosion events 
which exhibit intermediate behaviour. The first type of erosion event, to be 
designated as a ‘primary’ inertial event, is classified as having a fast rise time 
and longer decay time (t
g<< t
d). It is assumed that this type of event occurs 
when erosion of the passive layer occurs rapidly with no further consequence 
to the surface, allowing for fast repassivation of the aluminium surface under Chapter 3 
  114 
electrochemical control, and may be associated with concerted cluster collapse 
resulting in a shockwave directed towards the sensor.  
The second type of erosion event, designated as a ‘secondary’ event, has a 
slower rise time and/or a slower decay time.  
 
Figure 3.28: Current-time trace obtained at a 250 µm diameter aluminium 
sensor held at 0 V vs. stainless steel in 250 cm
3 0.1 M Na
2SO
4 at 1 mm sensor 
– PLE separation. The PLE was driven at a frequency and amplitude of 23.44 
kHz and 111 V respectively. The primary erosion events is labelled (b), (c) 
and (d), while secondary erosion events are labelled (a) and (e). 
It is assumed that this type of event is the result of passivation occurring at a 
slower rate or over longer timescales than a primary event, and that there may 
be some mechanism occurring at the surface which inhibits fast repassivation. 
Examples of both types of event are visible in Figure 3.28, a current-time trace 
obtained at 1 mm separation at optimum cavitation conditions. The peak 
labelled ‘(b)’ is characteristic of a primary event [65, 170].  
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The first derivative of the current-time trace shows that rate of growth of event 
(b) is over twice as fast as its rate of decay (g
m=2.31d
m). The erosion event 
labelled ‘(a)’ has very different characteristics to peak (b). For example, peak 
(a) has a slower rise time and is smaller in current magnitude than peak (b). 
Distinguishing whether events labelled ‘(c)’, ‘(d)’ and ‘(e)’ in Figure 3.28 are 
primary or secondary events is difficult from the data alone. However, two 
methods may be used in correlation. First, the ratio of the rate of growth and 
decay for each erosion event can be determined from its respective maximum 
and minimum in the first derivative (g
m/d
m). This gives an indication of the rate 
of growth independent of the size of the event. Primary erosion events will 
have a higher (g
m/d
m) compared to secondary events. A second method would 
be to compare the duration of each event (t
g+t
d). Primary events will be shorter 
compared to secondary events. Table 3-1 shows the values of the ratio of rates 
and event duration for each event in Figure 3.28. 
Event  g
m/d
m  Duration/µs (+/- 4 
µs) 
Type of event 
a  0.79  46  Secondary
 
b  2.31  26  Primary 
c  2.47  32  Primary 
d  2.00  30  Primary 
e  1.35  32  Secondary 
Table 3-1: Values of ratio of rates and event duration for each event in Figure 
3.28 
For event (a), a secondary event, the ratio of rates is 0.79 and the duration is 
42 µs compared to (b), a primary event, for which the ratio of rates and 
duration are 2.31 and 26 µs respectively. Event (c) has a high ratio of rates, 
(g
m/d
m), but is of intermediate duration suggesting that growth of the event 
occurred quickly, but its decay was a little slow. This could be due to a bubble 
being trapped on the sensor surface inhibiting repassivation. If trapped 
bubbles are responsible for event (c) then it is possible they collapse in the 
next cycle to cause further erosion and are responsible for event (d). Event (d) 
is also of similar duration to event (c), but the ratio of rates is lower and the 
extent of growth is not as great. Both these arguments suggest that events (c) Chapter 3 
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and (d) may be a primary event and a secondary event occurring in quick 
succession. Event (e) has a low ratio of rates and intermediate duration, 
suggesting it is also a secondary event. 
The above example shows that it is impossible to classify every event as purely 
primary or purely secondary in nature. The reality is that a range of 
intermediate behaviour is observed, reflecting the complex nature of the 
environment. It may be possible, however, to determine what behaviours 
dominate re-passivation under a given set of cavitation erosion conditions, by 
recording and examining a large number of events. To this end, the values of 
g
m, d
m, t
g and t
d were determined for a number of erosion events detected at 1 
mm sensor – PLE separation, 111 V drive amplitude and drive frequencies of 
23.36 kHz, 23.39 kHz and 23.44 kHz, with each frequency representing a 
stage in the evolution of cluster cavitation. 
3.5.4  The stages of cavitation 
Figure 3.29 is a current-trace obtained at 23.36 kHz at 1 mm separation, at 
111 V. Current-time traces recorded at frequencies below 23.36 kHz show no 
erosion events, therefore Figure 3.29 represents the onset of periodic erosion. 
It is clear that the events are similar in size and shape suggesting they are the 
result of similar erosion mechanisms. 
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Figure 3.29: Current-time trace showing a series of periodic secondary 
erosion events. The trace was obtained at a 250 µm diameter aluminium 
sensor held at 0 V vs. stainless steel in 250 cm
3 0.1 M Na
2SO
4 at 1 mm sensor 
– PLE separation. The PLE was driven at a frequency and amplitude of 23.36 
kHz and 111 V respectively. 
     Al Sensor: cavitation erosion 
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Note that the events are of ~ 25 µs in duration and occur with the same period 
as the ultrasonic source employed. This short duration suggests that the re-
passivation step is not inhibited, and the periodicity suggests that erosion is 
the result of cluster collapse. The events are small for two possible reasons. 
First the centre of cluster collapse may be quite far from the sensor surface so 
any shock wave emanating from the collapse centre might have attenuated 
before reaching the sensor. Second, the magnitude of the resulting shockwave 
might be quite small if the size of the cluster is small, resulting in low erosion 
currents.   
Figure 3.30 shows high-speed imaging of the cavitation zone between the PLE 
and the sensor at 23.36 kHz. The same PLE was used for both current-time 
trace recording and high speed imaging 
 
Figure 3.30: 16 frames taken at frame rate of 112500 frames per second. 
Each frame is separated by 9 µs. The frames should be read in a raster from 
left to right and top to bottom. Scale indicated by yellow bar which is 
equivalent to 3 mm. Conditions identical to Figure 3.29. Figure 3.29 and 
Figure 3.30 were not obtained simultaneously. 
Figure 3.30 shows that under these conditions bubbles may adhere to the 
electrode body (see white circle). The cluster located at the electrode consists 
of a few small micro-bubbles that coalesce and subsequently collapse 
completely. Every 4-5 frames the sensor is shown to be clear of bubbles in 
agreement with the periodicity shown in Figure 3.29. A small cluster of a 
similar nature is also formed at the PLE. Re-passivation of the sensor after 
complete collapse is not observed to be inhibited by bubbles located on the 
sensor surface or in the liquid. 
Figure 3.31 shows a current-time trace obtained under similar conditions to 
Figure 3.29 but at 23.39 kHz. Now erosion still occurs periodically however all Chapter 3 
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events are not of the same magnitude. Every period the events increase in size 
to a maximum before decreasing. This suggests that the size of the cluster or 
the location of the cluster centre may change every period. High speed imaging 
at 23.39 kHz (Figure 3.32) shows a more developed bubble cluster at the 
sensor surface.   
Two processes are occurring. First a bubble is permanently located at the PLE, 
the size of which increases and decreases in response to the applied liquid 
pressure. Second, a cluster is located at the sensor surface, collapsing 
completely every cycle. Occasionally, the collapse of the cluster at the sensor, 
coincides with the collapse of the bubble at the PLE. The synergistic collapse of 
both clusters may result in a bigger shockwave than that produced by a single 
cluster and cause the magnitude of the erosion current to increase. N.B. this 
does not appear to occur every cycle, and the order of cluster collapses may 
change. This also agrees with the ‘alternate’ periodicity shown in Figure 3.31. 
That is to say the duration between events appears to oscillate between 
subsequent pressure cycles. 
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Figure 3.31: Current-time trace showing a series of periodic secondary 
erosion events. Events highlighted red are occur anti-phase to the applied 
drive voltage, while events highlighted pink are delayed by a phase of π/2. 
The trace was obtained at a 250 µm diameter aluminium sensor held at 0 V 
vs. stainless steel in 250 cm
3 0.1 M Na
2SO
4 at 1 mm sensor – PLE separation. 
The PLE was driven at a frequency and amplitude of 23.39 kHz and 111 V 
respectively. 
     Al Sensor: cavitation erosion 
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Figure 3.32: 16 frames taken at frame rate of 112500 frames per second. 
Each frame is separated by 9 µs. The frames should be read in a rastor from 
left to right and top to bottom. Scale indicated by yellow bar which is 
equivalent to 3 mm. Conditions identical to Figure 3.31. Figure 3.31 and 
Figure 3.32 were not obtained simultaneously. 
At 23.39 kHz the conditions of the cluster can be said to be at an intermediate 
stage, in that erosion occurs periodically with some events being of greater 
magnitude than those produced during the onset of cluster cavitation.  
However, the cluster appears at an advanced stage (highly developed) at 23.43 
– 23.47 kHz. Figure 3.28(a) shows an example of a current-time trace obtained 
at 23.44 kHz (sensor – PLE separation and drive voltage are as for Figure 3.29 
and Figure 3.31). Although erosion events occur less frequently, there is a wide 
variety in the magnitude and shape of current-time transients. High-speed 
images of the advanced stages of cavitation erosion (Figure 3.18 and Figure 
3.19) show that the bubble population and the bubble density were high in the 
sensor-to-PLE region. A large cluster is located at the PLE and collapses with 
periodicity depending on the conditions of the applied drive. Complete 
collapse (i.e. no bubbles present) does not always occur. In addition, there is a 
high probability of bubbles adhering to the surface and collapsing there. 
Again, complete collapse at the sensor may not always occur, leading to 
blocking of the sensor surface.  
Obviously in order to be certain that different erosion events are due to 
specific erosion behaviour one must record current-traces time-correlated to 
high-speed imaging. The high-speed camera and the oscilloscope used to 
record current-traces may be simultaneously triggered using an external TTL 
pulse. Unfortunately it is experimentally difficult to record regions of interest Chapter 3 
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as events are of short duration and are easily missed. When recording over 
long time periods one sacrifices the time-resolution of individual events. 
3.5.5  Discussion 
Figure 3.33 shows a plot of d
m versus g
m for a range of erosion events at the 
three different frequencies. It is clear that the magnitudes of d
m and g
m 
increase as the frequency approaches the optimum tuning frequency of the 
PLE. In general, increasing g
m results in an increase in d
m, as might be 
expected. However, the degree of variability in this relationship appears to 
depend on the drive frequency, and hence the stage of cavitation. For example 
at 23.44 kHz there is much more scatter than at 23.36 kHz and 23.39 kHz.  
That is to say, given a specific value of g
m, the range of values that d
m will take 
is much wider, and vice versa.   
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Figure 3.33: Plot of d
m versus g
m for a range of erosion events measured at 
drive frequencies of 23.36 kHz, 23.39 kHz and 23.44 kHz. Drive voltage 
amplitude and sensor – PLE separation remained constant at 112 V and 1.0 
mm respectively. Plot (b) is a magnification of the boxed area in plot (a) 
Given the spread of data it may be possible to identify upper and lower 
threshold ratios of g
m/d
m in which the erosion event may be described as 
‘primary’. For example primary events will have a high value of (g
m/d
m) as the 
rate of growth is much faster than the rate of decay. Secondary events will have 
a value of (g
m/d
m) less than 1, when the rate of decay is greater than the rate of 
growth.      Al Sensor: cavitation erosion 
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Figure 3.34 shows the distribution of t
g, t
d and (t
g+t
d) with (g
m/d
m) for a number 
of events detected at 23.36 kHz, 23.39 kHz and 23.44 kHz.  
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Figure 3.34: Plots showing the distribution of t
g, t
d and (t
g+t
d) with (g
m/d
m) for 
a number of events detected at 23.36 kHz (55 events), 23.39 kHz (55 events) 
and 23.44 kHz (44 events). Drive voltage amplitude and sensor – PLE 
separation remained constant at 112 V and 1.0 mm respectively. 
At 23.36 kHz the value of (g
m/d
m) lies between 1 and 2.5 suggesting that 
growth of the re-passivation transient always occurs at a faster rate than its 
decay. At 23.39 kHz the value of (g
m/d
m) lies between 1 and 2, a somewhat 
shorter range than observed at 23.36 kHz, suggesting that the maximum rate 
of growth is still greater than the maximum rate of decay for all events 
Secondary  Primary – 
Secondary 
mixed 
Primary Chapter 3 
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although the maximum rates of growth and decay are more evenly matched 
i.e. the re-passivation transient is almost symmetrical. At 23.44 kHz the value 
of (g
m/d
m) may lie anywhere between 0 and 3. When (g
m/d
m) is above 2, the 
event may be described as primary, and when (g
m/d
m) is less than 1, the event 
is described as secondary. More secondary events are likely at 23.44 kHz than 
at lower frequencies given the nature of the cluster formed. High-speed 
imaging of the situation at 23.44 kHz shows that bubble clusters may be 
located at the sensor surface causing secondary bubble erosion and/or 
delaying aluminium re-passivation.  
When (g
m/d
m) lies between 1 and 2 the situation is more complex, and it 
difficult to determine which events are purely primary in nature and which 
events are purely secondary. It is likely that bubbles may adopt a continuum of 
behaviours rather than follow one of two paths to erosion.  
The duration of re-passivation transients may be examined for further clues.  
Figure 3.35 shows a plot of t
d versus t
g for a number of re-passivation 
transients recorded at the three different frequencies. At 23.36 kHz and 23.39 
kHz the growth phase is generally of shorter duration than the decay phase. At 
23.44 kHz there are occasions when growth is longer than decay, an indication 
that secondary events are occurring. In addition the values of growth times 
recorded, remains within a narrow range at 23.36 kHz and 23.39 kHz. At 
23.44 kHz this range is much wider, again indicating occasions when the early 
stage of re-passivation proceeds more slowly. 
The variability in decay time increases as cluster cavitation develops (from 
23.36 kHz to 23.44 kHz) suggesting greater variability in the re-passivation 
mechanism in the later stages of re-passivation. This could be due to the 
presence of bubbles on the sensor surface inhibiting re-passivation.     Al Sensor: cavitation erosion 
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Figure 3.35: Plot of t
d versus t
g for a range of erosion events measured at 
drive frequencies of 23.36 kHz, 23.39 kHz and 23.44 kHz. Drive voltage 
amplitude and sensor – PLE separation remained constant at 112 V and 1.0 
mm respectively.  
Table 3-2 shows the mean and range of the values of g
m, d
m, t
g and t
d for the 
data recorded at 23.36 kHz, 23.39 kHz and 23.44 kHz. The distributions of t
g 
and t
d with (g
m/d
m) (Figure 3.34 – black and red plots respectively) show that 
decay times are in general longer than growth times when (g
m/d
m) is greater 
than 1. The behaviour of the duration of growth, t
g, varies with frequency. At 
23.36 kHz the duration of the growth phase, t
g, remains fairly constant at 
approximately 10 µs, suggesting the duration of growth is unaffected by an 
increase in (g
m/d
m). 
 
Secondary  Primary 
Primary 
Primary Chapter 3 
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Table 3-2: Mean and range of gm, dm, tg and td for the data sets shown in 
Figure 3.33 and Figure 3.35 
At 23.39 kHz t
g appears to decrease slightly with increasing (g
m/d
m), and 
remains shorter than the duration of decay. At 23.44 kHz the decrease in t
g 
with increasing (g
m/d
m) is more pronounced. Therefore, as the drive frequency 
approaches the optimum frequency for cavitation, t
g decreases with increasing 
(g
m/d
m), as might be expected. 
The value of (g
m/d
m) represents the ratio of the maximum rates of growth and 
decay of the re-passivation transient. Increasing the value of (g
m/d
m) suggests 
the rate of growth is proportionally increasing compared to the rate of decay, 
thus indicating that the duration of the growth phase is decreasing. This does 
not occur at 23.36 kHz suggesting that g
m is relatively constant, and it is the 
decrease in d
m that causes (g
m/d
m) to increase without decreasing t
g. The 
duration of the decay phase, t
d, increases with (g
m/d
m) (Figure 3.34(a)-red plot), 
confirming this. 
As the drive frequency approaches the optimum frequency for cluster 
formation, the rate of decay of individual events and the duration of the decay 
phase becomes more significant. Consider the evolution of the cluster with 
drive frequency. High-speed imaging shows that at 23.36 kHz cluster collapse 
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17.2 ± 
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occurs at the sensor, but is mainly located at the PLE and its size is very small. 
Complete clearance of the sensor – PLE region every cycle (every 4-5 frames) 
allows re-passivation to occur rapidly. At 23.39 kHz, high-speed images show 
the cluster is larger, increasing the void fraction of the liquid. It is known that 
the solution resistance of a gas-liquid mixture increases with increasing void 
fraction [178]. This would result in a decrease in the rate of re-passivation and 
an increase in the re-passivation time. For example, bubbly liquid will have a 
higher solution resistance than a bubble-free liquid (Figure 3.36). Furthermore 
if a bubble blocks the sensor, as may be the case at 23.44 kHz, the solution 
resistance is even higher 
 
Figure 3.36: Schematic showing the effect of the bubble cluster on solution 
resistance. The PLE, sensor and the liquid are denoted by the abbreviations, 
PLE, S and L respectively. 
The passivation of the aluminium sensor requires current to pass between the 
sensor and its stainless steel casing. If the solution resistance is high then 
passivation could be inhibited. Further work must be done to confirm this by 
measuring the resistance between the sensor and stainless steel during 
cavitation erosion. If slow re-passivation of the sensor coincides with high 
solution resistance, it is likely that increased bubble population is responsible.  
The more bubbles a liquid contains the more likely a secondary erosion event 
will occur. The increase in bubble population means individual bubbles are 
more likely to collapse at the sensor surface. An increase in solution resistance 
may therefore result in an increase in the number of secondary events 
recorded. For secondary events (g
m/d
m) may be greater than 1, while for 
primary events (g
m/d
m) will be inflated.  
 To conclude this section, it is possible to identify the presence of secondary 
inertial cavitation by plotting the magnitude of the total duration of the event 
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versus the ratio of maximum growth rate to maximum decay rate for a number 
of erosion events. If there are occurrences when the ratio of rates lies below 1, 
it is highly probable that secondary erosion is also taking place. When the ratio 
of rates for a particular event is above 2 the event is primary. When the ratio is 
between 1 and 2, the process of identifying an event as primary or secondary 
becomes difficult. Subsequent analysis shows that re-passivation mechanisms 
may vary due to the presence of bubbles on the sensor surface. This may be 
due to the resistance of an air-liquid mixture increasing with void fraction. If 
the resistance of the liquid is measured in conjunction with erosion of the 
sensor surface, it may be possible to derive a correlation between re-
passivation and cluster dynamics. The presence of bubbles on the sensor 
surface may be detected using this technique and confirm whether bubbles on 
the sensor surface are the cause of secondary erosion.       
3.6  Erosion mapping 
In Section 3.2.3 the effect of both drive frequency and drive voltage amplitude 
on the erosion detected were considered independently. While increasing the 
drive voltage amplitude resulted in increased erosion, an optimum drive 
frequency was found to exist, below which erosion gradually decreased to 
zero. Both observations were explained by the idea that both drive voltage and 
drive frequency supplied to the PLE determine its displacement amplitude from 
equilibrium. As noted in section 2.3.1 the displacement of the PLE is positively 
correlated to the pressure the PLE exerts in the liquid. The magnitude of the 
applied pressure must be greater than the critical threshold pressure in order 
to create the conditions required for the instigation of inertial cavitation.  
In this section the combined effects of drive frequency and voltage will be 
considered. A novel method is used to map erosion with respect to the drive 
frequency – drive voltage plane. A program interface is used in conjunction 
with a function generator (FG100) to automate the step-wise change in drive 
frequency and voltage supplied to the PLE. This allows for investigation of how 
erosion is dependent on the interaction between drive frequency and drive 
voltage amplitude. 
Figure 3.37 shows how the detection of erosion events with respect to drive 
voltage and frequency, changes with sensor – PLE separation.      Al Sensor: cavitation erosion 
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Figure 3.37: Plots marking the location of erosion events with respect to 
drive frequency and amplitude at decreasing sensor – PLE separation. The 
sensor was a 250 µm diameter Al electrode encased in a stainless steel tube 
and insulated from the tube by epoxy resin (see Experimental chapter for 
details). The Al electrode was held at 0 V vs. the stainless steel tube in 5 cm
3 
0.1 M Na
2SO
4. The PLE was 3 mm in diameter. The count rate was recorded 
over a period of 1 second at each frequency and driving voltage amplitude.  
A dot in the f
drive – V
drive phase space indicates whether or not erosion was 
detected at those experimental conditions rather than the number of erosion 
events measured. Erosion was first detected at 2.0 mm separations in 
agreement with the results of x-z mapping (Figure 3.6) but only occurs within a 
small range of frequencies and voltages. The optimum conditions for erosion 
are about 90 V, 23.28 kHz. As erosion appears to occur only at lower voltages 
(around 65 – 105 V) and not higher voltages, it is possible that these events 
may be due to secondary erosion processes when the individual bubbles 
collapse near the surface and cause erosion, as highlighted in Section 3.5 
“Shape of erosion transients”. However, 2.0 mm may also represent the limit of 
detection for two reasons: first, as the PLE may be too far from the centre of 
the cluster to detect erosion from cluster collapse; second, the duration of 
each measurement is very short (~1 s) and as the cavitation is inherently 
random it may not be possible to detect an event within the allotted timeframe. 
This may explain why no erosion events are detected at greater drive voltages. 
As the sensor – PLE separation decreases from 2.0 mm to 1.75 mm, many 
more erosion events were recorded. Between 1.75 mm and 1.0 mm 
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separations, the detection of events with respect to drive amplitude and 
frequency is quite similar. The sensor surface is brought within erosion 
distance of the cavitation clusters. These clusters collapse more energetically 
than those formed under lower driving voltages, and the number of erosion 
events increases. 
When the sensor – PLE separation is less than 2.0 mm, the frequency range in 
which erosion events were detected increases with increasing drive voltage i.e. 
23.27 to 23.30 kHz at 50 V compared with 23.15 to 23.43 kHz at drive 
voltages greater than 120 V. This observation may be explained if one 
considers the effect of drive frequency and drive voltage on the displacement 
amplitude of the PLE tip. Consider the total displacement, X, to be composed 
of the sum of two theoretical components, x(V
drive) and x(f
drive), where x(V
drive) is 
the displacement of the PLE tip as a function of zero-to-peak drive voltage 
amplitude and x(f
drive) is the displacement of the PLE tip as a function of the 
operating frequency. If the frequency remains fixed, it is known that x(V
drive) 
increases linearly with drive voltage (see Experimental chapter). Likewise, if the 
drive voltage remains fixed, x(f
drive) increases as the drive frequency approaches 
the optimum frequency of the PLE.  At high drive voltages the displacement 
amplitude of the PLE tip is already quite large, and only a small increase in the 
displacement amplitude is required for inertial cavitation to be instigated. This 
increase is supplied when the drive frequency approaches the optimum 
frequency of the PLE. Thus at high drive voltage, the drive frequency and 
optimum frequency of the PLE do not have to match so closely. At lower drive 
voltages, the drive frequency must be closer to the optimum frequency to 
augment the smaller displacement amplitude provided by the drive voltage. 
Inertial cluster collapse is most probable when the drive voltage is high (>90 V) 
and when the drive frequency matches the tuning frequency of the PLE. 
Figure 3.38 shows how the count rate varies with sensor – PLE separation. The 
low values represented are the result of many conditions (specific drive 
frequency and voltage) when no erosion is detected. However, the observation 
that count rate increases rapidly with decreasing sensor – PLE separation below 
a threshold separation, is in agreement with observations recorded in section 
3.2.1 and published literature [65, 79, 105, 106].     Al Sensor: cavitation erosion 
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Figure 3.38: Plot showing the dependence of count rate averaged over all 
frequencies and separations on the sensor – PLE separation. The PLE was 3 
mm in diameter and operated in 250 cm
3 0.1 M Na
2SO
4. 
Decreasing the sensor – PLE separation may cause a shockwave produced by 
cluster collapse to be reflected at the sensor surface [65]. The additional 
pressure experienced by the liquid increases the number of nuclei able to grow 
explosively (Apfel threshold) [13]. The increase in the size of the cluster will 
have two effects: first more bubbles are able to undergo inertial collapse close 
enough to the sensor; second, the magnitude of the shockwave produced by 
the cluster on collapse will increase. The two effects will result in more events 
being detected by the sensor. 
3.6.1  Erosion at 2 mm sensor – PLE separation 
At 2 mm sensor – PLE separations the drive voltage at which the greatest 
number of erosion events is recorded is less than expected. Repeated 
measurements found this was always the case. One must consider the 
conditions required for erosive cavitation and the limitations of the sensor for 
detection.  
For a cavitation erosion event to occur, a bubble must collapse a) with enough 
energy, and b) close to the surface being eroded. The fact that higher drive 
voltage is correlated with energetic collapse is indisputable. Increasing the 
drive voltage increases the amplitude of the oscillating liquid pressure field, Chapter 3 
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which in turn transfers more potential energy to the walls of bubbles at the 
edge of the cluster. On collapse, these bubbles or clusters would then release 
more energy, and concerted collapse is more energetic. 
For multiple erosion events to be detected by the sensor the magnitude of 
events must be large enough to trigger the first threshold of the Schmitt 
trigger, and decay fast enough to trigger the second threshold of Schmitt 
trigger, before sequential events can be detected. Events of very large 
magnitude occurring in quick succession (less than 20-30 µs apart) may not 
always decay fast enough to be individually resolved using this approach. 
There are a few possible explanations for this anomaly. First, the sensor has 
limitations in that it does not record every individual event. Section 3.1 
explains that events of large magnitude occurring in quick succession may be 
counted as one single event, while small events may be missed altogether. The 
second explanation for the number of erosion events, as described in section 
3.4, may be a change in the periodicity of erosion events from every pressure 
cycle to every second pressure cycle. The change in periodicity would thus 
cause a decrease in the number of events recorded.  
The two explanations given for the increase in erosion events at a lower drive 
voltage may be valid at short sensor – PLE separations. At larger separations, it 
is unlikely that erosion resulting from concerted cluster collapse will be 
detected. In concerted cluster collapse an erosion event occurs only when the 
innermost bubbles are close to a surface. One may presume that at higher 
drive voltages, at >2 mm separations, the collapse centre of the cluster is not 
located close enough to the surface to cause an erosion event. However, it may 
be possible that these erosion events are secondary events in which individual 
bubbles on the periphery of the cluster collapse inertially close to the sensor 
surface. 
Finally, given the random nature of cavitation and the short duration of 
measurement, erosion may not occur often enough to be detected in spite of 
the presence of inertial cavitation. While it is theoretically possible to measure 
over longer timescales, the number of measurements taken (~ 800) means that 
the experiment would be very long. In addition, subsequent degradation of the 
sensor surface, would make measurements unreliable.      Al Sensor: cavitation erosion 
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3.7  Conclusions 
Optoisolation has been shown to work well in bridging electrochemical 
detection of cavitation erosion with a USB counting device.  The dependence of 
the sensor response on the sensor – PLE separation and the drive frequency 
follows similar trends to that observed in the literature.  
The periodicity of cluster collapse increases from 1 to 4 pressure cycles as the 
size of the bubble cloud increases, and this may be correlated to high erosion 
rates. However, composition of the bubble cluster and the history of the liquid 
medium must be considered. 
In the early stages of cavitation erosion events are small and are produced by 
repeated mechanism of erosion, thought to be the inertial collapse of small 
clusters. In fully developed cavitation, the shapes of erosion transients fall 
between two extremes of behaviour: fast erosion caused by the shockwave 
from concerted cluster collapse, and slower erosion caused by secondary 
mechanisms thought to be associated with the collapse of individual bubbles. 
The location of such bubbles may be on the surface of the sensor or in the 
periphery of the main bubble cluster. Bubbles on the surface may inhibit re-
passivation of the sensor after erosion. Both primary and secondary events 
must be inertial for erosion to occur.  Secondary bubble erosion is generally of 
a smaller magnitude than shockwave-induced erosion and is detected at the 
early stages of cavitation with a periodicity matching the period of PLE 
oscillation, or at the limits of the bubble cluster in the advanced stages of 
cavitation.  
The erosion sensor can detect both cluster erosion and secondary bubble 
erosion as shown the frequency-voltage maps. The maps also show the 
cumulative effect of the frequency and voltage on the amplitude of PLE 
displacement and hence pressure applied to the liquid. 
The next chapter will show how the sensor may be used to detect erosion by 
silicon carbide particles. Al Sensor: particle erosion 
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4.  Al erosion sensor for particle erosion 
In the previous chapter the aluminium sensor was used to detect inertial 
cavitation generated by a piston-like emitter (PLE). The results showed that it 
was possible to detect secondary erosion events due to individual bubble 
collapse as well as primary erosion events due to inertial cluster collapse. The 
average count rate over a significant length of time (about 20 s) proved to be a 
reliable measure of the extent of erosion with agreement with previous work in 
the area. In this chapter the sensor will be shown to detect erosion by silicon 
carbide particles (size 0.037 – 0.074 mm). Comparisons will be made between 
events due to particle erosion and events due to cavitation erosion. Finally, 
possible mechanisms of particle erosion will be suggested and a discussion of 
how erosion may be related to cavitation will be given. 
4.1  The threshold sensor – PLE separation 
Ultrasound generated by the PLE is used to move the particles around, the 
degree of motion indicated by both the drive amplitude and frequency of the 
voltage supplied to the PLE. It is therefore necessary to ensure erosion 
resulting from inertial cavitation events does not occur when detecting events 
resulting from particle erosion.  
In the previous chapter the threshold sensor – PLE separation was ascertained 
to be 2.0 mm. It must be stressed that this threshold separation, above which 
no erosion events due to inertial cavitation are detected, can vary depending 
on the geometry and size of the cell used. It is therefore good practice to ‘trial 
run’ the apparatus in the absence of particles, to ensure that cavitation erosion 
is not detected at the desired sensor – PLE separation. If the motion of silicon 
carbide particles is instigated by means not related to cavitation, this step is 
unnecessary.  
For all experiments in this chapter a small particle erosion cell is used (Figure 
2.17 in Chapter 2) and filled with 5 cm
3 0.1 M Na
2SO
4, with the surface of the 
250 µm diameter Al erosion sensor fixed in the same plane as the bottom of 
erosion cell. Under these conditions the threshold for inertial erosion was 
found to be a separation of 2.0 ± 0.2 mm. Figure 4.1 shows a plot of the 
average number of erosion events recorded at 1.0 mm and 2.0 mm separations Chapter 4 
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at a range of ultrasonic drive frequencies. The average count was obtained by 
detecting events for 20 seconds and averaging the total number events over 
time. Figure 4.1 provides evidence that at 2.0 mm separation no inertial 
cavitation erosion is detected. It is therefore a suitable separation at which any 
particle erosion may be measured. 
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Figure 4.1: Plot showing the dependence of average count rate on the 
frequency of PLE oscillation in the absence of particles. The PLE was 3 mm in 
diameter and was driven at 105.5 V in 5 cm
3 0.1 M Na
2SO
4. The tuning 
frequency of the PLE in this environment was 23.34 kHz. 
4.2  Detection of erosion by particles 
Figure 4.2 is a plot of the average number of erosion events recorded at a 
range of frequencies, in the presence of 101 mg silicon carbide at a sensor – 
PLE separation of 2.0 mm. It is immediately clear that the presence of particles 
results in erosion occurring at frequencies between 23.15 – 23.24 kHz. Erosion 
does not occur under identical conditions in the absence of particles (see 
Figure 4.1). Even at 1.0 mm sensor – PLE separation erosion due to inertial 
cavitation occurs in a different range of drive frequencies (23.31 – 23.35 kHz). 
The erosion observed in Figure 4.2 must be due to a mechanism mediated by Al Sensor: particle erosion 
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silicon carbide particles, hence-forth called ‘particle-mediated erosion’. The 
sensor was also observed to have no noticeable damage to the naked eye. Over 
very prolonged exposure (c. 2-3 hours), the epoxy resin mount surrounding 
the sensor material (Al) showed some abrasion, from the original mirror-like 
finish. 
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Figure 4.2: Plot showing the dependence of average count rate on the 
frequency of PLE oscillation in the presence of 101 mg sand. The PLE was 3 
mm in diameter at fixed sensor – PLE separation of 2.0 mm and was driven at 
105.5 V in 5 cm
3 0.1 M Na
2SO
4. The dotted lines indicate the frequency 
regime in which inertial events were detected in this environment, with 23.34 
kHz being the optimum frequency for maximum detection. 
4.3  Effect of mass of silicon carbide added 
Figure 4.3 shows how the average number of erosion events varies with mass 
of SiC particles added at 3.00 mm sensor – PLE separation. The average 
number of erosion events is obtained by averaging the number of erosion 
events measured at a range of drive voltages, V
drive, (5 to 134 V) and 
frequencies, f
drive, (23.10 – 23.50 kHz) over a 1 second time frame. The 
measurement is of short duration to allow for 780 different permutations of 
frequency and voltage to be examined. The high number of permutations 
accounts for the average count rate being quite low. Chapter 4 
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Figure 4.3: Plot showing the dependence of average count rate on the mass 
of silicon carbide added, at 3 mm sensor – PLE separation. The PLE was 3 mm 
in diameter, and was driven in 5 cm
3 0.1 M Na
2SO
4. The count rate was 
averaged over all frequencies and driving voltage amplitudes. 
The size of the error bars in Figure 4.3 is unfortunately rather large due to the 
high variability in the count rate. The count rate recorded under cavitation 
erosion was also highly variable due to random behaviour inherent in cluster 
cavitation (Figure 3.3). A similar randomness may be present during erosion in 
the presence of silicon carbide particles, and number of erosion events 
detected varies as a result. 
It is still possible to identify some dependence of count rate on the mass of 
silicon carbide added. Below 100 mg and above 400 mg negligible erosion is 
recorded while the highest number of erosion events occurs when the mass of 
silicon carbide is approximately 200 mg. This observation suggests an upper 
and lower limit to the mass of Silicon carbide required for erosion to take 
place.  
These limits may be explained if one considers the probability of an erosion 
event with respect to the mass of silicon carbide present. When the mass of 
silicon carbide is low, the number of particles present to cause particle erosion 
is low, resulting in low erosion rates. When the mass of silicon carbide is high a 
thick layer of particles cover the sensor surface and blocks it, thus resulting in 
a low erosion probability and low erosion rate. At intermediate masses, the 
number of erosion events will increase with number of silicon carbide particles 
provided that the sensor is exposed to erosion. Once silicon carbide 
accumulates on the sensor surface the probability of erosion decreases and the 
number of erosion events also decreases. Al Sensor: particle erosion 
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It is therefore possible to use the aluminium sensor to detect particle-mediated 
erosion provided that erosion from cavitation is not measurable. Particle-
mediated erosion occurs at a frequency regime different to inertial cavitation 
erosion. The amount of silicon carbide added determines the extent of erosion 
measured. Erosion may be due to the motion of particles impinging on the 
sensor surface. However, this is not the only possible mechanism for particle 
erosion. Silicon carbide particles may affect both the behaviour of the PLE and 
the sound field within the sensor – PLE region, which in turn may affect the 
mechanism by which cavitation erosion occurs. For example, the particles may 
act as nucleation sites for cavitation inception. 
4.4  Effect of drive frequency, voltage and mass of 
silicon carbide added 
The frequency dependence of erosion in the presence of silicon carbide is an 
interesting phenomenon and may be explored in depth with the aid of a 
frequency-voltage plot. This type of plot presents erosion with respect to the 
conditions applied to the PLE and is useful for determining the dependence of 
erosion on the drive frequency and voltage simultaneously. 
Figure 4.4 shows the effect of increasing the mass of silicon carbide present on 
the frequency-voltage domain in which sand-mediated erosion occurs. The 
black circles in each plot signify the conditions under which erosion has been 
recorded by the sensor.  As the mass of silicon carbide added increases to 
approximately 350 mg, the number of occasions on which erosion was 
recorded increases. At masses below 350 mg, the frequency and drive voltage 
strongly determine whether erosion was recorded. 
Below a threshold voltage of ~ 50 V little or no erosion was recorded, 
suggesting a minimum voltage is required for erosion in the presence of 
silicon carbide particles. In comparison, the thresholds for the instigation of 
primary inertial cavitation erosion and for fully developed cavitation erosion 
(incorporating secondary erosion) are 60 V and 80-90 V respectively (Figure 
3.34). Therefore particle erosion does not require such a high voltage as 
inertial cavitation erosion. This implies that particle-mediated erosion requires 
a lower pressure amplitude at the PLE tip than inertial cavitation erosion. This 
could be due to the changes in liquid pressure required for bubbles to expand Chapter 4 
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and collapse being of greater magnitude than the changes required for 
particulate matter to move around. Alternatively the particles may provide 
nucleation sites for cavitation inception, and hence lower pressures are 
suitable for inertial cavitation erosion. The particles may also affect the tip of 
the PLE in some way to increase pressure at the tip such that the inertial 
cavitation erosion threshold is attained at a lower drive voltage than expected. 
Similar to cavitation erosion there is no upper limit to the drive voltage 
amplitude. 
The majority of erosion was recorded between frequencies of 23.25 to 23.32 
kHz, with little or no erosion occurring above 23.35 kHz, and no erosion 
occurring below 23.25 kHz. In comparison, inertial cavitation erosion was 
instigated between 23.30 – 23.32 kHz and advanced cavitation erosion occurs 
between 23.32 – 23.35 kHz (for the cell and PLE used) (see Section 3.5 – Shape 
of erosion transients). Erosion in the presence of silicon carbide particles was 
instigated at frequencies lower than that required for inertial cavitation 
erosion, and was terminated with the onset of advanced cavitation erosion.  
When the mass of silicon carbide added was above 350 mg, erosion is 
recorded less often due to a thick layer of sand blocking the sensor surface. 
Erosion only occurs above 70 V but occurs within a wider range of frequencies, 
23.20 – 23.33 kHz, suggesting a change in the cell properties. 
To summarise, provided the mass of silicon carbide lies between two threshold 
values, erosion in the presence of silicon carbide particles was instigated at 
drive frequencies and voltages lower than that required for the instigation of 
inertial cavitation erosion. Erosion is the presence of silicon carbide particles 
was terminated with the onset of advanced cavitation erosion. 
 Al Sensor: particle erosion 
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Figure 4.4: Plots marking the location of erosion events with respect to drive 
frequency and amplitude at 2 mm sensor-PLE separations in the presence of 
increasing masses of sand. The count rate was recorded over a period of 1 
second at each frequency and driving voltage amplitude. The PLE was 3 mm 
in diameter and operated in 5 cm
3 0.1 M Na
2SO
4. The final plot ‘All masses’ 
show cumulative conditions under which erosion occurs, with red circles 
denoting when the mass is above 350 mg. 
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4.5  Effect of sensor – PLE separation on particle erosion 
Figure 4.5 shows the effect of decreasing the sensor – PLE separation on the 
frequency-voltage domain in which sand-mediated erosion occurs. The black 
circles in each plot signify the conditions under which erosion has been 
recorded by the sensor. Only the separations equal to 2.0 mm and above are 
shown as below 2.0 mm inertial cavitation erosion will also be detected. 
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Figure 4.5: Plots marking the location of erosion events with respect to drive 
frequency and amplitude at decreasing sensor – PLE separations in the 
presence of 51.4 mg silicon carbide. The count rate was recorded over a 
period of 1 second at each frequency and driving voltage amplitude. The PLE 
was 3 mm in diameter and operated in 5 cm
3 0.1 M Na
2SO
4. 
Figure 4.5 shows particle-mediated erosion was instigated at 3.00 mm. 
Between 3.0 mm and 2.0 mm separations the frequency-voltage domain in 
which erosion is recorded has the same traits as previously noted i.e. mostly 
occurring between 23.25 and 23.31 kHz and above 40 V. The conditions 
required for erosion in the presence of silicon carbide change as sensor – PLE 
separation decreases below 2.0 mm, when inertial cavitation erosion may also 
be detected. Figure 4.6 shows how the location of erosion events with respect 
to drive voltage and frequency, changes with sensor – PLE separation below 2.0 
mm. One observes that the distribution of events changes into one that is 
similar to inertial cavitation erosion (observed in Figure 3.37). Al Sensor: particle erosion 
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Figure 4.6: Plots marking the location of erosion events with respect to drive 
frequency and amplitude at decreasing sensor – PLE separations in the 
presence of 51.4 mg sand. The count rate was recorded over a period of 1 
second at each frequency and driving voltage amplitude. The PLE was 3 mm 
in diameter and operated in 5 cm
3 0.1 M Na
2SO
4. 
When Figure 4.6 is compared with Figure 3.37 it is possible to discern the 
effect of silicon carbide on inertial cavitation erosion. Between 1.75 mm and 
1.25 mm the number of erosion events detected is reduced greatly by the 
presence of silicon carbide, suggesting an inhibition effect. However, the 
thresholds of erosion are lower. For example, in the presence of silicon 
carbide, between 1.75 mm and 1.25 mm erosion events are occurring at 
frequencies as low as 23.15 kHz, which is very far from the optimum cavitation 
frequency of 23.34 kHz. Low frequency erosion events are also observed in the 
absence of silicon carbide, though the incidence of occurrence is less. 
Another example illustrating the presence of silicon carbide particles 
decreasing erosion thresholds may be observed in the amplitude of the drive 
voltage required for instigation of erosion. In both situations (with and without 
silicon carbide) the threshold amplitude of drive voltage of erosion, increases 
with decreasing sensor – PLE separation. In the absence of silicon carbide the 
threshold amplitude increases from 55 V at 1.75 mm to 80 V at 1.0 mm sensor 
– PLE separations. In the presence of silicon carbide the threshold amplitude 
increases from 20 V at 1.75 mm to 75 V at 1.0 mm sensor – PLE separations. Chapter 4 
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The lowering of the erosion threshold drive frequency and voltage by silicon 
carbide particles adds weight to the argument that particles of silicon carbide 
may act as nuclei for cavitation inception. However, as the sensor – PLE 
separation decreases, the presence of silicon carbide causes a decreased 
incidence in erosion events. Particles may be inhibiting the formation or 
collapse of the inertial bubble cluster and/or secondary cavitation erosion. 
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Figure 4.7: Plot showing the dependence of average count rate on the sensor 
– PLE separation, in the absence and presence of silicon carbide. The PLE was 
3 mm in diameter, and was driven in 5 cm
3 0.1 M Na
2SO
4. The count rate was 
averaged over all frequencies and driving voltage amplitudes. The dotted 
blue line indicates the threshold separation beyond which no inertial 
cavitation erosion is detected. 
Figure 4.7 shows the average count rate recorded at a range of sensor – PLE 
separations comparing the situations in the presence and absence of silicon 
carbide. In the presence of silicon carbide particles the magnitude of the count 
rate is significantly diminished when compared to that in the absence of silicon 
carbide particles. It is possible that the bubble cluster is affected by silicon 
carbide in a way that reduces the change in liquid pressure associated with 
cluster collapse. Collapse of bubble clusters may then not have the same 
erosive power compared to when sand is absent. Al Sensor: particle erosion 
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4.6  Evolution of the cluster with drive frequency and 
voltage amplitude 
In the previous chapter inertial cavitation erosion was shown to have a 
periodicity dependent on the conditions at the PLE. The shape of the cluster 
was also shown to evolve. Figure 4.8 shows a series of stills taken at a range of 
drive frequencies in the absence of silicon carbide particles when the bubble 
cluster is at its maximum size. Between 23.11 kHz and 23.23 kHz a bubble 
located at the PLE, but apart from the solitary bubble no cavitation events were 
observed. The bubble does not collapse in any pressure cycle.  
 
Figure 4.8: Series of stills taken at a range of drive frequencies (23.11 – 
23.30 kHz), marking the maximum cluster size before collapse. Stills are 
taken from a series of frames recorded at 60000 frames per second, shutter 
speed = 1/245000 s. (Each frame represents 4.08 µs.) Scale indicated by 
yellow bar which is equivalent to 3 mm. Sensor – PLE separation = 3 mm. 
Drive amplitude is 112 V. Silicon carbide is absent. 
The bubble is absent between 23.24 kHz and 23.27 kHz. At 23.28 kHz a small 
cluster is located at the PLE marking the inception of inertial cluster 
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collapse..The cluster starts to get bigger as the drive frequency approaches the 
optimum frequency 
When silicon carbide particles are introduced to the cell, the periodicity of 
cluster oscillation remains, but no collapse stage is visible at the PLE. The 
cluster may be composed of particles alone or in combination with bubbles, so 
complete collapse of the cluster does not occur or is obscured by particles. 
Figure 4.9 shows a series of stills recorded at a range of frequencies from 
23.11 to 23.30 kHz showing the maximum size of the cluster achieved.  
 
Figure 4.9: Series of stills taken at a range of drive frequencies (23.11 – 
23.30 kHz), marking the maximum cluster size before collapse. Stills are 
taken from a series of frames recorded at 60000 frames per second, shutter 
speed = 1/245000 s. (Each frame represents an exposure time of 4.08 µs.) 
Scale indicated by yellow bar which is equivalent to 3 mm. Sensor – PLE 
separation = 3 mm. Drive amplitude is 112 V. Silicon carbide is present. 
The particle cluster differs from a pure bubble cluster in size and shape as well 
as behaviour. Between 23.11 and 23.22 kHz, the cluster resembles a small 
bubble on the surface of the PLE. This could be a bubble surrounded by 
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particles or a particle cluster, but it is difficult to tell from the images.
13 At 
23.23 kHz the cluster shape becomes elliptical (‘smartie’ shaped) in contrast to 
the hemispherical or cylindrical shape of bubble clusters in fully developed 
cavitation. The maximum size of the cluster starts to increase at 23.23 kHz but 
is always much smaller than the size of a primary inertial cluster. Above 23.29 
the cell becomes opaque with the dispersal of silicon carbide particles 
throughout the liquid medium and it becomes impossible to discern the 
erosion of the sensor in such a situation.  
 
Figure 4.10: Series of stills taken at a range of drive frequencies (23.38 – 
23.45 kHz), marking the maximum cluster size before collapse. Stills are 
taken from a series of frames recorded at 60000 frames per second, shutter 
speed = 1/245000 s. (Each frame represents an exposure time of 4.08 µs.) 
Scale indicated by yellow bar which is equivalent to 3 mm. Sensor – PLE 
separation = 3 mm. Drive amplitude is 112 V. Silicon carbide is present. 
The cell begins to clear at 23.38 kHz (Figure 4.10) and a cluster is present that 
is similar to an inertial bubble cluster (Figure 4.11) albeit a little smaller and 
more uniform in composition. The composition of the cluster is difficult to 
determine as sand particles may or may not be obscuring bubbles. The 
particle/particle-bubble cluster once again exists at drive frequencies further 
from the optimum frequency. By 23.39 kHz the inertial bubble cluster has 
vanished, but the particle/particle-bubble cluster is present until 23.43 kHz  
Similar changes in size and shape of the cluster were observed when the drive 
voltage was increased. A particle/particle-bubble cluster is formed at 53.6 V 
and increased in size until the drive voltage increased above 80.4 V. At this 
                                           
13 Images are hard to obtain in this medium because particles can obscure the PLE when present 
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point the cell was made opaque by the dispersion of particles. As there is no 
upper limit to the drive voltage once cavitation has been instigated, no clearing 
of the cell occurs until the power supplied to the PLE is switched off. In the 
absence of silicon carbide inertial cavitation was instigated at 67 V and was 
fully developed into inertial clusters at drive voltages greater than 107.2 V. 
 
Figure 4.11: Series of stills taken at a range of drive frequencies (23.38 – 
23.45 kHz), marking the maximum cluster size before collapse. Stills are 
taken from a series of frames recorded at 60000 frames per second , shutter 
speed = 1/245000 s. (Each frame represents an exposure time of 4.08 µs.) 
Scale indicated by yellow bar which is equivalent to 3 mm. Sensor – PLE 
separation = 3 mm. Drive amplitude is 112 V. Silicon carbide is absent. 
4.7  Current follower response 
The current follower response in the presence of 60.1 mg silicon carbide is 
shown in Figure 4.12. The sensor – PLE separation is set at 2.0 mm so it is 
unlikely that events due to inertial cavitation (cluster or individual bubble) will 
be detected. The erosion events begin occurring at 23.18 kHz and stop 
occurring at 23.20 kHz, again a regime in which inertial cavitation erosion 
does not occur. The events occur in a group i.e. not every pressure cycle, but 
when they do occur, individual events are periodic with pressure cycle. This 
confirms that erosion in the presence of silicon carbide particles is sporadic 
rather than periodic, but is affected by the pressure field. Given the periodic 
nature of the events when they do occur, it is possible that particle erosion is 
bubble assisted, although any bubbles formed under these conditions are not 
expected to be inertial. The shape of the transients also appear symmetrical 
rather than have a short rise time and long decay time, similar to the 
secondary erosion events observed in the absence of silicon carbide.  
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Figure 4.12: Plot showing the dependence of chronoamperometric response 
of the current follower ( ) in the sensing circuit on the frequency of PLE 
oscillation in the presence of 60.1 mg silicon carbide.  The simultaneous 
recording of the output from the power amplifier of the horn is also shown 
( ). The small cell containing 5 cm
3 0.1 M Na
2SO
4 was used for this 
experiment. The 3 mm diameter PLE of tuning frequency 23.44 kHz was set 
at drive voltage amplitude of 111V and sensor – PLE separation of 2 mm. 
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After the experiment, the electrode showed only very superficial abrasion, 
rather than the pitting/deformation associated with inertial cavitation erosion. 
The frequency regime of fully developed inertial cavitation (incorporating 
secondary cavitation) occurs between 23.31 and 23.35 kHz under these 
conditions. Erosion due to inertial cavitation was not detected at the sensor – 
PLE separation of 2.0 mm. Between 23.33 and 23.40 kHz no particle-mediated 
erosion events are visible either. This could be due to the dispersal of particles 
throughout the cell reducing their probability of eroding the sensor surface, if 
indeed particles are responsible for erosion. High-speed imaging shows 
dispersal was mediated by fully developed inertial cavitation, consisting of 
both inertial cluster collapse and inertial single bubble erosion, displacing the 
particle/particle-bubble cluster from the PLE tip. 
Between 23.21 and 23.32 kHz the situation is more ambiguous. The inception 
stage of inertial cluster collapse occurs at 23.31 – 23.32 kHz, and does not 
cause as much turbulence in the liquid medium as fully developed inertial 
cavitation. This means that silicon carbide particles are not fully dispersed 
throughout the liquid and may be able to coalesce at the PLE tip (as shown in 
high-speed imaging) and be directed towards the sensor.  
The current-time trace between 23.21 and 23.32 kHz shows small periodic 
bumps in the current which are not present at frequencies below 23.18 kHz or 
above 23.32 kHz. 
 The bipolar nature of the signal indicates some amplification of background 
noise, possible due to interaction of silicon carbide particles with the PLE. It is 
also possible that cluster collapse occurring at the tip disturbs particles at the 
sensor enough to cause some erosion. This would correlate with the periodicity 
of the bumps. Another possible mechanism may be that particles are grazing 
the sensor surface, either in free solution or attached to small microbubbles. 
Figure 4.8, Figure 4.9, Figure 4.10 and Figure 4.11 show no signs of erosion 
taking place, but admittedly, it is difficult to view the sensor surface. There is a 
particle/particle-bubble cluster at the PLE tip, which may release a stream of 
silicon carbide particles periodically as it oscillates with the liquid pressure 
field, but without visual confirmation, one cannot be certain this is the case. 
 Al Sensor: particle erosion 
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These results highlight the frequency dependence of particle-mediated erosion 
and suggest some interaction between the early stages of cavitation and the 
later stages of particle erosion.  
4.8  Shape of transients 
In section 3.5 erosion transients were analysed in terms of the maximum rate 
of growth, g
m, maximum rate of decay, d
m, event growth time, t
g, and event 
decay time, t
d. Equivalent analysis was carried out for re-passivation transients 
recorded in the presence of silicon carbide, with Figure 4.13, Figure 4.14 and 
Figure 4.15 showing the equivalent results. 
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Figure 4.13: Plot of d
m versus g
m for a range of erosion events measured at 
drive frequencies between 23.18 and 23.20 kHz. Drive voltage amplitude and 
sensor – PLE separation remained constant at 111 V and 2.0 mm respectively. 
60.1 mg silicon carbide was present in 5 cm
3 0.1 M Na
2SO
4. 
Figure 4.13, a plot of d
m versus g
m, shows that event growth rate is faster than 
decay rate for all re-passivation events. However the magnitudes of g
m and d
m 
are much lower than respective values for inertial cavitation erosion occurring 
in the absence of silicon carbide (Figure 3.33). This suggests that these events 
are much smaller and much slower than events due to inertial cluster collapse 
recorded in the absence of silicon carbide. 
Figure 4.14 shows that g
m/d
m generally lies between 1 and 1.5 for re-
passivation events occurring in the presence of silicon carbide. Comparison to 
Figure 3.34 shows that re-passivation transient events are less diverse in 
character. A single mechanism of erosion and/or re-passivation may be Chapter 4 
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responsible rather than the diverse mechanisms seen in fully developed 
cavitation erosion (incorporating secondary erosion mechanisms). 
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Figure 4.14: Plots showing the distribution of t
g, t
d and (t
g+t
d) with g
m/d
m for a 
number of events measured at drive frequencies between 23.18 and 23.20 
kHz. Drive voltage amplitude and sensor – PLE separation remained constant 
at 111 V and 2.0 mm respectively. 60.1 mg silicon carbide was present in 5 
cm
3 0.1 M Na
2SO
4. 
tg/s
0 10 20 30
t
d
/

s
0
5
10
15
20
25
30
 
Figure 4.15: Plot of t
g versus t
d for a measured for a number of erosion events 
measured at drive frequencies between 23.18 and 23.20 kHz. Drive voltage 
amplitude and sensor – PLE separation remained constant at 111 V and 2.0 
mm respectively. 60.1 mg silicon carbide was present in 5 cm
3 0.1 M Na
2SO
4. 
Figure 4.15 shows that event growth times are generally quite similar to event 
decay times. In contrast to inertial cavitation erosion, the event growth time 
does not appear to be as consistent (increasing from 5 to 18 µs) and increases 
linearly with event decay time. This suggests that re-passivation may be 
occurring in a slightly different manner compared to that observed following 
inertial cavitation in the absence or particulate matter. Al Sensor: particle erosion 
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In summary the above results show that re-passivation transients in the 
presence of silicon carbide particles tend to be smaller in magnitude, longer in 
duration and less diverse in that the quantity (g
m/d
m) takes a narrower range of 
values. In addition, the decay time and rise time are mutually dependent. 
4.9  Mechanism of erosion 
So far there has been a question of whether erosion in the presence of silicon 
carbide is due to the silicon carbide particles themselves impinging on the 
sensor surface or whether inertial cavitation is affected by silicon carbide and 
causes the erosion. In order to answer this question it is helpful to review the 
evidence presented in this chapter in the context of each argument. 
Erosion in the presence of silicon carbide does not require as high a threshold 
pressure as in the absence of silicon carbide. This is reflected by the evidence 
that erosion may be detected up to 3.0 mm sensor – PLE separation, a point at 
which inertial cavitation erosion was not previously detectable, and at a lower 
drive frequency and voltage than required in the absence of silicon carbide. 
Silicon carbide particles may provide nucleation sites for cavitation inception. 
However, the bubble nuclei would be too small (micron magnitudes) to be 
visible using current experimental techniques, and would be unlikely to 
collapse inertially at lower drive voltages.  
The analysis of current transients obtained at low drive frequency, prior to the 
instigation of inertial cluster collapse, show the rise time as a fraction of the 
duration of the entire event is also proportionally longer than that recorded for 
inertial cavitation in the absence of silicon carbide. These findings suggest that 
events are not due to rapid re-passivation that might occur following inertial 
cluster collapse.  
The sequences of the current transients themselves suggest that erosion is 
sporadic rather than repetitive and periodic. The sporadic nature of erosion 
indicates that it is influenced by silicon carbide particles, although periodicity 
of bubble cluster formation may also be relevant. A bubble attached to silicon 
carbide particles may graze the sensor surface casing the particles to erode the 
oxide layer on the sensor. Further experiments must be carried out in order to 
determine whether nucleated silicon carbide particles are responsible for 
erosion either by the inertial bubble collapse or by grazing. Chapter 4 
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It is quite likely that silicon carbide disrupts the formation of inertial bubble 
clusters at higher cavitation instigation frequencies and confirmation of this is 
given in high-speed imaging of the cluster at the PLE as the cluster is shown to 
be elliptical rather than hemispherical in the presence of silicon carbide. In the 
absence of silicon carbide individual bubbles may be distinguished in the 
inertial cluster, but this is not the case when silicon carbide is present. In 
addition, the elliptical cluster does not appear to collapse. It is probable that 
fully developed inertial cavitation is occurring at the expected drive frequency 
and voltage as the silicon carbide particles in the cell are disrupted from its 
position near the PLE to distribution throughout the liquid medium. However, 
at sensor – PLE separations lower than 2.0 mm, the average count rate is 
depressed by the presence of silicon carbide. This suggests that while inertial 
cavitation may be occurring, it does not always result in erosion. The silicon 
carbide particles must therefore be disrupting the collapse in some way. Silicon 
carbide particles may absorb some of the kinetic energy associated with cluster 
collapse so erosion is not so severe. Alternatively, the presence of silicon 
carbide particles inhibits secondary inertial cavitation erosion by preventing 
bubbles nucleating on the sensor surface. 
At low pressure amplitudes silicon carbide particles may be responsible for 
erosion. At high pressure amplitudes fully developed inertial cavitation is 
responsible for erosion, but may be inhibited by silicon carbide particles. There 
may also be some overlap at intermediate pressures when inertial cavitation is 
instigated but nucleated particles are still causing some erosion. The periodic 
bumps in the current follower response suggest that particles or nucleated 
particles are periodically grazing the sensor. Amplification of background 
noise by the interaction of particulate matter with the PLE tip may also be 
responsible. The subject erosion regimes will be discussed in the following 
section. 
4.10  Erosion regimes 
Figure 4.16 shows a schematic of the different regimes of behaviour. It must 
be clarified that inertial cavitation erosion will only occur if the sensor – PLE 
separation is less than 2.0 mm and is therefore not denoted as erosion in the 
schematic. Above 2.0 mm only particle-mediated erosion will be detected.  Al Sensor: particle erosion 
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The schematic shows how particle-mediated erosion may overlap the regime 
when instigation of inertial cluster collapse occurs, but is terminated by fully 
developed inertial cavitation. The schematic also allows comparison of drive 
frequency and voltage thresholds. It is obvious that particle-mediated erosion 
is instigated at lower frequencies and drive voltages than inertial cluster 
collapse and fully developed inertial cavitation. It is therefore likely that the 
particle-mediated erosion regime overlaps a regime in which non-inertial 
bubbles are formed. Whether the non-inertial bubbles play a significant role in 
particle-mediated erosion, is a subject for further study.  
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Figure 4.16: Schematic of erosion regimes. 
The schematic does not provide a clear indication of the periodicity and 
regularity of events. Therefore while particle-mediated erosion may be detected 
at 23.15 kHz and 20 V, the incidence of occurrence may be low. In 
comparison, inertial cavitation erosion is periodic. 
4.11  Conclusions 
In summary, the aluminium sensor can detect particle-mediated erosion. The 
rate of erosion is dependent on the mass of silicon carbide added and the 
sensor – PLE separation. When within the drive frequency-voltage regime for 
the instigation of inertial cluster collapse, erosion events are increased, but 
when within the frequency-voltage regime for fully developed cavitation 
erosion, erosion events are decreased. Therefore silicon carbide appears to Chapter 4 
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inhibit fully developed cavitation erosion and enhance erosion by smaller 
bubbles/bubble clusters. It is possible that silicon carbide particles provide a 
surface for microbubbles to nucleate enhancing erosion by inertial cluster 
collapse. Particles may inhibit secondary cavitation erosion mechanisms 
present in fully developed inertial cavitation. The mechanism by which particle-
mediated erosion may occur has been discussed and the presence of different 
erosion regimes has been highlighted. Cavitation noise 
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5.  Cavitation noise 
In section 1.4 an explanation was given of how the acoustic emission spectra 
from cavitation consisted of different components; the harmonics, 
subharmonics and ultraharmonics each represent an aspect of bubble 
behaviour. Experimentally, these acoustic emission spectra are often recorded 
in-situ with a hydrophone which measures the pressure of sound waves 
travelling through a liquid medium, the sources of which may be a PLE 
submerged in the liquid or bubble-bubble interactions (including inertial 
bubble cluster collapse). Part of the acoustic emission associated with 
cavitation is audible to the human ear and may thus be detected using a 
microphone ex-situ to the liquid. In this case the microphone measures the 
pressure of sound waves travelling through air. The main advantages of using 
this device over a hydrophone are that it will not interfere with the sound 
pressure field set up by the PLE and can be used to detect the audible acoustic 
emission of cavitation in corrosive liquid such as acids. In this work, emission 
was recorded by an in-situ hydrophone and an ex-situ microphone, and a 
comparison of the two methods will be made. 
The attempts at correlating the amplitude of different components with the 
effects of cavitation (sonoluminescence, bubble population and sonochemical 
yield) have been met with differing levels of success [118, 119]. Erosion is an 
important aspect of cavitation, which has yet to be correlated with acoustic 
emission so an attempt will be made to correlate components in the acoustic 
emission spectra with cavitation erosion using the aluminium sensor tested in 
previous chapters. 
First, in order to understand the source of harmonic and subharmonic 
components in cluster collapse the theoretical frequency spectra obtained from 
simulated waveforms, encompassing both the driving pressure wave and 
periodic cluster collapse, may be examined. The driving pressure may be 
approximated as a sinusoidal wave while cluster collapse effects are accounted 
for by introducing a periodic pressure pulse. Figure 5.1 shows plots of the 
pressure wave, when a) no cluster collapse occurs, b) cluster collapse occurs 
every period, c) every second period and d) every third period. This is simply a 
sine wave represent by the equation y = sin (2πf) where f is 0.1 Hz.  Chapter 5 
  156 
b)
Ampli
tude
-1.5
-0.5
0.5
1.5
2.5
3.5
4.5 a)
Ampli
tude
-1.5
-0.5
0.5
1.5
2.5
3.5
4.5
c)
Time/s
5 15 25 35 45
Ampli
tude
-1.5
-0.5
0.5
1.5
2.5
3.5
4.5 d)
Time/s
5 15 25 35 45
Ampli
tude
-1.5
-0.5
0.5
1.5
2.5
3.5
4.5
 
Figure 5.1: Plots showing simulated pressure waves (sinusoidal) with a 
superimposed cluster collapse a) never occurring, b) occurring every cycle, c) 
occurring every second cycle, and d) every third cycle. The pressure wave 
may be represented by the equation y=sin(2πf
drive), where f
drive is equivalent to 
0.1 Hz. 
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Figure 5.2: Plots showing the FFT analysis of the simulated pressure waves 
(sinusoidal) with a superimposed cluster collapse a) never occurring, b) 
occurring every cycle, c) occurring every second cycle, and d) every third 
cycle. The pressure wave may be represented by the equation y=sin(2πf
drive), 
where f
drive is equivalent to 0.1 Hz. 
 Cavitation noise 
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The cluster collapse is simulated by ensuring that the amplitude is set to equal 
4 at appropriate time intervals to generate the required period of cluster of 
collapse.  
Figure 5.2 shows plots of frequency spectrum after the simulated signal has 
undergone FFT analysis. The spectrum was generated in SigmaPlot 11.0 using 
the ‘fft’ worksheet function over 128 points. As this gives both real and 
imaginary components, it is then necessary to square then sum both 
components to give the power spectrum. The square root of the power 
spectrum gives the frequency spectrum as presented. A frequency scale that is 
calculated from the sampling frequency is then added. 
When only the driving pressure wave is present, only the fundamental 
component (f=f
drive) is present in the frequency spectrum. Guth attributed the 
harmonic emission to non-linear periodic collapse [115]. Therefore, when a 
cluster collapse is added to the pressure wave signal to occur every cycle 
(Figure 1(b)), the harmonics, nf
drive, are present in the frequency spectrum (Fig 
2(b)). The subharmonics, nf
drive/2 or nf
drive/3, also appear when cluster collapse 
is limited to every two cycles or three cycles respectively.  
In previous chapters the periodicity of cluster collapse has been shown to 
decrease from every pressure cycle to every two or three pressure cycles 
whenever the dimensions of the cluster are too large to collapse in a single 
pressure cycle. Given that a loud ‘clap’ accompanies each energetic (inertial) 
collapse it therefore follows that the frequency of the noise associated with 
cluster collapse will also decrease accordingly with cluster size.  
Thus, the presence of harmonics in the frequency spectrum could indicate the 
presence of a bubble or bubble cluster collapsing non-linearly in every cycle, 
and releasing a significant pressure pulse which may or may not be energetic 
enough to cause erosion.
14 The presence of subharmonics could indicate the 
presence of a cluster which collapses every second or third cycle (depending 
on the order of subharmonics present). The results obtained in Chapter 3 
imply that this type of bubble cluster is of a significant size and will collapse 
with enough energy to cause erosion. 
                                           
14 See Chapter 3: The Al sensor: Cavitation Erosion Chapter 5 
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5.1  The experiment 
In simple terms an audio receiver (hydrophone or microphone) is used to 
measure the cavitation noise generated in a variety of cavitation conditions 
using the experimental set-up described in section 2.3.5.
15 The audio receiver 
may be placed either in-situ in the case of the hydrophone or ex-situ in the 
case of the microphone. The audio receiver signal is sampled at a specified 
sampling rate using a data acquisition card connected to a PC. Fast Fourier 
transform analysis is then performed on the signal to produce the acoustic 
emission spectrum. The final step is to determine the frequencies of the most 
influential components that make up the signal.  
The frequencies of the most influential components are known to depend on 
the drive frequency and may be estimated prior to the measurement of noise. 
The most influential components will be the harmonics, subharmonics and 
ultraharmonics of the drive frequency. In order to obtain an accurate reading 
of the amplitude of the individual components it is essential that these 
components are expressed as an exact value in the emission spectrum after 
Fourier analysis has taken place. To ensure this is the case sampling rate of the 
data acquisition card has to be adjusted to fit the drive frequency. This will be 
demonstrated as follows: 
5.1.1  Determining the sample rate 
Fourier transform analysis is the process of deconstructing a complicated 
waveform (represented by amplitude versus time) into a series of simpler 
waveforms each with its own frequency and amplitude. The result may be 
represented on a plot of amplitude versus frequency in what is known as a 
frequency spectrum.  
If the waveform can be represented by an equation, the frequency spectrum is 
continuous. However, in the case of experimental measurement, the waveform 
is represented by a series of discrete values, separated by a fixed time interval, 
  . The sampling rate,    , determines what this time interval is (equation 5—1). 
                                           
15 In the experiment, the zero-to-peak drive voltage amplitude was initially kept constant at 4.71 V, while the 
drive frequency was stepped between 23.10 kHz to 23. 50 kHz at intervals of 10 Hz, with a measurement of 
the acoustic emission and erosion rate made at each drive frequency. This was repeated for zero-to-peak 
drive voltage amplitudes stepped between 4.71 and 94.15 V at an interval of 4.71 V. Cavitation noise 
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5—1 
The total time period,  , taken for the measurement of the signal depends on 
the number of samples,  , taken (equation 5—2). 
            
 
   
 
5—2 
In the Fast Fourier Transform analysis used here, the value of   must be an 
even number equivalent to    , 
   
   
   
 
5—3 
As the measured signal is a series of discrete values, so too is the frequency 
spectrum resulting from fast Fourier analysis. The resulting data is a series of 
discrete frequency values with associated amplitudes. The interval between 
discrete frequency values on the frequency spectrum,   , is given by equation 
5—4. 
    
 
 
 
   
    
5—4 
By choosing the value of the final frequency in the frequency spectrum to be an 
integer multiple,  , of         it is possible to deduce the number of data points, 
 , in the frequency spectrum, as shown in equation 5—5:  
   
        
  
              
   
   
  
5—5 
This is essential if the fundamental component at         is to be a discrete value 
in the frequency spectrum. 
The sampling frequency may then be calculated using equation 5—6. Chapter 5 
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5—6 
The number of data points on the frequency spectrum,  , is equivalent to half 
of the number of samples,   , giving equation 5—7. 
     
              
               
5—7 
It can be seen from equation 5—7 that it is essential that the sampling 
frequency of the experimental data,    , is an integer multiple of         at all 
times. This ensures the drive frequency and its associated components are 
discrete values on the frequency spectrum after the FFT process has taken 
place. The correlation allows for the drive frequency to be selected accurately 
in the FFT process. 
If the sampling frequency is incorrect an apparent ‘frequency shift’ is observed 
in the frequency spectrum, as will now be demonstrated. Consider the case 
when a waveform composed of the form:                               
 3sin2  3 is sampled at frequency,   .  
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Figure 5.3: a) Plot of the waveform                                              
where A
1 = 0.5, A
2 = 1, A
3 = 0.5, f
1 = 0.05 Hz, f
2 = 0.1 Hz, f
3 = 0.2 Hz. The 
sampling frequency, f
s is 3.2 Hz, sampled data are marked by a black circle; 
b) the frequency spectrum following FFT analysis. The plot was generated 
using the ‘fft’ function in SigmaPlot 11.0 over 128 points 
Figure 5.3(a) shows the case when      0.5,     1,     0.5,      0.05 Hz, 
     0.1 Hz,      0.2 Hz and      3.2 Hz. In this case     is an integral number of Cavitation noise 
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the frequencies,    ,     and    . As a result the frequency spectrum following FFT 
analysis (Figure 5.3(b)) shows three peaks at 0.05 Hz, 0.1 Hz and 0.2 Hz, 
exactly matching    ,     and    . 
Now, consider the case when     is not an integral multiple of    ,     and    . 
Figure 5.4 shows a plot of when the same waveform is sampled at 3.04 Hz, 
and its corresponding frequency spectrum following FFT analysis in which the 
waveform has been assumed to be sampled at 3.2 Hz (a sampling error of 
about 2 %). 
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Figure 5.4: a) Plot of the waveform                                              
where A
1 = 0.5, A
2 = 1, A
3 = 0.5, f
1 = 0.05 Hz, f
2 = 0.1 Hz, f
3 = 0.2 Hz. The 
sampling frequency, f
s is 3.04 Hz, sampled data are marked by a black circle; 
b) the frequency spectrum following FFT analysis. The plot was generated 
using the ’fft’ function in SigmaPlot 11.0 over 128 points, using a specified 
sample rate of 3.2 Hz. 
The frequency spectrum (Figure 5.4(b)) shows a negligible shift in the 
frequency of the peaks (0.048 Hz, 0.101 Hz and 0.202 Hz), no longer 
reflecting the exact frequency components in the original waveform. This is a 
result of the discrete frequency values not matching the data set and means 
the amplitudes of the respective frequency components will be calculated 
inaccurately (here 0.42, 0.91 and 0.42 respectively). 
5.1.2  Control of the sample rate 
The sample rate may be pre-set using software associated with the data 
acquisition card. However, the card itself has an internal clock signal that is 
used to pace the selected sample rate. Only integer multiple values of the clock 
pulse may be selected as the sample frequency. When the sample frequency 
chosen by the user is not an integer multiple of the clock pulse, the card Chapter 5 
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selects the nearest integer multiple. As a result, the sample frequency chosen 
by the user, may not be the sample frequency used by the data acquisition 
card. This will naturally give problems of the ‘frequency shift’ highlighted 
earlier, and incorrect amplitudes of the frequency components, as the 
sampling frequency adopted by the data acquisition card is not an integer 
multiple of the drive frequency of the pressure wave. 
To circumvent this problem a function generator was used to pace the internal 
clock at the desired sampling frequency. Throughout the experiment the drive 
frequency was changed in order to change the conditions of the cavitation 
cluster, so the sampling frequency also had to change. The drive frequency 
and amplitude were controlled through a function generator.
16 This control was 
automated by a Visual Basic 6. programme written in-house (See Appendix 
1.4).  
 
Figure 5.5: Schematic showing how the sampling frequency is fed to function  
generator 2 which is used to pace the internal sampling clock. 
The value of the drive frequency,        ,
 was logged by the data acquisition card 
attached to the computer via an RS232 connection. The data acquisition card 
was then programmed to take this value and compute the sample frequency, 
   . The value of     was then supplied to an additional function generator
17 via a 
second RS232 port. The second function generator then controlled the 
                                           
16 Make and model of function generator: digimess, Function Generator FG100. 
17 Make and model of function generator: Thurlby Thandar Instruments TG1010 Programmable 10 MHz DDS 
Function Generator). 
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sampling rate of the data acquisition card
18 via a third cable. This process is 
demonstrated in Figure 5.5. The audio sensor may be the hydrophone or the 
microphone. The Al erosion sensor is also used to count events simultaneously 
to the measurement of the hydrophone/microphone signal 
5.1.3  Fast Fourier Transform analysis of audio receiver signal 
Using a Visual Basic program written in-house (see Appendix 2.1) the data 
from the hydrophone was corrected for any offset then a power spectrum 
function (with arguments are signal, dt, df) was applied, the output of which 
was a 2D array (with arguments frequency and power). The frequency spectrum 
is obtained from the knowledge that 
                
                          
    
5—8 
where   is the number of samples in the signal and * signifies the complex 
conjugate.  
The frequency spectrum is thus: 
                                            
5—9 
The frequency spectrum was then scanned for the frequency with the 
maximum amplitude within a specified range: this should be the drive 
frequency provided the audio signal was sampled by the data acquisition card 
at an integer multiple of the drive frequency.
19 The amplitudes of the 
harmonics, subharmonics and ultraharmonics can then be easily found. 
Integration of the frequency spectrum gives an indication of the cavitation 
noise power [118]. 
                                           
18 Note that this is required to maintain accurate timing for the signal acquisition. 
19 The Visual Basic program was tested with data obtained at a known drive frequency to ensure this was the 
case. Chapter 5 
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5.2  Factors influencing results 
There are some general points to consider before discussing the specifics of 
the individual components observed in the frequency spectra.  
First, the microphone and hydrophone have different bandwidths of frequency 
measurement and sensitivity (see Table 5-1). 
 
Audio 
sensor 
Operating 
frequency range 
Sensitivity/dB 
Sensitivity/V 
Pa
-1 
Hydrophone  0.1 Hz – 180 kHz 
−211 dB re 1 V/μPa in 
water 
28.18 x 10
-6 
Microphone  0.15 Hz – 50 kHz  -26 dB re 1 V/Pa in air.  50.1 x10
-3 
Table 5-1: Operating frequency range and sensitivity of audio sensors used 
(from manufacturer’s specifications [179, 180]). For make and model of 
audio numbers see Chapter 2: Experimental. 
 
Table 5-1 shows the microphone is therefore more suited to measuring 
components with frequencies less than 2f
drive while the hydrophone can 
measure harmonics of the drive frequency up to 5f
drive. The hydrophone is also 
more sensitive to small variations in pressure than the microphone. While the 
microphone appears to be at a disadvantage in both its frequency range and 
sensitivity, its response is still of value, in that the first harmonic and the 
subharmonics can be obtained from the spectrum, these being sometimes 
difficult to distinguish in the hydrophone spectra. 
The differences in response are highlighted in Figure 5.6 which shows plots of 
the amplitude of the fundamental component measured, with respect to the 
drive frequency and amplitude of the voltage supplied to the PLE, by the 
hydrophone and microphone at erosion sensor – PLE separations of 1 mm and 
3 mm.  Cavitation noise 
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Figure 5.6: Plot showing the variation of amplitude of the fundamental 
frequency component with respect to drive voltage V
drive and drive frequency 
f
drive. The sensor was positioned in the same plane as the bottom surface of 
the cell, directly beneath the PLE. The sensor – PLE separation was controlled 
using a manual z-micrometer. The hydrophone was placed 1 cm 
perpendicularly from the PLE just inside the cell. The microphone was placed 
3 cm from the PLE just outside the cell. Hydrophone and microphone data 
were not recorded simultaneously. The dotted line in (c) indicates a cut-off in 
signal, an explanation of which is given in the main body of text. 
It is clear that the erosion sensor – PLE separation has a marked influence on 
the amplitude of the fundamental component obtained with the hydrophone 
compared to that of the microphone. The microphone response measured at 1 
mm separation (Figure 5.6 (b)), is of a similar magnitude to that measured at 3 
mm separation (Figure 5.6 (d)), although the areas of highest amplitude vary. 
In contrast, the hydrophone response measured at 1 mm (Figure 5.6 (a)) is 
much lower than at 3 mm (Figure 5.6 (c)). The significance of the red arrow-
headed shape at 3 mm separation (Figure 5.6 (c)), where the maximum 
amplitude is four times greater than at 1 mm separation (Figure 5.6 (a)), will be Chapter 5 
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discussed in detail in section 5.3.3, however it is possible that shielding of the 
PLE sound source by bubble clusters may be affecting the results. 
The decrease in amplitude as a consequence of decreasing the separation may 
be explained if the hydrophone – PLE – electrode sensor arrangement is 
considered (Figure 5.7). 
 
Figure 5.7: Schematic of apparatus showing the arrangement of the 
hydrophone, PLE and erosion sensor. 
The electrode sensor may scatter certain frequency components based on the 
magnitude of their frequencies, the surface area of the electrode sensor, and 
the material of the electrode [168, 169, 174]. A quantitative description of 
scattering of plane sound waves by a “face-on” electrode has been given by 
Birkin et al [169]. In brief simplistic terms, a proportion of a sound wave 
normally incident on a solid plane will be a) transmitted through the solid and 
b) reflected by the solid. The degree of reflection of incident sound waves 
depends on the material and surface area of the facing plane. For example, 
glass will reflect more than epoxy resin since the ratio of the speed of sound to 
density of the material is greater. The influence of surface area and frequency 
of the incident sound wave on the extent of reflection arises from the 
dependence of reflection on   , where   is the wavenumber equal to 
                     (        is the drive frequency and         is the speed of sound in 
the surrounding liquid) and   is the radius of reflecting surface. If the normally 
incident sound wave is composed of high-frequency components and/or the 
reflecting surface is large then this will contribute to a greater degree of 
reflection. Generally if       0.5 then reflection is significant.  
Erosion sensor 
PLE 
Solution  Hydrophone 
Perspex Cell Cavitation noise 
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In the situation here, because the erosion sensor is flush with the bottom of 
surface of the electrode, sound waves emitted by the PLE may be reflected by a 
surface area of ~ 4 cm
2. For a nominal drive frequency of 23 kHz,    may be 
approximated to ~ 2. It is therefore very likely that normally incident pressure 
waves emanating from the PLE were considerably reflected and affected the 
response obtained by the hydrophone. 
 
Figure 5.8: Schematic showing the reflection of sound waves at varying 
erosion sensor – PLE separation: (a) low separation, high angle of incidence, 
(b) low separation, low angle of incidence, (c) higher separation, both low and 
high angles of incidence (d) attenuation of sound wave by a cluster of 
bubbles. 
The wavelength of sound emitted (c. 69 mm) is much greater than the 
dimensions of the PLE (3 mm in diameter) and when considered in combination 
with the directivity of the PLE, suggests the PLE may be modelled by a baffled, 
simple point source. This means that the beam pattern emitted by the PLE may 
be assumed to be hemispherical. Therefore, the reflection/transmission of 
obliquely incident sound waves must also be considered as shown in Figure 
5.8. 
(b) 
(c)  (d) 
(a) 
Erosion sensor embedded 
in perspex cell 
PLE  Solution Chapter 5 
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At 1 mm erosion sensor – PLE separation only obliquely incident sound waves 
with a very large angle of incidence
20 could have been reflected at the erosion 
sensor/acrylic surround back into the liquid (Figure 5.8(a)) while sound waves 
with a smaller angle of incidence would have to be reflected several times 
before being transmitted back into the liquid Figure 5.8(b)). At greater erosion 
sensor – PLE separations obliquely incident sound waves with smaller angles of 
incidence can also be reflected back into the liquid (Figure 5.8(c)).  
The microphone response was less dependent on the erosion sensor – PLE 
separation than the hydrophone response, perhaps due to its location outside 
the liquid. However, the location of ‘red’ areas with respect to drive amplitude 
and frequency changed with sensor – PLE separation. As in the hydrophone 
response, it is possible that bubble clusters could be shielding the PLE sound 
source, such that the amplitude of sound waves emitted by the PLE and 
incident on the erosion sensor and acrylic cell surfaces are diminished, thus 
reducing the amplitudes of subsequent transmission and reflection waves 
(Figure 5.8(d)). 
In conclusion, the hydrophone measures a wide bandwidth of frequencies and 
would be well suited to measuring the harmonic and ultraharmonic 
components in the frequency spectrum. In contrast, the microphone has a 
narrower bandwidth and may be better suited to measuring the subharmonic 
components. When the erosion sensor – PLE separation was decreased the 
amplitude of significant components also decreased, an effect which may be 
due to transmission/reflection of sound by the erosion sensor, the acrylic cell 
surface and the beam pattern of the PLE. The microphone, an ex-situ detector, 
was less susceptible to these effects than the hydrophone (an in-situ detector). 
5.3  Analysis of frequency spectra 
It is difficult to represent the large volume of data generated by this 
experimental technique in a comprehensive manner. Lauterborn and Cramer 
[117] devised a spectral bifurcation plot to represent a number of Fourier 
transforms of the noise generated at a range of drive voltages at a specified 
drive frequency. The result is a contour plot of frequency component versus 
                                           
20 The angle of incidence is the angle of the incident wave to the normal. Cavitation noise 
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drive voltage with the heights of the contours representing the amplitude of 
the components. However, the production of such a plot is highly demanding 
in terms of computer processing time and only represents data at a fixed drive 
frequency. This means that examining the bifurcation diagrams at a range of 
frequencies proves too time-consuming. 
The frequency spectra may also be individually examined for the most 
dominant components. Given that hundreds of spectra are produced, this can 
also be time consuming. The author has found that the best method is to 
locate areas of interest in drive amplitude – drive frequency contour maps, 
examine the corresponding frequency spectra for the relevant components, 
and compare these spectra to those obtained under more ambient conditions. 
5.3.1  General trends 
To investigate noise associated with cavitation erosion one can compare the 
frequency spectra obtained when erosion events are detected to those 
obtained when erosion is absent. Figure 5.9 shows the location of erosion 
events with respect to the drive frequency and voltage obtained at 1 mm 
sensor – PLE separations. 
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Figure 5.9: Plots showing the location ( ) of erosion events with respect to 
frequency and amplitude of the drive voltage. The sensor – PLE separation was fixed 
at 1 mm. Plot (a) shows the location only, while plot (b) shows the number of 
erosion events as a contour plot. The legend in (b) indicates the number of events 
recorded in 1 second. 
Figure 5.10 displays the corresponding Fourier transforms obtained with the 
hydrophone at a PLE operating at 94.15 V zero-to-peak drive voltage amplitude Chapter 5 
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and at a range of drive frequencies. Erosion occurs at frequencies highlighted 
red i.e. 23.32 – 23.38 kHz. 
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Figure 5.10: Plot showing a range of Fourier transforms of the acoustic 
emission measured with a Bruel and Kjaer 8103 hydrophone at 94.15 V drive 
voltage, 1 mm sensor – PLE separations. Erosion occurs at the frequencies 
highlighted red. 
There are many points of note in Figure 5.10. First, the fundamental frequency 
(f/f
drive= 1) and its associated harmonics (f/f
drive= 2, 3) were always present in 
decreasing order of magnitude when a voltage is applied to the PLE, except 
when erosion was occurring. Second, the broadband noise increased with 
increasing drive frequency up to the frequency threshold of cluster cavitation
21 
and decreased sharply when cavitation ceased. Third, the f/2 subharmonic and 
its associated ultraharmonics (3f/2, 5f/2 and 7f/2) were present when erosion 
occurred. This is a strong indication that the f/2 component is significant for 
erosion. Fourth, there were occasions when the nf/2 components were present 
in the absence of erosion, albeit more weakly than in the presence of erosion.  
                                           
21 A drive frequency of 23.30 kHz  marked the onset of cluster cavitation under the conditions of the 
experiment described, while 23.39 kHz marked the end. Cavitation noise 
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At 94.15 V drive voltage there were two instances at 23.31 and 23.39 kHz, 
suggesting the attainment of a threshold in the magnitude of the f/2 
components may be a precursor to the occurrence of erosion. While Figure 
5.10 only shows the Fourier transforms obtained at 94.15 V, these features 
were repeated at lower drive voltages above 70.61 V.   
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Figure 5.11: Plot showing a range of Fourier transforms of the acoustic 
emission measured with a microphone at 94.15 V drive voltage, 1 mm sensor 
– PLE separations. Erosion occurs at the frequencies highlighted red. 
The microphone response under identical conditions of drive voltage and 
sensor PLE separation showed similar features (See Figure 5.11). The 
harmonics were always present in decreasing order of magnitude. However, 
unlike the hydrophone response, the 2f harmonic was never greater than the 
fundamental component in magnitude, even when erosion was taking place. 
The broadband noise increased on approach to the inertial cavitation erosion 
threshold, but appeared to be more concentrated at lower frequency 
components compared to the hydrophone. The f/2 subharmonic and its 
associated ultraharmonics were present when erosion was occurring. High 
order subharmonics (f/3, f/4) appeared to be more visible than in the Chapter 5 
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hydrophone response possibly due to the greater sensitivity of the microphone 
over a smaller bandwidth. However, this could just be a reflection of the 
increase in broadband noise, rather than a substantial increase in the 
magnitudes of these components. Similar to the hydrophone response while 
Figure 5.11 only shows the Fourier transforms obtained at 94.15 V, these 
features were repeated at lower drive voltages above 75.32 V.  
5.3.2  Broadband noise 
Prior research has shown that broadband noise (occurring over a wide 
frequency band of the FFT spectrum) increases rapidly at the onset of inertial 
cavitation [111, 116]. In addition, Frohly et al. defined the area resulting from 
integration of an FFT plot as the cavitation noise power (CNP) [118]. The CNP 
would then be used to represent the broadband cavitation noise at a specific 
drive frequency and pressure amplitude. Attempts were made to correlate the 
CNP with sonochemical activity, a side-effect of inertial cavitation [118]. They 
found that the 2f and f components reached a maximum level at an 
intermediate applied sound pressure and ascribe this to the setting up of a 
stable cavitation regime. In contrast, a sharp increase in the CNP with 
increasing applied sound pressure was to indicate the threshold to inertial 
cavitation.  
In this section, a similar analysis is applied to the data, to confirm if this 
variable may be correlated with erosion from inertial cavitation. To this end, 
FFT analysis was performed on each acoustic emission output recorded as 
indicated in section 5.1.3, between 0 and 4       , giving FFT spectra such as 
those shown in Figure 5.10 and Figure 5.11.
22 The area under each FFT 
spectrum was then calculated using the trapezium rule. Therefore, for each 
drive voltage and frequency supplied to the PLE, a value of the area under the 
corresponding FFT spectrum was obtained (henceforth denoted by the term 
‘FFT Area’).  
   
                                           
22 The acoustic emission outputs were recorded with both the hydrophone and the microphone at various 
operating conditions at the PLE e.g. at drive frequencies ranging between 23.10 and 23.50 kHz , and at zero-
to-peak drive voltage amplitudes ranging between 0 and 94.15 V. Cavitation noise 
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Figure 5.12: (a) Magnitude of area under FFT for a range of drive voltages 
and frequency amplitudes ( ), compared to the occurrences of erosion (
), with respect to the drive frequency and voltage amplitude showed in a(i). 
The x-axis is labelled with the order in which the measurement was taken. (b) 
Magnification of (a) between 65.91 and 94.15 V. The values of the drive 
frequency and drive voltage are noted by the corresponding points. The 
acoustic emission was measured with a hydrophone sited 1 cm 
perpendicularly from the PLE, with the 250 µm diameter Al erosion sensor 
sited 1 mm axially from the PLE. The cell was filled with 50 cm3 0.1 M 
Na2SO4 at ambient temperature and pressure. 
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It must be noted, that Frohly et al. performed their integration on the 
logarithmic scale. They also defined a cut-off pressure threshold, such that 
components possessing amplitudes exceeding this threshold would not be 
included. This was done in order to minimise bias of the results towards the 
amplitude of the fundamental component. These steps were not undertaken 
here to reduce computation time, and therefore a bias towards the amplitude 
of principle components
23 must be taken into account when interpreting the 
results. 
Figure 5.12 shows a plot of the comparison of the FFT area with the rate of 
erosion, measured using an Al erosion sensor located 1 mm from the PLE. At 
fixed drive voltage, the FFT area appeared to peak twice, the first peak 
occurring at frequencies near the optimum frequency for instigation of bubble 
clusters, and the second, in the frequency range for inertial cluster collapse.
24 
The FFT area did not appear to increase uniformly with drive voltage, instead 
increasing suddenly from below a threshold value of 100 units to an average 
160 units at 70.61 V. Erosion mostly occurred after this threshold in the drive 
voltage has been surpassed. Note that the number of erosion events does not 
directly correlate with the magnitude of the integrated area. However, the 
fluctuation in erosion may be correlated with the periodicity of cluster collapse 
as observed in Chapter 3. 
Figure 5.13 shows a plot obtained under identical conditions to that of Figure 
5.12 but with the PLE situated 3 mm from the erosion sensor. It is immediately 
obvious that the FFT area increased greatly at drive voltages between 23.54 
and 70. 61 V compared to 1 mm erosion sensor – PLE separation. The range of 
frequencies at which the FFT area was considerable, is also broader.  
The observed increase in the FFT area at lower sound pressures may be 
explained by considering the absorption of components in the FFT spectrum 
by the erosion sensor at 1 mm separation, which may be scattered at 3 mm 
separation and detected by the hydrophone. 
                                           
23 The principle components identified in this work are the drive frequency component, the harmonics, the 
f
drive/2 subharmonic and its associated harmonics. 
24 In the experimental set-up used here, the frequency range for bubble cluster evolution was 23.24 – 23.31 
kHz, while the frequency range for inertial cluster collapse was 23.32 – 23.38 kHz.  Cavitation noise 
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Figure 5.13: (a) Magnitude of area under FFT for a range of drive voltages 
and frequency amplitudes ( ), compared to the occurrences of erosion (
), with respect to the drive frequency and voltage amplitude showed in a(i). 
The x-axis is labelled with the order in which the measurement was taken (b) 
Magnification of (a) between 65.91 and 94.15 V. The values of the drive 
frequency and drive voltage are noted by the corresponding points. The 
acoustic emission was measured with a hydrophone sited 1 cm 
perpendicularly from the PLE, with the 250 µm diameter Al erosion sensor 
sited 3 mm axially from the PLE. The cell was filled with 50 cm3 0.1 M 
Na2SO4 at ambient temperature and pressure. 
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Considering a) the arrangement of the hydrophone with respect to the erosion 
sensor and PLE, b) the resulting consequences of scattering of the fundamental 
component, and c) the bias of the magnitude of the FFT area to amplitude of 
the fundamental component, the theory that scattering has affected the 
magnitude of the broadband noise, is plausible.  
The magnitude of the FFT area was similar at 1 mm and 3 mm sensor – PLE 
separations when the drive voltage amplitude was greater than or equal to 
70.61 V. This suggests that above a drive voltage amplitude of 70.61 V the 
signal received by the hydrophone was independent of erosion sensor – PLE 
separation. One possible cause could be the production of a cluster of bubbles 
at this drive voltage, which could undermine the effects of scattering and 
absorption by the erosion sensor and cell surface. Compared to 1 mm erosion 
sensor – PLE separation, erosion was detected infrequently at 3 mm separation, 
and only when the drive voltage was equal to or greater than 70.61 V. This is 
mainly due to the dependence of erosion on the sensor – PLE separation 
(discussed in Chapter 3). 
The erosion sensor – PLE separation does appear to have an interesting effect 
on the respective frequencies of maxima in FFT area and number of erosion 
events. For example, at 1 mm separation a maximum in FFT area (at a 
frequency of 23.28-23.35 kHz) is nearly always followed by detection of 
erosion (at drive frequencies between 23.33-23.36 kHz). This behaviour is 
observed at 3 mm separation, only when drive voltage amplitude exceeds 
84.74 V. At drive voltages between 70.61 and 80.03 V the erosion occurs at 
frequencies lower than that at which the maximum FFT area occurs and is 
minimal.  
The observed behaviour may be explained if the FFT area is assumed to be 
representative of the broadband noise, and the source of the broadband noise 
assumed to be due to emission from bubble nuclei, existing in a range of 
dimensions, in the bubble cluster. At 1 mm separation, a maximum in the FFT 
area could represent the conditions at which the bubble cluster contains many 
emitting bubbles. Under the conditions investigated, the increase in FFT area 
prior to the detection of erosion could indicate that there is a threshold 
broadband noise that must be exceeded before inertial cavitation is generated 
and erosion detected. Cavitation noise 
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It is possible at 3 mm erosion sensor – PLE separation, between 70.61 and 
80.03 V bubbles in the bubble cluster grow explosively, but perhaps do not 
always collapse as energetically until the drive voltage amplitude is increased 
above 80.03 V when inertial collapse (and possibly erosion) may occur. At 1 
mm erosion sensor – PLE separation, the threshold drive voltage amplitude 
required for inertial collapse is lower at 70.61 V due to the erosion sensor 
reflecting the applied sound pressure (see Chapter 3 for further details). 
The variation of the number of erosion events recorded with increasing zero-
to-peak drive voltage amplitude reflects that observed in Chapter 3, indicating 
a change in the periodicity of cluster collapse. Although the integrated area 
does not directly correlate with the number of erosion events, an increase in 
the FFT area with drive voltage amplitude often follows an increase in the 
number of erosion events with drive voltage amplitude, suggesting there is a 
link between the two quantities. It is likely that the inertial cavitation, which 
causes the erosion, also results in the formation of more nuclei in the 
subsequent cycle, causing an increase in the broadband noise, and by 
extension, the FFT area. Further work must be done in order to confirm these 
conclusions. For example, the FFT area could be re-calculated omitting the 
principle components, or the acoustic emission re-recorded while minimising 
the effects of scattering by using a larger electrochemical cell Chapter 5 
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Figure 5.14(a) Magnitude of area under FFT for a range of drive voltages and 
frequency amplitudes ( ), compared to the occurrences of erosion ( ), 
with respect to the drive frequency and voltage amplitude showed in a(i). The 
x-axis is labelled with the order in which the measurement was taken. (b) 
Magnification of (a) between 65.91 and 94.15 V. The values of the drive 
frequency and drive voltage are noted by the corresponding points. The 
acoustic emission was measured with a microphone sited 5 cm 
perpendicularly from the PLE, with the 250 µm diameter Al erosion sensor 
sited 1 mm axially from the PLE. The cell was filled with 50 cm
3 0.1 M Na
2SO
4 
at ambient temperature and pressure. 
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Similar observations to that detailed above were also seen in acoustic emission 
measured from a microphone, although there were some differences. For 
example, Figure 5.14 shows a plot of the comparison of the FFT area 
(calculated from the acoustic emission measured with a microphone) with the 
erosion rate measured with an erosion sensor situated 1 mm from the PLE. At 
constant drive voltage, the FFT area appeared to peak at frequencies in the 
range 23.31 – 23.34 kHz, close to the optimum frequency for inertial 
cavitation. This was followed by a second peak, of lesser or greater magnitude 
in the frequency range 23.36 – 23.39 kHz. These ranges are shorter than that 
observed for the hydrophone, possibly due to the narrower bandwidth of 
frequencies to which the microphone is able to respond (Table 5-1). 
Erosion tended to occur at drive frequencies between 23.33 – 23.36 kHz, 
corresponding to the frequency band between peaks in the FFT area. The 
maximum FFT area appeared to increase in three stages with drive voltage, the 
first step being at 28.25 V, the second at 47.08 V, and the third at 75.32 V, 
remaining roughly constant during each stage.  This contrasts with the 
hydrophone response which contained only two stages. This could be due to 
the microphone being less affected by scattering effects. Erosion mostly 
occurred after the third threshold in the drive voltage has been surpassed. 
Note again, that the number of erosion events does not correlate with the 
magnitude of the FFT area. Chapter 5 
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Figure 5.15(a) Magnitude of area under FFT for a range of drive voltages and 
frequency amplitudes ( ), compared to the occurrences of erosion ( ), 
with respect to the drive frequency and voltage amplitude showed in a(i). The 
x-axis is labelled with the order in which the measurement was taken.(b) 
Magnification of (a) between 65.91 and 94.15 V. The values of the drive 
frequency and drive voltage are noted by the corresponding points. The 
acoustic emission was measured with a microphone sited 5 cm 
perpendicularly from the PLE, with the 250 µm diameter Al erosion sensor 
sited 3 mm axially from the PLE. The cell was filled with 50 cm
3 0.1 M Na
2SO
4 
at ambient temperature and pressure. 
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Figure 5.15 shows a plot obtained under identical conditions to Figure 5.14 
but with the PLE situated 3 mm from the erosion sensor. The FFT area was 
increased at drive voltages between 51.78 and 65.91 V compared to 1 mm 
sensor – PLE separation, but was lower in the 37.66-51.78 V drive voltage 
range. This resulted in a more gradual transition in this regime than that 
observed at 1 mm. Above 70.61 V the magnitude of the FFT area was higher at 
3 mm than at 1 mm. This could be due to the absorption of pressure waves by 
the erosion sensor at 1 mm. The range of frequencies at which the FFT area 
was of considerable magnitude, was broader, perhaps due to the merging of 
the two individual peaks observed at 1 mm. At 1 mm sensor – PLE separation, 
the frequency band was 23.27-23.39 kHz compared to 23.25-23.40 at 3 mm. 
Erosion occurred infrequently when the drive voltage is equal to or greater 
than 84.74 V. 
5.3.3  The harmonic components 
Figure 5.16 shows how the fundamental component and its second and third 
order harmonics present when the PLE – erosion sensor separation is 1 mm 
and 3 mm respectively. The harmonics have been measured by a hydrophone 
positioned 1 cm away from the PLE perpendicular to the motion of the PLE. 
The first point of note is that at 3 mm erosion sensor – PLE separation, the 
maximum amplitude of the fundamental component is observed to increase 
with drive voltage amplitude up to a maximum of 92.5 mV at drive voltage 
amplitude of 37.66 V, before decreasing to and remaining roughly constant at 
30 mV at drive voltage amplitudes greater than 56.49 V.  
It has been noted that pressure pulses associated with cluster collapse may be 
reflected by an electrode placed perpendicular to the PLE, the degree of 
scattering depending on the size of the electrode area, the material it is 
fabricated from and the frequency of the incident pressure wave [168, 169]. 
Considering the arrangement of the hydrophone with respect to the PLE and 
erosion sensor, it is probable that the hydrophone will detect pressure waves 
which have been scattered by the acrylic surface of the experimental cell, as 
well as those emitted by the PLE. The hydrophone signal may in fact be 
composed predominantly of the scattered pressure waves rather than the 
pressure waves emitted by the PLE.   Chapter 5 
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Figure 5.16: Plots showing the variation in amplitude of (b) the fundamental 
component f, (c) the second harmonic, 2f, and (d) the third harmonic, 3f, 
with respect to drive frequency and drive voltage amplitude shown in (a) at 1 
mm ( ) and 3 mm ( ) electrode sensor – PLE separation respectively.  The 
acoustic emission was measured with a hydrophone sited 1 cm 
perpendicularly from the PLE (e) the corresponding erosion measured with a 
250 µm diameter Al erosion sensor held at 0 V vs. stainless steel in 50 cm
3 
0.1 M Na
2SO
4 at ambient temperature and pressure. The x-axis is labelled 
with the order in which the measurement was taken. 
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If the source of the f component is predominantly attributed to the scattering 
of the applied sound pressure by the acrylic, then it may be assumed that the 
detection of the scattered sound waves by the hydrophone must have been 
hindered in some way at drive voltage amplitudes above 51.78-56.49 V.  
At drive voltage amplitudes below 37.66 V no bubble clusters will form, and 
their production at higher drive voltages (>50-60 V) may shield the pressure 
waves emitted by the PLE from reaching the erosion sensor and acrylic surfaces 
and subsequently scattering. Note, that these bubble clusters need not be 
inertial to have a disruptive effect on surface scattering processes. The 
variation of the amplitude of the fundamental component with drive voltage 
amplitude at 1 mm erosion sensor – PLE separation was not as significant, 
compared to the trends observed at 3 mm erosion sensor – PLE separation. 
This could be due to the directivity of the PLE as explained in section 5.2 
Second, in contrast, the maximum amplitudes of the 2f and 3f components 
appear to be relatively independent of the erosion sensor – PLE separation. A 
similar increase and decrease in maximum amplitude with increasing drive 
voltage (up to 56.49 V) is observed suggesting that the source of the harmonic 
signal at drive voltages less than 56.49 V is the same as that of the 
fundamental signal i.e. the PLE. It is therefore possible, that like the 
fundamental component, the harmonic components are reflected and the 
erosion sensor/acrylic surface and it is the reflections that are detected by the 
hydrophone, which are then also similarly disrupted by the formation of bubble 
clusters. However, high frequency components are scattered more easily than 
low frequency components. This may mean that the amplitudes of the second 
and third harmonics could be scattered more easily than the fundamental 
component, and be less dependent on the erosion sensor – PLE separation.  
Third, above drive voltage amplitudes of 56.49 V, the maximum amplitudes of 
the 2f and 3f components increased with increasing drive voltage amplitude 
rather than maintain a constant value as was observed in the maximum 
amplitude of the fundamental component. If the source of the 2f and 3f 
components is attributed to periodic non-linear pressure waves, then it may be 
assumed that this increase in their relative amplitudes suggests that there is a 
corresponding increase in the detection of non-linear pressure waves 
oscillating at the same frequency as the drive frequency. One source of this Chapter 5 
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type of pressure wave, contributing to the increase, could be the periodic non-
linear collapse of bubbles or bubble clusters formed at voltages greater than 
51.78-56.49 V. Again, any bubbles formed are probably not energetic enough 
to cause erosion, which was only detected at drive voltage amplitudes 
exceeding 70.61 V at 1 mm erosion sensor – PLE separation. 
Finally, above drive voltage amplitudes of 51.78-56.49 V the fundamental 
component was negatively correlated with the second harmonic. That is to say 
when the amplitude of the fundamental appeared to drop below 0.03 V the 
second harmonic simultaneously rose above 0.03 V. Moreover, the switching of 
this behaviour coincided with the detection of cavitation erosion (see Figure 
5.9). Figure 5.17, a plot of the ratio of the magnitudes of the 2f and f 
components, shows that erosion occurred when the magnitude of the 2f 
component was greater than the magnitude of the fundamental f component. 
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Figure 5.17: Plots showing the correlation of the quantity (2f)/(f) with 
erosion. Components were measured using a hydrophone situated 1 cm 
separation from the PLE perpendicular to the motion of the PLE. The erosion 
sensor – PLE separation was 1 mm. (a) plot showing experimental conditions 
when the 2f component is greater than the f component, and when erosion 
events are detected, (b) plot showing the magnitude of the ratio 2f:f with 
respect to the experimental conditions. 
The ratio of magnitudes of 2f:f also correlates well with the frequency of 
detection of erosion events as shown in Figure 5.18. Very little or no erosion is 
detected when the ratio (2f)/(f) is less than 1, i.e. when the fundamental 
component is greater than the second harmonic. However, when (2f)/(f) is Cavitation noise 
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greater than 1.1 erosion begins to be detected. Values of (2f)/(f) no greater 
than 2 are attained. 
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Figure 5.18 Plot of the Count rate vs. the ratio of magnitudes of 2f:f. 
Conditions as Figure 5.17. 
The variability in the count rate also increases with increasing (2f)/(f). This 
could reflect the nature of the bubble cluster, i.e. when more bubbles are 
present, there is greater shielding of the fundamental component by the 
cluster. It also possible that if the bubble cluster contains more bubbles, there 
is greater variability in size distribution, and hence greater variability in the 
number of bubbles that could collapse inertially.  The 3f component correlates 
weakly with cavitation erosion. It does not always have to be present for 
erosion to take place, however, its presence suggests that cavitation erosion is 
more intense.  
Under similar conditions, the microphone response exhibited similar 
characteristics to the hydrophone response (see Figure 5.19). The f component 
increased somewhat with drive voltage amplitude, before decreasing to a 
constant value. The increase in the amplitude of the 2f component and the 
occurrence of erosion corresponded with the decrease in the amplitude of the f 
component. The measurement of the 3f component is less reliable as it occurs 
outside the range of frequencies in which the microphone operates accurately 
(Table 5-1).  
There were however, two marked differences in behaviour between the 
hydrophone response and the microphone response. First, unlike the 
hydrophone response, the microphone response was not strongly dependent 
on the electrode – PLE separation at drive voltage amplitudes below 51.78 V.  Chapter 5 
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Figure 5.19: Plots showing the variation in amplitude of (b) the fundamental 
component f, (c) the second harmonic, 2f, and (d) the third harmonic, 3f, 
with respect to drive frequency and drive voltage amplitude shown in (a) at 1 
mm ( ) and 3 mm ( ) electrode sensor – PLE separation respectively.  The 
acoustic emission was measured with a microphone sited 5 cm 
perpendicularly from the PLE (e) the corresponding erosion measured with a 
250 µm diameter Al erosion sensor held at 0 V vs. stainless steel in 50 cm
3 
0.1 M Na
2SO
4 at ambient temperature and pressure. The x-axis is labelled 
with the order in which the measurement was taken. Cavitation noise 
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An increase in electrode – PLE separation appears to alter the amplitudes of the 
f and 2f components only slightly. Second, in the microphone response the 
amplitude of the 2f component was never greater than the amplitude of the f 
component. This could be due to the limitations of the microphone itself, in 
that it may be less sensitive in responding to frequencies at 2f rather than f. To 
confirm this is the case the microphone response would have to be measured 
with respect to the frequency detected.  
If one assumes that the microphone is not limited by its sensitivity at 2f, an 
alternative explanation could be that the hydrophone and the microphone 
measure noise emission from different processes e.g. if the hydrophone 
detects reflection of sound waves from the erosion sensor/acrylic cell surface 
into the surrounding liquid while the microphone detects sound waves 
transmitted through the erosion sensor, acrylic cell and electrolyte into the air. 
It is possible that the microphone did not detect as strongly, the pressure 
pulses arising from non-linear collapse of bubbles (occurring at the same 
frequency as the drive frequency) compared to the pressure pulses emitted by 
the PLE, and that the 2f components are not as readily transmitted to the air, 
through the barriers of the erosion sensor, acrylic cell and the electrolyte. 
5.3.4  The f/2 subharmonic and associated ultraharmonics (3f/2, 5f/2, 
7f/2) 
Figure 5.20 and Figure 5.21 show the hydrophone measurement of the f/2 
subharmonic, and associated ultraharmonics (3f/2, 5f/2, 7f/2), when the 
sensor – PLE separation was 1 mm and 3 mm, respectively.  A cursory glance at 
both sets of data show that the f/2 subharmonics started to emit strongly 
under conditions that coincide with bubble cluster evolution (> 37.66 V, 23.25 
– 23.40 kHz). The strongest emission occurred under conditions that coincide 
with inertial bubble cluster collapse (>70.61 V, 23.30 – 23.38 kHz).   Chapter 5 
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Figure 5.20: Plot showing the variation in amplitude of the f/2 subharmonic 
and associated ultraharmonics with respect to drive frequency and drive 
voltage at 1 mm electrode sensor – PLE separation. The acoustic emission 
was measured with a hydrophone sited 1 cm perpendicularly from the PLE.  
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Figure 5.21: Plot showing the variation in amplitude of the f/2 subharmonic 
and associated ultraharmonics with respect to drive frequency and drive 
voltage at 3 mm electrode sensor – PLE separation. The acoustic emission 
was measured with a hydrophone sited 1 cm perpendicularly from the PLE 
Thus there appears to be two thresholds in the emission of the f/2 
subharmonics. The first threshold occurred at an emission level of 10
-4 V, and 
appears to correlate with bubble cluster evolution. The second threshold 
occurred at an emission level of around 10
-3-10
-2 V, and appears to correlate Cavitation noise 
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with inertial bubble cluster collapse and associated erosion. Emission above 
the first threshold (green areas – 10
-4 V emission) appeared to be suppressed at 
1 mm separation compared to 3 mm separation.  In contrast, emission above 
the second threshold (yellow and red areas – 10
-3-10
-2 V emission), was stronger 
and more widespread at 1 mm separation than 3 mm separation. 
The existence of two thresholds, and their varying behaviour with erosion 
sensor – PLE separation, indicates two mechanisms are involved in the 
evolution of the f/2 subharmonics. One mechanism is enhanced by increasing 
the distance between the PLE and the erosion sensor, while a second 
mechanism is enhanced by decreasing the distance.  
Increasing the erosion – sensor PLE separation could result in changing in the 
evolution of the bubble cluster. According to Hansson and Mørch this could 
have implications on the final pressures attained prior to collapse, and the 
location of the final point of collapse [30]. Furthermore, the closer the final 
point of collapse is to a surface, the more likely that high pressure microjets 
are directed to the surface, the more likely erosion occurs [32]. In Section 3.3 it 
was shown that at higher sensor – PLE separations, the bubble cluster shape 
evolves from conical to hemispherical, with increasing applied pressure while 
at 1 mm erosion sensor – PLE separation, the shape of the bubble cluster 
evolves from hemispherical to pseudo-cylindrical.
25 Therefore the location of 
the final point of collapse, at which a sharp pressure pulse is emitted by the 
cluster, is likely to be dependent on both the applied drive pressure and the 
sensor – PLE separation.  
As with the harmonics discussed in the previous section, another factor to 
consider is that the reflection and transmission of the pressure wave resulting 
from cluster collapse are also likely to affect the response measured by the 
hydrophone. The frequency of the f/2 component results in a ka of 
approximately 1 suggesting that reflection at the erosion sensor and acrylic 
cell surface will be significant. The amplitude of the f/2 detected by the 
hydrophone will therefore depend on the amplitude of the pressure pulse 
emitted, and its proximity to the erosion sensor surface. 
                                           
25 The cluster is distributed across both the PLE and the erosion sensor, rather than being located at the PLE 
alone.  Chapter 5 
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It is possible that at 3 mm, above the first threshold pressure, that clusters of 
intermediate size are collapsing, and emitting intermediate pressure pulses 
with frequency f
drive/2. The evolution and subsequent collapse of clusters of this 
size, could be suppressed at 1 mm. Above the second threshold pressure, 
decreasing the distance between the PLE and the erosion sensor, causes 
enhanced reflection of pressure pulses resulting from highly energetic cluster 
collapse. This results in stronger expression of the f/2 subharmonics at 1 mm 
than at 3 mm at drive pressures above the second pressure threshold.  
There appears to be little difference between the emission of the f/2 
subharmonic and that of its associated ultraharmonics. The 3f/2 component 
appears to give the strongest emission, while the 5f/2 and 7f/2 components 
give weaker and more widespread emission. This could be due to the fact that 
higher frequency pressure waves are reflected more efficiently than their low 
frequency components [168, 169]. 
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Figure 5.22: Plot showing the variation in amplitude of the f/2 subharmonic 
and associated ultraharmonics with respect to drive frequency and drive 
voltage at 1 mm electrode sensor – PLE separation. The acoustic emission 
was measured with a microphone sited 5 cm perpendicularly from the PLE. 
Figure 5.22 and Figure 5.23 show the microphone measurement of the f/2 
subharmonic, and associated ultraharmonics (3f/2, 5f/2, 7f/2), when the 
sensor – PLE separation was 1 mm and 3 mm, respectively.  Unlike the 
hydrophone response, the f/2 subharmonic was the most strongly emitting, 
followed by the 3f/2, then the 5f/2 ultraharmonics. The 7f/2 emission was Cavitation noise 
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minimal, due to the limited sensitivity of the microphone in this frequency 
range. Like the hydrophone measurement, the f/2 subharmonics appeared to 
emit strongest under conditions correlating to bubble cluster collapse. 
However, the emission occurred at higher drive voltages (> 56.49-75.32) V and 
in a narrower frequency band (23.30-23.37 kHz), suggesting that emission was 
due to inertial cluster collapse only.  
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Figure 5.23: Plot showing the variation in amplitude of the f/2 subharmonic 
and associated ultraharmonics with respect to drive frequency and drive 
voltage at 3 mm electrode sensor – PLE separation. The acoustic emission 
was measured with a microphone sited 5 cm perpendicularly from the PLE 
The two thresholds in the emission level of the f/2 subharmonics observed 
with the hydrophone were less pronounced when measured with the 
microphone. Indeed, the lower threshold (green areas – 10
-3 V emission) was 
almost non-existent in the 3f/2 and 5f/2 emission.  The f/2 emission at 1 mm 
separation passed through this threshold at drive voltages greater than 75.32 
V, and was more pronounced at 3 mm separation. While the presence of a 
lower threshold was intermittent in the microphone measurement, it may be 
possible to use the upper threshold (occurring at emission level of 10
-2-10
-1 V), 
as a corollary of erosion by inertial bubble collapse. Chapter 5 
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Figure 5.24: Plots showing the location and magnitude of f/2 component and 
its harmonics with respect to the drive frequency and voltage. Plots (a), (b), 
(c), and (d) show the location of the f/2, 3f/2, 5f/2 and 7f/2 components 
respectively when greater than 1 x 10
-4 ( ) and the location of erosion events ( 
). Plots (e), (f), (g) and (h) shows the magnitude of the f/2, 3f/2, 5f/2 and 
7f/2 components respectively. Conditions are as Figure 5.9. 
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Figure 5.24(a) shows when the magnitude of the f/2 component is greater than 
1 x 10
-4 V with respect to drive frequency and voltage. The points when erosion 
occurred (Figure 5.9(a)) are superimposed on the plot showing, a) the f/2 
component is always present in the presence of erosion, and b) there are 
conditions when f/2 is present in the absence of erosion. Figure 5.24(d) shows 
a good correspondence to Figure 5.9(b) again confirming the link the between 
the f/2 component and erosion. The 3f/2, 5f/2 and 7f/2 components showed a 
similar dependence to erosion as shown in figure 3(b), (c) and (d) for location, 
and (f), (g) and (h) for magnitude. 
Figure 5.25 shows how the number of erosion events recorded is dependent on 
the magnitudes of the f/2 component and its ultraharmonics detected by the 
hydrophone  
a) f/2
Level/V
0.0001 0.001 0.01 0.1
C
ou
nt
0
10
20
30
40
50
b) 3f/2
Level/V
0.0001 0.001 0.01 0.1
C
ou
nt
0
10
20
30
40
50
c) 5f/2
Level/V
0.0001 0.001 0.01 0.1
C
ou
nt
0
10
20
30
40
50
d) 7f/2
Level/V
0.0001 0.001 0.01 0.1
C
ou
nt
0
10
20
30
40
50
 
Figure 5.25: Plots showing the relationship between the magnitude of f/2, 
3f/2, 5f/2 and 7f/2 components and the count rate. Conditions as for Figure 
5.10.  
A similar analysis may be conducted with the microphone response, resulting 
in Figure 5.26, a plot of the f/2 component and its harmonic, 3f/2. In both the 
microphone and the hydrophone response there appears to be a threshold in 
the magnitudes of the f/2 component and its associated ultraharmonics below 
which no erosion is detected, and above which erosion is ‘switched on’. 
However there is no further correlation between the magnitude of the Chapter 5 
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components and the number of erosion events i.e. the magnitude of the f/2 
component and its associated ultraharmonics cannot be used to predict the 
extent of erosion, only whether or not erosion is occurring.  
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Figure 5.26: Plots showing the relationship between the magnitude of f/2 
and 3f/2 components measured using a microphone and the count rate. 
Conditions as for Figure 5.11. 
For the hydrophone, the 3f/2 has the highest threshold amplitude, followed by 
the 5f/2, then f/2 component. The threshold amplitude in 7f/2 component is 
less defined and could be related to the limited bandwidth of the hydrophone. 
This order could be due to scattering effects (higher frequency pressure waves 
being scattered more readily than those of lower frequency). While these 
results appear to be roughly consistent with observations noted in the 
literature, an alternative argument suggests that the applied sound pressure 
amplitudes must be higher for the amplitude of the 7f/2 component to reach a 
maximum [3].  
For the microphone, the threshold amplitude of the f/2 component is greater 
than than that of the 3f/2 component. The 5f/2 and 7f/2 components in the 
microphone response, showed no connection with rate of erosion. This is due 
to microphone only measuring a narrow bandwidth of frequencies. 
One still observes occasions when erosion occurs in spite of the component 
amplitude being less than its threshold. It is suspected that these events are 
not due to erosion by inertial cavitation, but erosion induced by a secondary 
mechanism, such as isolated bubbles scraping the electrode surface. 
5.3.5  Other components 
It is difficult to differentiate subharmonics such as f/3 and f/4 from the 
broadband noise observed in the FFT spectra (Figure 5.10 and Figure 5.11). Cavitation noise 
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This is perhaps due to the sound pressure applied by the PLE not being 
sufficient to induce the expression f/3 and f/4 over and above the background 
noise.  
5.4  Summary 
The integrated area under the FFT spectrum increased in magnitude increased 
with increasing drive voltage amplitude. There were two peaks in the 
magnitude of the integrated area, and the drive frequency was increased. 
Erosion when occurring tended to coincide with the second peak in the 
hydrophone response, and with the minimum between the peaks in the 
microphone response. 
The fundamental component and harmonics are always present, and increase 
in magnitude as the drive voltage amplitude increases, and as the drive 
frequency approaches the optimum frequency for inertial cavitation. However, 
the magnitude of the fundamental component decreases at the threshold for 
bubble cluster formation. This decrease is particularly significant in the case of 
the hydrophone whose ability to detect the fundamental (and other 
components) may be hampered by the shielding effect of the bubbles from the 
PLE. Under the experimental conditions described in this thesis, the ratio of 2f 
to f in the hydrophone output could be correlated with cavitation erosion. This 
was partially due to a decrease in f and a simultaneous increase in 2f. 
A threshold in the f/2 subharmonic (and associated ultraharmonics) was also 
identified, above which cavitation erosion occurred, in both the hydrophone 
and the microphone response. This suggests that the magnitude of the f/2 
subharmonic may be used to determine when erosion is occurring, but not the 
extent of erosion. Given that the ratio of 2f to f in the microphone output does 
not correlate as well with erosion as that in the hydrophone output, it 
suggested that the f/2 component may be a more reliable marker of erosion 
independent of sensor. However, since the microphone can effectively detect 
the f/2 component, it is possible to use the microphone to detect when inertial 
cavitation and possible subsequent erosion are occurring in liquids in which it 
is unsuitable to use a hydrophone 
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6.  Correlating sonoluminescence 
In section 1.5 a brief overview was given of the phenomenon of 
sonoluminescence. The interesting effects observed in hydrogen-bonded 
liquids were noted. In this chapter an attempt will be made to link the intensity 
of sonoluminescence emission in hydrogen-bonded liquids to their liquid 
properties. It is helpful to first consider the correlations observed by previous 
researchers. 
6.1  Known correlations 
Previous work on the role of liquid properties on SL output is very limited, with 
each work negating the results of previous investigations. For example, 
Chambers [149] operated a magnetostrictive transducer oscillating at c. 8.9 
kHz in 36 organic liquids (comprising of alcohols, esters and aromatic 
compounds) and used the dark-adapted eye to detect relative levels of 
luminescence. The order of liquids was shown to be correlated with the 
product of viscosity,  , (measured in Poise) and the dipole moment,  , 
(measured in Debye units) where data for the liquids was known. The value of 
100   had to exceed 1.94 before luminescence was visible to the dark-adapted 
eye. However, this is more a reflection of the limit of retinal sensitivity to low-
level light detection than lack of light emission by the liquid itself. 
Alternatively, Jarman [141] who disputed these results, suggested instead that 
SL has a weak direct correlation with both viscosity and reciprocal vapour 
pressure,   . A cylindrical transducer operating at 16.5 kHz was used to give a 
focussed region of cavitation while a photomultiplier was used to detect 
luminescence from about 15 organic liquids (predominantly small chain 
alcohols, but some aromatics included).  
An attempt was made to correlate the measured sonoluminescence flux with 
the ratio of the squared surface tension,  , and vapour pressure.  
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However, the measurement of sonoluminescence flux is noted to be somewhat 
arbitrary rather than absolute. It is therefore uncertain whether this ratio is 
directly proportional to bubble sonoluminescent output (e.g. photons per 
event).  
Golubnichii [150] introduced a new variable  , the maximum number of 
photons emitted per cluster collapse, instead of the total luminescence 
intensity,  , to quantify sonoluminescence. As a guide the value of     28 is 
suggested to be equivalent to 10
5 photons. A magnetostrictive transducer was 
used to generate ultrasound within a series of liquids (17 in total, mainly 
aromatic compounds and hydrocarbons). The value of   was determined from 
the histogram of data obtained through a multi-channel analyser. The 
maximum number of photons per cluster collapse was shown to correlate most 
strongly with the free energy of molecular interaction,   , given by the 
equation:   
               
  
     
       
6—2 
Weaker correlations with other liquid properties (the Jarman correlation, 
inversed adiabatic compressibility, inverse vapour pressure, surface tension 
and viscosity) were also observed. Although a good correlation was observed, 
it is again difficult to compare this study to other similar works due to the 
uniqueness of the parameter involved. In addition, carbon tetrachloride was 
found to deviate from the correlation. 
Most recently Wu et al. [151] have attempted to correlate SL, instigated by a 
tube arrest method, with decreasing viscosity and vapour pressure. The liquids 
examined in this study are fewer in number than those in previous studies: 
only acetone, ethanol, water, glycerol and dimethyl phthalate were considered 
in this study. A photomultiplier tube is used to detect luminescence, but the 
measurement of luminescence intensity is again an arbitrary unit, negating the 
possibility of direct comparison. Wu et al. introduce a new parameter, 
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where   is some constant. However, the authors acknowledging that some 
liquids do not fit the trend, such as ethylene glycol and propylene glycol.  
As indicated above, one of the obstacles to comparing studies measuring SL 
intensity is the arbitrary scale chosen by the investigators. Ideally, standards of 
measurement should be established, that are easy to reproduce in the lab with 
accessible equipment. The second obstacle is the availability of accurate data 
for the liquid properties themselves. As such, some correlations which seemed 
very strong at the time of publication of the research may no longer be so 
rigorous when the most current values are used. Table 6-1 lists the liquids 
examined, along with their liquid properties and  
Table 6-2 lists the measured SL values according to each study. 
Some researchers have commented that the correlations obtained are co-
incidental as they cannot be derived from the RPNNP equation (equation 1—10) 
which successfully predicts the parameter space for SBSL [2, 121].  
However, observations have shown there is a definite link between the degree 
of molecular interaction and the SL emitted [150]. It must also be considered 
that the correlations observed are generally based on MBSL intensity rather 
than SBSL intensity. As such, the RPNNP equation, while relevant to individual 
bubbles in bubble clusters, does not take into account inter-bubble 
interactions, which may have a strong dependence on the bulk liquid 
properties. 
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Liquid 
Melting 
point/
 oC 
Boiling 
point/
 oC 
˃(25 
oC) / 
dyn c
-1 
pv(20 
oC)[181]/ 
Pa 
ˁ/g cm
-3  Mr/ g mol
-1  η(25 
oC) /mPa s 
µ/ Debye 
units 
2-butanol  -88.5  99.5  22.54  2440  0.8063  74.121  3.096  -- 
2-propanol  -87.9  82.3  20.93  4320  0.7809  60.095  2.038  1.58 
85 % Phosphoric 
acid 
--  --  -- 
293.31  1.685[181]  98[182] 
2.4-9.4 
-- 
Acetaldehyde  -123.37  20.1  20.50 
 
0.783  44.052 
    Acetic acid  16.64  117.9  27.1  1554  1.0446  60.052  1.056  1.7 
Acetic acid OD  15.5  115.5  --  1520  1.059[182]  61.06[182]  --  -- 
Acetone  -94.7  56.05  22.72  24530  0.7845  58.07  0.395  2.88 
Benzene  5.49  80.09  22.72  9950  0.8765  78.112  0.604  -- 
Bromobenzene  -30.72  156.06  35.24  530  1.495  157.008  1.074  1.7 
Butanol  -88.6  117.73  24.93  500  0.8095  74.121  2.544  1.66 
Carbon disulphide  -112.1  46  31.58 
 
126.32  76.141  0.352 
  Carbon 
tetrachloride  -22.62  76.8  26.43[182]  12130  1.594  167.849  0.908  1.32 
chlorobenzene  -45.31  131.72  32.99  1570  1.1058  112.557  0.753  1.69 
Chloroform  -63.41  61.17  26.67 
 
1.4788  119.378  0.537 
  D3 Acetic acid OD  15.5  114.4  --  1520  1.119[181]  64.08[182]  --  -- 
Decane  -29.6  174.15  23.37  130  0.7266  142.282  0.838  -- 
Deuterium oxide 
   
70[182]  2026.5[182]  1.107[181]  20.03[182]  1.098[182]  -- 
Dibutyl phthalate  -35  340  33.4[182]  130  1.0465  278.344  16.6  2.82 
Dichloroacetic acid  13.5  194  35.48[182]  25  1.567[181]  128.942  3.32[182]  -- 
Dimethyl phthalate  5.5  283.7  --  0.2  1.1905  194.184  14.4  -- 
Ethanol  -114.14  78.29  21.97[182]  5950  0.7893  46.068  1.074  1.69 
Ethyl ether  -116.2  34.5  16.65 
 
0.7138  74.121  0.224 
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Liquid 
Melting 
point/
 oC 
Boiling 
point/
 oC 
˃(25 
oC) / 
dyn c
-1 
pv(20 
oC)[181]/ 
Pa 
ˁ/g cm
-3  Mr/ g mol
-1  η(25 
oC) /mPa s 
µ/ Debye 
units 
Ethyle acetate  -83.8  77.11 
   
0.9003  88.106  0.423 
  Ethylene Glycol  -12.69  197.3  47.99  11  1.1135  62.068  16.1  2.36 
Formic acid  8.3  101  37.13  5973  1.22  46.026  1.607  1.425 
Glycerol  18.1  290  63[182]  0.33  1.2613  92.094  934  2.56 
Heptane  -90.55  98.4  19.66  5330  0.6795  100.202  0.387  -- 
Iso butyl alcohol  -101.9  107.89  22.54[182]  800  0.8018  74.121  --  1.64 
Isoamyl alcohol  --  --  23.71  300  0.809[181]  88.15[181]  3.692  -- 
Methanol  -97.53  64.6  22.07 
 
0.7914  32.042  0.554 
  Methyl acetate  -98.25  56.87  24.73 
 
0.9342  74.079  0.364 
  m-Xylene  -47.8  139.07  28.47 
 
0.8598  106.165  0.581 
  Nitrobenzene  5.7  210.8 
   
1.2037  123.110  1.863 
  Octane  -56.82  125.67  21.14  1470  0.6986  114.229  0.508 
  o-Nitrotoluene  -10.4  222 
   
1.1611  137.137 
    o-xylene  -25.2  144.5  29.76  880  0.8755  106.165  0.76  0.64 
Parrafin  --  --  --  --  --  --  --  -- 
Phosphoric acid  29.32  158  --  293.31  1.868[182]  98[182]  --  -- 
Propanol  -124.39  97.2  23.32  1930  0.7997  60.095  1.945  1.575 
Silicone oil  --  --  --  <5 mm Hg at 25 C  --  -- 
Sulphuric acid  10.31  33.7  55.1  --  1.8318[182]  98.08[182]  25.54[182]  -- 
Toluene  -94.95  110.63  28.5  2910  0.8623  92.139  0.56  0.375 
water  --  100  71.99  2338  1[182]  18.02[182]  0.89  1.846 
Table 6-1: Physical properties for a range of liquids known to luminesce to varying degrees. Values taken from CRC Handbook of Chemistry 
and Physics (91st edition) [183] unless hinted otherwise by superscript. 
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Table 6-2: Table summarising the order of liquids collated by previous studies 
 
Chambers 
visible 
emission 
(relative) 
Jarman 
SL flux 
(relative) 
Golubnichii  A  Wu 
SL 
intensity/arb 
units 
ethanol  1  ethanol  0.04  heptanes  1  acetone  5.00 x 10
-4 
2-propanol  2  2-propanol  0.054  acetone  1  ethanol  1.50 x 10
-3 
propanol  2  toluene  0.15  benzene  2  water  1.50 x 10
-1 
butanol  3  isobutanol  0.17  ethanol  2  glycerol  1 
water  3  propanol  0.21  acetic acid  2  dimethyl phthalate  1.5 
dibutyl phthalate     butanol  0.21  octane  2  silicone oil  6 
dimethyl phthalate     benzene  0.23  toluene  3       
isoamyl alcohol  4  2-butanol  0.3  o-xylene  4     
o-nitrotoluene  5  o-xylene  0.36  chlorobenzene  6     
ethylene glycol     isoamyl alcohol  0.54  water  6     
nitrobenzene  5  chlorobenzene  0.84  decane  6     
glycerol     water  3.6  bromobenzene  7     
    ethylene glycol  12  carbon tetrachloride  8     
    dimethyl phthalate  16  dimethyl phthalate  12     
          ethylene glycol  22     
          glycerol  28     
          dibutyl phthalate  32     Sonoluminescence 
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The researchers who proposed these correlations note that some liquids do 
not produce a level of SL which can be predicted (where data is available). The 
liquids are often those which have a component of molecular interaction 
greater than that of van der Waals, e.g. dipole interactions, hydrogen bonding. 
For example, in the study conducted by Wu et al. both ethylene glycol and 
propylene glycol did not ‘fit’ the correlation. Chakravarty et al. [184] have used 
the tube arrest method to generate luminescence in 8 liquids, 5 of which have 
strong hydrogen bonds: water, glycerol, ethylene glycol, sulphuric acid and 
phosphoric acid. The luminescence was measured in terms of photons per 
collapse cycle using a calibrated photomultiplier tube. Plots of all the 
parameters described above when applied to Chakravarty’s data (Table 6-3), 
highlight their inability to predict relative SL levels in associated liquids. 
Liquid 
SL Intensity/photons per 
flash 
Water  10
6 
Liquid Paraffin BP  10
6 
Silicone Oil (DC704)  10
7 
Glycerine  10
8 
Ethylene Glycol  10
9 
Dibutyl Phthalate  10
10 
Sulfuric Acid (100 %)  10
11 
Phosphoric Acid (100 %)  10
12 
Table 6-3: SL properties of a selection of liquids. Taken from Chakravarty et 
al. [184]. 
 Chapter 6 
  204 
1. water
2. glycerol
3. ethylene glycol
4. dibutyl phthalate
5. phosphoric acid
b) Jarman

2
/p
v/dyn
2
 cm
-2
 Pa
-1
10-2 10-1 100 101 102 103 104 105
S
L
(
C
h
a
k
r
a
v
a
r
t
y
)
/
p
h
o
t
o
n
s 
s
-1
106
107
108
109
1010
1011
1
2
3
4
d) Wu
2x59.4/
1.3
pv/cP
-1.3
 Pa
-1
102 103 104
S
L
(
C
h
a
k
r
a
v
a
r
t
y
)
/
p
h
o
t
o
n
s 
s
-1
106
107
108
109
1010
1011
1
2
3
4
a) Chambers
cP D
10-1 100 101 102 103 104
S
L
(
C
h
a
k
r
a
v
a
r
t
y
)
/
p
h
o
t
o
n
s 
s
-1
106
107
108
109
1010
1011
1
2
3
4
c) Golubnichii
RT ln(RT/pVVm) - RT/kJ
15 20 25 30 35 40 45
S
L
(
C
h
a
k
r
a
v
a
r
t
y
)
/
p
h
o
t
o
n
s 
s
-1
106
107
108
109
1010
1011
1012
1013
1
2
3
4
5
 
Figure 6.1: Correlation of SL rating (as measured by Chakravarty et al.) with 
parameters derived by a) Chambers, b) Jarman, c) Golubnichii et al. and d) Wu 
et al. Number labels represent the liquid where 1 = water, 2 = glycerol, 3 = 
ethylene glycol, 4 = dibutyl phthalate and 5 = 100 % phosphoric acid. Note 
that the SL is measured in photons per second. 
It is clear that within associated liquids a parameter based solely on the 
properties of the liquid at a fixed temperature does not satisfactorily describe 
SL. The currently widely agreed mechanism of SL, thermal bremsstrahlung 
followed by radiative recombination of ions and electrons [121, 123-125, 134, 
185] , suggests that SL may correlate better with a liquid property that includes 
temperature effects. As first approximation the normal boiling point, T
b, 
recorded at atmospheric pressure correlates reasonably well to the relative 
intensity of SL for liquids examined in previous studies.  Sonoluminescence 
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Figure 6.2 Correlation of measured SL rating with normal boiling point.(SL 
was measured by a) Chambers, b) Jarman, c) Golubnichii et al. and d) Wu et 
al. 
Figure 6.2 shows the re-correlation of measured SL with the normal boiling 
point, for 4 literature studies. The correlation of SL intensity with normal 
boiling point suggests that it might be a suitable parameter to use for quick 
identification of liquids that would emit SL under MBSL conditions. As the 
normal boiling point of the liquid increases, the intensity of SL emitted also 
increases. This appears to be valid when the normal boiling point of a liquid is Chapter 6 
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below 200 
oC. The remainder of this chapter will describe the author’s own 
experimental observations of SL and whether the SL correlates suitably with T
b. 
6.2  Experimental overview 
An image intensified camera was used to record over 100 images of 
sonoluminescence from various organic non-aqueous liquids. Liquids that were 
chosen were known to have some degree of hydrogen bonding or strong 
intermolecular interaction, while deuterated compounds were included for 
comparison. The cell used to contain each liquid was thermostated to 25
oC 
with the aid of a water bath. In between experiments the cell was rinsed with 
Decon, distilled water and acetone to reduce the effects of contamination. 
Likewise the PLE was wiped cleaned in-situ with a solution of Decon, plain 
distilled water, and wiped dry. This was to reduce the displacement of the PLE 
between experiments. Identical volumes of liquid were used, and the intensifier 
gain was kept constant to reduce experimental variations. For full experimental 
details (including set up of apparatus and schematics of the cell used the 
reader is referred to Section 2.3.5. 
In the experiment the magnification was occasionally altered to allow the cell 
to be in focus in between exchanges of chemical. To account for these 
differences in magnification, the images were cropped to a 5 mm x 5 mm 
window below the PLE using the known diameter of the PLE (3 mm) to scale the 
images. The cropped image displays a 1 mm length of the PLE tip at the centre 
of the frame. Since a single MBSL frame proved to be quite dark in some 
liquids, the following representation shows (from left to right), an original 
frame, the inverted frame, an inverted summed 15 frame MBSL image, an 
image showing the position of the PLE and an inverted summed 15 frame 
background image.  
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Liquids in order of 
increasing emission 
Original 
frame of 
MBSL 
Inverted 
frame of 
MBSL 
Inverted 
frame MBSL 
(15 images 
summed) 
Frame 
showing 
location of 
PLE 
Inverted 
background 
frame (no 
MBSL) (15 
images 
summed) 
Acetic acid 
 
 
D3 acetic acid 
 
Water 
 
Acetic acid OD 
 
Deuterium Oxide 
 
Formic acid 
 
85 % phosphoric acid 
  
Ethylene glycol 
 
Dichloroacetic acid 
 
Figure 6.3: Images from the image intensifier showing the SL measured in 
various liquids. The first image in each series shows a single frame as 
recorded. The second image is an inverted version of the first frame. The 
third image is a sum of 16 frames (also inverted). The fourth image shows 
the position of the PLE. The fifth image is a sum of 16 background images 
(also inverted).   Chapter 6 
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6.3  Image processing 
Using Matlab (v. 2009a) images from the image intensifier (570 x 768 pixels) 
were converted from the RGB format to greyscale format, wherein each pixel 
was assigned a value on a cumulative scale between 0 to 1, where 0 is black 
and 1 is white. A set of background (silent and dark) images and a set of MBSL 
(sound on) images were summed over 15 frames. The total background image 
is subtracted from the total MBSL image with any negative values from the 
resulting image, set to zero. Finally elements from the matrix of the cropped 
image are summed to determine the number of white pixels. This is done for a 
number of liquids with the results in Table 6-4. The differences in 
magnification give rise to differently-sized images for a 5 x 5 mm frame, 
therefore the level of sonoluminescence is given as a percentage of the total 
number of pixels in the 5 x 5 mm frame. 
Liquid  Formula  % SL in cropped 
frame 
Acetic acid  CH
3 – (CO)OH   0.0712 
D
3 Acetic acid OD  CD
3 – (CO)OD  0.0891 
water  H
2O  0.0903 
Acetic acid OD  CH
3 – (CO)OD  0.0976 
Deuterium oxide  D
2O  0.136 
Formic acid  H(CO)OH  0.1879 
85 % Phosphoric acid  H
3PO
4  0.5041 
Ethylene Glycol  HO – CH
2 – CH
2 – OH   1.0189 
Dichloroacetic acid  CCl
2H – (CO)OH  1.6539 
Table 6-4: Percentage of pixels in a 5 x 5 mm square frame indicating SL 
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The parameters derived by previous researchers (Chambers, Jarman, 
Golubnichii et al. and Wu et al.) may be applied to these results as shown in 
Figure 6.4.  
1. acetic acid; 2. d3 accetic acid OD; 3. water; 4. acetic acid OD; 5. deuterium oxide; 
6. formic acid; 7. 85 % phosphoric acid; 8. ethylene glycol; 9. dichloroacetic acid;
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Figure 6.4: Correlation of SL rating (obtained through image 
intensification) with parameters derived by a) Chambers, b) Jarman, c) 
Golubnichii et al and d)Wu et al. Number labels represent the liquid as 
shown in the key beneath the graphs. Note that the SL measured here is 
in arbitrary units. 
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Where data is available it is apparent that all these empirical parameters show 
a fairly good correlation with the SL measured. However, it must be noted that 
the validity of these correlations are limited by the data available. Values of the 
required physical properties are not available for all the liquids (e.g. 85 % 
phosphoric acid). It would therefore be of use to correlate SL with parameters 
that are readily available or easily measureable. The normal boiling point is one 
such parameter. Figure 6.5 shows the correlation of normal boiling point with 
measured SL rating.  
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Figure 6.5: Correlation of SL rating (obtained through image intensification) 
with normal boiling point. 
Figure 6.5 shows that as the normal boiling point increases, the SL rating also 
increases. However, while ethylene glycol and dichloroacetic acid have 
comparable boiling points, the SL rating of dichloroacetic acid is considerably 
higher than that observed in ethylene glycol. If normal boiling point is 
assumed to be representative of the strength of intermolecular forces in the 
liquid, then this result indicates that the strength of intermolecular forces may 
not be as important for intense sonoluminescence in liquids with boiling points 
over 200 
oC Given the assumed mechanism of sonoluminescence invokes 
thermal bremsstrahlung and radiative recombination, one would also suppose 
that intramolecular forces would also be important.  
The standard enthalpy of formation of liquid may be a factor. For ethylene 
glycol this value is -460 kJ mol
-1 while for dichloroacetic acid this value is -
496.3 kJ mol
-1. This may account for the difference in SL rating observed. For 
example if intramolecular bonds are broken and reformed during Sonoluminescence 
  211   
sonoluminescence, then the reformation of the liquid may result in energy 
released as light. Further work must be done to test this hypothesis. If one 
could obtain suitable thermodynamic values such the enthalpy of ionization 
and atomisation of several strongly sonoluminescing liquids, then it may be 
possible to correlate the sonoluminescence intensity with the thermodynamic 
properties of liquids.  
One final point to consider is that the periodicity of cluster collapse was not 
measured in any of the liquids considered in this chapter, and only a time-
averaged value of the intensity of SL is given. It is possible that the periodicity 
of the cluster depends on the liquid itself. Therefore, if MBSL is associated with 
cluster collapse, and if the period of cluster collapse differs from liquid to 
liquid, it is possible that increasing the frequency of cluster collapse will result 
in the measurement of SL intensity being higher. 
6.4  Apfel pressure thresholds for various liquids. 
The values of liquid physical properties (surface tension, viscosity and density) 
can be substituted into the Apfel model for determining pressure threshold for 
inertial cavitation with interesting results (Table 6-5). The trends displayed are 
independent of the condition selected to define inertial cavitation. However, 
both the optimum initial radius and minimum applied pressure required for 
inertial cavitation were lower for the internal temperature condition
26 than for 
the expansive condition
27. This is to be expected given that a higher 
temperature may only be achieved by the significant concentration of energy  
First the minimum initial radius required such that collapse of the bubble is 
inertial, appeared to have no correlation with SL emission. Second, the 
pressure threshold (the applied pressure required for inertial cavitation to take 
place) appeared to be of the same order of dimension regardless of the liquid 
under examination. The notable exception to this was the pressure threshold 
in glycerol which was 4 times greater than the other liquids, on account of its 
exceptionally high viscosity.  
                                           
26Internal temeperature T
max must be equal to 5000 K 
27 R
0 must be 2.3 times smaller than R
max. Chapter 6 
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Ro(exp)/µm  p(ex)/kPa  Ro(Temp)/µm  p(T)/kPa 
heptane  3  109.3097  1.7  105.5429 
octane  3.1  109.7607  1.7  105.8551 
acetone  3  110.3053  1.8  106.095 
decane  3.1  110.5415  1.8  106.4699 
ethanol  2.9  110.6063  1.6  106.5873 
benzene  3  110.7053  1.8  106.445 
2-propanol  2.6  110.897  1.5  107.2477 
propanol  2.9  111.3943  1.6  107.4599 
2-butanol  2.7  111.920  1.5  108.2394 
1-butanol  3.1  112.0945  1.6  108.0743 
o-xylene  3.5  112.2848  2.1  107.3567 
acetic acid  3.1  112.3851  1.8  107.5542 
isoamyl alcohol  2.8  112.5202  1.5  108.791 
carbon tetrachloride  3  113.4638  1.7  108.0566 
chlorobenzene  3.7  113.6589  2.1  108.0906 
formic acid  3.6  115.2197  2.1  109.3311 
bromobenzene  3.5  115.3101  2  109.1484 
dichloroacetic acid  3.3  116.6676  1.8  110.7397 
water  5.9  119.6935  3.4  111.5091 
deuterium oxide  5.4  120.010  3.2  111.7578 
dibutyl phthalate  2.7  121.524  1.3  117.5349 
ethylene glycol  3.2  123.6242  1.7  118.3625 
glycerol  1.7  423.4095  0.3  408.7454 
Table 6-5: Values of the threshold radius and threshold pressure for a bubble 
to collapse inertially for several liquids. The subscript refers to the criterion 
used to define inertial cavitation i.e. ‘exp’ refers to the expansive criterion 
R
max/R
0=2.3 while ‘temp’ refers to the temperature criterion, that the internal 
bubble temperature exceeds 6000 K 
 
One must remember that the Apfel thresholds do not take into account the 
effect of vapour pressure. This is in direct contrast with the empirical 
correlations deduced by previous researchers, in which vapour pressure is a 
key component. Sonoluminescence 
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6.5  Conclusions 
It has been observed experimentally that liquids which are strongly associated 
tend to exhibit greater luminescence than those which are less strongly 
associated [141, 149-151, 184] suggesting that intermolecular interactions 
must be considered for SL. Bulk liquid properties reflect the strength of 
intermolecular interactions, therefore any correlation between liquid properties 
and the intensity of SL cannot be considered as purely coincidental as has been 
previously suggested [121]. 
The properties of a liquid are highly dependent on its temperature, e.g. the 
viscosity decreases with increasing temperature, while the vapour pressure 
increases. Given that there appears to be a thermal basis to SL it is likely that 
successfully correlating SL will depend on the inclusion of how the liquid 
properties change with temperature. The use of thermodynamic data may 
prove useful in this endeavour. For example, SL intensity increases with the 
boiling point of the liquid at atmospheric pressure. Other thermodynamic 
properties such the isobaric heat capacity, the enthalpy of atomisation, the 
enthalpy of ionisation, enthalpy of formation of the liquid and the enthalpy of 
vaporisation may also have a similar dependence, however, data for some 
liquids may not be readily available to test this hypothesis. 
     Conclusions and Further Work 
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7.  Conclusions and Further Work 
The main objective of the work done in this thesis, was to use a novel 
aluminium sensor, in conjunction with optoisolation, to correlate the 
conditions under which cavitation erosion, generated by an ultrasonically 
vibrating piston-like emitter (PLE), will occur, with side effects known to be 
associated with inertial cluster cavitation. Factors that were considered, include 
the periodicity of cluster collapse, the sensor – PLE separation, the drive 
frequency and zero-to-peak voltage amplitude of the PLE, particle effects, and 
the relative magnitudes of frequency components in the acoustic spectrum 
associated with inertial cluster cavitation. In addition, the ability of the 
aluminium sensor to detect particle erosion was tested, and the possibility of 
using liquid properties to correlate multi-bubble sonoluminesce (MBSL), 
generated by the PLE, was investigated. A number of conclusions may be 
drawn from this work and a chapter-by-chapter based summary will now be 
given.  
 In Chapter 3 optoisolation was shown to be suitable in bridging the 
electrochemical detection of cavitation erosion, using a passivated aluminium 
electrode sensor, with a counting device possessing USB connectivity. The 
sensor was used successfully to detect erosion in a cluster cavitation 
environment and the dependence of cavitation erosion on sensor – PLE 
separation, drive frequency and drive voltage amplitude were shown to agree 
with trends previously observed in the literature. Further work should now be 
done to measure erosion generated in other inertial cavitation environments, 
for example, in alternative bubble environments generated by ultrasound, such 
has that generated by a transducer, or in a standing wave ultrasonic field. 
Cavitation may also be generated hydrodynamically or optically using a laser, 
offering further variety in the types of environments that may be used to test 
the applicability of the  erosion sensor. Metal-electrolyte combinations other 
than aluminium and sodium sulphate may be investigated for their suitability 
to detect cavitation erosion in this manner, however, it is key that the metal is 
passivated in the electrolyte used, therefore the pH and the electrode potential 
must be adequately selected. It would also be useful to research how erosion 
could be measured in non-aqueous, acidic or alkaline media, as this would 
allow simultaneous measurement of erosion and sonoluminescence, both side-Chapter 7 
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effects of inertial cavitation, in a variety of liquids, with differing physical 
properties. 
The frequency of erosion events detected with the aluminium sensor was also 
found to correlate with the periodicity of cluster collapse observed with the 
high-speed camera. An increase in periodicity of events from every pressure 
cycle to every two pressure cycles was shown to be correlated to a sharp 
increase in the number of erosion events suggesting that the cluster of 
bubbles must be of a certain size in order to collapse inertially and cause 
erosion.  It would be useful to be able to monitor the evolution of the cluster 
size and composition with time. This would allow the determination of 
absolute measurements of the void fraction, number of bubbles and cluster 
size required to generate erosion in this cluster cavitation environment. It 
would also be of interest to see if the size of the cluster is equally important 
for erosion to occur in multi-bubble environments generated by other means.   
Further analysis of the shapes of erosion-based current-time transients was 
also conducted. The current-time transients were found to be consistently 
asymmetric in shape and of similar duration at low ultrasonic power and but 
much more variable in shape (from symmetric to asymmetric) at high 
ultrasonic power. This would suggest that bubble cluster dynamics are more 
reproducible at lower ultrasonic powers. Further statistical analysis of the 
results could be used to show exactly how the reproducibility of the current-
time transient changes with conditions at the PLE, for example, by calculating 
the variance in gradients and peak currents at a range of sensor – PLE 
separations and/or zero-to-peak drive voltage amplitudes.  
It was suggested that variations in symmetry may be due to variations in the 
rate of re-passivation, and that this could be due to blocking of the electrode 
surface by bubbles. However, further work must be done to determine if this is 
the case. One possible method would be to undertake simultaneous 
measurement of current-time transients and high-speed imaging on the 
microsecond timescale to observe what exactly is occurring at the sensor 
surface. Another method would be to monitor the solution resistance across 
the sensor surface as this would increase if bubble blocking was occurring. 
In Chapter 4 the same method of measuring erosion was used to detect 
erosion in the presence of silicon carbide particles, agitated by the PLE. When     Conclusions and Further Work 
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the PLE was driven at suitably low drive amplitude, and the PLE – sensor 
separation was large enough to eliminate the presence of cluster cavitation, 
events were recorded that could be attributed to erosion of the sensor surface 
by silicon carbide particles. It was also noted that the optimum frequency for 
particle erosion was lower than for cavitation erosion. These observations 
suggested that the threshold pressure for particle erosion is lower than that for 
inertial cavitation erosion. The shape of current-time transients associated with 
particle erosion was shown to be less variable than for cavitation erosion, 
however this could be due to there being fewer mechanisms by which particle 
erosion could occur compared to cavitation erosion. 
Presentation of both cavitation and particle erosion data on a drive frequency-
drive voltage amplitude plot allowed for the identification of the conditions at 
the PLE that could be defined in which either particle erosion or inertial 
cavitation erosion could be occurring. These regions overlapped, meaning that 
under certain conditions the source of erosion could not be adequately 
identified.  
At higher drive voltages and shorter sensor – PLE separations cluster cavitation 
dynamics were shown to be affected by the presence of silicon carbide, making 
it difficult in some cases to ascertain whether erosion events were due to 
silicon carbide grazing the sensor surface or whether the events were bubble-
driven. In these conditions, the number of reproducible, asymmetric erosion 
events produced at low sound pressures, in the absence of silicon carbide 
particles, seemed to increase in the presence of silicon carbide, while the 
converse was true for events recorded at high sound pressures. The presence 
of silicon carbide appeared to decrease the frequency of erosion events 
occurring at high sound pressures. Some possible explanations for these 
observations were given, including the possibility of non-inertial bubbles being 
nucleated on the silicon carbide particles, and being dragged along the 
electrode sensor and causing erosion. However, without observing the sensor 
surface clearly it is not possible to explain this phenomenon definitively. This, 
itself, is difficult to achieve given that the electrode sensor is obscured by 
particulate matter in these experimental conditions. More work must be done 
to confirm the suitability of this method to detect particle erosion. For 
example, a non-cavitating method of directing particles to the erosion sensor 
would eliminate the uncertainty of assigning erosion events. Chapter 7 
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In Chapter 5 an alternative method was used to characterise cluster cavitation, 
namely the automated measurement of acoustic noise generated during cluster 
collapse, using both a hydrophone and a microphone. The data acquisition 
card was programmed to match the sampling frequency with the drive 
frequency as this ensured that subsequent FFT analysis would be accurate. The 
presence of cavitation erosion was shown to be correlated with certain 
frequency components being present in the acoustic emission. However, the 
number of erosion events recorded could not be predicted.  
The FFT area (calculated from the area under the FFT spectrum from 0 to 
4        for each acoustic emission output recorded at a range of drive 
frequencies and zero-to-peak voltage amplitudes) was found not to be a good 
measure of the presence of surface erosion at the electrode. However, since 
the full spectrum was included in the analysis, this could be related to the bias 
of the parameter, towards the frequency components that were largest in 
magnitude i.e. the fundamental component,        , the harmonics,         , and 
the subharmonics,              . The fundamental component and the harmonics 
were thought to be significantly scattered due to the location of the PLE with 
respect to bottom of the electrochemical cell. Re-calculation of the FFT area, in 
which the frequency components that were largest in magnitude are omitted, 
may give a parameter that more suitably represents broadband noise, and may 
therefore be one that allows the identification of an erosive environment. 
The 2f component emitted strongly for experimental conditions which allowed 
non-inertial bubble collapse to occur. The proximity of the PLE to the bottom 
of the electrochemical cell, and the resulting behaviour of the magnitude of the 
f component as measured by the hydrophone (due to reflection effects), meant 
that the ratio of the magnitudes of the 2f and f components did show a weak 
correlation with the number of erosion events detected. However, this was not 
observed in the microphone response, which was less affected by reflection 
effects. 
In contrast, the f/2 component emitted strongly for experimental conditions 
under which inertial cluster cavitation erosion could occur. In fact there 
appeared to be a threshold in the f/2 component below which no erosion was 
recorded. However, above this threshold the number of erosion events 
detected could not be correlated with the magnitude of the component. This     Conclusions and Further Work 
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behaviour was observed both in the hydrophone and the microphone response 
suggesting that a microphone could be used to detect when inertial cluster 
cavitation is occurring in more corrosive media, provided the instigation is by 
an ultrasonically vibrating piston-like emitter. It is likely that the emission of 
the f/2 component linked to the periodicity of cluster collapse, but in order to 
confirm this, the PLE must be driven at higher zero-to-peak drive voltage 
amplitudes, than undertaken in this study. This would allow the f/3 and f/4 
components to be emitted more strongly. However in order to do sample these 
components accurately, the audio sensor response would have to be sampled 
at a frequency  
Given the close proximity of the PLE to bottom surface of the electrochemical 
cell (the electrode surface being in the same plane) the acoustic pressure field 
emitted by the PLE, and its reflection/transmission at the liquid-electrode 
sensor interface was also considered, While this geometry appears to 
complicate the response, and while in most cases, it is best to avoid reflection 
complications, this study does show how reflection effects may affect the 
magnitude of relevant components in the frequency spectrum. This may be 
particularly relevant when correlating the frequency spectrum with erosion, 
which by its very nature must occur at surface, in environments where a large 
surface area cannot be avoided. 
A large amount of data was generated in this particular study, and the analysis 
performed here has proved time-consuming. There was particular difficulty in 
selecting the appropriate method of representing data. There is plenty of 
further analysis to be conducted investigating whether other components such 
as any of the ultraharmonics may be correlated with inertial cavitation erosion. 
Finally, in Chapter 6 the effect of the nature of the liquid on the 
sonoluminescence intensity was investigated. Special focus was given to the 
physical properties of the liquids, and their dependence on liquid temperature. 
Analysis of the results of prior studies and experiments suggested that the 
sonoluminescence intensity increased with normal boiling point of a liquid 
assuming identical experimental conditions (drive frequency, voltage, ambient 
temperature), and providing the boiling point did not exceed c. 200 
oC. Above 
this temperature, given the supposed nature of sonoluminescence, it is 
thought that other factors must be considered, such as the enthalpy of Chapter 7 
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ionization and the enthalpy of atomisation. The next steps in this work, would 
be to observe how physical properties in the RPNNP equation vary with liquid 
temperature or alternatively identify relevant thermodynamic quantities for a 
range of sonoluminescing liquids. 
Alternative measurements may be made to characterise sonoluminescence. 
such as using time-correlated single photon counting, to determining the 
duration of an SL flash or identifying the number of photons emitted per 
cluster collapse.  Simultaneously monitor the acoustic spectrum during SL 
emission, may also allow for identification of the frequency components 
correlated to MBSL. 
Overall, this work has attempted to link some of the observed side-effects of 
inertial cluster cavitation with the behaviour of the cluster itself, specifically 
focusing on the periodicity of cluster collapse. However, the behaviour of the 
bubble cluster may be characterised using other variables such as void 
fraction, cluster size and composition. There are also different types of multi-
bubble environments to be explored, such as the clusters formed in a standing 
wave, and the techniques used in this work may be applied to investigation 
into these areas. As is always the case with research, there are many more 
questions to be answered! 
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1.  Visual Basic programs for data acquisition 
1.1  Apfel threshold Program 
This program was used to determine the Apfel pressure thresholds for inertial 
collapse, using the conditions that either:  
a) the maximum temperature of the gas inside the bubble must exceed 5000 K 
or 
b) the ratio of maximum bubble radius to initial bubble radius must exceed 2.3 
Also included for comparison, is the Blake pressure threshold for explosive 
growth. 
Screen shot of user interface 
 
Code 
Dim fk As Single 
Dim Tbox As Single 
Dim sigma As Single 
Dim Row As Single 
Dim p0 As Single Appendix 1 
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Dim mu As Single 
Dim rno(999) As Single 
Dim PanPaE(999) As Single 
Dim PanPaT(999) As Single 
Dim Pb(999) As Single 
Dim Datagraph(3, 998) As Single 
Dim PanE(999) As Single 
Dim PanT(999) As Single 
______________________________________________________________________ 
Private Sub Command1_Click()  
 
p0 = Text5 
sigma = Text2 
Row = Text3 
mu = Text4 
fk = Text1 
Tbox = Text6 
 
f = fk * 1000 
w = 2 * 3.142 * f 
pi = 3.142 
d = 0 
CWGraph1.ClearData 
 
For r0 = 0.0000001 To 0.0001 Step 0.0000001 
 
pb1 = Sqr((3 * sigma) / (2 * (r0 ^ 3) * (p0 + ((2 * sigma) / r0)))) 
pb2 = ((8 * sigma) / 9) 
Pb(d) = p0 + (pb1 * pb2) 
Pa = Pb(d) 
 
Do 
Pa = Pa + 50 
t1 = (1 / w) * ((pi / 2) - Sqr(2 * (1 - (Pb(d) / Pa)))) 
t2 = (1 / w) * ((pi / 2) + Sqr(2 * (1 - (Pb(d) / Pa)))) 
 
tint = t2 - t1 
deltat = tint / 1000 
 
lim2 = ((-1 / w) * Pa * Cos(w * t2) - (p0 * t2)) 
lim1 = ((-1 / w) * Pa * Cos(w * t1) - (p0 * t1)) 
Sum = lim2 - lim1 
deltapwall = (1 / tint) * Sum 
 
tsig = ((2 * sigma) / (Pa - Pb(d))) * Sqr((3 * Row) / (2 * (Pa - Pb(d)))) 
ti = ((2 * r0) / 3) * Sqr(Row / deltapwall) 
tmu = ((4 * mu) / deltapwall) 
tgrow = (t2 - t1) - (tsig + ti + tmu) 
Rm = (r0 + (Sqr((2 * deltapwall) / (3 * Row)) * tgrow)) * ((deltapwall / p0) + 
1) ^ 0.333 
 
Loop Until Rm > (2.3 * r0) 
PanE(d) = Pa / p0 
PanPaE(d) = Pa 
 
'now repeat unitil 5000k 
Pa = Pb(d) 
 
Do     Visual Basic programs 
  225   
Pa = Pa + 50 
t1 = (1 / w) * ((pi / 2) - Sqr(2 * (1 - (Pb(d) / Pa)))) 
t2 = (1 / w) * ((pi / 2) + Sqr(2 * (1 - (Pb(d) / Pa)))) 
 
tint = t2 - t1 
deltat = tint / 1000 
 
lim2 = ((-1 / w) * Pa * Cos(w * t2) - (p0 * t2)) 
lim1 = ((-1 / w) * Pa * Cos(w * t1) - (p0 * t1)) 
Sum = lim2 - lim1 
deltapwall = (1 / tint) * Sum 
tsig = ((2 * sigma) / (Pa - Pb(d))) * Sqr((3 * Row) / (2 * (Pa - Pb(d)))) 
ti = ((2 * r0) / 3) * Sqr(Row / deltapwall) 
tmu = ((4 * mu) / deltapwall) 
tgrow = (t2 - t1) - (tsig + ti + tmu) 
Rm = (r0 + (Sqr((2 * deltapwall) / (3 * Row)) * tgrow)) * ((deltapwall / p0) + 
1) ^ 0.333 
 
Aprim = (1 / (3 * pi * r0)) * Sqr((3 * deltapwall) / Row) * (Sqr(1 - (p0 / 
Pa)) + Sqr(1 - (Pb(d) / Pa))) 
v = f 
T0 = 298 
Tmax = (((Aprim / v) + 0.46 - ((4 * mu / r0) * Sqr(2 / (3 * Row * 
deltapwall))) - (((2 * sigma / p0 * r0) * Sqr(deltapwall / p0)) * ((p0 / (Pa - 
Pb(d))) ^ (3 / 2)))) ^ 3) * (T0 * 0.4 * (1 + (deltapwall / p0))) 
Loop Until Tmax > Tbox 
 
PanT(d) = Pa / p0 
PanPaT(d) = Pa 
rno(d) = r0 / 0.000001 
Pb(d) = Pb(d) / p0 
d = d + 1 
Next r0 
 
For d = 0 To 998 
Datagraph(0, d) = rno(d) 
Datagraph(1, d) = PanE(d) 
Datagraph(2, d) = PanT(d) 
Datagraph(3, d) = Pb(d) 
Next d 
 
CWGraph1.PlotXY Datagraph 
End Sub 
______________________________________________________________________ 
Private Sub save_Click() 
 
CommonDialog1.InitDir = "C:\" 
CommonDialog1.DefaultExt = "*.dat" 
CommonDialog1.ShowSave 
 
Open CommonDialog1.FileName For Output As #1 
 
Print #1, "Frequency =" + Str$(fk) + "kHz" 
Print #1, "Po =" + Str$(p0) + "Pa" 
Print #1, "Surface tension =" + Str$(sigma) + "N m^-1" 
Print #1, "Viscosity =" + Str$(mu) + "Kg m^-1 s^-1" 
Print #1, "Density =" + Str$(Row) + "Kg m^-3" 
Print #1, "Ro/µm, PtE/Atm, PtE/Pa, PtT/Atm, PtT/Pa, Pb/Atm, Pb/Pa" 
For d = 0 To 999 Step 1 Appendix 1 
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Print #1, Str$(rno(d)) + "," + Str$(PanE(d)) + "," + Str$(PanPaE(d)) + "," + 
Str$(PanT(d)) + "," + Str$(PanPaT(d)) + "," + Str$(Pb(d)) + "," + Str$(Pb(d) * 
p0) 
Next d 
 
Close #1 
 
End Sub 
______________________________________________________________________ 
1.2  Erosion event counter program 
This program was used to interface the optoisolating circuit and electrode 
sensor to the computer. 
Screen shot of user interface 
 
 
Code 
'ULCT07.MAK================================================================ 
 
' File:                         ULCT07.MAK 
 
' Library Call Demonstrated:    Event Counter Functions 
'                               cbCLoad32%() 
'                               cbCIn32%() 
 
' Purpose:                      Operate the counter.     Visual Basic programs 
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' Demonstration:                Resets and reads the event counter. 
 
' Other Library Calls:          cbErrHandling%() 
 
' Special Requirements:         Board 0 must have an Event Counter, such as 
'                               the miniLAB 1008 and the PMD-1208LS. 
 
' (c) Copyright 2003, Measurement Computing Corp. 
' All rights reserved. 
'========================================================================== 
 
Const BoardNum = 0              ' Board number 
Dim timesample As Double 
Dim StartTime As Double 
Dim t(10000) 
Dim wey 
Dim x 
Dim ti$ 
Dim coi$ 
Dim co(10000) 
Const CounterNum% = 1           ' number of counter used 
Const RegName% = LOADREG1       ' register name of counter 1 
______________________________________________________________________________ 
Private Sub cmdStopRead_Click() 
wey = 0 
End Sub 
______________________________________________________________________________ 
Private Sub Command1_Click() 
   wey = 1 
   x = 0 
   CWGraph1.ClearData 
   CWGraph1.ChartLength = 100000 
   startit = Timer 
   Do 
   LoadValue% = 0               'event counters can only be reset to 0 
   ULStat% = cbCLoad(BoardNum, RegName%, LoadValue%) 
   If ULStat% <> 0 Then Stop 
       
   StartTime = Timer 
   Do 
   Loop Until Timer - StartTime > CWKnob1.Value 
    
   ULStat% = cbCIn32(BoardNum, CounterNum%, CBCount&) 
   If ULStat% <> 0 Then Stop 
   t(x) = Timer - startit 
   CWGraph1.ChartXvsY t(x), (CBCount& / CWKnob1.Value) 
   co(x) = (CBCount& / CWKnob1.Value) 
   DoEvents 
   x = x + 1 
   'Next x 
   Loop Until wey = 0 
End Sub 
______________________________________________________________________________ 
Private Sub CWKnob1_PointerValueChanged(ByVal Pointer As Long, Value As 
Variant) 
Text1 = CWKnob1.Value 
End Sub 
______________________________________________________________________________ Appendix 1 
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Private Sub Form_Load() 
     
   ULStat% = cbErrHandling(PRINTALL, DONTSTOP) 
   If ULStat% <> 0 Then Stop 
 
   ' If cbErrHandling% is set for STOPALL or STOPFATAL during the program 
   ' design stage, Visual Basic will be unloaded when an error is encountered. 
   ' We suggest trapping errors locally until the program is ready for 
compiling 
   ' to avoid losing unsaved data during program design.  This can be done by 
   ' setting cbErrHandling options as above and checking the value of ULStat% 
   ' after a call to the library. If it is not equal to 0, an error has 
occurred. 
 
   ' Reset starting value to the counter with cbCLoad32%() 
   '  Parameters: 
   '    BoardNum    :the number used by CB.CFG to describe this board 
   '    RegName%    :the counter to be loading with the starting value 
   '    LoadValue%  :the starting value to place in the counter 
    
   LoadValue% = 0               'event counters can only be reset to 0 
     
   ULStat% = cbCLoad(BoardNum, RegName%, LoadValue%) 
   If ULStat% <> 0 Then Stop 
End Sub 
______________________________________________________________________________ 
Private Sub Open_Click() 
frmCountTest.CommonDialog1.CancelError = True 
    On Error GoTo ErrHandle 
    frmCountTest.CommonDialog1.Flags = &H2& 
    frmCountTest.CommonDialog1.FileName = "*.dat" 
    frmCountTest.CommonDialog1.InitDir = "C:\ideas\" 
    frmCountTest.CommonDialog1.Action = 1 
    frmCountTest.Caption = frmCountTest.CommonDialog1.FileName 
    Open frmCountTest.CommonDialog1.FileName For Input As #2 
    CWGraph1.ClearData 
    CWGraph1.ChartLength = 100000 
     
     
    Input #2, ti$ ' removes header 
    Input #2, ti$ ' removes header 
     
    Do 
    Input #2, ti$ 
    Input #2, coi$ 
    frmCountTest.CWGraph1.ChartXvsY Val(ti$), Val(coi$) 'plots the sample i 
    Loop Until EOF(2) 
 
    Close #2 
     
ErrHandle:     Exit Sub 
End Sub 
______________________________________________________________________________ 
Private Sub Save_Click() 
    frmCountTest.CommonDialog1.CancelError = True 
    On Error GoTo ErrHandle 
    frmCountTest.CommonDialog1.Flags = &H2& 
    frmCountTest.CommonDialog1.FileName = "*.dat" 
    frmCountTest.CommonDialog1.InitDir = "C:\ideas\"     Visual Basic programs 
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    frmCountTest.CommonDialog1.Action = 2 
    frmCountTest.Caption = frmCountTest.CommonDialog1.FileName 
    Open frmCountTest.CommonDialog1.FileName For Output As #2 
     
    Print #2, "Time/s, Count/Hz" 
    ns = 0 
    Do 
        ns = ns + 1 
        Print #2, Format(t(ns), "0.00"); ","; Format(co(ns), "0") 
    Loop Until ns = x - 1 
     
    Close #2 
 
ErrHandle:     Exit Sub 
End Sub 
1.3  Erosion event counter program v2 
This program incorporates the use of the Digimess FG100 function generator 
to control both the drive frequency and the amplitude of the drive voltage of 
the piston-like emitter. The program calls up a sub-routine that controls the 
function generator. 
 
Screen shot of function generator controller user interface 
 
 
Code for Digimess F100 Function Generator controller 
Dim frequ As String 
______________________________________________________________________________ Appendix 1 
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Private Sub cmdOutputOn_Click() 
 
MSComm1.Settings = "9600,n,8,1" 
If MSComm1.PortOpen = False Then MSComm1.PortOpen = True 
MSComm1.Output = Chr$(9) 
MSComm1.Output = "OUT_ON" & ";" & Chr(10) 
cmdOutputOn.Visible = False 
lblUSOn.Visible = True 
lblUSOff.Visible = False 
t1 = Timer 
repeatc: 
 DoEvents 
t2 = Timer 
t = t2 - t1 
If t >= NumEditTime.Value Then 
cmdOutputOff_Click 
Else: GoTo repeatc 
End If 
 
End Sub 
______________________________________________________________________________ 
Private Sub cmdOutputOff_Click() 
 
If MSComm1.PortOpen = False Then MSComm1.PortOpen = True 
MSComm1.Output = "OUT_OFF" & ";" & Chr(10) 
cmdOutputOn.Visible = True 
MSComm1.PortOpen = False 
lblUSOn.Visible = False 
lblUSOff.Visible = True 
 
End Sub 
______________________________________________________________________________ 
Private Sub cmdQuit_Click() 
 
YesNo = MsgBox("Are you sure you want to quit FGControl?", vbQuestion + 
vbYesNo, "FG Control") 
 
If YesNo = 6 Then End 
End Sub 
______________________________________________________________________________ 
Private Sub Form_Load() 
MSComm1.CommPort = 1 
MSComm1.Settings = "9600,n,8,1" 
If MSComm1.PortOpen = False Then MSComm1.PortOpen = True 
 
MSComm1.Output = Chr$(9) 'Set Function Generator to Remote Control 
 
MSComm1.Output = Chr$(20) 'Initialize comm protocol 
 
MSComm1.InputLen = 0 'Clear Buffer 
 
MSComm1.Output = "FREQ?" & ";" & Chr$(10) 'File Frequency to buffer 
 
t1 = Timer 
repeat: 
t2 = Timer 
t = t2 - t1 
If t > 0.1 Then 
     Visual Basic programs 
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'Read Buffer and display 
 frequ$ = MSComm1.Input 
 frequval$ = Mid(frequ, 4, 5) 
 List1.AddItem frequval 
 NumEditFreqval.Value = Val(frequval) 
 frequpower = Mid(frequ, 12, 1) 
 NumEditFreqpower.Value = Val(frequpower) 
 List1.AddItem frequpower 
Else: GoTo repeat 
End If 
End Sub 
______________________________________________________________________________ 
Private Sub NumEditFreqval_ValueChanged(Value As Variant, PreviousValue As 
Variant, ByVal OUTOFRANGE As Boolean) 
 
If MSComm1.PortOpen = False Then MSComm1.PortOpen = True 
 
'freqval = NumEditFreqval.Value 
'freqpower = NumEditFreqpower.Value 
freqval = freqloop 
Freq$ = "Freq " & Str$(freqval) & "E" & Str$(freqpower) 
 
MSComm1.Output = Freq$ & ";" & Chr(10) 
End Sub 
______________________________________________________________________________ 
Private Sub NumEditFreqpower_ValueChanged(Value As Variant, PreviousValue As 
Variant, ByVal OUTOFRANGE As Boolean) 
If MSComm1.PortOpen = False Then MSComm1.PortOpen = True 
 
freqval = NumEditFreqval.Value 
freqpower = NumEditFreqpower.Value 
Freq$ = "Freq " & Str$(freqval) & "E" & Str$(freqpower) 
 
MSComm1.Output = Freq$ & ";" & Chr(10) 
End Sub 
______________________________________________________________________________ 
Private Sub NumEditLevel_ValueChanged(Value As Variant, PreviousValue As 
Variant, ByVal OUTOFRANGE As Boolean) 
If MSComm1.PortOpen = False Then MSComm1.PortOpen = True 
 
dial = NumEditLevel.Value 
Lev$ = "Level " + Str$(dial) 
 
MSComm1.Output = Lev$ & ";" & Chr(10) 
End Sub 
______________________________________________________________________________ 
Private Sub optCoarse_Click() 
NumEditLevel.IncDecValue = 1 
NumEditFreqval.IncDecValue = 1 
NumEditTime.IncDecValue = 1 
End Sub 
______________________________________________________________________________ 
Private Sub optFine_Click() 
NumEditLevel.IncDecValue = 0.5 
NumEditFreqval.IncDecValue = 0.01 
NumEditTime.IncDecValue = 0.1 
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Screen shot of user interface combining function generator controller 
routine with erosion event counter routine 
 
Code combining function generator controller routine with erosion event 
counter routine  
Dim freqloop 
Dim Freq$ 
Dim wey 
______________________________________________________________________________ 
Private Sub Command1_Click() 
'open file 
Command2.Visible = True 
FileName = Text4.Text 
Open FileName For Output As #1 
wey = 0 
'open port 
MSComm1.CommPort = 1 
MSComm1.Settings = "9600,n,8,1" 
If MSComm1.PortOpen = False Then MSComm1.PortOpen = True 
 
MSComm1.Output = Chr$(9) 'Set Function Generator to Remote Control 
 
MSComm1.Output = Chr$(20) 'Initialize comm protocol 
 
MSComm1.InputLen = 0 'Clear Buffer     Visual Basic programs 
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MSComm1.Output = "FREQ?" & ";" & Chr$(10) 'File Frequency to buffer 
 
 
For amp = 1 To 10 Step 0.5 
'set amplitude 
CWGraph1.ClearData 
If MSComm1.PortOpen = False Then MSComm1.PortOpen = True 
 
dial = amp 
Lev$ = "Level " + Str$(dial) 
 
MSComm1.Output = Lev$ & ";" & Chr(10) 
 
Curren_V.Value = dial 
DoEvents 
 
 
For freql = Text1 To Text2 Step Text3 
freqloop = freql 
 
If MSComm1.PortOpen = False Then MSComm1.PortOpen = True 
 
freqval = freqloop / 1000 
freqpower = 3 
Freq$ = "Freq " & Str$(freqval) & "E" & Str$(freqpower) 
 
MSComm1.Output = Freq$ & ";" & Chr(10) 
 
'turn on 
'MSComm1.Settings = "9600,n,8,1" 
If MSComm1.PortOpen = False Then MSComm1.PortOpen = True 
 
 
MSComm1.Output = Chr$(9) 
 
MSComm1.Output = "OUT_ON" & ";" & Chr(10) 
 
'USB here 
 
'make a count 
Const BoardNum = 0              ' Board number 
Const CounterNum% = 1           ' number of counter used 
Const RegName% = LOADREG1       ' register name of counter 1 
    
   startit = Timer 
   
   LoadValue% = 0               'event counters can only be reset to 0 
   ULStat% = cbCLoad(BoardNum, RegName%, LoadValue%) 
   If ULStat% <> 0 Then Stop 
       
   StartTime = Timer 
   Do 
   Loop Until Timer - StartTime > 1 
    
   ULStat% = cbCIn32(BoardNum, CounterNum%, CBCount&) 
   If ULStat% <> 0 Then Stop 
    
  'cbcoubnt is the number if events Appendix 1 
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   'If CBCount& = 0 Then CBCount& = 1 
 
If MSComm1.PortOpen = False Then MSComm1.PortOpen = True 
MSComm1.Output = "OUT_OFF" & ";" & Chr(10) 
 
 
Print #1, amp; ","; freql; ","; CBCount& 
CWGraph1.ChartXvsY freql, CBCount& 
 
DoEvents 
 
If wey = 1 Then GoTo breakout: 
 
Next freql 
Next amp 
 
breakout: 
 
Close #1 
MSComm1.PortOpen = False 
 
End Sub 
______________________________________________________________________________ 
Private Sub Command2_Click() 
wey = 1 
End Sub 
1.4  Erosion event counter program v3 
This version of the erosion event counter program incorporates a subroutine to 
sample the acoustic sensor output at the desired frequency to enable accurate 
Fast Fourier Transform analysis. 
 
Screen shot of user interface     Visual Basic programs 
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Code 
Dim freqloop 
Dim Freq$ 
Dim amp 
Dim freql 
Dim samplefreq$ 
Dim scanperiod 
Dim wey 
Dim cbcount& 
Dim N As Integer 
Dim ChannelString As String 
Dim numChannels 
Dim ScaledData(16384) 
______________________________________________________________________________ 
Private Sub Command1_Click() 
'open file 
N = 0 
Command2.Visible = True 
FileName = Text4.Text 
 
Open FileName For Output As #1 
 
wey = 0 
'open port 
MSComm1.CommPort = 1 
MSComm1.Settings = "9600,n,8,1" 
If MSComm1.PortOpen = False Then MSComm1.PortOpen = True 
 
MSComm1.Output = Chr$(9) 'Set Function Generator to Remote Control 
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MSComm1.Output = Chr$(20) 'Initialize comm protocol 
 
MSComm1.InputLen = 0 'Clear Buffer 
 
MSComm1.Output = "FREQ?" & ";" & Chr$(10) 'File Frequency to buffer 
 
 
For amp = Text6 To 10 Step 0.5 
CWGraph1.ClearData 
'set amplitude 
'CWGraph1.ClearData 
If MSComm1.PortOpen = False Then MSComm1.PortOpen = True 
 
dial = amp 
Lev$ = "Level " + Str$(dial) 
 
MSComm1.Output = Lev$ & ";" & Chr(10) 
 
Curren_V.Value = dial 
DoEvents 
 
 
For freql = Text1 To Text2 Step Text3 
 
freqloop = freql 
N = N + 1 
If MSComm1.PortOpen = False Then MSComm1.PortOpen = True 
 
freqval = freqloop / 1000 
freqpower = 3 
Freq$ = "Freq " & Str$(freqval) & "E" & Str$(freqpower) 
 
MSComm1.Output = Freq$ & ";" & Chr(10) 
 
'turn on 
'MSComm1.Settings = "9600,n,8,1" 
If MSComm1.PortOpen = False Then MSComm1.PortOpen = True 
 
 
MSComm1.Output = Chr$(9) 
 
MSComm1.Output = "OUT_ON" & ";" & Chr(10) 
 
 
Start = Timer 
Do 
Loop Until Timer - Start > 0.5 
 
 
'DAQ here 
 
'make a audio 
 
CWAI1.Device = 1 
 
    'Clear the channel list and add a new channel 
CWAI1.Channels.RemoveAll 
     
 ChannelString = Empty     Visual Basic programs 
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    ChannelString = ChannelString & 0 
     
     
    CWAI1.Channels.Add ChannelString 
    CWAI1.NScans = 16384 'take in these points to fft later 
   
    CWAI1.ScanClock.ClockSourceType = cwaiIOConnectionCS 
    CWAI1.ScanClock.ClockSourceSignal = "" 
    CWAI1.Configure 
    samplefreq$ = (16385 * freql) / 2048 
 
'tell TTi to set clock 
funin = "freq " + samplefreq$ 
MSComm2.CommPort = 3 
MSComm2.Settings = "9600,N,8,1" 
MSComm2.PortOpen = True 
MSComm2.Output = funin + Chr$(10) 
MSComm2.Output = "output on" + Chr$(10) 
MSComm2.PortOpen = False 
     
    On Error GoTo errorhandler 
     
      
    CWAI1.Start 
    'scanperiod = CWAI1.ScanClock.ActualPeriod 
 
errorhandler: 
 
'USB here 
 
'make a count 
Const BoardNum = 0              ' Board number 
Const CounterNum% = 1           ' number of counter used 
Const RegName% = LOADREG1       ' register name of counter 1 
    
   startit = Timer 
   
   LoadValue% = 0               'event counters can only be reset to 0 
   ULStat% = cbCLoad(BoardNum, RegName%, LoadValue%) 
   If ULStat% <> 0 Then Stop 
       
   StartTime = Timer 
   Do 
   Loop Until Timer - StartTime > 1 
    
   ULStat% = cbCIn32(BoardNum, CounterNum%, cbcount&) 
   If ULStat% <> 0 Then Stop 
 
 
CWGraph1.ChartXvsY freql, cbcount& 
 
If MSComm1.PortOpen = False Then MSComm1.PortOpen = True 
MSComm1.Output = "OUT_OFF" & ";" & Chr(10) 
 
Print #1, amp; ","; freql 
 
 
DoEvents 
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If wey = 1 Then GoTo breakout: 
 
Next freql 
Next amp 
 
breakout: 
 
Close #1 
MSComm1.PortOpen = False 
 
End Sub 
______________________________________________________________________________ 
Private Sub Command2_Click() 
wey = 1 
End Sub 
______________________________________________________________________________ 
Private Sub CWAI1_AcquiredData(ScaledData As Variant, BinaryCodes As Variant) 
 
Filename2 = Text5.Text + Str(N) + ".txt" 
Open Filename2 For Output As #2 
Print #2, amp; ","; freql; ","; samplefreq$; ","; cbcount& 
 
For j = 0 To 16383 
Print #2, Format(ScaledData(j), "0.0000") 
Next j 
Close #2 
 
 
End S 
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2.  Data Analysis Programs 
2.1  Fast Fourier Transform analysis program 
The following program transforms data acquired from an acoustic sensor (for a 
range of drive frequencies and amplitudes of drive voltage) and converts it 
from the pressure amplitude-time to the pressure amplitude-frequency plane 
using fast Fourier transform analysis. Notable components of the frequency 
spectrum are selected and their amplitude recorded in a data file 
Screen shot of user interface 
 
Visual Basic code for FFT analysis program 
Dim df As Variant 
Dim data(16384) As Variant 'array chunk to process 
Dim xr(16384) As Variant 
Dim pwrspecouta As Variant 
Dim a$ 
______________________________________________________________________________ 
Private Sub Command1_Click() 
 
filename3 = Text1 + ".ove" 
    Open filename3 For Output As #3 
     
    For file = 1 To Text2 
     
    FileName = Text1 + Str$(file) + ".txt" 
    Open FileName For Input As #2 Appendix 2 
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    CWGraph2.ClearData 
 
    Input #2, tin$ 
    amp = Val(tin$) 
    Input #2, ein$ 
    freq = Val(ein$) 
    Input #2, ein$ 
    samplefreq = Val(ein$) 
    Input #2, ein$ 
    Co = Val(ein$) 
     
    N = 0 
     
    Do 
    Input #2, a$ 
    data(N) = Val(a$) 
    xr(N) = N 
    N = N + 1 
    Loop Until EOF(2) 
    Close #2 
     
    
   'samplefreq = 200000 
   dttime = 1 / samplefreq 
   Gain = 1 
    
    
    df = 1 / (16385 * dttime) 
    rm = (Sqr(2)) 
    
      
       
   CWStat1.LinFit xr, data, Z, slope, intercept, mse 'linear fit to data y = 
slope*xr+intercept 
    
   For r = 0 To 16383 Step 1 
   data(r) = data(r) - ((slope * xr(r)) + intercept) 'corrects for offset 
   Next r 
    
   CWDSP1.AutoPowerSpectrum data, dttime, pwrspecouta, df 
    
    pwrspecouta(0) = (Sqr(pwrspecouta(0))) 
     
    For se = 1 To 8191 
    pwrspecouta(se) = rm * (Sqr(pwrspecouta(se))) 
    Next se 
     
   Text3 = df 
   Text4 = amp 
   Text5 = freq 
    
   Max = 2015 
    
   For search = 2015 To 2100 
    
   If pwrspecouta(search) > pwrspecouta(Max) Then 
   Max = search 
   Else     Data analysis programs 
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   'Max = search - 1 
   End If 
    
   Next search 
    
    
   fw = Max ' closest freq to drive 
   hfw = Max / 2 
   twofw = 2 * Max 
   'ohfw = 1.5 * Max 
   threefw = 3 * Max 
    fourfw = 4 * Max 
    tfw = Max / 3 
    qfw = Max / 4 
 
   Text6 = freq - (df * Max) 
   Text7 = Max 
   Text8 = pwrspecouta(Max) 
    
    
    Form1.Refresh 
    
       
    CWGraph2.PlotY pwrspecouta, 0, df 
    
   FileName2 = Text1 + Str$(file) + ".fft" 
   Open FileName2 For Output As #2 
   For se = 0 To 8191 
   Print #2, Format(se * df, "0000.0"); ","; Format(pwrspecouta(se), "0.0000") 
   Next se 
   Close #2 
    
    
   'Print #3, amp; ","; freq; ","; samplefreq; ","; Co; ","; pwrspecouta(hfw); 
","; pwrspecouta(fw); ","; pwrspecouta(ohfw); ","; pwrspecouta(twofw) 
   Print #3, amp; ","; freq; ","; samplefreq; ","; Co; ","; 
pwrspecouta(threefw); ","; pwrspecouta(twofw); ","; pwrspecouta(fw); ","; 
pwrspecouta(hfw); ","; pwrspecouta(tfw); ","; pwrspecouta(qfw) 
   Next file 
     
Close #3 
 
 
End Sub 
 
 
2.2  Matlab program to determine amplitude of horn 
The following code was used to take vertical slices of a series of frames,
28 and 
arrange them in order to allow the movement of PLE to be observed with 
                                           
28 Images recorded at 180 000 frames per second with shutter speed of 1/245000 
seconds Appendix 2 
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respect to time.  Each slice was 1 pixel in width, and 132 pixels in length. The 
image itself was located between 51 and 82 pixels on the y-axis. A colour map 
was found to be the simplest method of presenting the resulting data. 
 
'Import a sequence image files (in order of time taken) into Matlab 
fileFolder = fullfile('E:','Southampton','Results','10
th quarter Apr 07 to Dec 
07','October 07','09 10 2007','bmp files');  
dirOutput=dir(fullfile(fileFolder,'power 100000*.bmp')); 
filenames={dirOutput.name}; 
 
'test import is successful 
test=imread(filenames{1}); 
imshow(test); 
 
'take a slice of each image corresponding to the location of the PLE, and read 
the data as numerical value 
for i=1:70 
I=imread(filenames{i}); 
I2=double(I) 
Data(:,i)=I2(:,179)+I2(:,180)+I2(:,181); 
end 
 
'View the resulting data as an RGB colour map 
Contour(Data,256); 
 
The data file was saved and imported into the data analysis program, 
SigmaPlot, where it was plotted. An example is shown in Figure 2.1 of the 
Matlab data obtained for a 3 mm PLE driven at 22.89 kHz and zero-to-peak 
drive voltage amplitude of 32.5 V in 250 cm
3 castor oil. 
     Data analysis programs 
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Figure 2.1Results of Matlab analysis for a 3 mm diameter PLE in 250 cm
3
 
castor oil driven at drive frequency of 22.89 kHz, and voltage amplitude of 
32.5 V. The frame number refers to the time the image was taken, while the 
vertical coordinate refers to position of the pixel with respect to the slice 
taken 
The frame number plotted on the y-axis may be converted to a time scale given 
that frames were taken every 5.5 µs. The vertical coordinate refers to the 
relative positions of the pixels with respect to the slice taken. The oscillation of 
the PLE face is shown by the boundary between the red and blue areas in the 
contour map. Appendix 2 
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Figure 2.2: Magnification of figure 1: Results of Matlab analysis for a 3 mm 
diameter PLE in 250 cm
3
 castor oil driven at drive frequency of 22.89 kHz, 
and voltage amplitude of 32.5 V. The frame number refers to the time the 
image was taken, while the vertical coordinate refers to position of the pixel 
with respect to the slice taken 
The amplitude of oscillation may be measured in pixels by magnification of the 
area of interest (Figure 2.2) and measuring the range of one contour in pixels. 
This value may then be converted into millimetres by calibrating the diameter 
of the PLE with the number of pixels contained within that length.
29 
2.3  Matlab program to determine MBSL intensity 
%code for assigning folder and files to open respectively 
fileFolder=fullfile('K:','My Work','Results','12th quarter July 08 to Dec 
08','luminescence expts', 'Images', 'jyo','30 09 08','acetic acid','open'); 
dirOutputOpen=dir(fullfile(fileFolder,'open09-30-2008_10_24_*.bmp')); 
filenamesOpen={dirOutputOpen.name}; 
%code to select aera for cropping 
I=imread(filenamesOpen{1}); 
imtool(I); 
 
                                           
29 For the 3 mm diameter PLE, 309.359 pixels was equivalent to 1 mm. For the 6 mm 
diameter PLE the scaling was 161.668 pixels per mm.     Data analysis programs 
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%copy and paste co-ordinates for cropping in pixels 
rect = 
%157.5000    0.5000  255.0000  144.0000 
 
size1=[5 5]; %test size in mm 
pixpermil=(point2(1)-point1(1))/3; 
sidepix=((size1(1)-3)/2)*pixpermil; 
rect(1)=point1(1)-sidepix; 
rect(2)=point1(2)-sidepix; 
rect(3)=size1(1)*pixpermil; 
rect(4)=size1(2)*pixpermil; 
rect=uint16(rect); 
I3=imcrop(I,rect); 
I3test=im2double(I3); 
I3n=rgb2gray(I3test); 
imshow(I3n); 
 
%Now re-select folder 
 
%code for assigning folder and files to MBSL and Background respectively 
fileFolder=fullfile('K:','My Work','Results','12th quarter July 08 to Dec 
08','luminescence expts', 'Images', 'jyo','30 09 08','acetic acid','New 
Folder'); 
dirOutputMBSL=dir(fullfile(fileFolder,'mbsl09-30-2008_10_27_*.bmp')); 
filenamesMBSL={dirOutputMBSL.name}; 
dirOutputBack=dir(fullfile(fileFolder,'background09-30-2008_10_25_*.bmp')); 
filenamesBack={dirOutputBack.name}; 
 
%code for adding 16 MBSL images and adding 16 background images 
IMBSLtot=imread(filenamesMBSL{1}); 
IBacktot=imread(filenamesBack{1}); 
for i=1:15 
IBackiand1=imread(filenamesBack{i+1}); 
IBacktot=imadd(IBacktot,IBackiand1); 
IMBSLiand1=imread(filenamesMBSL{i+1}); 
IMBSLtot=imadd(IMBSLtot,IMBSLiand1); 
end 
doubleIMBSLtot=im2double(IMBSLtot); 
greyscaleIMBSLtot=rgb2gray(doubleIMBSLtot); 
doubleIBacktot=im2double(IBacktot); 
greyscaleIBacktot=rgb2gray(doubleIBacktot); 
%Subtract total background from total MBSL, then set negative pixel values to 
zero 
IM=imsubtract(greyscaleIMBSLtot,greyscaleIBacktot); 
for x=1:570 %co-ordinates must match rect 
for y=1:768 
if IM(x,y)<0, IM2(x,y)=0;, else IM2(x,y)=IM(x,y); 
end 
end 
end 
%count pixel values where 0 equals black and 1 equals white (570 times768 = 
437760 pixels in total for uncropped image) 
count16=0; 
for x=rect(1):(rect(1)+rect(3)) %co-ordinates must match rect 
for y=rect(2):(rect(2)+rect(4)) 
count16=count16+IM2(x,y); 
end 
end 
count16 Appendix 2 
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%average count 
count1=count16/16; 
str=num2str(count1,11) 
%code to invert image and save.  
IMBSL1=imread(filenamesMBSL{1}); 
doubleIMBSL1=im2double(IMBSL1); 
greyIMBSL1=rgb2gray(doubleIMBSL1); 
for x=1:570  
for y=1:768 
IMBSL4(x,y)=1-(greyIMBSL1(x,y)); %single inverted MBSL frame 
IMBSL5(x,y)=1-(greyscaleIMBSLtot(x,y)); %total inverted MBSL frame 
IBack5(x,y)=1-(greyscaleIBacktot(x,y)); %total inverted background frame 
end 
end 
I2=imcrop(IMBSL1,rect); 
I4=imcrop(IMBSL4,rect); 
I5=imcrop(IMBSL5,rect); 
I6=imcrop(IBack5,rect); 
I2test=im2double(I2); 
I2n=rgb2gray(I2test); 
imwrite(I2,'crop power 6 MBSL 1 b.jpg','jpg'); 
%imwrite(I3,'crop open 1 b.jpg','jpg'); 
imwrite(I4,'crop iMBSL 1 b power 6.jpg','jpg'); 
imwrite(I5,'crop iMBSL 16 b power 6.jpg','jpg'); 
%imwrite(I6,'crop iMBSL 16 b power 0.jpg','jpg'); 
imagearray=cat(4,I2n,I4,I5,I3n,I6); 
montage(imagearray,'Size',[1,5]);  
IX=getimage(imgca); 
imwrite(IX,'all power 6.jpg','jpeg'); 
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3.  Cavitation noise: additional analysis 
3.1  Alternative representations of results 
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Figure 3.1: Simultaneous measurement of erosion, the fundamental 
component and its second and third order harmonics at 1 mm and 3 mm 
erosion sensor – PLE separation as measured with a hydrophone positioned 1 
cm away from the PLE perpendicular to the motion of the PLE. 
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Figure 3.2 Simultaneous measurement of erosion, the fundamental 
component and its second and third order harmonics at 1 mm and 3 mm 
erosion sensor – PLE separation as measured with a microphone positioned 5 
cm away from the PLE putside the electrochemical cell. 
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3.2  Other subharmonics 
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Figure 3.3: Simultaneous measurement of erosion, the fundamental 
component and its second, third and fourth subharmonics at 1 mm and 3 
mm erosion sensor – PLE separation as measured with a hydrophone 
positioned 1 cm away from the PLE perpendicular to the motion of the PLE. 
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Figure 3.4: Simultaneous measurement of erosion, the fundamental 
component and its second, third and fourth subharmonics at 1 mm and 3 
mm erosion sensor – PLE separation as measured with a microphone 
positioned 5 cm away from the PLE putside the electrochemical cell. 
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The f/3 and f/4 subharmonics may actually be lost in the broadband noise of 
the frequency spectrum, which may explain the ubiquity of the signal in the 
drive frequency-voltage map. It is known that broadband noise increases with 
cavitation intensity, and this may explain why the f/3 and f/4 components are 
higher in amplitude in the cavitation zone 
3.3  Other components relevant to cavitation 
One method of identifying more obscure, but possibly relevant, components is 
with the use of a spectral bifurcation diagram. This is a contour plot of 
frequency component versus drive voltage at a specified drive frequency, with 
the heights of the contours representing the amplitude of the components. 
The limitations of this method are that it is can be computationally intensive to 
create. Figure 3.5 shows the spectral bifurcations at 23.35 kHz (the optimum 
frequency for erosion) recorded by the hydrophone and microphone at 1 mm 
and 3 mm separations. A closer examination of this figure allows for 
identification of the components important for erosive cavitation.  
From the hydrophone response it is possible to indentify components that are 
present after 70 – 80 V for the 1 mm separation and after 90 V for the 3 mm 
separation, but not before these thresholds i.e. the at 1 mm separations, f, 2f, 
3f, 7f/4 (1.75f), 10f/3 (3.333f), components are important, while at 3 mm 
separations 2f, 2.5f and 3f components are important. Likewise, from the 
microphones response, it is possible to measure that f/2, f/4 and 3f/2 
components are important at 1 mm and f/6, f/4, 4f/3 and 5f/4 at 3 mm 
separations respectively. 
The most dominant components are highlighted in Table 3-1. Table 3-1 shows 
that the hydrophone response may be used to determine relevant harmonics, 
while the microphone response may be used to determine relevant 
subharmonics 
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Figure 3.5: Spectral bifurcation diagram at 23.35 kHz. Abbreviations 
‘hphone’ and ‘mphone’ stand for hydrophone and microphone respectively. 
The pressure is measured shown on the y-axis in units of voltage, while on 
the x-axis the zero-to-peak drive voltage amplitude is displayed in units of 10 
V. Experimental conditions described in section 2.3.5 
Sensor – PLE 
separation 
1 mm  3 mm 
Audio receiver  Hydrophone  Microphone  Hydrophone  Microphone 
Harmonics  2f, 3f  n/a  2f, 3f  n/a 
Subharmonics  n/a  f/2, f/4  n/a  f/3, f/4, f/6 
Ultraharmonics  7f/4, 10f/3  3f/2  5f/2  5f/4 
Table 3-1: Components relevant to cavitation erosion as obtained from 
spectral bifurcation data 
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3.4  Summary of results 
  1 mm 
hydrophone 
1 mm 
microphone 
3 mm 
hydrophone 
3 mm 
microphone 
Broadband 
noise 
Increases 
above 75V 
2 freqeuncy 
bands: 
1
st at 23.24-
23.31 kHz,  
2
nd at 23.32-
23.38 kHz 
Erosion occurs 
coinciding 
with second 
peak 
2 frequency 
bands: 23.31-
23.34 kHz 
23.36 – 23.39 
kHz 
Erosion occurs 
between peaks 
Increases in 3 
stages: 
30 V 
50-55 V 
80 V 
25-30 V: 
increases to 
maximum at  
35 V: 
maximum 55 
V: starts to 
decrease.  
> 75 V 
magnitude is 
similar to 1 
mm 
separation. 
 
One frequency 
band: 23.25-
23.39 kHz 
Greater than 1 
mm 
separation at 
55-85 V 
Less than 
1mm 
separation at 
40-55 V 
Frequency 
band 23.25 – 
23.40 kHz 
Harmonics  f increases 
slightly then 
after 55 V 
decreases to a 
constant level 
2f, 3f increase 
with drive 
voltage 
2f/f coincides 
with erosion 
  f increases 
greatly then 
after 55 V 
decreases to a 
constant level 
2f, 3f increase 
with drive 
voltage 
 
 
Subharmonics  f/2 and 
associated 
harmonic 
coincide with 
erosion 
f/2 and 
associated 
harmonic 
coincide with 
erosion 
       Cavitation noise: effect of SiC 
  255   
4.  Effect of silicon carbide on cavitation 
noise 
In this section experiments were conducted in an identical manner to that 
described in section 5.1, with the exception that 1.0084 g silicon carbide was 
added to the electrochemical cell. The object of this experiment was to 
determine the effect of silicon carbide on hydrophone and microphone 
responses in the presence of an ultrasonic field.  
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Figure 4.1: Plot showing the variation of amplitude of the fundamental 
frequency component with respect to drive voltage V
drive and drive frequency 
f
drive. Conditions as for Figure 5.6 but with 1.0084 g sand added to the cell. 
NB cell used is that described in Figure 2.19 and contained 50 cm
3 0.1 M 
Na
2SO
4 
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Figure 4.1 shows plots of the amplitude of the fundamental component 
measured in the presence of 1.0084 g silicon carbide with respect to the drive 
frequency and amplitude of the voltage supplied to the PLE. The plots show the 
response from the hydrophone and microphone at sensor – PLE separations of 
1 mm and 3 mm. In all cases the presence of silicon carbide appears to reduce 
the amplitude of the fundamental frequency component at both 1 mm and 3 
mm separations in comparison to Figure 5.6. At 3 mm separation  
Figure 4.1(c) and (d) show that ‘areas’ of high amplitude of the fundamental 
component are reduced by the addition of silicon carbide. Conditions when the 
amplitude of the fundamental component is highest also vary from the 
situation in the absence of silicon particles. NB the influence of the PLE with 
respect to the erosion sensor, and subsequent reflection by the base of the 
electrochemical cell, including disruption by cluster cavitation, are also 
significant here, as well as the dependence of the emission on sensor – PLE 
separation. In the microphone response the amplitude of the fundamental 
component is highest at 23.30 kHz and at 23.35 kHz, drive frequencies which 
correspond to the onset and termination of inertial cluster collapse. This 
suggests that the emission of acoustic noise is highest in the initiation stage of 
inertial cluster collapse, rather than when collapse is at its most violent. 
Perhaps the presence of silicon carbide inhibits violent cluster collapse. 
4.1.1  f/2 subharmonic and associated harmonics 
Figure 4.2 shows the hydrophone measurement of the f/2 subharmonic, and 
associated ultraharmonics (3f/2, 5f/2, 7f/2), when the sensor – PLE separation 
is 1 mm and 1.0084 g silicon carbide has been added. The presence of silicon 
carbide particles appears to dampen the emission of the f/2 subharmonics 
under conditions of inertial cavitation erosion (as shown in Figure 5.20).   
Figure 4.3 shows the hydrophone measurement of the f/2 subharmonic, and 
associated ultraharmonics (3f/2, 5f/2, 7f/2), when the sensor – PLE separation 
is 3 mm and 1.0084 g silicon carbide has been added. In section 5.3.4 it was 
stated that it appeared that there were two thresholds in the emission of the 
f/2 subharmonic. The dependence of the amplitude of the f/2 component on 
erosion sensor – PLE separation is unaffected by the presence of silicon carbide 
(compare with Figure 5.20 and Figure 5.21).      Cavitation noise: effect of SiC 
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Figure 4.2: Plot showing the variation in amplitude of the f/2 subharmonic 
and associated ultraharmonics with respect to drive frequency and drive 
voltage at 1 mm electrode sensor – PLE separation. The acoustic emission 
was measured with a hydrophone sited 1 cm perpendicularly from the PLE, 
1.0084 g silicon carbide particles added. 
 
Figure 4.3: Plot showing the variation in amplitude of the f/2 subharmonic 
and associated ultraharmonics with respect to drive frequency and drive 
voltage at 3 mm electrode sensor – PLE separation. The acoustic emission 
was measured with a hydrophone sited 1 cm perpendicularly from the PLE. 
1.0084 g silicon carbide particles added. 
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However, if the second threshold level of emission of f/2 (and associated 
ultraharmonics) is considered to be a reliable indicator of inertial cluster 
collapse, then the threshold voltage for inertial cluster collapse appears to 
decrease from 79.65 V to 63.73 V when silicon carbide particles are added, at 
separations of 1 mm. This suggests that silicon carbide particles have a greater 
effect of the emission of the f/2 subharmonic when the sensor – PLE separation 
is 1 mm, effectively reducing the threshold pressure required for inertial 
cluster collapse. Silicon carbide particles could therefore be acting as a point of 
nucleation at which bubbles can form.  
Figure 4.4 and Figure 4.5 show the microphone measurement of the f/2 
subharmonic, and associated ultraharmonics (3f/2, 5f/2, 7f/2), when 1.0084 g 
silicon carbide has been added and the sensor – PLE separation is 1 mm and 3 
mm, respectively. At 1 mm separation the threshold voltage for inertial 
cavitation is decreased by the addition of silicon carbide from 80 V to 60 V. 
This effect is less pronounced at 3 mm separation. At 1 mm separation the 
frequency range is also greater when silicon carbide has been added, again 
suggesting lowering of the inertial cavitation threshold. At 3 mm the presence 
of silicon carbide on the microphone response has little effect, suggesting that 
the f/2 subharmonic plays little part in particle erosion. (NB cavitation erosion 
is limited at 3 mm separation) 
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Figure 4.4: Plot showing the variation in amplitude of the f/2 subharmonic 
and associated ultraharmonics with respect to drive frequency and drive 
voltage at 1 mm electrode sensor – PLE separation. The acoustic emission 
was measured with a microphone sited 5 cm perpendicularly from the PLE, 
1.0084 g silicon carbide particles 
 
Figure 4.5: Plot showing the variation in amplitude of the f/2 subharmonic 
and associated ultraharmonics with respect to drive frequency and drive 
voltage at 3 mm electrode sensor – PLE separation. The acoustic emission 
was measured with a microphone sited 5 cm perpendicularly from the PLE. 
1.0084 g silicon carbide particles added 
.
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5.  Development of a bimetallic Au-Al 
electrode 
This section relates the development of a bimetallic electrode to measure 
simultaneously, the enhancement of mass transport and erosion due to inertial 
cavitation.  
5.1  Introduction 
In order to measure the effect of erosion and mass transfer simultaneously, an 
in situ dual detector may be used. The dual microelectrode system is an 
example of this type of detector [106]. The dual electrode is made up of a Pt 
wire and a Pb wire twisted around each other and sealed into epoxy (Figure 
5.1) 
In a solution of Na
2SO
4 the Pb electrode is passivated with PbSO
4 at potentials 
positive to -0.37 V vs. SCE. Hence any cavitation event that takes place close to 
the electrode surface will erode this passivated layer, and a current transient 
will be seen showing the repassivation of the electrode. When used in 
conjunction with Pt in K
4Fe(CN)
6 the Pt will detect any enhancements in the 
mass transport of the [Fe(CN)
6]
4- redox species to the electrode surface. These 
mass transport enhancements may be due to microjets or shockwaves 
produced by cavitation. In summary, Pb is used to detect erosion due to 
inertial cavitation, while Pt is used to detect mass transport enhancements 
from shockwaves and microjets due to inertial cavitation. 
 
Figure 5.1: SEM of the dual electrode. The Pb microdisc (125 μm diameter) is 
on the left. The Pt microdisc (50 μm diameter) is on the right. Taken from 
[106] 
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In order to detect these events simultaneously the Pb and Pt sections must be 
mounted as close together as possible. However the in the dual microelectrode 
there is a centre-to-centre separation of 100 μm. This equates to a Pb edge-Pt 
edge separation of 12.5 µm. Considering that the cavitation event is of the 
order of μm, it is possible that mass transfer enhancements may be detected 
by Pt, but be completely missed by Pb so no erosion is seen. Alternatively, an 
erosion event will be detected by Pb, but there will be a delay to the mass 
transfer enhancement event at Pt. Ideally, the two sensing electrode materials 
should be mounted side by side and be of sub-micron dimensions, to detect 
the same cavitation event (Figure 5.2) 
 
Figure 5.2: Schematic of the side-on view of a binary electrode with 
dimensions compared to that of a cavitating bubble.  
Pb is also a very soft material and recesses quickly into the epoxy resin when 
subjected to inertial cavitation. A more durable metal such as Al would be able 
to withstand the impacts of erosion caused by inertial cavitation. Au may be 
deposited on the surface of Al foil (7-14 μm thickness) to give an Au film 
thickness of the order of nanometres. Au may be used in conjunction with 
K
3Fe(CN)
6 to detect enhancements in mass transport. This makes simultaneous 
detection of erosion and mass transfer enhancement due to inertial cavitation 
possible. 
The liquid pressure, amongst other factors, determines whether inertial or non-
inertial cavitation takes place (Figure 5.3a) [1]. Pressure waves are generated in 
a liquid under sonication. A liquid subjected to sonication will experience 
pressure waves. Under these conditions the pressure in the liquid is dependent 
Unpassivated 
electrode 
section 
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mass transport  
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Both metals are 
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To 
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Passivated 
electrode 
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on the distance from the ultrasonic source (in this case the ultrasonic cell 
disruptor) (Figure 5.3b) [168]. 
 
Figure 5.3: a) Plot showing the peak pressures P
T for inertial cavitation as a 
function of initial bubble radius. The shaded region represents bubbles that 
would collapse inertially, the unshaded region represents bubbles that would 
collapse non-inertially[1]. b) Plot showing the measured axial pressure 
amplitude as a function of distance from the ultrasonic source. The inset is 
an enlargement of the data between 5 and 25 mm[168]. 
 
 
Figure 5.4: Schematic showing the dependence of the electrode to detect 
events on electrode-probe separation. When the electrode surface is far from 
the ultrasonic probe it does not interact with the region of inertial cavitation 
so will not be able to detect the effects of inertial cavitation. The reverse is 
true when the electrode is in the region of inertial cavitation. 
The dependence of cavitation on pressure means that at some given distance 
from the ultrasonic cell disruptor no inertial cavitation will be take place. Only 
non-inertial cavitation will take place (Figure 5.4). Hence it is important to note 
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that any detection of erosion or mass transport enhancement events, caused 
by inertial cavitation only, will be dependent on the electrode-probe separation. 
5.2  Experimental 
5.2.1  2.1 Fabrication of Al foil Au CD and binary Au/Al electrodes 
Electrodes were made from three different materials. Pieces of dimensions 2 
mm x 6 mm were cut from Al foil (7-14 μm thickness, unknown purity, 
Caterwrap 450). An Au CD (eFilm
® Archival Gold, Delkin) was soaked in 1M 
concentrated Sulphuric Acid overnight to remove the plastic protective coating. 
The CD was rinsed and cut into pieces of dimensions 1 mm x 8 mm. A 12 cm
2 
area of aluminium foil (7-14 μm thickness, unknown purity, Caterwrap 450) 
was sputtered with Au for 24 minutes using a gold sputter coater (details) to 
give an approximate coverage layer thickness of 120 nm. The Au/Al foil was 
cut into pieces of dimensions 2 mm x 6 mm. Electrodes were made from Al 
foil, Au CD and Au on Al foil using the same method. 
 
Figure 5.5 Schematic of the method used to fabricate electrodes 
A 15 cm length of coaxial cable was cut and the ends stripped to reveal 
shielding and core. The shielding was twisted into a wire at both ends and 
trimmed at one end. The core was stripped and twisted in a similar manner at 
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both ends. A piece of electrode material (Al foil, Au CD or Au on Al foil) was 
attached to the core wire, at the end where the shielding was trimmed, using 
silver conducting paint (RS components) and allowed to dry. The electrode 
material-core wire connection was coated with nail varnish and allowed to dry. 
The pointed end of a 5 cm
3 plastic pipette was cut and discarded. The 
remainder of the pipette was cut in half and the bottom piece attached to a 
PTFE block using quick-setting epoxy resin (RS Components) and allowed to 
dry. The pipette half was ¾ filled with slow setting epoxy-resin (Struers Epofix). 
The electrode end of the cable was immersed into the pipette. Care was taken 
to ensure the electrode material did not touch the sides of the pipette and to 
ensure the join between the material and the wire was also submerged. The 
wire was held in place with respect to the pipette using blu-tac and the epoxy 
resin was left to set overnight. When set the plastic pipette part was cut and 
removed. 
The epoxy-resin set electrode was ground using diminishing grades of ‘wet 
and dry’ until the edge of the electrode material was exposed. 0.3 micron 
grade alumina and microcloth (Buehler) were then used to polish the end of the 
electrode. 
5.2.2  Fabrication of Au-Al wire electrode 
A 3 cm length of Au wire (Advent Research Materials, 99.996 % purity, 0.050 
mm Ø) and a 3cm length of Al wire (Advent Research Materials, 99.99 % purity, 
0.050 mm Ø) were twisted together  to produce a bimetallic Au-Al wire. A 7 cm 
length of coaxial cable was cut and the ends stripped to reveal shielding and 
core. The shielding was twisted into a wire at both ends and trimmed at one 
end. The core was stripped and twisted in a similar manner at both ends. The 
bimetallic Au-Al wire was attached to the core wire, at the end where the 
shielding was trimmed, using silver conducting paint (RS Components) and 
allowed to dry. The electrode material-core wire connection was coated with 
quick-set epoxy resin (RS Components) and allowed to dry. Appendix 5 
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Figure 5.6: 50µm Ø disk Au -50µm Ø disk Al bimetallic electrode 
The tip of a 5 cm
3 plastic pipette was cut and discarded. The remaining part of 
the plastic pipette was attached to a PTFE block using quick-setting epoxy resin 
(RS Components) and allowed to dry. The plastic pipette was then filled to the 
brim with slow setting epoxy-resin (Struers Epofix). A glass Pasteur pipette was 
inserted into the plastic pipette and clamped centrally into position. The 
electrode end of the cable was inserted into the glass pipette, which was then 
filled to the brim with slow setting epoxy-resin (Struers Epofix) and left to dry. 
On setting, plastic pipette was cut and removed. The epoxy-resin set electrode 
was ground using diminishing grades of ‘wet and dry’ until the edge of the 
electrode material was exposed. The electrode was then polished on 0.3 
micron grade alumina and microcloth (Buehler).  
5.2.3  Cyclic voltammetry 
All experiments were performed in an isolated electrochemical cell, shielded by 
a Faraday cage to eliminate external noise. Solutions were made up with 
distilled deionised water from either of two water purifiers (Whatman Analyst 
or Pur1te Select) and de-oxygenated with either N
2 or Ar gas prior to the 
experiment. Full experimental details are noted in the appropriate figure 
legends including scan rates and reference/counter electrodes. 
5.2.4  Testing under acoustic cavitation conditions  
The apparatus was set up as shown in the (Fig 1 of the experimental chapter). 
An ultrasonic probe (Heat Systems Ultrasonic processor, Microson) was used to 
produce inertial acoustic cavitation. A micrometer and stage were used to vary 
electrode-probe separation. In order to map the electrode surface the stand 
co-axial 
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and support for the electrochemical cell was mounted on an x-y stage. An 
oscilloscope (Gould 465 DSO) was used to capture the chronoamperometric 
response 
5.2.5  Preliminary characterisation of the Au/Al foil electrode.  
CVs were conducted on Au CD, Al foil and the Au/Al foil electrode. The Au/Al 
foil electrode was then attached to a 7 cm length of SQ13 glass tube using 
quick-setting epoxy resin (RS Components) and allowed to dry, then the 
electrode was polished on 0.3 micron grade alumina and microcloth (Buehler).  
Using the experimental set-up shown in (figure 1 of experimental) the potential 
was initially set to 0 V vs. Ag and transients recorded at electrode-probe 
separations of 1 mm and 5 mm. The potential was then changed to 0.5 V vs. 
Ag and transients recorded at electrode-probe separations of 1 mm and 5 mm. 
Following this, transients were recorded at a range of electrode-probe 
separations between 1 mm and 5 mm at electrode potentials of 0.5 V and -0.2 
V vs. Ag. The average current as a function of x-y position on the electrode was 
recorded 
5.2.6  Characterisation of Au-Al wire electrode 
CVs were conducted on the Au-Al wire at a range of scan rates. An oscilloscope 
(Gould 465 DSO) was used to capture the chronoamperometric response at 
short timescales of the order of microseconds. Fast-capture software, written 
in-house was used to capture the chronoamperometric response over a time 
period of 1 second. Transients were recorded at electrode potentials ranging 
between +0.5 V and -0.5 V vs. Ag at electrode-probe separations of 5 mm, 2.5 
mm and 1 mm. 
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5.3  Results and Discussion  
5.3.1  Characterisation of the Au/Al foil electrode using cyclic 
voltammetry 
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Figure 5.7: a) Plot showing the cyclic voltammograms of an Au CD electrode 
and an Al foil electrode sealed in epoxy resin. The solution contained 10 mM 
K
3Fe(CN)
6 and 0.1 M Sr(NO
3)
2. A Pt coil was used as the counter electrode. The 
solution was maintained at 20 
oC under anaerobic conditions after sparging 
with N
2 for 5 mins. For Au the voltammetry was initiated at +0.5 V vs. Ag and 
then cycled negative to -0.5 V vs. Ag at 10 mV s
-1. For Al the voltammetry was 
initiated at 0V vs. Ag then cycled negative to -1.75 V and positive to +2.5 V 
vs. Ag at 50 mV s
-1. b) expansion of the boxed area in 3a. 
Figure 5.7 shows the voltammetry at the Al foil electrode and at the Au CD 
electrode in 10 mM K
3Fe(CN)
6, 0.1 M Sr(NO
3)
2. Figure 5.7b is the expansion of 
the boxed area in Figure 5.7a. The [Fe(CN)
6)]
3- redox species is electroactive at 
Au in the potential window -0.5 to +0.5 V vs. Ag while Al is passivated under 
the same conditions. The potential window may be split into two regions as 
seen in Figure 5.7b. Reduction of [Fe(CN)
6)]
3- to [Fe(CN)
6)]
4- at Au occurs in 
region A. Zero current is registered at Au in region B.  
Figure 5.8 shows the voltammetry at Au/Al electrode in 10 mM K
3Fe(CN)
6, 0.1 
M Sr(NO
3)
2. The Al part of the electrode is passivated so the electrochemistry of 
the redox species [Fe(CN)
6)]
3- to [Fe(CN)
6)]
4- at Au dominates over the region.      Au-Al electrode 
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Figure 5.8: Plot showing the cyclic voltammogram of a 120 nm Au on 7-
14mm Al foil electrode sealed in epoxy resin. The solution contained 10 mM 
K
3Fe(CN)
6 and 0.1 M Sr(NO
3)
2. The voltammetry was initiated at +0.4 V vs. Ag 
and then cycled negative to -0.1 V vs. Ag at 10 mV s
-1. A Pt coil was used as 
the counter electrode. The solution was maintained at 20 
oC under anaerobic 
conditions. 
The Au/Al electrode may therefore be used in detecting erosion and mass 
transport enhancement effects due to inertial cavitation. During inertial 
cavitation, the passivated layer on Al section of the electrode will be eroded 
and reformed, resulting in a positive current transient.  The detection of mass 
transport enhancement effects at Au will be determined by the electrode 
potential. At region A potentials vs. Ag mass transport enhancement effects 
will result in negative current transients as reduction of [Fe(CN)
6)]
3- is taking 
place. However, at region B potentials the amperometric response of the Au 
section of the electrode is zero so no mass transport enhancements may be 
detected. 
5.3.2  Preliminary characterisation of the Au/Al foil electrode using 
acoustic cavitation  
Figure 5.9 shows the dependence of the current transients recorded on the 
potential of the Au/Al electrode and its distance from the ultrasonic probe. The 
direction of the current transients is determined by the type of the cavitation 
effect detected. For example, in Figure 5.9c and Figure 5.9d, 0.5 V is in region 
B (see Figure 5.8), i.e. no mass transport to the Au part of the electrode will be Appendix 5 
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detected. The upward current transient (labelled A) in Figure 5.9c (1 mm 
electrode-probe separation) is therefore due to an event at the Al part of the 
electrode. The Al is passivated at this potential, but as a cavitation event takes 
place erosion of the passivated layer at Al allows current to pass before 
repassivation takes place. At 5 mm electrode probe separation (Figure 5.9d) 
upward current transients are no longer present. The electrode is too far away 
from the cavitation source to detect erosion from inertial cavitation events. 
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Figure 5.9: Chronamperometric response of the Au/Al foil electrode vs. Ag 
wire in 250 cm
3 10 mM K
3Fe(CN)
6, with 0.1 M Sr(NO
3)
2 as the supporting 
electrolyte. A power setting of (details) was used on the ultrasonic probe to 
produce cavitation. A micrometer and stage was used to vary the electrode-
probe separation. The same electrode and solution was used for the duration 
of the experiment. 
Figure 5.9a and Figure 5.9b show traces at 0 V vs. Ag. This is in region A 
where mass transport will occur. In Figure 5.9b at 5 mm the electrode-probe 
separation is, as just deduced, too far for the Al part of the electrode to detect 
erosion events. Therefore the downward current transient (labelled B) is due to     Au-Al electrode 
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an event at the Au part of the electrode. The microjet/shockwave effect of 
cavitation produces an enhancement in mass transport to the electrode which 
produces an enhancement in the magnitude of current detected at Au. The Al 
is still passivated at this potential and distance. The direction of the current 
transient is downwards due to the fact that [Fe(CN)
6]
3- is being reduced at this 
potential. Figure 5.9a shows both erosion and mass transport enhancements 
taking place. The electrode-probe separation is small enough to detect erosion 
events at Al, and the potential vs. Ag is suitable to detect mass transport 
enhancement events at Au. 
Figure 5.10 - Figure 5.13 show how the electrode-probe separation and the 
electrode potential determine the type of event detected. Figure 5.10 and 
Figure 5.11 show the chronamperometric response of the Au/Al foil electrode 
in 0.1 M Na
2SO
4 held at +0.5 V and -0.2 V vs. Ag respectively. There is no 
electroactive species for the Au to detect in this solution, hence no events due 
to mass transport are to be expected. This is shown to be the case in Figure 
5.10 and Figure 5.11 where only positive transients, which are due to erosion 
events are visible. At both +0.5 V and -0.2 V vs. Ag, the Al part of the 
bimetallic electrode is passivated. Zero current is to be observed unless 
erosion of the passivating aluminium oxide layer occurs.  
There appears to be a cut-off electrode-horn separation at which no erosion 
events are detected. At +0.5 V vs. Ag this is 3.0 ±0.2 mm, while at -0.2 V vs. 
Ag this is 2.6 ±0.2 mm.  At greater electrode-probe separations, detection of 
erosion events due to cavitation is not possible. The cut-off distance is a 
reflection of the variation of acoustic pressure amplitude with distance from 
the ultrasonic probe. The liquid pressure is one of the variables in ascertaining 
whether non-inertial or inertial cavitation takes place.  
The cut-off distance is greater than expected. Previous literature cite the radius 
of the region of inertial cavitation to be approximately 1 mm [106]. This may 
be attributed to the reflection of pressure waves by the epoxy resin electrode 
support [169]. The reflection of pressure waves distorts the region of inertial 
cavitation, the extent of which depends on the area of the electrode support 
and the material it is fabricated from [169].  Appendix 5 
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Figure 5.10: Chronamperometric response of the Au/Al foil electrode in 0.1 
M Na
2SO
4 held at +0.5 V vs. Ag. A power setting of 3 was used on the 
ultrasonic probe to produce cavitation. A micrometer and stage was used to 
vary the electrode-probe separation. The background signal refers to the 
response obtained in the absence of ultrasonic irradiation. 
     Au-Al electrode 
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Figure 5.11: Chronamperometric response of the Au/Al foil electrode in 0.1 
M Na
2SO
4 held at -0.2 V vs. Ag. A power setting of 3 was used on the 
ultrasonic probe to produce cavitation. A micrometer and stage was used to 
vary the electrode-probe separation. The background signal refers to the 
response obtained in the absence of ultrasonic irradiation. Appendix 5 
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The area of the electrode support of the bimetallic electrode is approximately 
triple the area of electrode supports cited in the literature. The region of 
inertial cavitation is therefore more distorted, allowing for detection of events 
due to inertial cavitation at greater distances. 
Figure 5.12 and Figure 5.13 show the chronamperometric response of the 
Au/Al foil electrode in 10 mM K
3Fe(CN)
6 and 0.1 M Na
2SO
4 held at +0.5 V and -
0.2 V vs. Ag respectively. The Au part of the bimetallic electrode will now be 
able to detect [Fe(CN)
6]
3- as the electroactive species while the Al part of the 
bimetallic detects erosion events. It is therefore possible to detect both erosion 
events and enhanced mass transport events simultaneously due to cavitation in 
this electrolyte. 
At +0.5 V vs. Ag (Figure 5.12) no negative current transients are visible as the 
current as the mass transport of [Fe(CN)
6]
3- to the Au part of the bimetallic 
electrode is zero at this potential. Only positive current transients due to 
erosion events are detectable until a cut-off electrode-probe separation of 3.4 
±0.4 mm.  
At -0.2 V vs. Ag (Figure 5.13) both positive and negative current transients are 
visible until the cut-off electrode-probe separation of 1.8 ±0.4 mm for erosion 
events and 3.8 ±0.4 mm for mass transport events. Negative transients are 
expected at potentials negative to +0.25 V vs. Ag as the current due to the 
mass transport of [Fe(CN)
6]
3- is non-zero and negative.  
The periodic response of the negative current transients shown at an electrode-
probe separation of 1 mm in Figure 5.13 could be due to shockwaves emitted 
during periodic cluster collapse. Shockwaves impact periodically at a frequency 
determined by the drive frequency of the ultrasonic probe. In this case the 
period of the negative current transients corresponds to the third subharmonic 
of the drive frequency [16]. 
The detection of shockwaves has never been possible before owing to small 
magnitudes of current generated by this phenomenon. It is possible that the 
shockwave current will be submerged by the total mass transport enhancement 
current and time averaged over a longer time scale.      Au-Al electrode 
  275   
1.0 mm
0
3
6
Background
t/ms
0.0 0.5 1.0 1.5 2.0
I/

A
0
3
6
1.4 mm
0
3
6
1.8 mm
0
3
6
2.2 mm
0
3
6
2.6 mm
0
3
6
3.0 mm
0
3
6
3.4 mm
0
3
6
3.8 mm
0
3
6
4.2 mm
0
3
6
4.6 mm
0
3
6
5.0 mm
0
3
6
 
Figure 5.12: Chronamperometric response of the Au/Al foil electrode in 10 
mM K
3Fe(CN)
6 with 0.1 M Na
2SO
4 as the supporting electrolyte, held at +0.5 V 
vs. Ag. A power setting of 3 was used on the ultrasonic probe to produce 
cavitation. A micrometer and stage was used to vary the electrode-probe 
separation. The background signal refers to the response obtained in the 
absence of ultrasonic irradiation. 
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Figure 5.13: Chronamperometric response of the Au/Al foil electrode in 10 
mM K
3Fe(CN)
6 with 0.1 M Na
2SO
4 as the supporting electrolyte, held at -0.2 V 
vs. Ag. A power setting of 3 was used on the ultrasonic probe to produce 
cavitation. A micrometer and stage was used to vary the electrode-probe 
separation. The background signal refers to the response obtained in the 
absence of ultrasonic irradiation. 
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The nanometre width of the Au band may allow for a faster response than the 
conventional microelectrode, while the millimetre scale length of the Au band 
may ensure the magnitude of the current measured is greater. 
The possibilities for future research using the Au/Al nano/micro band 
electrode revolve around the investigation of the effects of shape and 
thickness of nanoelectrodes on measuring shockwaves and other small 
pressure fluctuations. Figure 5.14 shows the plots obtained when the average 
current is recorded as a function of position on the electrode surface.  
Figure 5.14a and Figure 5.14b show the activity of the Al foil electrode. It is 
clear from these plots that the average current obtained increases with 
potential of the electrode vs. Ag. At higher potentials, the effect of erosion, 
giving rise to a positive current, may be detected over a greater area. Figure 
5.14a and Figure 5.14b show positive current that is large relative to the 
background, is detected over 1 mm at -0.2 V vs. Ag, but detected over 5 mm at 
+0.5 V vs. Ag. 
Figure 5.14c and Figure 5.14d show the average current detected is affected by 
the potential of the electrode. In Figure 5.14c, where the potential of the 
bimetallic electrode is held at -0.2 V vs. Ag, the average current recorded is 
very negative. This is due to the enhanced mass transport and hence reduction 
of [Fe(CN)
6]
3- to the Au part of the bimetallic electrode. The average current 
recorded is negative over a large part of the plot which suggests that the 
average current is dominated by enhanced mass transfer to Au compared to 
erosion at Al. Figure 5.14d shows that no reduction of [Fe(CN)
6]
3- takes place at 
+0.5 V vs. Ag as expected. The average current obtained at this potential is 
due to erosion at the Al part of the bimetallic electrode. 
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Figure 5.14: Plots showing the average current recorded as a function of 
position on the electrode. The values of the average current were obtained by 
averaging 20000 samples over 5 seconds. The electrode-probe separation 
was kept constant at 1 mm for each plot. The large pink circle denotes the 
area of the epoxy resin set electrode, while the smaller blue circle denotes 
the size of the ultrasonic probe relative to the electrode area. The legend 
shows the figures for the current in µA.  
Figure 5.15 shows how the x-y position of the electrode determines whether 
erosion events or enhanced mass transport events dominate. It is clear, that 
although the Au part of the bimetallic electrode is much smaller than the Al 
part, it contributes a greater magnitude of current.     Au-Al electrode 
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Figure 5.15: a) expanded version of figure 11c in the region of the electrode. 
b) the average current as a function of position at y = 4.0 mm and y = 3.5 
mm respectively. 
5.3.3  Characterisation of Au-Al wire electrode  50 m Au & 50 m Al electrode
in 5 mM K3Fe(CN)6 0.1 M Na2SO4
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Figure 5.16: Plot showing cyclic voltammograms of the bimetallic Au/Al disk 
electrode (sealed in epoxy resin) between +0.5 V and -0.5 V vs. Ag wire 
reference/counter electrode in 5 mM K
3Fe(CN)
6 and 0.1 M Na
2SO
4. The 
solution was maintained at 20 
oC under anaerobic conditions after de-
oxygenating with Ar for 15 mins. Scan rates of 50, 100, 500 and 1000 mV s
-1. 
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Figure 5.16 shows how the shape of the CV at an AU/Al disk electrode varies 
with scan rate. At 50 mV s
-1 the shape of the CV follows that of a standard 
microelectrode. Sweeping from +0.5 V to -0.5 V vs. Ag, a current of 0 nA is 
recorded until a potential of +0.2 V vs. Ag is reached. Between +0.2 V and -0.1 
V vs. Ag the current response is limited by the rate of electron transfer. 
Between -0.1 V and -0.5 V vs. Ag the current reaches 38 nA and is limited by 
the rate of mass transport. The limiting current increases with the scan rate. 
The peak-to-peak separation increases with scan rate stretching out the 
potential window in which the current response is limited by the rate of 
electron transfer. Hence the rate of electron transfer is slow when compared to 
the rate of mass transport under the conditions stated. 
Figure 5.17 shows the potential dependence of chronoamperometric response 
over 1 second. Between +0.5 V and -0.1 V vs. Ag positive current transients 
seen superimposed on the base line current response. Between -0.1 V and -0.5 
V vs. Ag, both positive and negative current transients are visible. The positive 
current transients are due to cavitation events occurring close to the electrode 
surface and eroding the passivated layer on the Al part of the electrode. The 
negative current transients are due to the effect of bubble collapse producing 
microjets to enhance mass transport to the Au part of the electrode. Varying 
the potential therefore has the effect of ‘switching on’ Au to detect mass 
transport enhancement events. 
     Au-Al electrode 
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Figure 5.17: Chronoamperometric response due to varying the  potential of the Au-Al bimetallic electrode vs. Ag wire reference/counter 
electrode over a time period of 1 second under ultrasonic condition in 250 cm
3 5 mM K
3Fe(CN)
6, 0.1 M Na
2SO
4, previously de-oxygenated 
with Ar gas for 15 mins. The responses were recorded at 20 
oC with an electrode-probe separation of 1 mm.  
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Figure 5.18: Plot showing I-E profile of the bimetallic Au/Al disk electrode 
under ultrasonic conditions. The solution contained 5 mM K
3Fe(CN)
6 and 0.1 
M Na
2SO
4. Ag wire was used as the reference /counter electrode. The solution 
was maintained at 20 
oC under anaerobic conditions. The electrode-probe 
separation is 1 mm. The diffusion only profile obtained at 50 mV s
-1 is also 
shown as the grey line. 
Figure 5.18 shows how the base line current changes with potential under the 
ultrasonic conditions of the experiment. A limiting current of 1 µA is obtained 
at potentials negative to -0.4 V vs. Ag, almost two orders of magnitude larger 
than  that  obtained  under  diffusion-only  conditions.  The  rate  of  electron 
transfer  becomes  slower  than  the  rate  of  mass  transport  to  the  electrode, 
stretching out the I-E profile. 
5.4  Conclusion 
A binary Au/Al electrode has been made. The electrode has been compared to 
Au only and Al only electrodes using cyclic voltammetry. It has been found that 
Al is passivated for the potential window -0.5 to +0.5 V vs. Ag, while the redox 
species [Fe(CN)
6]
3-  is reduced at Au at potentials negative to +0.2 V vs. Ag. This 
suggests that the Au/Al electrode may be used to detect erosion at Al and 
enhanced mass transport at Au simultaneously. A preliminary study into the 
effects of acoustic cavitation on the Au/Al electrode has been conducted. The 
electrode has been shown to detect erosion and enhanced mass transfer 
events simultaneously depending on the potential of the electrode and its 
separation from the ultrasonic horn     Au-Al electrode 
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The Au/Al bimetallic electrode has been investigated using cavitation 
generated by an ultrasonic probe. The dependence of event detected on 
electrode-horn separation and potential has been investigated. Erosion events 
have been detected at a greater distance than expected from literature. This is 
thought to be due to the effect of reflection of pressure waves by a larger 
electrode support, distorting the region of inertial cavitation. The detection of 
enhanced mass transport effects was shown to be periodic, suggesting that 
shock waves are being detected. 
From preliminary investigations, the Au/Al binary disk electrode seems to be a 
good substitute to the Au/Al binary band electrode. The Au/Al binary disk 
electrode displays reversibility at low scan rates. At fast scan rates the rate of 
electron transfer becomes the limiting factor for a larger potential window. 
This factor explains the shape of the I-E profile under ultrasonic conditions 
where the rate of mass transport is increased. Under ultrasonic conditions, 
both erosion events and mass transport enhancement events are recordable 
depending on the potential of the electrode and the electrode-probe 
separation. 
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6.  Time-correlated single photon counting 
Two methods were used to experimentally observe MBSL. The first method 
used was the measurement of the intensity of light emitted in different liquids 
under the same insonation intensity. Figure 6.1 shows the set-up of apparatus 
used for these experiments. A multi-channel scalar (EG & G Princeton Applied 
Research, Model No. 914P) is used to count the number of pulses received 
from the photomultiplier tube (PMT) (Hamamatsu, H5783P) via the pre-
amplifier (Becker & Hickl GmbH, HFAC-26dB 0.1 µA, serial no. 640012). The 
pulse trigger level can be pre-set to ensure no noise is recorded.   
 
Figure 6.1: Set-up of apparatus used in measuring the intensity of MBSL 
The second method described is time-correlated single photon counting. Time-
correlated single photon counting (TCSPC) is a methodology used to determine 
the emission lifetime from a low-intensity, repetitive light source. The 
detection times of many single photons are recorded and a histogram of 
detection times is built up.  The methodology is based on the principle that the 
probability of detecting a photon emitted in a detection period from such a 
light source is less than 1.  
Figure 6.2 shows the apparatus used to determine the lifetime of multi-bubble 
sonoluminescence (MBSL). 
Pre-amplifier 
PMT 2  Image Intensifier 
PMT gain 
controller 
Multi-Channel 
Scalar 
Computer  Computer Appendix 6 
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Figure 6.2: Schematic of apparatus used in time-correlated single photon 
counting experiments 
A TCSPC device (Becker & Hickl GmbH, SPC-140) integrated into a computer 
was used to record the detection times of photons and build the results into a 
histogram. Two constant fraction discriminators (CFD and SYNC), a time-to-
amplitude converter (TAC) (not shown) and an analogue-to-digital converter 
(ADC) (not shown) are contained within TCSPC device. 
Two photomultiplier tubes (PMTs) (Hamamatsu, H5783P) detect a photon each, 
to provide respectively, the ‘start’ and ‘stop’ input signals of the TAC via the 
CFD and SYNC shown in Figure 6.2. The TAC then generates a voltage signal, 
proportional to the time interval between the ‘start’ and ‘stop’ signals for each 
set of photons detected. The ADC resolves the TAC signals into channels of 
equal time intervals and builds up a histogram of received pulses. Two pre-
amplifiers (Becker & Hickl GmbH, HFAC-26dB 0.1 µA, serial no. 640012) are 
used to amplify the signal from each PMT and reduce electrical mains noise. 
The pre-amplifiers also act as an indicator of when the PMT may be overloaded. 
A PMT gain controller is used to control the sensitivity of the PMTs to light. 
The shape of the histogram represents the MBSL pulse shape [159]. The full-
width-half-maximum (FWHM) of the resulting peak is the lifetime of the 
photons emitted from MBSL [159]. Optical filters may be used to measure the 
lifetime of specific wavelengths of the light emitted [159]. 
The following pages show the data obtained for several liquids. 
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