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Abstract—This paper focuses on the visible-thermal cross-
modality person re-identification (VT Re-ID) task, whose goal
is to match person images between the daytime visible modality
and the nighttime thermal modality. The two-stream network is
usually adopted to address the cross-modality discrepancy, the
most challenging problem for VT Re-ID, by learning the multi-
modality person features. In this paper, we explore how many
parameters of two-stream network should share, which is still
not well investigated in the existing literature. By well splitting
the ResNet50 model to construct the modality-specific feature
extracting network and modality-sharing feature embedding
network, we experimentally demonstrate the effect of parameters
sharing of two-stream network for VT Re-ID. Moreover, in the
framework of part-level person feature learning, we propose
the hetero-center based triplet loss to relax the strict constraint
of traditional triplet loss through replacing the comparison of
anchor to all the other samples by anchor center to all the
other centers. With the extremely simple means, the proposed
method can significantly improve the VT Re-ID performance.
The experimental results on two datasets show that our proposed
method distinctly outperforms the state-of-the-art methods by
large margins, especially on RegDB dataset achieving superior
performance, rank1/mAP/mINP 91.05%/83.28%/68.84%. It can
be a new baseline for VT Re-ID, with simple but effective strategy.
Index Terms—Visible-thermal person re-identification, cross-
modality discrepancy, parameters sharing, hetero-center based
triplet loss.
I. INTRODUCTION
PERSON re-identification (Re-ID) can be regard as aretrieval task, which aims at searching a person of interest
from multi disjoint cameras deployed at different locations.
It has received increasing interests in computer vision com-
munity due to its importance in intelligent video surveillance
and criminal investigation applications. Visible-visible Re-ID
(VV Re-ID), the most common single-modality Re-ID task,
has progressed and achieved high performance in recent years
[33].
However, in practical scenarios, a 24-hour intelligent
surveillance system, the visible-thermal cross-modality person
re-identification (VT Re-ID) problem is frequently encoun-
tered. For example, criminals always collect information in
the day and execute crimes at night, in which case, the query
image may be obtained from the thermal camera (or the
infrared camera) during the nighttime, while the gallery images
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Fig. 1. Illustration of VT Re-ID. For example, searching a person captured
by a visible camera in the daytime among multiple persons captured by some
infrared (or thermal) cameras at night, and vice versa.
may be captured by the visible cameras during the daytime,
as shown in Fig. 1.
In recent years, there are more and more researchers focus-
ing on the VT Re-ID task, achieving big progresses with some
novel and effective ideas. However, many works evaluated the
effectiveness of their methods with a poor baseline, which
seriously impede the development of VT Re-ID community.
In the present study, our proposed method can be set as
a strong and effective baseline for VT Re-ID with some
extremely simple means.
The VT Re-ID task suffers from two big problems, the
large cross-modality discrepancy arisen from the different
reflective visible spectrums and sensed emissivities of visible
and thermal cameras, and the large intra-modality variations,
just as the VV Re-ID task, caused by viewpoint changing
and different human poses, etc. To alleviate the extra cross-
modality discrepancy in VT Re-ID, the intuitive and apparent
way is to map the cross-modality persons into a common
feature space to realize the similarity measure. Therefore,
a two-stream framework is always adopted, including two
modality-specific networks with independent parameters for
feature extraction, and a parameter-sharing network for feature
embedding to project the modality-specific features into a
common feature space. Generally speaking, the two modality-
specific networks are not required to have the same architec-
ture. The only criterion is that their outputs should be with the
same dimension shapes to be the input of parameter-sharing
network for feature embedding. In the literature, ResNet50 [7]
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2model is preferentially adopted as the backbone to construct
the two-stream network, all the res-convolution blocks for
feature extraction and some parameter-sharing fully-connected
layers for feature embedding. However, is this setting the best
choice to construct the two-stream network? Those parameter-
sharing fully-connected layers can only process the 1D-shaped
vector, ignoring the spatial structure information of persons. To
take advantage of the convolutional layers for processing the
3D-shaped tensor with spatial structure information, we could
share some parameters of res-convolution blocks for feature
embedding. In this situation, how many parameters of two-
stream network should share is a point of this study to
investigate.
In addition, the network is always trained with identification
loss and triplet loss to simultaneously enlarge the inter-class
distance and minimize the intra-class distance. The triplet loss
is performed on each anchor sample to all the other samples
from both the same modality and cross modality. This may be
a strong constraint for constraining the pairwise distance of
those samples especially when there exist some outliers (bad
examples), which would form the adverse triplet to destroy
other well learnt pairwise distances. It also will lead to high
complexity with large number of triplets. The cross-modality
and intra-modality training strategy is separately employed to
enhance the feature learning [12], [35]. In my opinion, the
separately cross-modality and intra-modality training strategy
may be unnecessary, if those learned person features by
the two-stream network are good enough in the common
feature space, where the features could hardly be distinguished
from which modality. Therefore, we propose the hetero-
center based triplet loss directly performing in the unified
common feature space. The hetero-center based triplet loss
is performed on each anchor center to all the other centers,
which also can reduce the computational complexity.
The main contributions can be summarized as follows.
• We achieve the state-of-the-art performance on two
datasets by large margins, which can be a strong VT Re-
ID baseline to boost the future research with high quality.
• We explore the parameters sharing problem in the two-
stream network. To the best of our knowledge, it is the
first attempt to analyze the impact of the number of
parameters sharing for cross-modality feature learning.
• We propose the hetero-center based triplet loss to con-
strain the distance of different class centers from both
the same modality and cross modality.
II. RELATED WORK
This section will briefly review those existing VT Re-ID
approaches. Compared to the traditional VV Re-ID, except the
intra-modality variations, VT Re-ID should handle the extra
cross-modality discrepancy. To alleviate it, researchers focus
on projecting (or translating) the heterogeneous cross-modality
person images into a common space for similarity measure,
mainly including the following aspects: feature learning, met-
ric learning and image translation.
A. Feature learning
Feature learning is the fundamental step of Re-Identification
before similarity measure. Most researches focus on the vis-
ible and thermal person feature learning through deep neural
networks (DNN). Ye et.al [31], [32], [35] proposed to adopt
two-stream network to separately extract the modality-specific
features, then perform the feature embedding to project those
features into the common feature space with parameters shar-
ing fully connected layers. Based on the two-stream network,
Liu et.al [12] introduced the mid-level features incorporation
to enhance the modality-shared person features with more
discriminability. To learn good modality-shared person fea-
tures, Dai et.al [2] proposed the cross modality generative
adversarial network (cmGAN) under the adversarial learning
framework, including a discriminator to distinguish whether
the input features are from the visible modality or thermal
modality. Zhang et.al [37] proposed a dual-path cross-modality
feature learning framework, including a dual-path spatial-
structure-preserving common space network and a contrastive
correlation network, which preserves intrinsic spatial strictures
and attends to the difference of input cross-modality image
pairs. To explore the potential of both the modality-shared
information and the modality-specific characteristics to boost
the re-identification performance, Lu et.al [13] proposed to
model the affinities of different modality samples according to
the shared features and then transfer both shared and specific
features among and across modalities.
Moreover, for handling the cross-modality discrepancy,
some works concentrate on the input design of single-stream
network, to simultaneously utilize the visible and thermal
information. Wu et.al [27] firstly proposed to study the VT
Re-ID problem, built the SYSU-MM01 dataset, and developed
the zero-padding method to extract the modality-shared person
features with single-stream network. Kang et.al [9] proposed
to combine the visible and thermal images as a single input
with different image channels. Additionally, Wang et.al [24]
also adopted the multi-spectral image as the input for feature
learning, where the multi-spectral image consists of the visible
image and corresponding generated thermal image, or the
generated visible image and corresponding thermal image.
B. Metric learning
Metric learning is the key step of Re-ID for similarity
measure. In deep learning framework, due to the advantage
of DNN on feature learning, Re-ID could achieve good
performance with only Euclidean distance metric. Therefore,
the metric learning is inherent in the training loss function
of DNN, guiding the training process to make the extracted
features with more discriminate and robust ability. Ye et.al [31]
proposed a hierarchical cross-modality matching model by
jointly optimizing the modality-specific and modality-shared
metrics in a sequential manner . Then, they presented a bi-
directional dual-constrained top-ranking loss to learn discrim-
inative feature representations based on two-stream network
[35], based on which, the center-constraint is also introduced
to improve the performance [32]. Zhu et.al [39] proposed
the hetero-center loss to reduce the intra-class cross-modality
3variations. Liu et.al [12] also proposed the dual-modality
triplet loss to guide the training procedures by simultaneously
considering the cross-modality discrepancy and intra-modality
variations. Hao et.al [6] proposed an end-to-end two-stream
hypersphere manifold embedding network with both classifi-
cation and identification loss, constraining the intra-modality
variations and cross-modality variations on this hypersphere.
Zhao et.al [38] introduced the hard pentaplet loss to improve
the performance of the cross-modality re-identification. Wu
et.al [26] casted the learning shared knowledge for cross-
modality matching as the problem of cross-modality similarity
preservation, and proposed a focal modality-aware similarity-
preserving loss to leverage the intra-modality similarity to
guide the inter-modality similarity learning.
C. Image translation
The aforementioned works handle the cross-modality dis-
crepancy and intra-modality variations from the feature ex-
traction level. Recently the image generation methods based
on generative adversarial network (GAN) have drawn lots of
attention in VT Re-ID, reducing the domain gap between
visible and thermal modality from image level. Kniaz et.al
[10] firsty introduced GAN to translate a single visible image
to a multimodal thermal image set, then performed the Re-ID
in the thermal domain. Wang et.al [20] proposed an end-to-end
alignment generative adversarial network (AlignGAN) for VT
Re-ID, to bridge the cross-modality gap with feature alignment
and pixel alignment jointly. Wang et.al [24] proposed dual-
level discrepancy reduction learning framework based on a
bi-directional cycleGAN to reduce the domain gap, from both
the image and feature level. Choi et.al [1] proposed a hierarchi-
cal cross-modality disentanglement (Hi-CMD) method, which
automatically disentangles ID-discriminative factors and ID-
excluded factors from visible-thermal images. Hi-CMD in-
cludes an ID-preserving person image generation network and
a hierarchical feature learning module.
However, a person in the thermal modality can have differ-
ent colors of clothes in the visible modality, leading to one
thermal person image corresponding to multiple reasonable
visible person images by image generation. It is hard to know
which one is the correct target to be generated for Re-ID,
since when generating images the model can not access the
gallery images which only appear in inference phase. The
image generation based methods are always with performance
uncertainty, high complexity and high training tricks demands.
III. OUR PROPOSED METHOD
In this section, we will introduce the framework of our
proposed feature learning model for VT Re-ID, as depicted
in Fig. 2. The model mainly consists of three components: (1)
the two-stream backbone network, exploring the parameters
sharing, (2) the part-level feature extraction block and (3) the
loss, our proposed hetero-center based triplet loss and identity
softmax loss.
A. Two-stream backbone network
The two-stream network is a conventional way to ex-
tract features in visible-thermal cross-modality person re-
identification, firstly introduced in [35]. It mainly consists of
two parts: feature extractor and feature embedding. Feature
extractor aims at learning the modality-specific information
from two heterogenous modalities, while the feature embed-
ding focuses on learning the multi-modality shared features for
cross-modality re-identification by projecting those modality-
specific features into a modality-shared common feature space.
In the existing literature, the feature embedding is always
computed by some shared fully connected layers, and the
feature extractor is always some well designed convolution
neural network, such as ResNet50, etc. In this situation, there
may be two problems we should pay attention.
1) Feature extractor consists of two branches with indepen-
dent parameters. If each branch consists of the whole
well designed CNN architecture, the number of network
parameters (model size) would doubly increases.
2) Feature embedding consists of some shared fully con-
nected layers, which can only process the 1D-shaped
feature vector without any person spatial structure infor-
mation. However, the person spatial structure information
is crucial to describe a person.
To simultaneously deal with the aforementioned two prob-
lems, we propose to split the well designed CNN model into
two parts. The former part can be set as two-stream feature
extractor with independent parameters, while the latter part
can be set as the feature embedding model. In this way, the
whole model size will be reduced (corresponding to problem
1). The input of feature embedding block is the output of
feature extractor, just the middle 3D feature maps of the well
designed CNN model, which is full of the person spatial
structure information (corresponding to problem 2).
Therefore, the key point is how to split the well designed
CNN model. Namely, how many parameters of the two-stream
network should be independent to learn the modality-specific
information?
For simplicity in presentation, we denote the visible-stream
feature extracting network as function φv , thermal-stream
feature extracting network as φt to learn the modality-specific
information, and the feature embedding network as φvt to
project modality-specific person features into the shared com-
mon feature space. Given a visible image Iv and a thermal
image It, the learned 3D person features v and t in common
space can be represented as,{
v = φvt
(
φv(Iv)
)
,
t = φvt
(
φt(It)
)
. (1)
We will adopt the ResNet50 model as the backbone, with
the consideration of its competitive performance in some
Re-ID systems as well as its relatively concise architecture.
ResNet50 model mainly consists of one shallow convolution
block stage0 and four res-convolution blocks, stage1, stage2,
stage3 and stage4. To split the ResNet50 model into our
modality-specific feature extractor and modality-shared feature
embedding network, we can sequentially obtained the split
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Fig. 2. The pipeline of our proposed framework for VT Re-ID. It mainly contains two components: a two-stream backbone network and the part-level feature
learning block. The two-stream backbone network includes two modality-specific branches with independent parameters and following one modality-shared
branch with sharing parameters. For example, we take the ResNet50 model as the backbone, the first two stages (stage0 and stage1) forming the modality-
specific branches and the following three stages (stage2, stage3 and stage4) forming the modality-shared branch. Then, the feature map outputted from the
backbone is horizontally split into p 3D tensors, here p = 4, which are pooled into vectors by generalized-mean (GeM ) pooling operation. For each part
vector, a 1 × 1 Conv block reduces the dimension of features. Afterward, the reduced part features are respectively input to compute the identification loss
Lid and our proposed hetero-center based triplet loss Lhc tri. Finally, all the part features are concatenated (cat) to form the final person features, which is
supervised by Lhc tri.
TABLE I
DIFFERENT SPLITS OF RESNET50 MODEL TO FORM THE TWO-STREAM
BACKBONE NETWORK. φv AND φt RESPECTIVELY DENOTE THE
VISIBLE-STREAM AND THERMAL-STREAM FEATURE EXTRACTING
NETWORK. φvt DENOTES THE MODALITY-SHARED FEATURE EMBEDDING
NETWORK.
Modality-specific Modality-shared
feature extractor feature embedding
(φv and φt) (φvt)
s0 - stage{0− 4}
s1 stage{0} stage{1− 4}
s2 stage{0− 1} stage{2− 4}
s3 stage{0− 2} stage{3− 4}
s4 stage{0− 3} stage{4}
s5 stage{0− 4} -
scheme as shown in Table I, where si, i = {0, 1, 2, 3, 4, 5}
means φvt starts from the ith stage. s0 and s5 are two extreme
cases. s0 means that the two-stream backbone network shares
all the ResNet50 model without the modality-specific feature
extractor, while s5 means that all parameters of the two
streams for visible and thermal modality are totally indepen-
dent just as done in [35]. Which one is the best choice for two-
stream backbone network for cross-modality Re-ID? In my
opinion, these two extreme cases s0 and s5 are not good, since
they ignore some important information in cross-modality Re-
ID task. Experimental results in Sec. IV-B1 show that the
modality-shared feature embedding network comprising some
res-convolution blocks is a good choice, since the input of
modality-shared feature embedding network φvt is 3D shape
feature maps, with the spatial structure information of persons.
B. Part-level feature extraction block
In VV Re-ID, the state-of-the-art results are always achieved
with part-level deep features [19], [28]. A typical and easy-
going approach is partitioning persons into horizontal strips
to coarsely extract the part-level features, which then can
be concatenated to describe the person body structure. Body
structure is the inherent characteristic of person, which is
invariant information of person body whatever modality the
image is captured from. Namely, the body structure informa-
tion is modality-invariant, which could be adopted as modality-
shared information to represent a person. Therefore, according
to the part-level feature extraction method in [18], [22], we
also adopt the uniform partition strategy to obtain coarse body
part feature.
Given a person (visible or thermal) images, it will become
the 3D feature maps after undergoing all the layers inherited
from the two-stream backbone network. Based on the 3D
feature maps, as shown in Fig. 2, there are 3 steps to extract
the part-level person features as following.
1) The 3D feature maps are uniformly partitioned into p
strips in the horizontal orientation, to generate the coarse
body part feature maps, as shown in Fig. 2, where p = 4.
2) Instead of utilizing the widely-used max-pooling or
average-pooling, we adopt a generalized-men (GeM) [16]
pooling layer to translate the 3D part feature maps into
the 1D part feature vectors. Given a 3D feature patch
X ∈ RC×H×W , the GeM can be formulated as,
xˆ =
( 1
|X|
∑
xi∈X
xpi
) 1
p , (2)
where xˆ ∈ RC×1×1 is the pooled results, | · | denotes the
element number, p is the pooling hyperparameter, which
can be pre-set or learned by the back-propagating. When
p → ∞ GeM approximates max-pooling, while when
p→ 1 GeM approximates average-pooling.
3) Afterwards, a 1× 1 convolutional (1× 1 Conv) block is
employed to reduce the dimension of part-level feature
5vectors. The block includes a 1 × 1 convolutional layer
whose output channel number is d, following a batch
normalization layer and a ReLU layer.
Moreover, each part-level feature vectors are firstly adopted
to perform the metric learning with triplet loss Ltri (or our
proposed hetero-center based triplet loss Lhc tri). Then a fully
connected layer with desired dimensions (corresponding to the
number of identities of person in our model) is adopted to
perform the identification with softmax Lid. There are p part-
level features that need p different classifiers without sharing
parameters.
Finally, all the p part-level features are concatenated (cat)
to form the final person features for similarity measure during
testing. Additionally, the final person features could also be
supervised by the Ltri (or Lhc tri).
C. The hetero-center based triplet loss
In this subsection, we introduce the designed hetero-center
based triplet loss to guide the network training for feature
learning. The learning objective is directly conducted in the
common feature space to simultaneously deal with both cross-
modality discrepancy and intra-modality variations. Firstly, we
will revisit the general triplet loss.
1) Triplet loss revisit: Triplet loss is firstly proposed in
FaceNet [17]. Given an anchor point xa with class label of ya,
triplet loss aims to make that the positive point xp belonging to
the same class ya is closer to the anchor than that of a negative
point belonging to another class yn, by at least a margin ρ.
Given some pre-selected triplets {xa, xp, xn}, the triplet loss
can be represented as,
Ltri =
∑
a,p,n
ya=yp 6=yn
[ρ+ ‖xa − xp‖2 − ‖xa − xn‖2]+ , (3)
where [x]+ = max(x, 0) denotes the standard hinge loss,
‖xa − xp‖2 denotes the Euclidean distance of data point xa
and xp.
For calculation simplicity and performance improving, Her-
mans et al. [8] proposed an organizational modification to mine
the hard triplets. The core idea is to form batches by randomly
sampling P identities, and then randomly sampling K images
of each identity, resulting in a mini-batch PK images. For
each sample xa in the mini-batch, we can select the hardest
positive and hardest negative samples within the mini-batch to
form the triplets for computing the batch hard triplet loss,
Lbh tri(X) =
all anchors︷ ︸︸ ︷
P∑
i=1
K∑
a=1
[
ρ+
hardest positive︷ ︸︸ ︷
max
p=1...K
‖xia − xip‖2 (4)
− min
j=1...P
n=1...K
j 6=i
‖xia − xjn‖2
︸ ︷︷ ︸
hardest negative
]
+
,
which is defined for a mini-batch X , where a data point xia
denotes the ath image of the ith person in the batch.
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Fig. 3. Illustration of the hetero-center based triplet loss, which aims pulling
close those centers with the same identity label from different modalities,
while pushing far away those centers with different identity labels no matter
which modality it is from. We compare the center to center similarity rather
than sample to sample similarity or sample to center similarity. The stars
denote the centers. Different colors denote different identities.
2) Batch sampling method: Due to our two-stream structure
respectively extracting features for visible and thermal images,
we introduce the following online batch sampling strategy.
Specially, P person identities are firstly randomly selected at
each iteration, and then we randomly select K visible images
and K thermal images of the selected identity to form the
mini-batch, in which totally 2 ∗ PK images. This sampling
strategy could fully utilize the relationship of all the samples
within a mini-batch. In this manner, the sample size of each
class is the same, which is important to avoid the perturbations
caused by class imbalance. Moreover, due to the randomly
sampling mechanism, the local constraint in the mini-batch
can achieve the same effect as the global constraint in the
entire set.
3) Hetero-center based triplet loss: Eq. (4) shows that
triplet loss computes the loss by comparison of anchor to
all the other samples. It is a strong constraint, perhaps too
strict to constrain the pairwise distance if there exist some
outliers (bad examples), which would form the adverse triplet
to destroy other pairwise distance. Therefore, we consider to
adopt the center of each person as the identity agent. In this
manner, we can relax the strict constraint through replacing
the comparison of anchor to all the other samples by anchor
center to all the other centers.
Firstly, in a mini-batch, the center for the features of every
identity from each modality is computed,
civ =
1
K
K∑
j=1
vij , (5)
cit =
1
K
K∑
j=1
tij ,
which is defined for a mini-batch, where vij denotes the j
th
visible image feature of the ith person in the mini-batch, while
tij corresponds to the thermal image feature.
Therefore, based on our PK sampling method, in each
mini-batch, there would be P visible image centers {civ|i =
1, · · · , P} and P thermal centers {cit|i = 1, · · · , P}, as shown
6TABLE II
THE COMPARISON OF COMPUTATIONAL COST BETWEEN GENERAL
TRIPLET LOSS Lbh tri AND OUR PROPOSED CENTER-BASED TRIPLET LOSS
Lc tri . DUE TO THE SYMMETRICAL PROPERTY OF DISTANCE MEASURE,
THE COMPUTATIONAL COST COULD DIVIDE 2.
positive negative
Lbh tri 2PK × (2K − 1) 2PK × 2(P − 1)K
Lhc tri 2P 2P × 2(P − 1)
in Fig. 3. In the following, all the computations are only
performed on the centers.
The goal of metric learning is to make those features from
the same class be close to each other (intra-class compactness),
while those features from different classes be far away from
each other (inter-class separation). Therefore, in our VT cross-
domain Re-ID, based on the PK sampling strategy and
calculated centers, we can define the hetero-center based triplet
loss as,
Lhc tri(C) =
P∑
i=1
[
ρ+ ‖civ − cit‖2 − min
n∈{v,t}
j 6=i
‖civ − cjn‖2
]
+
(6)
+
P∑
i=1
[
ρ+ ‖cit − civ‖2 − min
n∈{v,t}
j 6=i
‖cit − cjn‖2
]
+
,
which is defined on a mini-batch centers C including both
visible centers {civ|i = 1, · · · , P} and thermal centers {cit|i =
1, · · · , P}. For each identity, Lhc tri concentrates on the
only one cross-modality positive pair, and the mined hardest
negative pair in both of the intra and inter modality.
Compared general triplet loss Lbh tri (Eq. (4)) to our
proposed center-based triplet loss Lhc tri (Eq. (6)), we replace
the comparison of anchor to all the other samples by anchor
center to all the other centers. This modification has two major
advantage:
a) It reduces the computational cost, as shown in Table II.
For a mini-batch with 2PK images, Lbh tri requires to
compute pairwise distance 2PK × (2K − 1) for hardest
positive sample mining and 2PK×2(P −1)K for hardest
negative sample mining. In comparison, Lhc tri only needs
to compute the pairwise distance 2P for positive sample
pairs (there are only P cross-modality positive center
pairs), and 2P×2(P−1) for hardest negative center sample
mining. The computational cost is largely reduced.
b) It relaxes the sample-based triplet constraint to center-
based triplet constraint, which also preserves the property
to handle both the intra-class and inter-class variations
simultaneously on visible and thermal modalities in the
common feature space. On the one hand, for each identity,
minimizing the only cross-modality positive center pair-
wise distance could ensure intra-class feature compactness.
On the other hand, the hardest negative center mining could
ensure the inter-class feature distinguishable property both
in visible and thermal modality.
4) Comparison to other center-based losses: There are two
kinds of center-based losses: the learned centers [25], [32] and
(a) Learned center loss (b) Hetero-center based triplet loss
Fig. 4. The visualization of features extracted by the baseline model with (a)
the learned center loss and (b) our proposed hetero-center based triplet loss.
The features is from 8 random chosen identities in RegDB testing dataset,
whose dimension of features is reduced to 2 by tSNE. Points with different
colors denote features belonging to different identities. Points of different
shapes denote different modalities. The red points with different shapes denote
the feature centers of each identity from different modalities. Blue arrows in
the blue circles link the two centers of one identity from two modalities.
the computed centers [39]. The main difference lies on the way
of obtaining the centers, one is to learn by pre-setting a center
parameterc for each class, while the other is to compute the
centers directly based on the learned deep features.
The learned centers. The learned center loss [25] is firstly
introduced in face verification to learn a center for the features
of each class and penalizes the distances between the deep
features and their corresponding centers. The learned center
loss Llc can be formulated as follows,
Llc =
1
2
P∑
i=1
K∑
j=1
‖xij − ci‖2, (7)
where ci ∈ Rd is a d-dimensional parameters to be learned
denoting the ith class center.
As to our cross-modality VT Re-ID task with the PK
sampling strategy, the learned center loss could be extended
into a bi-directional manner [12], [32], [35] as follows,
Llc =
1
2
P∑
i=1
K∑
j=1
(‖vij − ci‖2 + ‖tij − ci‖2), (8)
where vij denotes the j
th visible image feature of the ith
person in the mini-batch, while tij corresponds to the thermal
image feature. ci is the ith class center for both visible and
thermal modalities.
Compared the learned center loss Llc (Eq. (8)) to our pro-
posed hetero-center based triplet loss Lhc tri (Eq. (6)), there
are the following differences. 1) Lhc tri is in a comparison
manner of anchor center to centers rather than Llc’s anchor
sample to centers. 2) Lhc tri respectively computes the center
for visible and thermal modalities, while Llc unifies the ith
class center for both visible and thermal modalities into one to
be learned vector. 3) Lhc tri is formulated in the triplet mining
manner with the property of both the inter-class separability
and intra-class compactness, while Llc only focuses on the
intra-class compactness ignoring the inter-class separability.
As shown in Fig. 4, our proposed hetero-center based
triplet loss Lhc tri truly concentrates on both of the inter-class
7separability and intra-class compactness, while the learned
center loss Llc ignores the inter-class separability for both of
the intra and inter modality. Llc only performs well on intra-
modality intra-class compactness, however badly on cross-
modality intra-class compactness. This maybe due to the hard
training of learned center loss combined with identification
loss, which leads the unsatisfactory performance.
The computed centers. The other way to obtain the center
of each class is to directly calculate based on the learned deep
features [39]. We also adopt this manner. Instead of pre-setting
a center parameters to be learned as Eq. (7), the centers are
directly calculated as Eq. (5). In [39], the hetero-center loss
Lhc was proposed to improve the intra-class cross-modality
similarity, penalizing the center distance between two modality
distribution, which can be formulated as follows,
Lhc =
P∑
i=1
‖civ − cit‖2. (9)
Compared the hetero-center loss Lhc (Eq. (9)) to our
proposed hetero-center based triplet loss Lhc tri (Eq. (6)),
the main difference is that, Lhc only focuses on the intra-
class cross-modality compactness (the red arrows in Fig. 3),
while our Lhc tri additionally pay attention to the inter-class
separability for both of the intra and inter modality (the grey
arrows in Fig. 3) in a triplet mining manner. In summary, Lhc
is only a part of our proposed Lhc tri.
5) The overall loss: Moreover, similar to some state-of-
the-art VT Re-ID methods [6], [24], [32], [35], [39], for
the sake of feasibility and effectiveness for classification, the
identification loss is also utilized to integrate the identity
specific information by treating each person as a class. The
identification loss with label smooth operation is adopted to
prevent from overfitting of training the Re-ID model. Given
an image, we denote y as the truth ID label and pi as the
ID prediction logits of the ith class. The identification loss is
calculated as follows,
Lid =
N∑
i=1
−qi log(pi) (10)
s.t. qi =
{
1− N−1N ξ, y = i,
ξ
N , y 6= i,
where N is the number of identities in the total training set,
ξ is a constant to encourage the model to be less confident on
the training set. In this work, ξ is set to be 0.1.
We adopt both of the identification loss and hetero-center
based triplet loss for each part-level features, while only the
hetero-center based triplet loss Lghc tri for the final concate-
nated global features. Therefore, the final loss is,
Lall = L
g
hc tri +
p∑
i=1
(
Liid + λL
i
hc tri
)
, (11)
where λ is a predefined trade-off parameters.
IV. EXPERIMENTS
In this section, we evaluate the effectiveness of our proposed
methods to extract the person features for VT Re-ID tasks on
visible 
images
thermal 
images
SYSU-MM01 RegDB
Fig. 5. Illustration of the visible-thermal images, from two datasets SYSU-
MM01 [27] and RegDB [15], for cross-modality person re-identification. The
first row is the visible images, while the second is the thermal images. Each
column contains the images from the same person.
two public datasets, RegDB [15] and SYSU-MM01 [27]. The
example images are shown in Fig. 5.
A. Experimental settings
1) Datasets and settings: SYSU-MM01 [27] is a large-
scale dataset collected by 6 cameras, including 4 visible
and 2 infrared cameras, captured in SYSU campus. Some
cameras are deployed in the indoor environments and others
are deployed in the outdoor environments. The training set
contains 395 persons, including 22258 visible images and
11909 infrared images. The testing set contains another 96
persons, including 3803 infrared images for query and 301
randomly selected visible images as gallery set. In all-search
mode, the gallery set contains all the visible images captured
from all four visible cameras. In indoor-search mode, the
gallery set only contains the visible images captured by two
indoor visible cameras. Generally, the all-search mode is
more challenging than the indoor-search mode. We exactly
follow existing methods to perform 10 trials of the gallery
set selection in single-shot setting [32], [35], and then report
the average retrieval performance. Details description of the
evaluation protocol can be found in [27].
RegDB [15] is constructed by dual-camera (one visible
and one thermal camera) systems, and includes 412 persons.
For each person, 10 visible images are captured by a visible
camera, and 10 thermal images are obtained by a thermal
camera. We follow the evaluation protocol in [31] and [35],
where the dataset is randomly split into two halves, one for
training and the other for testing. For testing, the images from
one modality (default is thermal) were used as the gallery set
while the ones from the other modality (default is visible) as
the probe set. The procedure is repeated for 10 trials to achieve
statistically stable results, recording the mean values.
2) Evaluation Metrics: Following existing works, cumula-
tive matching characteristics (CMC), mean average precision
(mAP) and the mean inverse negative penalty (mINP) are
aopdted as the evaluation metrics. CMC (Rank-r accuracy)
measures the probability of a correct cross-modality person
image occurs in the top-r retrieved results. mAP measures the
retrieval performance when multiple matching images occur in
the gallery set. Moreover, mINP considers the hardest correct
8match which determines the workload of inspectors [33]. Note
that all the person features are firstly L2 normalized for testing.
3) Implementation details: The implementation of our
method is with Pytorch framework. Following the existing
person Re-ID works, ResNet model is adopted as the backbone
network for fair comparison, and the pre-trained ImageNet pa-
rameters are adopted for the network initialization. Specially,
the stride of the last convolutional block is changed from 2 to
1 to obtain fine-grained feature maps with big body size. In
training phase, the input images is resized to 288 × 144 and
padded with 10, then randomly left-right flipped and cropped
to 288 × 144 for data augmentation. We adopt the stochastic
gradient descent (SGD) optimizer for optimization, and the
momentum parameter is set to 0.9. We set the initial learning
rate as 0.1 for both datasets. The warmup learning rate strategy
is applied to bootstrap the network for enhancing performance.
The learning rate (lr) at epoch t is computed as follows,
lr(t) =

0.1× t+110 , 0 ≤ t < 10
0.1, 10 ≤ t < 20
0.01, 20 ≤ t < 50
0.001, 50 ≤ t
. (12)
We set the predefined margin ρ = 0.3 for all the triplet
losses. For the PK sampling strategy, we set P = 8, K = 4
for RegDB dataset, and P = 6, K = 8 for SYSU-MM01
dataset. For the trade-off parameter, we set λ = 2.0 for RegDB
dataset, and λ = 1.0 for SYSU-MM01 dataset. The dimension
of part-level feature d is set to 256 and the number of part-level
stripes p is set to 6.
B. Ablation experiments
We evaluate the effectiveness of our proposed method,
including three components, two-stream backbone network,
part-level feature learning and hetero-center based triplet loss.1
1) Two-stream backbone network setting: As analyzed in
Sec. III-A, the key point of two-stream backbone network
setting is how to split the well designed CNN model to
construct modality-specific feature extractor with independent
parameters and the modality-shared feature embedding with
shared parameters. Based on the AGW baseline [33] which
is designed on top of BagTricks [14], we optionally build
the following baseline network with ResNet50 model. As
shown in Fig. 6, the 3D feature maps outputted from the two-
stream backbone network, are pooled by the generalized-mean
pooling (GeM) layer to obtain the 2D feature vector. Then the
batch normalization (BN) neck is adopted to train the network,
where triplet loss (Eq. (4)) is firstly utilized on the 2D feature
vector, then the identification loss is sequentially utilized on
the batch normalized feature vector.
The results of different splits of the backbone on RegDB
and SYSU-MM01 datasets are listed in Table III, from which
we can observe that.
a) s5, without sharing any res-convolutional layers, obtains
the worst performance on both RegDB and SYSU-MM01
1Note that for simply showing the effectiveness of different components,
during the ablation experiments, we only reported the one trial experimental
results, rather than the mean results of 10 trials.
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𝒔𝟒
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Fig. 6. The illustration of baseline network, mainly illustrating how to
split the ResNet50 model to set the two-stream backbone network. si, i =
{0, 1, 2, 3, 4, 5} denotes that the modality-shared feature embedding block
with parameters sharing starts from the ith stage. Then the batch normal-
ization neck with triplet loss and identification loss is adopted to train the
network.
TABLE III
THE RESULTS OF DIFFERENT SPLITS OF THE BACKBONE TO FORM THE
TWO STREAM NETWORK. si, i = {0, 1, 2, 3, 4, 5} DENOTES THAT THE
MODALITY-SHARED FEATURE EMBEDDING BLOCK WITH PARAMETERS
SHARING STARTS FROM THE ith stage. RE-IDENTIFICATION RATES AT
RANK R, MAP AND MINP (%).
splits r = 1 r = 5 r = 10 r = 20 mAP mINP
RegDB
s0 77.52 86.50 90.49 93.50 69.79 54.58
s1 76.94 85.68 89.71 93.88 69.36 54.82
s2 77.14 87.33 91.94 95.19 69.82 54.62
s3 76.99 87.23 91.21 94.51 69.51 53.74
s4 64.95 78.30 85.00 90.49 60.98 48.62
s5 48.93 61.99 71.50 80.44 48.30 37.66
SYSU-MM01
s0 54.38 80.78 88.96 95.06 52.18 38.57
s1 54.48 80.38 88.61 94.61 52.67 39.19
s2 57.09 81.78 88.80 94.61 54.99 41.26
s3 52.20 78.23 86.83 93.06 51.43 39.49
s4 45.23 71.50 79.65 88.51 45.43 33.25
s5 37.81 69.18 79.88 87.96 39.40 27.68
datasets, with large margins compared to other splits. s5
only shares the last fully connected layer to process the
1D feature vector without any person spatial structure
information. It demonstrates the effectiveness of the 3D
feature maps with person spatial structure information to
describe a person.
b) s0, sharing all the backbone network, without the modality-
specific feature extractor, obtains good performances on
both RegDB and SYSU-MM01 datasets. s0 equally treats
both visible and thermal person images, without paying
any extra attention on the color information of visible
images, focusing on the spatial structure information of
person existing on both visible and thermal images. The
results maybe demonstrate that the person spatial structure
information is more important compared to the color in-
formation in VT cross-modality Re-ID.
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Fig. 7. The effect of partition strips p on (a) RegDB and (b) SYSU-MM01
datasets, respectivly. Re-identification rates of rank1, mAP and mINP (%).
c) On RegDB dataset, s0, s1, s2 and s3 achieve comparable
performances, while on SYSU-MM01 dataset, s2 obtains
much better Rank1, mAP and mINP results compared
to s0 and s1. The different performances maybe come
from the different setting of the two datasets. RegDB
is collected by a dual-camera system, where the visible
image and corresponding thermal image are well aligned,
while SYSU-MM01 is collected by 6 disjoint cameras
deployed at different locations, where the visible image
and corresponding infrared image are with arbitrary poses
and views. Therefore, SYSU-MM01 needs more modality-
specific layers to extract the person spatial structure com-
pared to RegDB.
d) Overall, s2 can achieve the best performance, which only
sets stage0 and stage1 as the modality-specific feature
extractor with acceptable independent parameters.
2) Part-level feature learning: To evaluate the effectiveness
of part-level feature learning compared to global feature, we
add the uniformly partition strategy between the two-stream
backbone network and loss layer, as shown in Fig. 2. Based
on the above experimental results, we adopt the s2 split as
the two-stream backbone network, still with the supervision
of identification loss and triplet loss.
TABLE IV
THE RESULTS OF DIFFERENT POOLING METHODS ON REGDB AND
SYSU-MM01 DATASETS, RESPECTIVLY, INCLUDING
GENERALIZED-MEAN POOLING (GEM), AVERAGE POOLING (MEAN) AND
MAX POOLING (MAX). RE-IDENTIFICATION RATES OF RANK1, MAP AND
MINP (%).
RegDB SYSU-MM01
Methods rank1 mAP mINP rank1 mAP mINP
GeM 85.10 81.40 72.13 57.90 55.10 40.29
Mean 76.75 76.08 68.36 52.09 49.92 35.88
Max 84.22 79.75 69.04 56.74 54.88 40.72
There are three points should pay attention to, 1) the number
of partition strips p, 2) the generalized-mean pooling (GeM)
layer instead of the traditional average pooling layer or max
pooling layer, and 3) the dimension of each part level feature
d corresponding to the output channel number of 1× 1 Conv.
The effect of partition strips. The number of partition
strips determines the granularity of person local feature. Fig.
7 shows the results of different partition strips p on RegDB
and SYSU-MM01 datasets. We can observe that 1) the per-
formance of network improves as p increases at first, bigger
p corresponds to narrower granularity of local features which
leads that the network pays more attention to the detail. 2)
However, when p is greater than 6, the performance drops a
little (RegDB) or be stable (SYSU-MM01). Maybe it’s because
that the network could not effectively extract information with
such small granularity to obtain a discriminative representa-
tion. Moreover, bigger p needs more classifiers with more
network parameters. 3) Overall, p = 6 is the best setting for
partition strips to extract the local person feature.
The effect of GeM. This subsection verify the effectiveness
of the generalized-mean pooling (GeM) method compared to
the traditional average pooling (Mean) and max pooling (Max)
methods. Table IV lists the resuls of different pooling methods
on RegDB and SYSU-MM01 datasets. We can observe that
max-pooling performs better than average pooling, while the
generalized-mean pooling method performs the best.
The effect of part-level feature dimension. This sub-
section shows the effect of part-level feature dimension d,
corresponding to the output channel number of 1 × 1 Conv
in Fig. 2. The final dimension of person feature is the product
of part-level feature dimension d and number of partition
strips p. Table V lists the results of different dimensions
of each part level feature d on RegDB and SYSU-MM01
datasets. We can find that on SYSU-MM01 dataset d = 256
performs the best, while on RegDB dataset d = 512 performs
the best under rank1 and mAP criteria, d = 256 achieves
the best performance under mINP criterion. Take both the
performance and final person feature dimension into account,
we set d = 256 for both RegDB and SYSU-MM01 datasets.
3) Hetero-center based triplet loss: In this subsection, we
verify the effectiveness of our proposed hetero-center based
triplet loss Lhc tri from two aspects. On the one hand, Lhc tri
is compared to traditional triplet loss Lbh tri to demonstrate
the effectiveness of anchor center to all the other centers
compared to anchor to all the other samples. On the other
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TABLE V
THE RESULTS OF DIFFERENT DIMENSIONS OF EACH PART LEVEL FEATURE
d ON REGDB AND SYSU-MM01 DATASETS, RESPECTIVLY.
RE-IDENTIFICATION RATES OF RANK1, MAP AND MINP (%).
RegDB SYSU-MM01
d rank1 mAP mINP rank1 mAP mINP
128 82.72 79.66 69.96 55.25 53.49 39.36
256 85.10 81.40 72.13 57.90 55.10 40.29
512 86.99 82.02 71.66 57.17 53.89 38.80
TABLE VI
THE EXPERIMENTAL RESULTS OF Lhc tri IS COMPARED TO TRADITIONAL
TRIPLET LOSS Lbh tri ON REGDB AND SYSU-MM01 DATASETS,
RESPECTIVLY. RE-IDENTIFICATION RATES OF RANK1, MAP AND MINP
(%). NOTE THAT Lbh tri LOSS IS NOT CONVERGED ON SYSU-MM01
DATASET WHEN λ ≥ 0.5.
RegDB SYSU-MM01
Loss λ rank1 mAP mINP rank1 mAP mINP
Lbh tri
0.1 80.68 75.35 64.50 55.30 54.21 41.09
0.5 82.43 78.93 69.22 - - -
1.0 85.10 81.40 72.13 - - -
1.5 72.33 69.67 60.55 - - -
Lhc tri
0.1 80.73 75.08 64.14 57.53 54.68 40.22
0.5 87.96 81.97 71.87 60.43 56.41 40.56
1.0 85.24 81.76 72.33 61.95 57.25 40.44
1.5 90.63 83.64 71.21 57.45 53.01 36.93
2.0 92.48 84.41 71.53 - - -
3.0 88.93 78.64 62.22 - - -
hand, Lhc tri is compared to the learned center loss Llc and
hetero-center loss Lhc to demonstrate the effectiveness of
constraining both of the inter-class separability and intra-class
compactness.
Lhc tri vs. Lbh tri. We conducted experiments under the
framework shown in Fig. 2 with different triplet losses, Lhc tri
and Lbh tri, fine-tuning the trade-off parameter λ in Eq. (11).
The results are listed in Table VI. From the table, we can
observe that 1) Lhc tri outperforms Lbh tri on both RegDB
and SYSU-MM01 datasets, demonstrating the effectiveness of
anchor center to all the other centers compared to anchor
to all the other samples. 2) With the final loss Eq. (11),
those non-convergent cases on SYSU-MM01 dataset may
show that anchor to all the other samples of Lbh tri is truly a
strict constraint, demonstrating the effectiveness of the anchor
center to all the other centers relaxation operation.
Lhc tri vs. Llc and Lhc. We conducted experiments with
different center based losses, including the learned center loss
Llc, hetero-center loss Lhc, and our proposed hetero-center
based triplet loss Lhc tri. The network is in two manners, the
baseline network extracting the global person features (Sec.
IV-B1) and the part-level local feature learning network (Sec.
IV-B2). The results are listed in Table VII. We can observe
that in both two network manners, Lhc tri outperforms Llc and
Lhc with large margins except the case of baseline network
on SYSU-MM01 dataset. It demonstrates the effectiveness
of our proposed Lhc tri concentrating on both of the inter-
class separability and intra-class compactness, compared to
Llc and Lhc which only focus on intra-class cross-modality
compactness, ignoring the inter-class separability for both of
TABLE VII
THE RESULTS OF DIFFERENT CENTER BASED LOSSES ON REGDB AND
SYSU-MM01 DATASETS, RESPECTIVLY, INCLUDING THE LEARNED
CENTER LOSS Llc , HETERO-CENTER LOSS Lhc , AND OUR PROPOSED
HETERO-CENTER BASED TRIPLET LOSS Lhc tri . RE-IDENTIFICATION
RATES OF RANK1, MAP AND MINP (%).
RegDB SYSU-MM01
Network Loss rank1 mAP mINP rank1 mAP mINP
Baseline
Llc 44.76 40.60 27.52 52.67 50.48 36.84
Lhc 52.96 44.52 27.05 51.30 48.12 33.73
Lhc tri 72.77 60.89 42.31 54.40 50.72 35.14
Llc 67.38 64.30 54.83 46.02 47.55 36.70
Part-level Lhc 85.34 80.83 70.46 47.83 46.22 32.48
(ours) Lhc tri 92.48 84.41 71.53 61.95 57.25 40.44
TABLE VIII
COMPARISON TO THE STATE-OF-THE-ARTS ON REGDB DATASETS IN
VISIBLE→ THERMAL AND THERMAL→ VISIBLE QUERY SETTINGS.
RE-IDENTIFICATION RATES AT RANK R, MAP AND MINP (%).
Methods Venue r = 1 r = 10 r = 20 mAP mINP
Visible → Thermal
Zero-Pad [27] ICCV17 17.75 34.21 44.35 18.90 -
HCML [31] AAAI18 24.44 47.53 56.78 20.80 -
HSME [6] AAAI19 50.85 73.36 81.66 47.00 -
D2RL [24] CVPR19 43.40 66.10 76.30 44.10 -
MAC [30] MM19 36.43 62.36 71.63 37.03 -
AliGAN [20] ICCV19 57.90 - - 53.60 -
DFE [5] MM19 70.13 86.32 91.96 69.14 -
eBDTR [33] TIFS20 34.62 58.96 68.72 33.46 -
MSR [4] TIP20 48.43 70.32 79.95 48.67 -
JSIA [21] AAAI20 48.50 - - 48.90 -
EDFL [12] Neuro20 52.58 72.10 81.47 52.98 -
XIV [11] AAAI20 62.21 83.13 91.72 60.18 -
CDP [3] Arxiv20 65.00 83.50 89.60 62.70 -
expAT [29] Arxiv20 66.48 - - 67.31 -
CMSP [26] IJCV20 65.07 83.71 - 64.50 -
Hi-CMD [1] CVPR20 70.93 86.39 - 66.04 -
HAT [34] TIFS20 71.83 87.16 92.16 67.56 -
cmSSFT [13] CVPR20 72.30 - - 72.90 -
MPMN [23] TMM20 86.56 96.68 98.28 82.91 -
AGW [33] Arxiv20 70.05 - - 66.37 50.19
ours - 91.05 97.16 98.57 83.28 68.84
Thermal → Visible
Zero-Pad [27] ICCV17 16.63 34.68 44.25 17.82 -
HCML [31] AAAI18 21.70 45.02 55.58 22.24 -
eBDTR [33] TIFS20 34.21 58.74 68.64 32.49 -
MAC [30] MM19 36.20 61.68 70.99 39.23 -
HSME [6] AAAI19 50.15 72.40 81.07 46.16 -
EDFL [12] Neuro20 51.89 72.09 81.04 52.13 -
AliGAN [20] ICCV19 56.30 - - 53.40 -
expAT [29] Arxiv20 67.45 - - 66.51 -
MPMN [23] TMM20 84.62 95.51 97.33 79.49 -
ours - 89.30 96.41 98.16 81.46 64.81
the intra and inter modality. It is also illustrated in Fig. 4
through the visualization of features extracted by the baseline
model with different center based losses.
C. Comparison to the state-of-the-art
This section conducted the comparison to the state-of-the-art
VT Re-ID methods. The results on RegDB and SYSU-MM01
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TABLE IX
COMPARISON TO THE STATE-OF-THE-ARTS ON SYSU-MM01 DATASETS. RE-IDENTIFICATION RATES AT RANK R, MAP AND MINP (%).
All search Indoor search
Methods Venue r = 1 r = 10 r = 20 mAP mINP r = 1 r = 10 r = 20 mAP mINP
Zero-Pad [27] ICCV17 14.80 54.12 71.33 15.95 - 20.58 68.38 85.79 26.92 -
cmGAN [2] IJCAI18 26.97 67.51 80.56 27.80 - 31.63 77.23 89.18 42.19 -
HCML [31] AAAI18 14.32 53.16 69.17 16.16 - 24.52 73.25 86.73 30.08 -
HSME [6] AAAI19 20.68 62.74 77.95 23.12 - - - - - -
D2RL [24] CVPR19 28.90 70.60 82.40 29.20 - - - - - -
MAC [30] MM19 33.26 79.04 90.09 36.22 - 36.43 62.36 71.63 37.03 -
AliGAN [20] ICCV19 42.40 85.00 93.70 40.70 - 45.90 87.60 94.40 54.30 -
HPILN [38] TIP19 41.36 84.78 94.51 42.95 - 45.77 91.82 98.46 56.52 -
DFE [5] MM19 48.71 88.86 95.27 48.59 - 52.25 89.86 95.85 59.68 -
Hi-CMD [1] CVPR20 34.94 77.58 - 35.94 - - - - - -
EDFL [12] Neuro20 36.94 85.42 93.22 40.77 - - - - - -
CDP [3] Arxiv20 38.00 82.30 91.70 38.40 - - - - - -
expAT [29] Arxiv20 38.57 76.64 86.39 38.61 - - - - - -
XIV [11] AAAI20 49.92 89.79 95.96 50.73 - - - - - -
eBDTR [33] TIFS20 27.82 67.34 81.34 28.42 - 32.46 77.42 89.62 42.46 -
MSR [4] TIP20 37.35 83.40 93.34 38.11 - 39.64 89.29 97.66 50.88 -
JSIA [21] AAAI20 38.10 80.70 89.90 36.90 - 43.80 86.20 94.20 52.90 -
CMSP [26] IJCV20 43.56 86.25 - 44.98 - 48.62 89.50 - 57.50 -
Attri [36] JEI20 47.14 87.93 94.45 47.08 - 48.03 88.13 95.14 56.84 -
HAT [34] TIFS20 55.29 92.14 97.36 53.89 - 62.10 95.75 99.20 69.37 -
HC [39] Neuro20 56.96 91.50 96.82 54.95 - 59.74 92.07 96.22 64.91 -
AGW [33] Arxiv20 47.50 - - 47.65 35.30 54.17 - - 62.97 59.23
ours - 61.68 93.10 97.17 57.51 39.54 63.41 91.69 95.28 68.17 64.26
datasets are listed in Table VIII and IX, respectively. 2
The experiments on RegDB dataset (Table VIII) demon-
strate that our proposed method obtains the best performance
in both query setting, always by large margins. We set a
new baseline for this dataset, achieving superior performance
rank1/mAP/mINP 91.05%/83.28%/68.84% for visible→ ther-
mal query setting. The experiments suggest that our proposed
method can learn better cross-modality sharing features by
well designing the two-stream parameter sharing network,
learning the part-level local person features, and computing the
triplet loss on heterogeneous centers from different modalities.
The experiments on SYSU-MM01 dataset (Table IX) show
that our proposed method can achieve comparable perfor-
mance compared to the current state-of-the-art results obtained
by HAT [34], and outperforms all the other comparison
methods. However, in the more challenging mode all-search,
our method performs much better than HAT [34] in the two
key criteria rank1/mAP, 61.68%/57.51 vs. 55.29%/53.89%.
Compared to AliGAN [20], D2RL [24]and Hi-CMD [1], our
method achieves much better performance on both datasets,
and doesn’t need the sophisticated cross-modality image trans-
lation operation. Meanwhile, our method also doesn’t need the
complicated adversarial learning with much tricks which is
always hard for training.
V. CONCLUSIONS
This paper aims at enhancing the discriminative person
feature learning through simple means for VT Re-ID. On
the one hand, we explore the parameters sharing settings
in the two-stream network. The experimental results show
that the modality-sharing feature embedding network with
2Note that in this subsection we reported the mean results of 10 trials
following the standard dataset settings.
some convolution blocks is an effective strategy, which could
process the 3D shape feature maps with the spatial structure
of person. On the other hand, we propose the hetero-center
based triplet loss to improve the traditional triplet loss for
VT Re-ID, by replacing the comparison of anchor to all
the other samples by anchor center to all the other centers.
With the part-level person feature learning, hetero-center based
triplet loss performs much better than traditional triplet loss.
The experimental results with remarkable improvements on
two VT Re-ID datasets demonstrate the effectiveness of our
proposed method compared to the current state-of-the-art. Our
method with simple but effective strategy can be a strong VT
Re-ID baseline to boost the future research with high quality.
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