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Abstract. In 1994, Sule presented the necessary and sufficient conditions of
the feedback stabilizability of systems over unique factorization domains in terms
of elementary factors and in terms of reduced minors. Recently, Mori and Abe
have generalized his theory over commutative rings. They have introduced the
notion of the generalized elementary factor, which is a generalization of the ele-
mentary factor, and have given the necessary and sufficient condition of the feed-
back stabilizability. In this paper, we present two generalization of the reduced
minors. Using each of them, we state the necessary and sufficient condition of the
feedback stabilizability over commutative rings. Further we present the relation-
ship between the generalizations and the generalized elementary factors.
Keywords. Linear systems, Feedback stabilization, Factorization approach,
Systems over rings
1. Introduction. This paper is concerned with the coordinate-free approach
to control systems. The coordinate-free approach is a factorization approach but
does not require the coprime factorizations of plants.
The factorization approach was patterned after Desoer et al.[4] and Vidyasagar
et al.[21], which has the advantage that it embraces, within a single framework,
numerous linear systems such as continuous-time as well as discrete-time systems,
lumped as well as distributed systems, 1-D as well as n-D (multidimensional) sys-
tems, etc.[21]. In this approach, when problems such as feedback stabilization are
studied, one can focus on the key aspects of the problem under study rather than be
distracted by the special features of a particular class of linear systems. A transfer
function of this approach is considered as the ratio of two stable causal transfer
functions and the set of stable causal transfer functions forms a commutative ring.
† This work was partially done while the author was visiting the Institut de Recherche en Cy-
berne´tique de Nantes, France and the author thanks this institution for its hospitality and support.
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For a long time, the theory of the factorization approach had been founded on the
coprime factorizability of transfer matrices, which is satisfied in the case where
the set of stable causal transfer functions is such a commutative ring as a Euclidean
domain, a principal ideal, or a Be´zout domain.
However, Anantharam in [1] showed that there exist models in which some
stabilizable plants do not have right-/left-coprime factorizations. He considered
the case where Z[
√
5i] (≃ Z[x]/(x2 + 5)) is the set of stable causal transfer func-
tions, where Z is the ring of integers and i the imaginary unit. Using it, he showed
that there exists a stabilizable plant which does not have right-/left-coprime factor-
izations. Further Mori in [14] has recently considered the case where R[z2, z3] is
the set of stable causal transfer functions, where z denotes the unit delay operator
and R the real field. This set is corresponding to the discrete finite-time delay sys-
tem which does not have the unit delay. He has presented that in the model, some
stabilizable plants do not have right-/left-coprime factorizations. Both Z[
√
5i] and
R[z2, z3] are not unique factorization domains.
Sule in [18, 19] has presented a theory of the feedback stabilization of multi-
input multi-output strictly causal plants over commutative rings with some re-
strictions. This approach to the stabilization theory is called “coordinate-free ap-
proach” in the sense that the coprime factorizability of transfer matrices is not
required.
In the case where the set of stable causal transfer functions is a unique fac-
torization domain, Sule in [18] introduced two notions, that is, elementary factors
and reduced minors. Using each of them he gave the necessary and sufficient con-
dition of the feedback stabilizability of the causal plants over commutative rings
(Theorem 4 and Corollary 2 of [18]). Especially, using elementary factors, Sule
presented a construction method of a stabilizing controller of a stabilizable plant.
Recently, Mori and Abe in [15, 16] have generalized his theory over commuta-
tive rings. They have introduced the notion of the generalized elementary factor,
which is a generalization of the elementary factor, and have given the necessary
and sufficient condition of the feedback stabilizability. Further Lin in [11] has pre-
sented the necessary and sufficient condition of the (structural) stabilizability of
the multidimensional systems with the construction method of a stabilizing con-
troller. In the case of the structural stability[5], it is known that the set of stable
causal transfer functions is a unique factorization domain. Lin in [11] introduced
a notion “generating polynomial” about the plants and presented the necessary and
sufficient condition of the stabilizability of the multidimensional systems with the
construction method of a stabilizing controller. It is known that the notion of the
generating polynomial is equivalent to the notion of the reduced minors.
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In this paper we have two main objectives. The first one is to generalize the
notion of the reduced minors and, using the generalizations, to state the necessary
and sufficient condition of the feedback stabilizability over commutative rings
since the original definition has been given on unique factorization domains. We
will present two generalizations. The other is to present the relationship between
the generalizations and the generalized elementary factors.
Historically the minors concerning the plants are much investigated (e.g. [3, 8,
9, 10, 12, 22, 23, 24, 25]). We will present that in the coordinate-free approach, the
minors can play a role to state the feedback stabilizability, that is, the projectivity
of the ideal generated by minors concerning the plant is a criterion of the feedback
stability.
This paper is organized as follows. After this introduction, we begin on the
preliminary in Section 2, in which we give mathematical preliminaries, set up
the feedback stabilization problem and present the previous results. In Section 3,
we present the previous results of the feedback stabilizability expressed with the
elementary factors, its derivation, and the reduced minors. We present a general-
ization of the reduced minor in Section 4 and using it present the necessary and
sufficient condition of the feedback stabilizability over commutative rings in Sec-
tion 5. Then in Section 6 we present another generalization of the reduced minors
and its relation to the generalized elementary factors.
2. Preliminaries. In the following we begin by introducing the notations of
commutative rings, matrices, and modules used in this paper. Then we give the
formulation of the feedback stabilization problem.
2.1. Notations.
Commutative Rings. In this paper, we consider that any commutative ring has
the identity 1 different from zero. Let R denote a (unspecified) commutative ring.
The total ring of fractions of R is denoted by F(R).
We will consider that the set of stable causal transfer functions is a commuta-
tive ring, which is denoted by A throughout this paper. Further, we will use the
following rings of fractions.
(i) The first one appears as the total ring of fractions of A, which is denoted
by F(A) or simply by F ; that is, F = {n/d |n, d ∈ A, d is a nonzerodivisor}.
This will be considered as the set of all possible transfer functions.
(ii) Let f denote a nonzero (but possibly nonzerodivisor) element ofA. Given
a set Sf = {1, f, f 2, . . .}, which is a multiplicative subset of A, we denote by Af
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the ring of fractions of A with respect to the multiplicative subset Sf ; that is,
Af = {n/d |n ∈ A, d ∈ Sf}.
(iii) Let p denote a prime ideal of A and S the complement of the prime
ideal p, that is, S = A\p. Then S is a multiplicative subset of A. We denote
by Ap the ring of fractions of A with respect to the multiplicative subset S; that
is, Ap = {n/d |n ∈ A, d ∈ S}.
(iv) The last one is the total ring of fractions ofAf orAp, which is denoted by
F(Af) andF(Ap); that is,F(Af) = {n/d |n, d ∈ Af , d is a nonzerodivisor of Af}
and F(Ap) = {n/d |n, d ∈ Ap, d is a nonzerodivisor of Ap}. If f is a nonzero-
divisor of A, F(Af) coincides with the total ring of fractions of A. Otherwise,
they do not coincide.
In the case whereA is a unique factorization domain, we call a inA the radical
of b in A if a has all nonunit factors of b and is squarefree, that is, a does not have
duplicated nonunit factors. Note here that the radical defined here is unique up to
any unit multiple.
For convenience, throughout the paper, if a ∈ A (a ∈ R), then a itself denotes
a/1 inAf and Ap (a/1 in F(R)). Moreover if a ∈ Af orAp (a ∈ R) and if there
exists b ∈ A such that a = b/1 over Af or Ap (over F(R)), then we regard a as
an element of A (R).
In the rest of the paper, we will useR as an unspecified commutative ring and
mainly suppose that R denotes one of A, Af , and Ap.
We will denote by Spec(R) the set of all prime ideals of R and by Max(R)
the set of all maximal ideals ofR. Suppose that a is an ideal ofR. Then we denote
by af the ideal of fractions of a with respect to {1, f, f 2, . . .} with f ∈ R (that is,
af = {n/d |n ∈ a, d ∈ {1, f, f 2, . . .}}) and by ap the ideal of fractions of a with
respect to R\p with p ∈ Spec(R) (that is, ap = {n/d |n ∈ a, d ∈ R\p}). If a
is an ideal of R and if S is a subset of R, then we denote by (a : S) the quotient
ideal which is the set {f ∈ R | fS ⊂ a}.
The reader is referred to Chapter 3 of [2] for the ring of fractions.
Matrices. The set of matrices over R of size x × y is denoted by Rx×y. Fur-
ther, the set of square matrices over R of size x is denoted by (R)x. The identity
and the zero matrices are denoted by Ex and Ox×y, respectively, if the sizes are
required, otherwise they are denoted by E and O.
Matrix A over R is said to be nonsingular (singular) over R if the determi-
nant of the matrix A is a nonzerodivisor (a zerodivisor) of R. Matrices A and B
over R are right- (left-)coprime over R if there exist matrices X and Y over R
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such that XA + Y B = E (AX + BY = E) holds. Note that, in the sense
of the above definition, two matrices which have no common right-(left-)factors
except invertible matrices may not be right-(left-)coprime over R. Further, an
ordered pair (N,D) of matrices N and D is said to be a right-coprime factoriza-
tion over R of P if (i) D is nonsingular over R, (ii) P = ND−1 over F(R), and
(iii) N and D are right-coprime over R. As the parallel notion, the left-coprime
factorization over R of P is defined analogously. That is, an ordered pair (D˜, N˜)
of matrices N˜ and D˜ is said to be a left-coprime factorization over R of P if
(i) D˜ is nonsingular over R, (ii) P = D˜−1N˜ over F(R), and (iii) N˜ and D˜ are
left-coprime over R. Note that the order of the “denominator” and “numerator”
matrices is interchanged in the latter case. This is to reinforce the point that if
(N,D) is a right-coprime factorization over R of P , then P = ND−1, whereas
if (D˜, N˜) is a left-coprime factorization overR of P , then P = D˜−1N˜ according
to [20]. For short, we may omit “over R” when R = A, and “right” and “left”
when the size of matrix is 1×1. In the case where matrices are potentially used to
express left fractional form and/or left coprimeness, we usually attach a tilde ‘˜’
to symbols; for example N˜ , D˜ for P = D˜−1N˜ and Y˜ , X˜ for Y˜ N + X˜D = E.
Modules. Let Mr(X) (Mc(X)) denote the R-module generated by rows
(columns) of a matrixX overR. LetX = AB−1 = B˜−1A˜ be a matrix overF(R),
whereA,B, A˜, B˜ are matrices overR. It is known thatMr([At Bt ]t) (Mc([ A˜ B˜ ]))
is unique up to an isomorphism with respect to any choice of fractions AB−1 of X
(B˜−1A˜ of X) (Lemma 2.1 of [15]). Therefore, for a matrix X over R, we denote
by TX,R and WX,R the modules Mr([At Bt ]t) and Mc([ A˜ B˜ ]), respectively.
An R-module M is called free if it has a basis, that is, a linearly independent
system of generators. The rank of a free R-module M is equal to the cardinality
of a basis of M , which is independent of the basis chosen. An R-module M is
called projective if it is a direct summand of a free R-module, that is, there is
a module N such that M ⊕ N is free. The reader is referred to Chapter 2 of [2]
for the module theory.
We will consider occasionally ideals as modules in this paper. So, we will
apply the words “projective,” “free,” and “isomorphic” to ideals. It is easy to
check that an ideal which is free as a module is equivalent to a principal ideal
whose generator is a nonzerodivisor.
2.2. Feedback Stabilization Problem. The stabilization problem considered
in this paper follows that of Sule in [18], and Mori and Abe in [15], who consider
the feedback system Σ [20, Ch.5, Figure 5.1] as in Figure 2.1. For further details
the reader is referred to [20]. Throughout the paper, the plant we consider has m
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FIG. 2.1. Feedback system Σ.
inputs and n outputs, and its transfer matrix, which is also called a plant itself
simply, is denoted by P and belongs to Fn×m. We can always represent P in the
form of a fraction P = ND−1 (P = D˜−1N˜), where N ∈ An×m (N˜ ∈ An×m)
and D ∈ (A)m (D˜ ∈ (A)n) with nonsingular D (D˜).
DEFINITION 2.1. For P ∈ Fn×m and C ∈ Fm×n, a matrix H(P,C) ∈
(F)m+n is defined as
H(P,C)=
[
(En + PC)
−1 −P (Em + CP )−1
C(En + PC)
−1 (Em + CP )
−1
]
(2.1)
provided that det(En+PC) is a nonzerodivisor ofA. ThisH(P,C) is the transfer
matrix from [ ut1 ut2 ]t to [ et1 et2 ]t of the feedback system Σ. If (i) det(En+PC)
is a nonzerodivisor ofA and (ii) H(P,C) ∈ (A)m+n, then we say that the plant P
is stabilizable, P is stabilized by C, and C is a stabilizing controller of P .
Since the transfer matrix H(P,C) of the stable causal feedback system has all
entries inA, we call the above notionA-stabilizability. One can further introduce
the notion of R-stabilizability with either R = Af or = Ap as follows.
DEFINITION 2.2. Suppose that R is either Af with f ∈ A\{0} or Ap with
p ∈ Spec(A). If (i) det(En + PC) is a nonzerodivisor of R and (ii) H(P,C) ∈
(R)m+n, then we say that the plant P is R-stabilizable, P is R-stabilized by C,
and C is an R-stabilizing controller of P .
The causality of transfer functions is an important physical constraint. We
employ, in this paper, the definition of the causality from Vidyasagar et al.[21,
Definition 3.1].
DEFINITION 2.3. Let Z be a prime ideal of A, with Z 6= A, including all
zerodivisors. Define the subsets P and Ps of F as follows:
P = {a/b ∈ F | a ∈ A, b ∈ A\Z},
Ps = {a/b ∈ F | a ∈ Z, b ∈ A\Z}.
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Then every transfer function in P (Ps) is called causal (strictly causal). Analo-
gously, if every entry of a transfer matrix F is in P (Ps), the transfer matrix F is
called causal (strictly causal). A matrix over A is said to be Z-nonsingular if the
determinant is in A\Z , and Z-singular otherwise.
Before proceeding the next section, we here introduce several symbols used
throughout this paper. The symbol I denotes the family of all sets of m distinct
integers between 1 and m + n, and J the family of all sets of n distinct integers
between 1 and m + n (recall that m and n are the numbers of the inputs and
the outputs, respectively). Normally, elements of I (J ) will be denoted by I (J)
possibly with suffices. They will be used as suffices as well as sets. If I is an
element of I and if i1, . . . , im are elements of I with ascending order, that is,
ia < ib if a < b, then the symbol ∆I denotes the m × (m + n) matrix whose
(k, ik)-entry is 1 for ik ∈ I and zero otherwise. Analogously if J is an element
of J and if j1, . . . , jn are elements of J with ascending order, then the symbol ∆J
denotes the n × (m + n) matrix whose (k, jk)-entry is 1 for jk ∈ J and zero
otherwise.
3. Previous Results. In this section, we recall the previous results about the
necessary and sufficient condition of the feedback stabilizability. First one is
stated in terms of the elementary factors and the other in terms of the reduced
minors.
3.1. Feedback Stabilizability in terms of Elementary Factors. To state the
result, we first recall the notion of the elementary factors, which was defined under
the assumption that A is a unique factorization domain.
DEFINITION 3.1. (Elementary Factors, [18, p.1689]) Suppose that A is
a unique factorization domain. Denote by T and W the matrices [N t dEm ]t
and [N dEn ]t over A with P = Nd−1. Further denote by I∗ (J ∗) the set
of I’s in I (J’s in J ) such that ∆IT (∆JW t) is nonsingular. Then for each
I ∈ I∗, let fI be the radical of the least common multiple of all the denom-
inators of the matrix T (∆IT )−1 and for each J ∈ J ∗, gJ be the radical of
the least common multiple of all the denominators of the matrix W t(∆JW t)−1.
Then fI (gJ ) is called the elementary factor of the matrix T (W ) with respect to
I ∈ I (J ∈ J ), F = {fI | I ∈ I∗} the family of elementary factors of the matrix
T , G = {gJ | J ∈ J ∗} the family of elementary factors of the matrix W , and
H = {hIJ := fIgJ | I ∈ I∗, J ∈ J ∗} the family of elementary factors of P .
Then the necessary and sufficient condition of the feedback stabilizability is
given as follows.
THEOREM 3.2. (Theorem 4 of [18]) Suppose thatA is a unique factorization
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domain. Then the plant P is stabilizable if and only if the elementary factors of P
are coprime, that is,
∑
I∈I∗,J∈J ∗(hIJ) = A.
In the proof of this theorem, Sule gave a method to construct a stabilizing
controller of the plant.
The result above has been extended to include systems over commutative rings
by Mori and Abe in [16] as follows. They introduced the notion of the generalized
elementary factors, which is a generalization of the elementary factors, and using
it, stated the necessary and sufficient conditions of the feedback stabilizability
over commutative rings.
DEFINITION 3.3. (Generalized Elementary Factors, Definition 3.1 of [16]) De-
note by T the matrix [N t Dt ]t over A with P = ND−1. For each I ∈ I, an
ideal ΛPI over A is defined as
ΛPI = {λ ∈ A | ∃K ∈ A(m+n)×m λT = K∆IT}.
We call the ideal ΛPI the generalized elementary factor of the plant P with respect
to I . Further, the set of all ΛPI’s is denoted by LP , that is, LP = {ΛPI | I ∈ I}.
In the case whereA is a unique factorization domain, a generalized elementary
factor with respect to I ∈ I is a principal ideal and the radical of its generator is
an elementary factor of T with respect to I up to a unit multiple.
It is known that the generalized elementary factor of a plant P is independent
of the choice of fractions ND−1 = P (Lemma 3.3 of [16]).
The following is the necessary and sufficient conditions of the feedback stabi-
lizability.
THEOREM 3.4. (Theorem 3.2 of [16]) Consider a causal plant P . Then the
following statements are equivalent:
(i) The plant P is stabilizable.
(ii) A-modules TP,A and WP,A are projective.
(iii) The set of all generalized elementary factors of P generates A; that is,
LP satisfies: ∑
ΛPI∈LP
ΛPI = A.(3.1)
Provided that we can check (3.1) and that we can construct the right-coprime
factorizations over AλI of the given causal plant, where λI is a nonzero element
of A, Mori and Abe[16] have given a method to construct a causal stabilizing
controller of a causal stabilizable plant, which has been given in the proof of
“(iii)→(i)” of Theorem 3.2 of [16].
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3.2. Feedback Stabilizability in terms of Reduced Minors. We first recall
the definition of the reduced minors and then state the necessary and sufficient
conditions of the feedback stabilizability in terms of the reduced minors. We
suppose in this subsection that A is a unique factorization domain.
DEFINITION 3.5. (Reduced Minors, [18, p.1690]) Let P be a plant of Fn×m,
N a matrix of An×m, and d an element of A such that P = Nd−1. Denote by T
and W the matrices [N t dEm ]t and [N dEn ]. Let tI = det(∆IT ) (wJ =
det(∆JW
t)), which is a full-size minor of the matrix T (W ), for I ∈ I (J ∈ J ).
Let dt (dw) be the greatest common factor of tI’s (wJ’s) and aI = tI/dt for
I ∈ I (bJ = wJ/dw for J ∈ J ). Then aI (bJ) is called the reduced minor of the
matrix T (W ) with respect to I ∈ I (J ∈ J ), the set {aI | I ∈ I} ({bJ | J ∈ J })
the family of reduced minors of T (W).
It is known that the families of reduced minors of T and of W are identical
modulo units (Lemma 5 of [18]).
Now, Corollary 2 of [18] including its comments can be stated as follows:
THEOREM 3.6. (cf. Corollary 2 of [18]) Suppose that A is a unique factor-
ization domain. A plant P ∈ Fm×n is stabilizable if and only if the family of the
reduced minors of T (and also of W ) generates A.
The theorem above can be rewritten directly as follows.
COROLLARY 3.7. Let tI and wJ be as in Definition3.5. Then the following
are equivalent:
(i) A plant P ∈ Fm×n is stabilizable.
(ii) The ideal∑I∈I(tI) is principal, or equivalently free as an A-module.
(iii) The ideal∑J∈J (wJ) is principal, or equivalently free as an A-module.
4. Full-Size Minor Ideal. On the statements concerning the elementary fac-
tors and the reduced minors in Subsections 3.1 and 3.2, we have considered that
the denominator matrices of the plant is expressed as dEm or dEn rather than gen-
eral nonsingular matrices. This may be considered as a restriction on the expres-
sion of the plant. Thus we rather consider that P is expressed as either P = ND−1
with N ∈ An×m and D ∈ (A)m or P = D˜−1N˜ with N˜ ∈ An×m and D˜ ∈ (A)n.
Now we redefine the matrices T , W as T = [N t Dt ]t and W = [ N˜ D˜ ]. Fur-
ther we consider that tI’s and wJ ’s are defined with the matrices T and W here.
In the rest of this paper, we will use these notations unless otherwise stated.
We now introduce a notion to state the feedback stabilizability over commuta-
tive rings.
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DEFINITION 4.1. (Full-Size Minor Ideals) The ideal generated by tI ’s for
I ∈ I is called the full-size minor ideal of the plant P . We denote it by∑I∈I(tI)
or simply t.
We can also consider the ideal generated by wJ ’s for J ∈ J , denoted by∑
J∈J (wJ) or simply w. The ideals t and w depend on the fractional represen-
tation of the plant P = ND−1 = D˜−1N˜ . However, this is not a problem from
the following reason. To state the feedback stabilizability in terms of the full-size
minor ideals, we will regard them as modules. Further, when these ideals are con-
sidered as modules, both the ideals t and w are uniquely determined as modules
up to isomorphism with respect to any choice of fractions ND−1 and N˜−1D˜ of P
as shown below.
LEMMA 4.2. Let P be inF(R)n×m, whereR is one ofA,Af with a nonzero f ∈
A, and Ap with a prime ideal p in Spec(A). For x = 1, 2 let Nx, Dx, N˜x, D˜x be
matrices over R with P = NxD−1x = D˜−1x N˜x over F(R), Tx = [N tx Dtx ]t and
Wx = [ N˜x D˜x ]. Further for x = 1, 2 and for I ∈ I, J ∈ J , let txI =
det(∆ITx), and wxJ = det(∆JW tx). Then the ideals
∑
I∈I(t1I),
∑
I∈I(t2I),∑
J∈J (w1J), and
∑
J∈J (w2J) are isomorphic to one another as R-modules.
Proof. We show first (i) ∑I∈I(t1I) ≃ ∑I∈I(t2I) and then (ii) ∑I∈I(t1I) ≃∑
J∈J (w1J). The isomorphism
∑
J∈J (w1J) ≃
∑
J∈J (w2J) can be proved analo-
gously to (i) and so is omitted.
(i). Observe that in the case where [N t2 Dt2 ]t = [N t1 Dt1 ]tX holds with some
nonsingular matrix X overR, the statement of the lemma obviously holds. Hence
by considering [N t2 Dt2 ]
t adj(D2) as [N
t
2 D
t
2 ]
t
, we can assume without loss
of generality that D2 is expressed as d2Em with nonzero d2. Observe now that
[N t1 D
t
1 ]
t d2 = [N
t
2 d2Em ]D1 holds. From this relation and the first observa-
tion, we now have (i).
(ii). It is sufficient to consider the case P = Nd−1 with N ∈ Rn×m and d ∈ R as
in (i). In the case P = ND−1, one can consider P = (N adj(D)) det(D)−1.
First we define a bijective mapping τ from I to J . For convenience we de-
compose I into IN and Id as follows
IN = {i | i ≤ n, i ∈ I}, Id = {i | i > n, i ∈ I}.
Corresponding to IN and Id, we define JN and Jd as
JN = [1, m]\{i− n | i ∈ Id}, Jd = {i+m | i ∈ [1, n]\IN}.
We now define the mapping τ : I → J as
τ : IN ∪ Id 7→ JN ∪ Jd.
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Since IN and Id can be expressed by JN and Jd as IN = [1, n]\{j −m | j ∈ Jd},
Id = {j + n | j ∈ [1, m]\JN}, the inverse mapping τ−1 : J → I can be defined
naturally. Hence, the map τ is bijective.
Now let T = [N t dEm ]t and W = [N dEn ]. By the straightforward
calculation with noting that dEm and dEn are diagonal, we obtain the following
relations:
det(∆IT ) = ± det(∆τ(I)W t)dm−n.
Thus t1I = ±w1τ(I)dm−n for all I ∈ I. It follows that the ideals
∑
I∈I(t1I) and∑
J∈J (w1J) are isomorphic to each other.
NOTE 4.3. The reduced minors are derived from tI’s and wJ’s in Defini-
tion3.5. Thus tI’s and wJ ’s can be considered more primitive than the reduced
minors. Nevertheless since we will present in Theorem 5.2 that tI ’s and wJ’s (or
the ideals t and w generated by them) have the capability to state feedback stabi-
lizability over commutative rings, we here consider that the full-size minor ideal t
(or the ideal w) is a generalization of the reduced minors.
5. Feedback Stabilizability in terms of Full-Size Minor Ideal. In this sec-
tion, we present the necessary and sufficient condition of the feedback stabiliz-
ability over commutative rings in terms of the full-size minor ideal.
Let us consider the case where the set A of the stable causal transfer functions
is not a unique factorization domain. Then it is not sufficient to use the family
of reduced minors in order to state the feedback stabilizability. To see this, let us
consider the result given by Anantharam in [1]1.
EXAMPLE 5.1. In [1], Anantharam considered the case where Z[
√
5i] (≃
Z[x]/(x2 + 5)) is the set of stable causal transfer functions, where Z is the ring
of integers and i the imaginary unit; that is, A = Z[√5i]. The set of all possible
transfer functions is given as the field of fractions of A; that is, F = Q(√5i).
In this case we have multiple factorizations 2 · 3 = (1 +√5i)(1 − √5i) over A,
so that A is not a unique factorization domain. Anantharam in [1] considered the
single-input single-output case and showed that the plant p = (1 +
√
5i)/2 does
not have its coprime factorization over A but is stabilizable.
Now let T = [ 1 +
√
5i 2 ]t. Since the plant p is of the single-input single-
output (m = n = 1), we have I = {{1}, {2}}. Thus let I1 = {1} and I2 = {2}
so that I = {I1, I2}. The full-size minors of the matrix T are tI1 = det(∆I1T ) =
1+
√
5i and tI2 = det(∆I2T ) = 2. If Theorem 3.6 (or equivalently Corollary 3.7)
1The author wishes to thank to Dr. A. Quadrat (Centre d’Enseignement et de Recherche en
Mathe´matiques, Informatique et Calcul Scientifique, ENPC, France) who introduced him to the
paper of Anantharam[1].
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could be applied even over a general commutative ring, the ideal (tI1 , tI2) should
be principal. However, the ideal (tI1 , tI2) is not principal since p does not have its
coprime factorization.
In order to involve even such an example as a system over commutative ring,
we extend Theorem 3.6. Since we cannot use the reduced minors to state the
feedback stabilizability in general, we alternatively employ the full-size minor
ideal t rather than the reduced minors. The extension is the first main result of this
paper and stated as follows.
THEOREM 5.2. Let P be a causal plant of Pn×m. Then the plant P is stabi-
lizable if and only if the full-size minor ideal t of the plant P is projective. Further
when t is projective, it is of rank 1.
By virtue of Lemma 4.2, the above theorem can be also stated with the ideal w
instead of the full-size minor ideal t.
In the case where A is a unique factorization domain, as in Theorem 3.6, the
condition of feedback stabilizability is that the full-size minor ideal is free. On
the other hand, in Theorem 5.2, the condition is that the ideal is projective. They
are equivalent to each other in the case where A is a unique factorization domain
as follows.
PROPOSITION 5.3. Let R be a unique factorization domain. Then the ideal
generated by finite elements of R is projective if and only if it is free.
This proof will be given after finishing the proof of Theorem 5.2.
Now that we have presented the statement of Theorem 5.2, the main objective
of the remainder of this section is to carry out the proof of Theorem 5.2. To do so,
we prepare two main intermediate results. The first one is about the existence of
right-/left-coprime factorizations of stabilizable plants over local rings, which will
be presented in Subsection 5.1. The other is about the local-global principle of the
feedback stabilizability, which will be presented in Subsection 5.2. Then we will
prove Theorem 5.2. After the proof of Theorem 5.2 we will prove Proposition 5.3.
Before finishing this section, we will present the relationship among the full-size
minor ideals of P , C, and H(P,C).
5.1. Right-/Left-Coprime Factorizations over Local Rings. The following
is the first intermediate result of Theorem 5.2 about the existence of right-/left-
coprime factorizations of stabilizable plants over local rings.
PROPOSITION 5.4. Let P be a plant in Fn×m. Suppose that R is Ap with
a prime ideal p in Spec(A). Then the following statements are equivalent:
(i) The plant P is R-stabilizable.
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(ii) There exists a right-coprime factorization over R of P .
(iii) There exists a left-coprime factorization over R of P .
The proof of this proposition will be presented after giving several its interme-
diate results.
We here recall the notion of Hermite used in [20]2, which can characterize the
existence of both right-/left-coprime factorizations of transfer matrices.
DEFINITION 5.5. ([20, p.345]) Let R be a commutative ring and A a matrix
over R of size x × y with x < y. Then we say that the matrix A can be com-
plemented if there exists a unimodular matrix in (R)y containing the matrix A
as a submatrix. A row [ a1 · · · ay ] ∈ R1×y is said to be a unimodular row if
a1, . . . , ay together generate R. A commutative ring R is said to be Hermite if
every unimodular row can be complemented.
The following result was given in [20] provided that R is an integral domain.
THEOREM 5.6. (cf. Theorem 8.1.66 of [20]) Let R be a commutative ring.
The following three statements are equivalent:
(i) The commutative ring R is Hermite.
(ii) If a matrix over F(R) has a right-coprime factorization over R, it has
also a left-coprime factorization over R.
(iii) If a matrix over F(R) has a left-coprime factorization over R, it has also
a right-coprime factorization over R.
The “integral domain” version of this theorem was given as Theorem 8.1.66
of [20]. Even in the case of commutative rings, the proof is similar with that of
Theorem 8.1.66 of [20] and so is omitted.
The following result is the intermediate result of Proposition 5.4, which makes
the result above applicable to the proof of the proposition.
LEMMA 5.7. Any local ring is Hermite.
Proof. Suppose thatR is a local ring and [ a1, . . . , ay ] ∈ R1×y is a unimodular
row. Thus there exist b1, . . . , by ∈ R such that
a1b1 + · · ·+ ayby = 1.(5.1)
Since R is local, the set of all nonunits is an ideal. From (5.1), there exists an i
with 1 ≤ i ≤ y such that ai is a unit. We assume without loss of generality that a1
2It should be noted that this definition of “Hermite” is different from [6, 13].
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is a unit. If y = 1, then a1 is a unit, which can be considered as a unimodular
matrix of (R)1. In the following we consider the case y > 1. Then we can
construct a unimodular matrix U = (uij) ∈ (R)y:
uij =


aj if i = 1,
a−11 if i = j = 2,
1 if i = j > 2,
0 otherwise.
This U contains the row [ a1, . . . , ay ] as a submatrix and hence every unimodular
row can be complemented. Therefore R is Hermite.
We prepare one more result which will help us present a nonsingular denomi-
nator matrix of a stabilizing controller
LEMMA 5.8. Let R be a commutative ring and p a prime ideal ofR. Suppose
that there exist matrices A, B, C1, C2 over R such that the determinant of the
following square matrix is in R\p:[
A C1
B C2
]
,(5.2)
where the matrix A is square and the matrices A and B have same number of
columns. Then there exists a matrix R over R such that the determinant of the
matrix A+RB is in R\p.
Before starting the proof, it is worth reviewing some easy facts about a prime
ideal.
Remark 5.9. Suppose that p is a prime ideal of R. (i) If a is in R\p and
expressed as a = b + c with b, c ∈ R, then at least one of b and c is in R\p. (ii)
If a is in R\p and b in p, then the sum a + b is in R\p. (iii) Every factor in R
of an element of R\p belongs to R\p (that is, if a, b ∈ R and ab ∈ R\p, then
a, b ∈ R\p).
Proof of Lemma 5.8. This proof mainly follows that of Lemma 4.4.21 of [20].
If det(A) is in R\p, then we can select the zero matrix as R. Thus we assume
in the following that det(A) is in p.
Since the determinant of (5.2) is in R\p, there exists a full-size minor of
[At Bt ]t inR\p by Laplace’s expansion of (5.2) and by Remark 5.9(i,iii). Let a
be such a full-size minor of [At Bt ]t having as few rows from B as possible.
We here construct a matrix R such that det(A+RB) = ±a+ z with a z ∈ p.
Since det(A) ∈ p, the full-size minor a must contain at least one row of B
from the matrix [At Bt ]t. Suppose that a is obtained by excluding the rows
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i1, . . . , ik of A and including the rows j1, . . . , jk of B. Now define R = (rij) by
ri1j1 = · · · = rikjk = 1 and rij = 0 for all other i, j. Observe that det(A + RB)
is expanded in terms of full-size minors of the matrices [E R ] and [At Bt ]t
from the factorization A + RB = [E R ] [At Bt ]t by the Binet-Cauchy for-
mula. Every minor of [E R ] containing more than k columns of R is zero. By
the method of choosing the rows from [At Bt ]t for the full-size minor a, every
full-size minor of [At Bt ]t having less than k rows of B is in p. There is only
one nonzero minor of [E R ] containing exactly k columns of R, which is ob-
tained by excluding the columns i1, . . . , ik of the identity matrix E and including
the columns j1, . . . , jk of R; it is equal to ±1. From the Binet-Cauchy formula
the corresponding minor of [At Bt ]t is a. As a result, det(A+RB) is given as
a sum of ±a and elements in p. By Remark 5.9(ii), the sum is in R\p and so is
det(A+RB).
Now that we have the result above, we can prove Proposition 5.4.
Proof of Proposition 5.4. Since R is local, (ii) and (iii) are equivalent by The-
orem 5.6 and Lemma 5.7. Thus we only prove (i)→(ii) and vice versa.
(i)→(ii). Suppose that P is R-stabilizable. Then the R-module TP,R is projec-
tive by Proposition 2.1 of [15]. Further it is free by Corollary 3.5 of [7, Ch.IV].
Let N and D be matrices over R with P = ND−1 ∈ F(R). Then the R-
module Mr([N t Dt ]t) is free of rank m since D is nonsingular over R. Let
v1, v2, . . . , vm ∈ Rm be a basis of the module Mr([N t Dt ]t) and V the ma-
trix of (R)m whose rows are v1, v2, . . . , vm. Then, the matrix [N t Dt ]t can be
written in the form [N t Dt ]t = [N t0 Dt0 ]
t V by uniquely choosing the matri-
ces N0 in Rn×m and D0 in (R)m. Because of det(D) = det(D0V ), det(D0) is
a nonzerodivisor. It follows that P = N0D−10 over F(R). In the following we
show that the matrices N0 and D0 are right-coprime over R. Since v1, . . . , vm be-
long to Mr([N t Dt ]t), there exist matrices Y˜ inRm×n and X˜ in (R)m such that
V = [ Y˜ X˜ ] [N t Dt ]
t
. So we have V = (Y˜ N0 + X˜D0)V . Since V is non-
singular, we obtain Y˜ N0+ X˜D0 = Em overR. Thus (N0, D0) is a right-coprime
factorization over R of P .
(ii)→(i). Suppose that there exists a right-coprime factorization over R of the
plant P ; that is, there exist the matricesN , D, Y˜ , X˜ overRwith Y˜ N+X˜D = Em
and P = ND−1. If det(X˜) is a nonzerodivisor of R, it is obvious that X˜−1Y˜ is
an R-stabilizing controller. Thus in the following we suppose that det(X˜) is
a zerodivisor of R.
By the equivalence between (ii) and (iii), there also exists a left-coprime fac-
torization over R of P ; that is, there exist the matrices N˜ , D˜, Y , X over R with
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N˜Y + D˜X = En and P = D˜−1N˜ . Thus we have the following matrix equation:[
X˜ Y˜
N˜ −D˜
] [
D Y
N −X
]
=
[
Em X˜Y − Y˜ X
O En
]
.(5.3)
Observe that the determinant of the right-hand side of the matrix equation above
is inR\Zp, where Zp denotes the localization of the prime ideal Z at p (Note that
Zp is also a prime ideal of R). Hence the determinant of the first matrix in (5.3)
is in R\Zp again. Applying Lemma 5.8 to the first matrix, we have a matrix R
over R such that the determinant of the matrix X˜ + RN˜ is in R\Zp. Now (X˜ +
RN˜)−1(Y˜ − RD˜) is an R-stabilizing controller.
5.2. Local-Global Principle in Stabilizability. Next we present the local-
global principle below about the feedback stabilizability as the second intermedi-
ate result of this section.
PROPOSITION 5.10. Suppose that the plant P is causal. Then the following
statements are equivalent:
(i) P is stabilizable.
(ii) P is Ap-stabilizable for each prime ideal p in Spec(A).
(iii) P is Am-stabilizable for each maximal ideal m in Max(A).
(iv) For every prime ideal p in Spec(A), P has either its right- or left-coprime
factorization over Ap.
(v) For every maximal ideal m in Max(A), P has either its right- or left-
coprime factorization over Am.
Further, if P is stabilizable, then there exists a causal stabilizing controller of P .
Note here that by virtue of Proposition 5.4, if (iv) holds (if (v) holds), then the
plant P has both right-/left-coprime factorizations over Ap (over Am).
We consider that this is a generalization of Proposition 2 of [18] in which the
strict causality of the plant is assumed (see [19] for the definition of the strict
causality). On the other hand, we assume only that the plant is causal.
Now we begin to prove Proposition 5.10.
Proof of Proposition 5.10. Since the following implications are obvious:
(i) ✲(ii)✑
✑✸
◗
◗s
❦
(iii)
(iv)
◗
◗s
❦
✑
✑✸
(v)
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by virtue of Proposition 5.4, we only show that (v) implies (i).
Suppose that (v) holds. Let N , D, N˜ , and D˜ be matrices over A with P =
ND−1 = D˜−1N˜ such that D and D˜ are Z-nonsingular (recall that P is causal).
By Proposition 5.4, P has both right-/left-coprime factorizations over Am with
m ∈ Max(A). As in the proof of Proposition 5.4, for each m in Max(A), there
exist matrices Ym, Xm, Y˜m, X˜m, Nm, Dm, N˜m, D˜m, Vm, and Wm over Am such
that [
N
D
]
=
[
Nm
Dm
]
Vm, [ N˜ D˜ ]=Wm [ N˜m D˜m ] ,(5.4)
Y˜mNm + X˜mDm=Em, N˜mYm + D˜mXm=En(5.5)
hold over Am. For each m ∈ Max(A) let qm be an arbitrary but fixed element
of A\m such that the six matrices qmNmY˜m, qmNmX˜m, qmDmY˜m, qmDmX˜m,
qmD˜m, and qmN˜m are over A.
For a subset B ofA, denote by Γ(B) the set of all maximal ideals m ofA with
B 6⊂ m, that is, Γ(B) = {m ∈ Max(A) | B 6⊂ m}. Since qm ∈ A\m, we have
m ∈ Γ(Aqm). Thus Max(A) =
⋃
m∈Max(A) Γ(Aqm). Recall that Max(A) is com-
pact (see Theorem IV.1 of [13]). Hence there are a finite number of m1, . . . ,mt of
maximal ideals such that Max(A) = ⋃ti=1 Γ(Aqmi). It follows that Max(A) =
Γ(
∑t
i=1Aqmi) and, consequently,A =
∑t
i=1Aqmi . Therefore there exist r1, . . . , rt
in A with 1 = r1qm1 + · · ·+ rtqmt .
Next we want to consider that at least one of m1, . . . ,mt contains Z . In the
case where every mi in m1, . . . ,mt does not contain Z , we reconstruct t, ri’s, and
qmi’s as follows. We first pick an mt+1 ∈ Max(A) with mt+1 ⊃ Z . Then we let ri
be (1− qmt+1)ri for 1 ≤ i ≤ t and rt+1 = 1. We now let t := t+1. Then we have
again 1 = r1qm1 + · · · + rtqmt and, in this case, mt ⊃ Z . Hence we can assume
without loss of generality that at least one of m1, . . . ,mt, say m1, contains Z .
Observe then that the following equality holds:
1 = (r1qm1 + r1 − 1)qm1 + (r2qm1 + r2)qm2
+ · · ·+ (rtqm1 + rt)qmt .(5.6)
At least one of r1qm1 + r1 − 1 and r1 must be in A\Z . Thus in the case r1 ∈ Z ,
we can reassign ri’s as in (5.6), so that r1 is in A\Z . Therefore we can assume
without loss of generality that r1qm1 ∈ A\Z .
Consider here the following matrix[
En −
∑t
i=1 riqmiNmi Y˜mi −
∑t
i=1 riqmiNmiX˜mi∑t
i=1 riqmiDmi Y˜mi
∑t
i=1 riqmiDmiX˜mi
]
,(5.7)
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which is over A. For short we partition (5.7) as[
H11 H12
H21 H22
]
.
In the case where H22 is Z-nonsingular, letting C = H−122 H21 ∈ Pm×n we can
check that H(P,C) is equal to (5.7), which implies that P is stabilized by C.
Hence in the rest of this proof we show that if H22 is Z-singular, then H22 can be
made Z-nonsingular by reassigning X˜mi and Y˜mi for an i.
First we show the Z-nonsingularity of the matrices r1qm1Dm1 and r1qm1D˜m1 .
Since r1qm1 ∈ A\Z , we have det(r1qm1D) ∈ A\Z . From the first matrix
equation of (5.4), we have det(r1qm1D) = det(r1qm1Dm1) det(Vm1). Hence
r1qm1Dm1 is Z-nonsingular. Analogously, from the second matrix equation of
(5.4), r1qm1D˜m1 is Z-nonsingular.
Next consider the following matrix equation over A:[ ∑t
i=1 riqmiDmiX˜mi
∑t
i=1 riqmiDmiY˜mi
−r1qm1 det(r1qm1Dm1)N˜m1 r1qm1 det(r1qm1Dm1)D˜m1
]
×[
D O
N En
]
=
[
D
∑t
i=1 riqmiDmiY˜mi
O r1qm1 det(r1qm1Dm1)D˜m1
]
.(5.8)
Since the matrices D, r1qm1Dm1 , and r1qm1D˜m1 are Z-nonsingular, so is the
right-hand side of (5.8). Thus the first matrix of (5.8) is also Z-nonsingular. By
Lemma 5.8 and the first matrix of (5.8), there exists a matrix R′m1 of Am×n such
that the following matrix is Z-nonsingular:
t∑
i=1
riqmiDmiX˜mi − r1qm1 det(r1qm1Dm1)R′m1N˜m1 .
Now let Rm1 be r1qm1 adj(r1qm1Dm1)R′m1 . Further we let X˜m1 be the matrix
X˜m1−Rm1N˜m1 and Y˜m1 the matrix Y˜m1+Rm1D˜m1 , which are consistent with (5.5).
Thus we can now consider without loss of generality that the matrix
∑t
i=1 riqmiDmiX˜mi
is Z-nonsingular and so is H22.
5.3. Proof of Theorem 5.2. Before proving Theorem 5.2, we should prepare
a small result.
LEMMA 5.11. Let a ∈ A and p ∈ Spec(A). Then (a)p and (a/1) are
isomorphic to each other as Ap-modules, where (a)p denotes the localization,
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at p, of the principal ideal generated by a ∈ A and (a/1) the principal ideal
generated by a/1 ∈ Ap.
The proof of the lemma is elementary and is omitted.
Now we start to prove the first result of this paper.
Proof of Theorem 5.2. We show first the “Only If” part and then the “If” part.
(Only If). Suppose that P is stabilizable. Then by Proposition 5.10, for every
prime ideal p in Spec(A), P is Ap-stabilizable. By Proposition 5.4, P has both
its right-/left-coprime factorizations over Ap. Suppose that Y˜pNp + X˜pDp =
Em holds over Ap with P = NpD−1p , where the matrices Np, Dp, Y˜p, and X˜p
are over Ap. Then let Tp = [N tp Dtp ]t. By Binet-Cauchy formula we have∑
I∈I(det(∆ITp)) = Ap. Thus by virtue of Lemmas 4.2 and 5.11, the ideal tp is
free (recall that tp denotes the localization of the full-size minor ideal t at p), which
is also finitely generated. This holds for every prime ideal p. From Theorem IV.32
of [13], the full-size minor ideal t is projective.
(If). Suppose that the full-size minor ideal t is projective. Let p be a prime ideal
in Spec(A). Then tp is free by Theorem IV.32 of [13] again. Thus there exist g,
aI , and rI in Ap with g =
∑
I∈I rItI and tI = aIg for every I ∈ I. Since
g =
∑
I∈I rIaIg and g is a nonzerodivisor, we have
∑
I∈I rIaI = 1. Recall
here that Ap is local. Hence the set of all nonunits in Ap is an ideal. Thus there
exists I0 ∈ I such that rI0aI0 is a unit of Ap. This implies that aI0 is a unit
of Ap and further that every tI has a factor tI0 over Ap (that is, tI0 and g are
associate). Now let T ′ = T adj(∆I0T ) and t′I = det(∆IT ′) for every I ∈ I. Then
t′I = tI det(adj(∆I0T )) and ∆I0T ′ = tI0Em hold. Since det(adj(∆I0T )) = tm−1I0 ,
every t′I has a common factor tmI0 .
Suppose that i is an integer with i 6∈ I0 and 1 ≤ i ≤ m + n. Suppose
further that i01, . . . , i0m are elements in I0 with ascending order. Now let I =
{i, i01, i02, . . . , i0 k−1, i0 k+1, . . . , i0m}. Then tI is expressed as±tiktm−1I0 where tik
is the (i, k)-entry of the matrix T ′. Since t′I has a factor tmI0 , tik has a factor tI0 .
This fact holds for all i between 1 ≤ i ≤ m + n but i 6∈ I0. As a result, tI0 is
a common factor of all entries of T ′.
Let T ′′ = T ′/tI0 over Ap. Since ∆I0T ′′ is the identity matrix, the matrix ∆I0
itself is a left inverse of T ′′. Let Y˜I0 and X˜I0 be matrices with [ Y˜I0 X˜I0 ] = ∆I0 .
Further we let NI0 and DI0 be matrices over Ap with T ′′ = [N tI0 DtI0 ]t. Then
we obtain Y˜I0NI0 + X˜I0DI0 = Em overAp, which is a right-coprime factorization
over Ap of the plant P . Therefore by Proposition 5.10, P is stabilizable.
5.4. Proof of Proposition 5.3. Now we prove Proposition 5.3. We first pre-
pare the following local-global principle on ideals.
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LEMMA 5.12. Let R be a commutative ring. Let a1, . . . , ak be ideals of R.
Then the following statements are equivalent:
(i) a1 + · · ·+ ak = R.
(ii) a1p + · · ·+ akp = Rp for all prime ideal p ∈ Spec(A).
(iii) a1m + · · ·+ akm = Rm for all maximal ideal m ∈ Max(A).
Proof. It is obvious that (i) implies (ii) and (ii) implies (iii). Hence we only
show that (iii) implies (i).
(iii)→(i). Suppose that (iii) holds. Let m be a maximal ideal of A. Since Rm
is local, the set of all nonunits in Rm is an ideal. Hence there exists an im with
1 ≤ im ≤ k such that aimm = Rm. Thus there exists sm in R\m such that
sm ∈ aim .
Recalling the proof of Proposition 5.10, we have a finite number of m1, . . . ,mt
in Max(R) and r1, . . . , rt ∈ R such that 1 = r1sm1 + · · · + rtsmt over R. For
every l = 1 to t, rlsml is an element of ai with i = iml . Therefore we have (i).
Proof of Proposition 5.3. Suppose that R is a unique factorization domain.
Since the “If” part is obvious, we prove only the “Only If” part.
(Only If). Let a1, . . . , ak be in R. Suppose that (a1, . . . , ak) is projective. If all
a1, . . . , ak are zero, the proof is obvious. Thus in the following we suppose that at
least one of a1, . . . , ak is nonzero. SinceR is a unique factorization domain, there
exists a nonzero greatest common factor of ai’s, denoted by g. Thus there exist bi’s
in A with big = ai. Then (b1, . . . , bk) is projective again. For any prime ideal p
in Spec(R), (b1, . . . , bk)p is free of rank 1. Since there is no nonunit common
factor among bi’s overR, (b1, . . . , bk)p = Rp. By Lemma 5.12, (b1, . . . , bk) = R.
Hence (a1, . . . , ak) = (g), which is free.
5.5. Full-Size Minor Ideals of P , C, and H(P,C). Now that we have ob-
tained Theorem 5.2, we know that the projectivity of the full-size minor ideal of
the plant connects with the feedback stabilizability of the plant. Since P , C, and
H(P,C) are transfer matrices over F , we can define the full-size minor ideals
of C and H(P,C) analogously to that of P .
We present here the relationship among the full-size minor ideals of P , C, and
H(P,C).
PROPOSITION 5.13. Let tP , tC , tH(P,C) be the full-size minor ideals of P , C,
and H(P,C), respectively. Then tH(P,C) is isomorphic (as an A-module) to the
ideal generated by t1t2’s for all t1 ∈ tP and all t2 ∈ tC .
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This proposition holds even if C is not a stabilizing controller of P . Before
proving this proposition, we present a preliminary lemma.
LEMMA 5.14. Let A and B are matrices over R such that B = UA, where U
is a unimodular matrix over R. Then the ideal generated by the full-size minors
of A is equal to that of B.
The proof of this lemma is straightforward and omitted.
Proof of Proposition 5.13. By virtue of Lemma 4.2, we suppose without loss
of generality thatN andNc are matrices overA and d and dc inAwith P = Nd−1
and C = Ncd−1c . Let A and B be the following matrices:
A =


Nc O
dcEn O
O N
O dEm

 , B =
[
Q
S
]
, where
Q =
[
dcEn N
−Nc dEm
]
, S =
[
dcEn O
O dEm
]
.
Then we can see that there exists a unimodular matrix U with B = UA and that
H(P,C) = SQ−1. Let a be the ideal generated by the full-size minors of A and
tP,C be the ideal generated by t1t2’s for all t1 ∈ tP and all t2 ∈ tC . Then by
Lemma 5.14, tH(P,C) is isomorphic to a as A-modules. Also by Binet-Cauchy
formula, a ≃ tP,C . Hence we obtain tH(P,C) ≃ tP,C .
6. Stabilizability in terms of Coprimeness of Quotient Ideals. In this sec-
tion, we present one more necessary and sufficient condition of the feedback sta-
bilizability which is given in terms of quotient ideals.
THEOREM 6.1. Let P be a causal plant of Pn×m. Then the plant P is stabi-
lizable if and only if the ideal ∑
I∈I
((tI) : t)(6.1)
is equal to A.
The ideal of (6.1) will be considered as another generalization of the reduced
minors. This will be presented later as Proposition 6.5.
We note that the result above can be considered as a generalization of Theo-
rem 2.1.1 in [17] given by Shankar and Sule as well as a generalization of The-
orem 3.6. They considered the single-input single-output case. In Theorem 2.1.1
of [17], they stated the feedback stabilizability of the given plant in terms of the
coprimeness of the ideal quotients as (6.1). As a result, Theorem 6.1 can be con-
sidered as a multi-input multi-output version of Theorem 2.1.1 of [17].
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In order to prove Theorem 6.1, we prepare a relationship between projective
modules and quotient ideals as follows.
THEOREM 6.2. Let R be a commutative ring and a1, . . . , ak ∈ R. Then
(a1, . . . , ak), that is, the ideal generated by a1, . . . , ak is projective if and only if
the following equation holds:
k∑
i=1
((ai) : (a1, . . . , ak)) = R.(6.2)
Once we obtain Theorem 6.2, the proof of Theorem 6.1 is directly obtained
from Theorems 5.2 and 6.2. Thus we will present only the proof of Theorem 6.2,
which will be given after showing intermediate results (Lemmas 6.3 and 6.4).
LEMMA 6.3. LetR be a commutative ring and a1, . . . , ak ∈ R. If (a1, . . . , ak)
is free, then (6.2) holds.
Proof. As in the proof of Proposition 5.3, if all a1, . . . , ak are zero, the proof
is obvious. Thus in the following we assume that at least one of a1, . . . , ak is
nonzero. Then there exist a nonzero g in R and bi in R for i = 1 to k such that
(g) = (a1, . . . , ak) and ai = big. Thus there exist ri ∈ R for i = 1 to k with
g = r1a1 + · · ·+ rkak. If g was a zerodivisor, the principal ideal (g) could not be
free. Hence g is a nonzerodivisor. Now we have
r1b1 + · · ·+ rkbk = 1.(6.3)
Since bi(a1, . . . , ak) ⊂ (ai) for all i, we have bi ∈ ((ai) : (a1, . . . , ak)). It follows
from (6.3) that we now have (6.2).
LEMMA 6.4. Let R be a commutative ring, a, b ideals of R, and p a prime
ideal of R. Denote by (a : b)p the localization of the quotient ideal (a : b) at p.
Further let (ap : bp) be the quotient ideal ofRp, where ap and bp are localizations
of ideals a and b at p, respectively. Then (a : b)p = (ap : bp) holds.
Now we are in a position to prove Theorem 6.2.
Proof of Theorem 6.2. By the same reason as in the proofs of Proposition 5.3
and Lemma 6.3, we assume that at least one of a1, . . . , ak is nonzero.
(If). Suppose that (6.2) holds. Then there exist xi ∈ ((ai) : (a1, . . . , ak)) for i = 1
to k such that 1 =
∑k
i=1 xi. By appropriate changes of a1, . . . , ak, we assume
without loss of generality that all x1, . . . , xk′ are nonzero with 1 ≤ k′ ≤ k and
all xk′+1, . . . , xk are zero subject to k′ < k. Observe that for each i between 1
and k′, (a1, . . . , ak)xi = (ai)xi over Axi , where (a1, . . . , ak)xi and (ai)xi denote
the localizations of (a1, . . . , ak) and (ai) at xi, respectively. Hence for each i
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between 1 and k′, (a1, . . . , ak)xi is free over Axi . Therefore by Theorem IV.32
of [13], (a1, . . . , ak) is projective as R-module.
(Only If). Suppose that (a1, . . . , ak) is projective. Then again by Theorem IV.32
of [13], for each p in Spec(R), (a1, . . . , ak)p is free over Rp. By Lemma 6.3, we
have
k∑
i=1
((ai)p : (a1, . . . , ak)p) = Rp(6.4)
for each p in Spec(R). Then (6.4) can be rewritten as follows by Lemma 6.4:
k∑
i=1
((ai) : (a1, . . . , ak))p = Rp.(6.5)
Since this holds for every p in Spec(A), applying Lemma 5.12 to (6.5) we obtain
(6.2).
We now connect the reduced minors with the quotient ideal of (6.1) provided
that A is a unique factorization domain.
PROPOSITION 6.5. Suppose that A is a unique factorization domain. Let aI
denote the reduced minor of the matrix T with respect to I ∈ I. Then (aI) =
((tI) : t) holds for every I ∈ I.
Proof. We first show (i) (aI) ⊂ ((tI) : t) and then (ii) the opposite inclusion.
(i). For every I ′ ∈ I, aItI′ = aI′tI holds, which implies that aI ∈ ((tI) : (tI′)).
Hence aI ∈ ((tI) : t).
(ii). Suppose that λI is an element of the quotient ideal ((tI) : t). Then for every
I ′ ∈ I, there exists νI′ ∈ A such that λItI′ = νI′tI holds and so λIaI′ = νI′aI .
Since this equality holds for every I ′ ∈ I, λI has a factor aI . Hence λI ∈ (aI).
From the result above, the reduced minor of the matrix T with respect to I ∈ I
is equal to the quotient ideal ((tI) : t) up to a unit multiple of A provided that A
is a unique factorization domain.
Now that we have shown a new criterion (6.1) of the feedback stabilizability, in
the following we present the relationship between generalized elementary factors
and (6.1) by using radicals of ideals.
THEOREM 6.6. Let ΛPI denote the generalized elementary factor of the plantP
with respect to I in I. Then the radical of ΛPI is equal to the radical of ((tI) : t).
Before proving this result, we present an analogous result of Lemma 6.4.
LEMMA 6.7. Let R be a commutative ring, a, b ideals of R, and f ∈ R.
Denote by (a : b)f the localization of the quotient ideal (a : b) at f . Further
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let (af : bf ) be the quotient ideal of Rf , where af and bf are localizations of
principal ideals a and b at f , respectively. Then (a : b)f = (af : bf ) holds.
Analogously to Lemma 6.4, the proof of this lemma is omitted.
Proof of Theorem 6.6. Let I be fixed. We first show (i) ΛPI ⊂
√
((tI) : t) and
then (ii) √ΛPI ⊃ ((tI) : t). They are sufficient to prove this theorem.
(i). Let λ be an arbitrary but fixed element of ΛPI . Then there exists a matrix K
over A with λT = K∆IT . Then for every I ′ ∈ I, we have λ∆I′T = ∆I′K∆IT ,
so that λmtI′ = det(∆I′K)tI . This implies λm ∈ ((tI) : (tI′)). Hence we have
λm ∈ ⋂I′∈I((tI) : (tI′)) = ((tI) :∑I′∈I(tI′)).
(ii). Let λ be an arbitrary but fixed element of ((tI) : t). Then ((tI) : t)λ = Aλ
and hence ((tI)λ : tλ) = Aλ by Lemma 6.7. This implies that (tI)λ = tλ and
further that every full-size minor of T has a factor tI over Aλ. Since tI is a factor
of det(D), it is a nonzerodivisor of Aλ. Now let T ′ = T (adj(∆IT )) and t′I′ =
det(∆I′T
′) for every I ′ ∈ I. Then t′I′ = tI′ det(adj(∆IT )) and ∆IT ′ = tIEm
hold. Since det(adj(∆IT )) = tm−1I , every t′I′ has a common factor tmI .
Analogously to the proof of Theorem 5.2, we can show that every entry of T ′
has a factor tI . Let T ′′ = T ′/tI over Aλ. Then T = T ′′∆IT holds over Aλ.
Hence there exists an integer ω such that λωI T ′′ can be considered over A and
further λωI T = λωI T ′′∆IT holds over A. Now letting K = λωI T ′′∆I , we have
that λωI is an element of ΛPI and hence λI ∈
√
ΛPI .
In the case where A is a unique factorization domain, we obtain the following
result which connects Theorems 3.4 and 3.6.
THEOREM 6.8. Suppose that A is a unique factorization domain. Let P be
a causal plant and I in I. Then the radical of the elementary factor of the matrix T
with respect to I is equal to the radical of the reduced minor of T with respect to I
up to a unit multiple.
Proof. Let fI denote the elementary factor of the matrix T with respect to I .
Also let aI denote the reduced minor of T with respect to I .
In the case where A is a unique factorization domain, the generalized elemen-
tary factor of the plant P with respect to I is equal to the principal ideal (fI).
Thus, by Theorem 6.6,
√
(fI) =
√
((tI) : t). By virtue of Proposition 6.5, we
have
√
(fI) =
√
(aI).
7. Concluding Remarks. We have presented two generalization of the re-
duced minors. One is the full-size minor ideal. Its projectivity is a criterion of the
feedback stabilizability(Theorem 5.2). The other is quotient ideals in (6.2). Their
coprimeness is a criterion of the feedback stabilizability(Theorem 6.1).
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