Abstract. The existence of solutions of boundary differential relations for holomorphic functions on the disc Δ is considered. First we prove that for an arbitrary continuous positive function Φ on the complex plane C there exists a disc algebra function f ∈ A(Δ) such that |f | = Φ(f ) on ∂Δ. Assuming some smoothness, the existence result is also proved for a quite general differential relation ρ(ξ, f (ξ)) = Φ(ξ, f (ξ)), ξ ∈ ∂Δ, where ρ is a defining function for a family of Jordan curves in C containing point 0 in its interior and Φ is a bounded positive function on ∂Δ × C.
Introduction
Let Δ denote the unit disc in the complex plane C. In this paper we consider the question of existence of a holomorphic function f ∈ O(Δ) on the unit disc with some boundary regularity which over the boundary of the unit disc ξ ∈ ∂Δ satisfies a certain nonlinear differential relation (1) |f (ξ)| = Φ(f (ξ)).
The origin of these type of results is the paper by Beurling [6] , in which he considers an extension of the Riemann mapping theorem. For a given bounded positive continuous function Φ he proved that there is a one-to-one holomorphic solution of problem (1) satisfying additional 'Riemann mapping' condition f (0) = 0. See also [2, 3, 4, 17, 21] . The beauty of Beurling's result comes from the fact that not only he was able to find a solution of problem (1) , which is in fact the easier part of the problem, but he was able to show the existence of a univalent solution. As Example 1.2 below shows, for a general positive continuous function Φ there is no even locally univalent solution normalized by f (0) = 0 to problem (1) . For that reason we focus only on the existence of solutions of boundary differential relations.
Our first result shows that the boundedness of function Φ is not necessary for the existence of solutions of differential relation (1). In particular, if B = 1, then f is locally univalent on Δ \ {0}.
We see that the boundary value problem (3) f (0) = 0, |f (ξ)| = Φ(f (ξ)) for every ξ ∈ ∂Δ has infinitely many distinct solutions for every positive continuous function Φ. In fact we may even prescribe on Δ \ {0} finitely many critical points of the solutions to (3) .
Example 1.2.
One can easily see that for a general function Φ no locally one-toone holomorphic solutions of problem (3) are possible. Namely, let f , f (0) = 0, be a holomorphic function on Δ, smooth up to the boundary, and whose derivative has no zeros on Δ. We consider the holomorphic function
By the maximum principle there exists a point ξ ∈ ∂Δ such that
Therefore, if Φ is a function such that |w| < Φ(w) for every w ∈ C, no locally one-to-one holomorphic solutions of problem (3) are possible.
Having this example in mind we state another result in which we show that some sublinear growth of function Φ still allows locally injective solutions of problem (3) . See also [17, 22] . 
for every w ∈ C and let B be a finite Blaschke product. Then there exists a disc algebra function f ∈ A(Δ) such that |f | ∈ C(Δ) and
In particular, if B = 1, then f is locally univalent.
These results can also be given a geometric meaning. Namely, for a given holomorphic function f , the function Φ(f ) naturally defines a family of circles over ∂Δ in the following way: for each ξ ∈ ∂Δ let γ ξ be the circle with center at the point 0 and radius Φ(f (ξ)). The fact that f solves (3) actually means that its derivative solves the Riemann-Hilbert problem given by this family of circles,
We can generalize this setting. We say that {γ ξ } ξ∈∂Δ is a C 2 family of Jordan curves γ ξ in C parametrized by the boundary ξ ∈ ∂Δ of the disc if there exists a function ρ ∈ C 2 (∂Δ × C) such that
and ∂ w ρ(ξ, w) = 0 for every ξ ∈ ∂Δ and w ∈ γ ξ . We call ρ a defining function for the family of Jordan curves {γ ξ } ξ∈∂Δ . Recall also that the interior of a Jordan curve γ in C is the bounded component of C \ γ.
According to the definition of a C 2 family of Jordan curves, {γ ξ } ξ∈∂Δ , each curve γ ξ has a C 2 parametrization and they depend in the C 2 sense on the parameter ξ. The C 2 smoothness in w variable is needed to assure that the operator f → ρ(ξ, f (ξ)) between certain Hölder spaces is of class C 1 and that one may use the implicit function theorem. The C 2 smoothness in the parameter ξ could be relaxed for that matter (see [18, Lemma 6 .1]); however at least C 1 smoothness in ξ is needed for appropriate a priori bounds. See the proof of Theorem 1.5 and the Appendix. 
Proofs of results
Beurling's argument in [6] is quite geometrical and, as was already mentioned in the beginning of the paper, it is not just a result on the existence of a solution of a certain boundary value problem but a result on the existence of a very special, namely, univalent solution of problem (1) . The technique of proving our results, in which we are not asking for univalency of solutions, is more in the spirit of existence theorems for differential equations and it was already used in [17] . The basic idea is to 'integrate' the boundary differential relation and then find a fixed point of a certain compact operator.
Proof of Theorem 1.1. Let A(Δ) be the disc algebra of all continuous functions on Δ which are holomorphic on Δ. For f ∈ A(Δ) let U (f ) be the continuous function on Δ, harmonic on Δ, whose boundary values are equal to log Φ(f ).
Let V (f ) be the harmonic conjugate of U (f ) on Δ such that V (f )(0) = 0 (that is, V (f ) is the Hilbert transform of U (f )) and let
Let H 2 (Δ) denote the Hardy space of all holomorphic functions on the unit disc with squared integrable boundary functions. Then the operator H(f ) :
is continuous and maps bounded sets into bounded sets, because
where we have used the inequality
Let N be a positive integer. We define
, and since C α (∂Δ) for α > 0 compactly embeds into C(∂Δ), we get that F N is a compact operator from A(Δ) into itself.
If we can prove that F N has a fixed point f , then the definition of
and hence |f | = Φ(f )
on |z| = 1. To prove that for an appropriately chosen N the mapping F N has a fixed point we will use Schauder's fixed point theorem [11] . Actually we will show that for N large enough the compact mapping F N maps the closed unit ball
by the maximum principle for the harmonic function U (f ). Therefore
If we choose N so large that M ≤ N + 1, the assumptions of the Schauder's fixed point theorem are fulfilled and the theorem is proved.
Remark 2.1. The proof of Theorem 1.1 shows that even for a fixed finite Blaschke product B with no zero at the point 0 there are actually infinitely many different solutions of problem (3).
Example 2.2.
Let us consider the case where Φ depends only on |w|. Then we can try to find solutions of (3) in the form f (z) = λz N for some positive integer N and constant λ > 0. Hence on ∂Δ we get the following condition: (6) λ N = Φ(λ).
For every positive continuous function Φ there exists N 0 such that for N ≥ N 0 equation (6) has a solution λ. Theorem 1.3 shows that even for some unbounded functions Φ one can get a locally one-to-one solution of problem (3); however, the growth of Φ is quite limited.
Proof of Theorem 1.3. We start as in the proof of Theorem 1.1 by defining U (f ), V (f ) and H(f ). Then we define
which is a compact operator from A(Δ) into itself; see the proof of Theorem 1.1. We are again in search for a fixed point of the operator F . This time we study the set of solutions of the equation (7), then we have
on ∂Δ. The sublinear assumption on Φ then implies
and so, because
we get max
Therefore we get the following a priori bound for solutions of equation (7):
By the Leray-Schauder's principle [27] (or Leray-Schauder's degree [11] ) the equation f = F (f ) has a solution.
Example 2.3. It is known, [6] , that there are examples of bounded positive continuous functions Φ such that there is more than one solution of problem (4) . As an unbounded example one can consider The proof of Theorem 1.5 follows similar ideas as the proofs of the previous theorems, but the technique has to be adapted to the case of general Jordan curves γ ξ , ξ ∈ ∂Δ. In addition, the results on Riemann-Hilbert problems we intend to use, [16, 18, 25, 26] , work only in the case of some smoothness of the defining function ρ.
Before we proceed let us recall some results on the Riemann-Hilbert problems on the disc. Let 0 < α < 1. If we denote by K either Δ or ∂Δ, then C α (K) is the algebra of all Hölder continuous functions on K equipped with the norm
Similarly we denote by C 1,α (K) the space of all differentiable functions on K whose first derivatives are in C α (K) equipped with the norm
As before let A(Δ) be the disc algebra and let
Recall that we may identify a function f in A α (Δ) with f | ∂Δ in A α (∂Δ) and vice versa; similarly for functions in A 1,α (∂Δ) and A 1,α (Δ), [19, pp. 363-364] . We also define
as a subspace of C 1 (Δ), the space of continuously differentiable functions on Δ equipped with the norm
Let {γ ξ } ξ∈∂Δ be a family of C 2 Jordan curves in C given by the defining function ρ ∈ C 2 (∂Δ × C). If all curves γ ξ contain the point 0 in its interior, then [16, 25, 26] there exists a holomorphic function h ∈ A 1,α (Δ) with no zeros on Δ which solves the corresponding Riemann-Hilbert problem
In terms of the defining function ρ this means that h satisfies the equation
The set of such solutions of the Riemann-Hilbert problem is C 1 diffeomorphic to the circle S 1 , and for each point w 1 ∈ γ 1 there exists exactly one solution of the Riemann-Hilbert problem with no zeros passing through w 1 ; that is, h(1) = w 1 . Moreover, as a consequence of the implicit function theorem, one gets that these solutions depend continuously and even in the C 1 sense in A α (Δ) on parameters and defining function ρ. See [16, 18, 25, 26] for more details. These results were also used for the description of the polynomial hull of the maximal real torus T = ξ∈∂Δ ({ξ} × γ ξ ), [16, 24, 26] .
Proof of Theorem 1.5. The assumptions on ρ imply that for every c > 0 and every ξ ∈ ∂Δ the set {w ∈ C; ρ(ξ, w) = c} is a Jordan curve in C containing the point 0 in its interior.
Choose a point w 0 such that ρ(1, w 0 ) = 1. The solution of the gradient floẇ w = −∇ρ (1, w) which passes through the point w 0 gives a C 1 curve in C that intersects every level set ρ(1, w) = c, c > 0 exactly once. Reparametrizing this curve we get a C 1 curve
Let H(f ) be the solution with no zeros on Δ such that H(f )(1) = w 1 (Φ(1, f (1))).
The existence of such a solution if f were of class C 2 would be guaranteed by the results from [16, 25, 26] . But since the right-hand side of (9) is only a function of class C 1 (∂Δ), we cannot directly apply these results. However, the proof of Forstnerič [16] combined with some results in [10] yields a solution in this case. See Lemma 3.1 and Corollary 3.2 in the Appendix.
Equations (9) define a family of C 2 Jordan curves {γ ξ } ξ∈∂Δ in C which depend in the C 1 sense on ξ ∈ ∂Δ. All these curves put together,
form a C 1 maximal real torus in ∂Δ × C. By a result ofČirka, Coupet and Sukhov [10, Cor.1.5] we get that every A(Δ) solution of the Riemann-Hilbert problem, and even every bounded holomorphic disc in C 2 whose cluster set for each ξ ∈ ∂Δ lies in T , is in A α (Δ) for every 0 < α < 1. So the operator H maps A 1 (Δ) into A α (Δ) for any 0 < α < 1.
Let R > 0 and let P = ∂Δ × Δ(0, R). Then there exist positive constants 0 < m < M < ∞ such that m ≤ Φ(ξ, w) ≤ M for every pair (ξ, w) ∈ P . By Lemma 3.1 in the Appendix (see also [16] ) we have that there exists a constant C > 0 such that for every f ∈ A 1 (Δ) with f 1 ≤ R we have
where K( Φ C 1 (P ) ) is a constant which depends on the sup norms of the first derivatives of the function Φ on P . Hence H maps bounded subsets of A 1 (Δ) into bounded subsets of A α (Δ). Let ψ : C → R be a C 1 defining function for the curve t → w 1 (t). The implicit function theorem for Banach spaces applied to the continuously differentiable mapping [18, 20] G :
at a point (H(f ), f) implies the continuity of H as a map from A 1 (Δ) into A α (Δ) for any 0 < α < 1. Namely, the partial derivative of
Recall [16, 25, 26] that since H(f ) is a solution of the Riemann-Hilbert problem (9) with no zeros, the winding number of the C α function on ∂Δ,
is 0, and hence it can be written in the form a = re p , where r ∈ C α (∂Δ) is a positive real function and p ∈ A α (∂Δ). Also, we know that the gradients 2(∂ w ρ)(1, H(f )(1)) and 2(∂ w ψ)(H(f )(1)) are perpendicular.
Let (u, t) ∈ C α (∂Δ) × R. Then the only solution of the equation
where the real constant C is determined from the equation
Here, V ( (1) is real because the gradients 2(
is an isomorphism as a map from A α (∂Δ) into C α (∂Δ)× R, and for each f close to f there exists exactly one solution H( f ) of (9) satisfying the condition H( f )(1) = w 1 (Φ (1, f (1)) ). Now we define the operator
which maps A 1 (Δ) continuously into A 1,α (Δ) and which takes bounded subsets of A 1 (Δ) into bounded subsets of A 1,α (Δ). Since the space A 1,α (Δ) compactly embeds into A 1 (Δ), we get that F is a compact nonlinear operator from A 1 (Δ) into itself.
Finally we show that the image of F :
Since Φ is a bounded function, every solution of the Riemann-Hilbert problem (9) is by the maximum principle uniformly bounded by a constant depending only on ρ and Φ. Therefore F (f ) and F (f ) = H(f ) are bounded by a uniform constant depending only on ρ and Φ, and hence F takes the whole space A 1 (Δ) into a finite ball. By the Schauder's fixed point theorem F has a fixed point f . Therefore f = H(f ) on Δ and hence
Remark 2.4. The proof can be adapted to the case of finding solutions of (5) with prescribed finitely many critical points on Δ. Namely, each time we choose a solution of a Riemann-Hilbert problem we can choose a solution H(f ) with prescribed zeros [16, 25] .
Remark 2.5. If all fibers γ ξ , ξ ∈ ∂Δ, are convex curves, one knows that the set of points h(0) where h runs over all solutions with no zeros of the Riemann-Hilbert problem is again a convex curve, [1, 16] . Hence in the case of circles (Theorem 1.1, Theorem 1.3) we were able to choose uniquely a solution H(f ) for which H(f )(0) is positive. But in the case of nonconvex curves γ ξ there is no natural way to define the value of H(f ) at the point 0. Thus we decided to choose a solution of the Riemann-Hilbert problem with the prescribed value at ξ = 1.
Remark 2.6. One can also ask for the existence of solutions of boundary differential relations on an annulus or even on an arbitrary smoothly bounded planar domain.
Trying to adapt our proofs to these cases one encounters at least two technical problems. The first is that although the Riemann-Hilbert problems over multiply connected domains are solvable [5, 7, 8, 13, 14, 15, 23] , their solutions cannot, in general, be chosen in a continuous way. The second problem seems to be the fact that a holomorphic function on a multiply connected domain does not, in general, have a primitive function. Nevertheless, the question of existence of solutions of boundary differential relations on multiply connected planar domains seems quite intriguing.
Appendix
To make the paper more self-contained and to extend the discussion on the Riemann-Hilbert problem, we present some a priori estimates needed to prove the existence result for the solutions of the Riemann-Hilbert problem. We very closely follow the proof of Forstnerič in [16, Theorem 5] and only make necessary changes and observations. Proof. Let us first assume that c ∈ C 2 (∂Δ). For the proof we identify ρ(e iθ , w) with ρ(θ, w), h(e iθ ) with h(θ) and c(e iθ ) with c(θ). We denote by ν(θ, w) = 2∂ w ρ(θ, w) the w-gradient of ρ(θ, w) which is nonvanishing on C \ {0}.
By a result ofČirka [9] we have h ∈ A 1,α (Δ) and we may differentiate the equation
Since h has no zeros on Δ, there exists g ∈ A 1 (Δ) such that h = e g . We introduce the function η(θ, w) = wν(θ, w) on ∂Δ × C. Hence
Observe that ∂g ∂θ extends as a holomorphic function to Δ with a zero at the point 0.
By assumption all Jordan curves γ ξ = {w ∈ C; ρ(ξ, w) = c(ξ)} contain the point 0 in their interior, and hence the mapping
is null homotopic in C \ {0}. Therefore we can write it as
where a and b are C 1 functions on ∂Δ × (C \ {0}). Let b be the harmonic conjugate of b(θ, h(θ)). From (10) we get
From now on, C will denote a universal constant depending on ρ, α and the bounds m < M, and it can change from line to line. Therefore we have [16] .
Let p ∈ (2, ∞). Using the fact that the Hilbert transform is a bounded operator on the L p space we get from (11) and (12) that
Observe that
and so ∂h ∂θ
We know that L (1))).
Proof. Let f ∈ A 1 (Δ) and let c(ξ) = Φ(ξ, f (ξ)). Let 0 < α < α < 1. The argument above shows that there exists a finite positive constant C such that the estimate (16) h α ≤ C( ∂ c ∂θ ∞ + 1) and the estimate (14) hold for all nearby smooth functions c and solutions h with no zeros of the corresponding Riemann-Hilbert problems such that h(1) = w 1 ( c (1)). Hence all these solutions have a uniformly bounded A α (Δ) norm, and they form a relatively compact subset of A α (Δ). Therefore there exists a subsequence which converges in A α (Δ) to a solution with no zeros of the Riemann-Hilbert problem ρ(ξ, h(ξ)) = c(ξ) such that H(f )(1) = w 1 (Φ (1, f(1))) . By the implicit function theorem and by the uniqueness in the C 2 case [16] we get that this solution is unique.
