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Abstract
This report summarizes the work I did within the Odysse´e research group, in INRIA
Sophia-Antipolis, under the supervision of Rachid Deriche. We have been working on prob-
lems related to noise in medical images, more specifically in diffusion weighted MRI, originat-
ing from physical process we are able to model. In the light of these models, the purpose of
our work was to evaluate existing reconstruction methods, and to propose some refinement.
I want to greatly thank Rachid firstly for the topic he proposed, which I realized is widely
of interest, for the discussions we had during my internship and finally for his contribution
to making my everyday life at INRIA pleasant.
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Introduction
Diffusion Magnetic Resonance Imaging (MRI) has recently appeared as a new imaging tech-
nique, providing a unique tool to investigate in vivo the fine tissue structure, especially within
white matter in either the brain or the spinal chord. Specifically, it consists in measuring the
decay in MR signal produced by the diffusion of water molecules when magnetic field gradients
(called diffusion gradients) are applied during the imaging sequence. Given that the movement
of water molecules is constrained by the underlying white matter fibers, one expects to retrieve
information about the microscopic tissue structure from diffusion measurements.
Diffusion imaging raises new issues for MR signal processing. Indeed, the diffusion weighted
images are acquired in such a way that the signal to noise ratio decreases dramatically. As
reviewed before by Sijbers et al. [1], MR images with a very poor SNR are to be processed
carefully. Moreover, recent studies by Basu et al. [2] and Fillard et al. [3] show that the noise
characteristics of MR signal may introduce a bias in water diffusion parameters estimation if
an inadequate method is used for estimation.
The aim of this work was to perfom an in depth, quantitative study of both the SNR
and the estimation method on the accuracy of the reconstruction. As an introduction to the
reconstruction techniques presented in our report, we briefly present in the first chapter the core
concepts of diffusion MRI, focusing on the noise properties. Then the second chapter deals with
reconstruction techniques, while the last chapter shows the results of our estimation methods
on synthetic dataset.
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Chapter 1
Physics of diffusion MRI
Magnetic resonance imaging allows to indirectly measure the density of protons contained in
water molecules, so that various tissues contrast with each other in the images. We first recall
in this chapter the basics of nuclear magnetic resonnance, and show how it can be sensitized to
proton diffusion; then we discuss the particularities of this kind of imaging, and show the signal
processing issues it involves.
1.1 Nuclear magnetic resonance
The core property of nuclei such as hydrogen is their intrinsic magnetic moment, so that when
plunged in a strong magnetic fieldB0 they tend to align with it. Thus within a sample containing
water for instance, a magnetic moment M0 appears at the macroscopic scale.
Moreover the microscopic moment of each proton precesses with a given frequency (the so-
called Larmor frequency) around this field, and under the effect of an electromagnetic wave tuned
at the Larmor frequency ω0 = γ‖B0‖, they precess in phase: a resonance phenomenon appears,
as depicted in figure 1.1. Depending on the shape and the length of the B1-pulse, it is possible
either to cancel (90◦-pulse) or to negate (180◦-pulse) the z-component of the magnetic moment.
The measurement of electromagnetic field induced by relaxation after applying the rotating
magnetic field B1 (called the Free Induction Decay) is the core idea of magnetic resonance
imaging.
X
Y
Z
M0
B0
(a) Equilibrium
X
Y
Z
M(t)
B0
B1(t)
(b) Pertubation by rotating field B1
Figure 1.1: Macroscopic response to the perturbation by B1
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The magnitude of the FID is directly related to the mean density of protons within the
sample. Yet this principle only deals with the analysis of homogeneous samples; magnetic
resonance imaging adds a means to match measured signal and spatial localisation. Indeed
with an adequate acquisition sequence involving gradients of the magnetic field, it is possible to
spatially modify the resonant frequency, as it is directly related to B0. Hence it is possible to
determine the spatial contributions to the FID, via a Fourier transform. As the details of slice
and line selection are beyond the scope of our work, we will not discuss them further. Instead,
we propose to present the particularities of diffusion acquisition sequences.
1.2 Diffusion weighted images
As first reported in 1965 by Stejskal and Tanner [4], and experimented by Le Bihan et al. [5] in
diffusion imaging, it is possible to apply gradients during the acquisition sequence to measure
coherent motion of water molecules within a voxel. An example of acquisition sequence is shown
in figure 1.2. Actually, before and after the 180◦-pulse, a gradient of B0 is applied as a pulse of
duration δ.
90˚ pulse 180˚ pulse
RF pulses
Diffusion gradients
Signal readout
δ
∆
Figure 1.2: Acquisition sequence of Stejskal and Tanner
Modifying the value of the B0 field modifies the precessing frequency of spins, so that after
the first gradient pulse is applied, the phase of spins is modified, and the phase shift depends
on the position. As the 180◦-pulse negates the phase, applying the same gradient pulse after it
should cancel the phase shift previously introduced. However if particles have moved between
the two gradient pulses, the phase shift do not compensate, and as a consequence the FID
measured is attenuated in comparison to the FID without any diffusion gradient. The expected
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signal Si is given by the equation of Stejskal and Tanner:
Si = S0e
−bD(gk)
with the ponderation b-value b = γ2δ2(∆ − δ3)G2k, where S0 is the signal without diffusion
gradient, γ is the gyromagnetic ratio, ∆ and δ are represented in the acquisition sequence in
figure 1.2, Gk is the strength of the magnetic field gradient and D(gk) characterizes the diffusion
in the direction of the applied gradient. Repeating the process for various directions gk offers
a means to sample the properties of anisotropic diffusion.
In order to get a good angular resolution, it may be necessary to acquire a very large
number of images; doing so is clinically unfeasible unless the acquisition time is reduced, which
inevitably implies a reduction of the SNR. Moreover, the free induction decay measured in
presence of a diffusion gradient may be strongly attenuated with respect to the signal without
gradient (referred to as the B0 image), as witnessed by the shots of real data in figure 1.3.
These two last arguments explain why diffusion weighted images (DWIs) are particularly noisy.
(a) B0-image (b) Diffusion weighted image
Figure 1.3: Comparison of MR image with and without diffusion gradient, b-value is 1000.
Before introducing the reconstruction models and algorithms in the next section, we now
review a few properties of noise in magnitude images, which demonstrate that a particular focus
is required for estimation.
1.3 Noise in magnitude MRI
As a pseudo-periodic signal, the FID can be represented by a complex number; actually it is
measured through an induced electric current in two coils by the scanner. Sijbers reminds [1]
that given the origins of noise, we can consider that the complex acquired data is corrupted
by Rician noise. As the Fourier transform (which relates signal in the k-space to the signal in
our 3D world) is a linear transform, then the signal after Fourier transform remains Gaussian
distributed.
Although most scanners can measure the complex signal, it is common practice to work
only with magnitude. However the operation of extracting magnitude from complex signal is
non-linear. Indeed, M =
√
R2 + I2, where R and I represent the real and complex components
of the complex signal, respectively.
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1.3.1 Probability density function of the magnitude data
Sijbers et al. derive the PDF of the magnitude data, simply rewriting the complex Gaussian
PDF with polar coordinates (M,φ), and integrating over the phase domain. The parameters of
the Rician distribution are A, which is the value of interest, and σ which is the noise parameter;
the PDF writes as:
p(M |A, σ) = M
σ2
exp
(
−A
2 +M2
2σ2
)
I0
(
AM
σ2
)
where I0 is the modified Bessel function of the first kind, defined as:
I0(z) =
∫ 2pi
0
ez cos(φ)dφ
1.3.2 Rician noise and high SNR
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Figure 1.4: Rice PDF for various SNR values.
The figure 1.4 suggests that the Rician PDF differs from the Gaussian one for low SNR
values, but seems to approximate the gaussian one when the SNR increases. Actually the
first order approximation of M =
√
(AR + ηR)2 + (AI + ηI)2 in (ηR/M, ηI/M) gives (we write
A =
√
A2R +A
2
I):
M = A+
AR
A
ηR +
AI
A
ηI + o(
ηR
M
,
ηI
M
)
= A+ η with η =
AR
A
ηR +
AI
A
ηI
and as ηR and ηI are independant, and follow a normal distribution, then η ∼ N (0, σ2).
To have a more quantitative idea of the link between Gaussian and Rician distributions, a
natural way is to use the Kullback-Leibler distance, defined as:
DKL(p, q) =
∫ +∞
−∞
(
p(x) log
p(x)
q(x)
+ q(x) log
q(x)
p(x)
)
dx
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Figure 1.5: Kullbach-Leibler distance between Rician and Gaussian PDFs.
We plotted this distance against SNR in figure 1.5. The distance dramatically decreases when
the SNR increases, thus for sufficiently high SNR, we can expect reconstruction techniques based
on the classical assumption of Gaussian noise to give very similar results to techniques taking
into account the true nature of the noise. The next two chapters present some comparative
results of the estimation techniques, in order to validate this assertion, and to get an idea of
what ”sufficiently high” SNR means.
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Chapter 2
Reconstruction techniques
In this second chapter, we first present the model of diffusion tensor, historically the first
complex model introduced by Basser et al. [6] to describe information measured in diffusion
MRI. As reviewed in the previous section, we have a good knowledge of the statistics of noise
in the DWIs. Given that, we consider the maximum likelihood estimation technique, which
explicitly accounts for the Rician nature of noise, and compare it to classical linear estimation
techniques.
2.1 The model of Gaussian diffusion
The diffusion can be described by the probability p for a molecule to undergo a translation x
over the time τ . It is known that for unconstrained diffusion, a Gaussian PDF is a good model
to describe the diffusion. The diffusion tensor D is yet defined as the covariance matrix of the
corresponding random variable, and assuming a Gaussian diffusion, the tensor is sufficient to
describe water diffusion, as the probability density function is given by:
p(x|τ,D) = 1√
(4piτ)3 det(D)
exp
(
−x
TD−1x
4τ
)
We remind that clinically and in research area, the main interest of diffusion MRI is to
study the fine structure of the brain white matter. This part of the brain is a collection of
fiber bundles, and one expects to recover the orientation of underlying fibers from diffusion
measurements. In particular, in case of very anisotropic diffusion, it is very likely that the
principal eigenvector of the diffusion tensor gives the direction of an underlying fiber tract.
Also, some scalars calculated from the tensor carry information about the diffusion (and so
far remain one of the only application clinically in use). These are principally the fractionnal
anisotropy (FA) and the trace. The FA dicriminates between cigar-shaped (FA'1) and sphere-
shaped tensors (FA1), and thus is high in very structured regions. The trace is an index of
the mean diffusivity, and is high in water-filled regions (such as ventricules in the brain). Even
these scalar indices produce images where contrast non visible in structural MRI appears.
Although it is known that the tensor model is unable to describe complex tissue structure,
such as fibre crossing, overlapping or kissing, we kept working with this model. Indeed we
present estimation techniques with a special focus on noise properties, and wanted to keep a
model simple enough.
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2.2 Linear reconstruction techniques
Assuming the model of Gaussian diffusion, the equation of Stejskal and Tanner can be refor-
mulated as:
Sk = S0e
−bgkTDgk + ηk
where ηk represents the uncertainty on the raw measurements.
2.2.1 Linear Least squares
The equation above can be linarized, we have then:
−1
b
ln
(
Si
S0
)
= gTkDgk + k
where  represents the error on the transformed signal. For convenience, we use the notations
introduced by Hasan et al. [7]: the 6 independant elements of the tensor D (it is a covariance
matrix, so it is symmetric) are placed into a vector d = [Dxx Dyy Dzz Dxy Dxz Dyz]
T , and the
directions gk are reformulated as vectors of 6 components: hk = [g
2
x g
2
y g
2
z 2gxgy 2gxgz 2gygz]
T ,
in turn placed into a matrix H = [hk]k. Finally the vector y of log-measurements is introduced:
y = [−1/b ln(Sk/S0)]k. The reformulation is simply:
y = Hd+ 
Hence given the data records for the N directions gk, k = 1 . . . N , provided that we have
more equations than unknowns: N ≥ 6, we have an overconstrained linear system, which can be
solved using classical Least of Squares (LS) criterion minimization. Note that for the particular
case N = 6, Rathore [8] pointed out that there exists some singular gradient schemes, so that
they are non-collinear, but do not allow to reconstruct the tensor. The practical implementation
is straightforward, as the LS solution dˆLS is given by:
dˆLS = (H
TH)−1HTy
The linear Least Squares method is further referred to as LS.
2.2.2 Weighted least squares
However, this method doesn’t take into account the characteristics of noise. Indeed, as depicted
in figure 2.1, due to the non-linearity of the equation of Stejskal and Tanner, the same un-
certainty on the raw measurements η isn’t propagated linearly on the corresponding estimated
diffusivity: the induced uncertainty  on the diffusivity is higher for low measurements. The
lower the measured signal, the less accurate.
Basser et al. [6] take into account the effects of the log-transformation, weighting the square
errors in the cost function by the inverse of the covariance matrix of the log-measurements.
They carried out an error propagation, as explained in detail by Bevington and Robinso in
[9]. The conclusion is that if the variance of hte measurements is σ2k, then the variance of the
log-measurement yk is σ
2
k/b
2s2k. Basser et al. propose a weighted version of least squares, where
the contribution of the data record are weighted by the inverse of the covariance matrix. As
the measurements are uncorrelated, the covariance matrix Σ is diagonal and the estimate of
the parameters of the tensor dˆWLS is now defined as:
dˆWLS = argmin
d
(Hd− y)TΣ−1(Hd− y)
= (HTΣ−1H)−1HTΣ−1y
In the remaining of this paper, WLS will stand for this estimate.
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Figure 2.1: Non linearity of the Stejskal and Tanner equation
2.2.3 Iterated Least Squares
As an alternative to error propagation, we calculate the first order
Sk = S0e
−bhkTd + ηk
which yields, taking the logarithm:
−1
b
ln
(
Sk
S0
)
' hkT d+ η
bS0e−bhk
Td
Then when this first order approximation holds, we can consider the noise k on the log-
measurements to be additive, and even Gaussian. However the variance is modified:
if ηk ∼ N (0, σ2k), then  ∼ N (0,
σ2k
(bS0e−bhk
Td)2
(2.1)
As a refinement to WLS, we also introduce a weighted version of LS, but where the weights
are calculated as the inverse of the expected variance of the log-measurements. Relying on the
derivation in the previous paragraph, equation 2.1 suggests that the weights depend themselves
on the tensor to be estimated. So we propose an iterative version of least squares estimation,
which we call ILS, where the weights are calculated using the previous estimate of d.
Actually, the weights at step i+ 1 are given by
1
σ2(k)(i+1)
=
(bS0e
−bhkT dˆ(i))2
σ2k
where dˆ(i) is the tensor estimate at step i. The reweighting algorithm is presented in figure 2.2.
We start with the WLS estimate as an initial guess: dˆ(0) = dˆLS . With this approach, the
weighting function is driven by the current estimate of the model, and then benefits from
information given by all the measurements. As a consequence, we can expect the ILS to be
more robust to noise than WLS, which is confirmed by the results shown in the next chapter.
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Figure 2.2: Reweighting algorithm
2.3 Non-linear tensor estimation
Although above mentioned methods are very computationally attractive, they assume moderate
noise level, and are inadequate for very low SNR. In such situations, we should explicitly take
into account more precisely the Rician nature of noise.
2.3.1 Non-linear least squares
We saw in the first section that the measured signal could be modelled by a complex signal,
corrupted by Gaussian noise. Moreover, Wang et al. [10] show that complex DWI also obey the
Stejskal and Tanner equation. They estimate D as the minimizer of an energy function with a
regularization and an attachment term. The latter is a least of squares on the measured signal,
which is actually the maximum likelihood estimate under the assumption of Gaussian additive
noise:
Dˆ = LˆLˆT where Lˆ = argmin
L
N∑
k=1
(Rk −R0e−bgTk LLT gk)2 + (Ik − I0e−bgTk LLT gk)2
Note that they also propose a particular parameterisation ofD using the Cholesky decompo-
sition, in order to ensure the positive-definiteness of the estimate. This approach is statistically
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somehow optimal, as the estimated tensor is a model predicting (through Stejstal and Tanner
equation) DWIs which are the minimum variance unbiased estimator (classical result for Gaus-
sian distributed data). However, commonly one just can access the magnitude of the MR signal,
hence the Rician PDF is to be considered.
2.3.2 Maximum likelihood estimation
In the section 1.3.1, we reminded the PDF of magnitude data:
p(Sk|Ak, σ) = Sk
σ2
e−
S2
k
+A2
k
2σ2 I0
(
AkSk
σ2
)
where Sk is the measured signal, and Ak = S0e
−bhkTd is the expected signal magnitude. As this
PDF involves complicated mathematical functions, it is not straightforward to find a minimal
sufficient statistic. Following the method to find an adequate estimator described by Kay et al.
[11], the natural way is to use the maximum likelihood estimator (MLE).
Principle of the MLE
The principle is easy and intuitive: given a data record, the PDF is seen as a function of
the parameters, and is called the likelihood function. The MLE is the value of parameters
maximizing this function, say it is the value of parameters that are the most likely, given the
model and the data record.
At this point we can consider two different methods: we can either parameterize the like-
lihood function by the non-noisy value of the raw measurements Ak, or directly replace Ak by
S0e
−bhkTd, and then the parameters are the coefficients of the diffusion tensor. Among the two
methods, the former was proposed by Basu et al., while the latter was experienced by Fillard
et al.. We quickly review the two methods.
Denoising DWIs with a maximum-likelihood approach
In order to process images the less noisy as possible, it is common that various scans of the
volume to be imaged are done, and then the mean value of these scans is returned by the scanner
as the denoised image. For Gaussian distributed data, this technique is known to reduce the
standard deviation by a factor of
√
M , where M is the number of repeated scans. The choice to
use the mean value is driven by statistical optimality arguments, as the mean value of a vector
of independant and identically-distributed random variables is the minimum variance unbiased
estimator of the parameter of the Gaussian distribution.
The same processing can be done for images corrupted by Rician noise, in [2] the vector A
of N DWIs used for tensor reconstruction is itself reconstructed from the noisy measurements
Sk,l as the minimizer of the energy:
U(A) =
∫
Ω
N∑
k=1
M∑
l=1
A2k
2σ2
− log I0
(
Sk,lAk
σ2
)
+ λc(||∇A||2) dx dy
If we consider that the various measurements are independant, then the join PDF is simply
the product of each PDF. Forgetting about the regularization term, we have the MLE of A,
from which the tensor can be estimated using a linear regression.
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Direct estimation of the tensor
An alternative method is to rewrite the likelihood function, so that it depends on D. Fillard et
al. in [3] implemented this technique, together with a regularization term. In order to impose
the positive-definite constraint, they use a log-euclidian metric, which consists in estimating the
log of the diffusion tensor. Writing D = exp(L), the energy they minimize is:
U(L) =
N∑
k=1
S˜k(L)
2
2σ2
− log I0
(
S˜k(L)Sk
σ2
)
ou` S˜k(L) = S0e
−bgTk exp(L)gk
As an extension of the work of Lenglet et al. [12], we propose to minimize this function with
a Riemannian gradient descent, also in order to ensure the positiveness of the estimated tensor.
We hereafter derive the expression of the Riemannian gradient, and remind the numerical scheme
used for minimization.
A Riemannian approach
In the expression of the log-likelihood appear terms not depending on the parameters to be
estimated, so after simplificating, the energy function related to the likelihood is UML(D) =∑N
k=1 fk(D), where:
fk(D) =
S20
2σ2
e−2bg
T
kDgk + log I0
(
SkS0
σ2
e−bg
T
kDgk
)
We need to find the expression of ∇Dfk, namely the Riemannian gradient of fk. If we
consider a geodesic curve S(t) = D1/2 exp(tA)D1/2 starting from D, with the tangent direction
∆ = S˙(0) = D1/2AD1/2, then the gradient of fk at D should verify :
d
dt
fk (S(t))
∣∣∣∣
t=0
= 〈∆,∇Dfk〉D (2.2)
where the inner product on the tangent space at D is defined by 〈A,B〉D = Tr(D−1AD−1B)
So we first calculate the derivative of fk(S(t)), with respect to t:
d
dt
fk (S(t)) =
(
SkS0b
σ2
e−bTr(S(t)Gi)
I ′0
I0
(
SkS0
σ2
e−bTr(S(t)Gk)
)
− S
2
0b
σ2
e−2bTr(S(t)Gk)
)
Tr(S˙(t)Gk)
(2.3)
Writing Gk = gkg
T
k and taking the value for t = 0, we have :
d
dt
fk (S(t))
∣∣∣∣
t=0
=
(
SkS0b
σ2
e−bTr(DGi)
I ′0
I0
(
SkS0
σ2
e−bTr(DGk)
)
− S
2
0b
σ2
e−2bTr(DGk)
)
Tr(∆Gk)
(2.4)
Finally, the Riemannian gradient is :
∇Dfi =
(
SkS0b
σ2
e−bTr(DGi)
I ′0
I0
(
SkS0
σ2
e−bTr(DGk)
)
− S
2
0b
σ2
e−2bTr(DGk)
)
DGkD (2.5)
Lenglet et al.propose a step-forward operator to minimize a function, while staying within
the set of positive symmetric matrices. So we take as an initial guess the result of the LS
estimation (which we may possibly reproject into the set of positive matrices), and then we
apply the scheme:
Dl+1 = D
1/2
l exp(−dtD−1/2l ∇UMLD−1/2l )D1/2l
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Connexion to the linear approaches
As we showed that for sufficiently high SNR, Gaussian and Rician noise were similar, it may
be interesting to verify that the techniques in use for Rician noise become similar to linear
techniques at high SNR.
If we write the likelihood function, replacing the bessel function I0
(
AkSk
σ2
)
by its asymptotic
equivalent (for AkSk
σ2
 1) exp(AkSk
σ2
)/
√
2piAkSk
σ2
, we have:
p(Sk|Ak, σ) = Sk
σ2
exp(−S
2
k +A
2
k
2σ2
)
exp(AkSk
σ2
)√
2piAkSk
σ2
and after simplifying, we find again the Gaussian pdf:
p(Sk|Ak, σ) = 1√
2piσ
exp(−(Sk −Ak)
2
σ2
)
Maximizing the likelihood is then the same for Rician and for Gaussian distributed data. The
plots in figure 2.3 correspond to the energy to be minimized, when estimating the A parameter
of the Rician distribution, from a series of 10 measurements randomly generated following the
Rice distribution. When the SNR equals 10, the energy corresponding to LS estimation is just
a scaled version of the maximum likelihood-related energy, and hence the estimates are equal.
The techniques presented in this chapter (namely LS, WLS, ILS and MLE) were imple-
mented. The next section first presents the way our synthetic data were generated, and then
presents some results on it.
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Figure 2.3: Energy function corresponding to LS and maximum-likelihood.
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Chapter 3
Comparison and statistics on
reconstruction techniques
The aim of this section is to compare the classical estimation techniques (classified into two
categories, linear and non linear estimation), and to evaluate the contribution of non-linear
methods. As the accuracy of each technique is strongly linked with the level of noise, the
objective was also to carry out a quantitative study on SNR.
3.1 Methods
We would like to get statistics on the estimated tensor, for the various techniques previously
described. Here is the way we generated our raw data: we started with a synthetic tensor field,
uniform, which is considered as a the ground truth. Practically it is a set of 8000 tensors (a
volume of 20 × 20 × 20). Given a set of 81 directions (generated with the tesselation method
of the sphere, as used by Tuch in [13]), we generated the corresponding DWIs, following the
Stejskal and Tanner equation, with a b-value equal to 3000. Then some Rician noise was added
on the DWIs, as the magnitude of complex data corrupted by Gaussian additive noise.
The test were driven on two different kind of tensors, with eigenvalues similar to what
can be measured in real tissues; the eigenvalues of the anisotropic tensor were (in mm2/s)
(1.3 10−3, 2.3 10−4, 2.3 10−4), and for the isotropic tensor (2.0 10−3, 2.0 10−3, 2.0 10−3). The
values of SNR range from 2.0 to 10.0; such values may look unlikely low, however in condition
of very high b-value, it is common to record such noisy data. The SNR is defined as the ratio
between the mean signal on the whole set of DWIs:
SNR =
1
N |Ω|
∑
k∈{1...N},s∈Ω Sk(s)
σ
and we assume the σ parameter to be uniform on the volume.
The evaluation of performance was done through statistics on the scalar indices extracted
from the tensor: FA and trace, as well as on the principal direction of the estimated tensor (the
latter was only calculated for the anisotropic tensor, as the isotropic tensor has no preferred
direction). The plots correspond to the mean and standard deviation of error with respect
to the ground truth. Negative values suggest that the corresponding value (FA or trace) is
underestimated, while positive values correspond to a positive bias.
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Figure 3.1: Error statistics: isotropic tensor, comparison of LS, WLS and ILS
3.2 LS and Weighted LS
In this section we show the results of linear estimation techniques: we compare linear LS (pre-
sented in section 2.2.1), WLS (section 2.2.2), and ILS (section 2.2.3). The results on isotropic
tensor in figure 3.1 show that ILS performs as well as LS, which is intuitive: for isotropic tensor,
the contribution of each measurement is expected to be similar, so our weighting is approxi-
mately equal for all measurements. Conversely, as WLS method uses directly the measured
signal for the ponderation, it is more sensitive to noise, and then show results even poorer than
without weighting for this particular case.
For an anisotropic tensor (see figure 3.2 for results), WLS performs better than classical
LS, as it tends to reduce the influence of low (and hence noisy and biased) measurements. Our
technique offers better results, as it uses a loop from the estimated tensor to robustly calculate
the approriate weights.
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3.3 Maximum-likelihood estimation
The MLE was implemented, with the Riemannian gradient approach for energy minimization.
As well as for the linear techniques, we plot the error in FA and Trace, and compare to the ILS
algorithm (which performs the best among linear techniques on these error metrics). The plots
are presented in figure 3.3. Note that we didn’t include the MLE error plot on the previous
figures, as we wanted to keep them as clear as possible, and also the interesting range of SNR
is different.
The quantitative results confirm the qualitative observations we did previously. Both the
FA and the Trace are underestimated by linear techniques (even our weighted LS criterion
doesn’t compensate the bias), although the MLE can retrieve them accurately. This study also
demonstrates how linear and non linear techniques become equivalent for a sufficiently high
SNR.
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Chapter 4
Conclusion and discussion
We have tested various estimation methods for diffusion tensor reconstruction, classified into
two classes: either linear or non-linear. We showed that non-linear techniques like the MLE can
significantly improve the results, with the drawback of a very high computational cost. So far,
and overall for the scope of clinical applications, the processing time tends to be the decisive
factor for choosing a method instead of an other.
Hence the result on WLS and ILS are of particular interest, as the computational cost
remains very close to classical LS. Moreover, this technique can easily be adapted to recon-
struction of high angular model reconstruction, such as an Orientation Distribution Function
(ODF) reconstruction. For these models, there are too many parameters (15 when a spherical
harmonics basis of order 4 is used) to consider minimizing a non-linear function in a reasonable
time. So far, the reconstruction method of the ODF proposed by Descoteaux et al. [14] is
a linear fit on the measurements, with no weighting at all. We may benefit from the results
we have on tensor estimation to propose a weighted version of ODF reconstruction from raw
measurements. If the extrapolation is accurate, as the reconstructed tensor are sharper we can
think of this method for reconstructing sharper ODFs too.
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Introduction
La de´couverte du phe´nome`ne de re´sonnance magne´tique nucle´aire a permis de de´velopper
un outil re´volutionnaire dans le domaine de l’imagerie me´dicale. L’Imagerie par Re´sonnance
Magne´tique (IRM) en me´decine a significativement contribue´ a` ame´liorer la compre´hension du
corps, et constitue par ailleurs un outil unique pour le diagnostic de certaines pathologies. Le
de´veloppement conjoint des technologies informatiques et de mode`les mathe´matiques adapte´s
a permis de mettre en oeuvre des algorithmes de traitement du signal ad hoc pour exploiter au
mieux les donne´es mesure´es.
Au milieu des anne´es 1980, Le Bihan et al. ont montre´ qu’il e´tait possible de rendre l’IRM
sensible au mouvement des protons contenus dans les mole´cules d’eau, et ainsi de remonter
a` la structure sous-jacente des tissus. Quelques anne´es plus tard, Basser et al. proposent un
formalisme tensoriel qui permet de de´crire l’anisotropie de la diffusion des mole´cules d’eau.
Depuis, plusieurs travaux ont e´te´ mene´s sur l’estimation, la re´gularisation et l’utilisation du
champ de tenseurs de diffusion ; et plus re´cemment, les chercheurs ont remis en cause le mode`le
tensoriel pour proposer des mode`les a` haute re´solution angulaire, d’un inte´reˆt particulier pour
l’observation des fibres de la matie`re blanche.
Notre e´tude bibliographique s’est concentre´e sur ces derniers travaux, ainsi que sur la ca-
racte´risation du bruit en IRM. Nous pre´sentons dans un premier temps un panorama des mode`les
de diffusion mole´culaire et leur utilisation en imagerie me´dicale. Dans la seconde partie, quelques
rappels sur la physique de l’IRM sont pre´sente´s, afin d’introduire le principe de l’IRM de dif-
fusion et de de´crire les sources de bruit dans le signal mesure´. La troisie`me et dernie`re partie
est consacre´e aux algorithmes d’estimation et de re´gularisation des parame`tres des diffe´rents
mode`les utilise´s.
1
1 Un mode`le pour capturer la diffusion mole´culaire
La diffusion caracte´rise le mouvement spontane´ des mole´cules d’eau sous l’effet de l’agita-
tion thermique. Ce mouvement est contraint par la structure du milieu sous-jacent ; de`s lors,
en mesurant la diffusion a` l’e´chelle macroscopique (la taille du voxel en imagerie me´dicale est
typiquement de 1mm × 1mm × 2mm), on peut remonter a` des informations sur la structure
fine des tissus. Ceci constitue l’enjeu majeur de l’e´tude du phe´nome`ne de diffusion en ima-
gerie me´dicale, et ce particulie`rement pour l’observation de la matie`re blanche du cerveau,
constitue´e d’un re´seau de fibres neuronales assurant la connectivite´ ce´re´brale. La diffusion est
un phe´nome`ne complexe, plusieurs mode`les pour le de´crire ont e´te´ propose´s, nous les pre´sentons
dans l’ordre chronologique des publications qui les de´crivent.
1.1 Le tenseur de diffusion
L’imagerie tensorielle de diffusion [1] propose d’estimer un tenseur en chaque voxel. La
diffusion en un voxel est caracte´rise´e par la densite´ de probabilite´ p du vecteur x, de´placement
d’une mole´cule pendant une certaine dure´e t. Le tenseur de diffusion D est en fait la matrice de
covariance de cette variable ale´atoire x, et en admettant que x suit une loi gaussienne, on peut
de´crire la diffusion par ce seul tenseur. Le signal est sensible a` la diffusion dans une direction gk
en appliquant un gradient de diffusion (voir partie 2 pour plus de de´tails) dans cette direction.
L’atte´nuation observe´e par rapport au signal mesure´ sans gradient de diffusion suit l’e´quation
de Stejskal-Tanner :
S(k) = S(0) exp(−bgTkDgk) (1)
ou` S(0) est le signal sans gradient de diffusion, et D est le tenseur de diffusion.
Le tenseur peut eˆtre repre´sente´ par un ellipso¨ıde, et des composantes spectrales (vecteurs
propres et valeurs propres λi) on peut extraire des informations synthe´tiques sur la diffusion.
En particulier, la trace du tenseur Tr(D) correspond au de´placement quadratique moyen des
mole´cules d’eau ; alors que l’anisotropie fractionnelle ν :
ν ∝
3∑
i=1
(λi − λi)2
3∑
i=1
λ2i
quantifie la « structuration » du milieu. En imagerie ce´re´brale, les plus fortes anisotropies sont
releve´es dans la matie`re blanche, la` ou` les fibres nerveuses sont regroupe´es en faisceaux et ou`
les mole´cules d’eau ont un mouvement cohe´rent. Dans ces zones fortement anisotropiques, la
diffusion est privile´gie´e le long des fibres et le vecteur propre associe´ a` la valeur propre principale
du tenseur D donne la direction du faisceau de fibres sous-jacent. Sur ces observations, des
algorithmes de tractographie des faisceau de fibres de la matie`re blanche ont e´te´ de´veloppe´s,
afin de reconstruire la connectivite´ ce´re´brale.
Ainsi le mode`le tensoriel permet une repre´sentation compacte du phe´nome`ne de diffusion
mole´culaire, et sa grande popularite´ du point de vue clinique re´side dans l’inte´reˆt des cliniciens
pour les cartes d’anisotropie et de diffusion moyenne. En revanche, l’utilisation du mode`le
tensoriel en tractographie soule`ve des doutes ; un effet de volume partiel est observe´ lors du
croisement de faisceaux de fibres au sein d’un meˆme voxel, et le vecteur propre associe´ a` la
valeur propre principale ne caracte´rise plus fiablement la direction des fibres.
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1.2 Mode`le de diffusion multimodal
La diffusion mole´culaire au sein d’un meˆme voxel s’effectue dans des milieux diffe´rents (typi-
quement en milieux intra-cellulaire et extra-cellulaire), ou aux caracte´ristiques diffe´rentes ; il a
par exemple e´te´ mis en e´vidence par Clark et Le Bihan [2] que la diffusion n’est pas aussi rapide
dans chacun de ces milieu (typiquement plus lente a` l’inte´rieur des cellules qu’a` l’exte´rieur). En
supposant qu’il y ait peu d’e´changes entre ces milieux, on peut alors de´crire la diffusion globale
comme une combinaison de la diffusion dans chacun de ces sous-milieux.
Ce mode`le constitue un raffinement du mode`le tensoriel, mais cependant il est difficile de
mettre en oeuvre un algorithme de reconstruction s’appuyant sur ce mode`le. Des proble`mes
de stabilite´ peuvent apparaˆıtre si l’on cherche a` estimer deux tenseurs pour un site monomo-
dal ; Alexander et al. [3] ont e´tudie´ une solution adaptative, base´e sur un test d’hypothe`se de
pertinence d’un mode`le a` deux milieux contre un mode`le tensoriel classique. Cette technique
permet donc d’e´viter les proble`mes de stabilite´, mais est difficilement ge´ne´ralisable a` plus de
deux tenseurs.
1.3 Estimation du profil du coefficient apparent de diffusion
Pour s’affranchir des limitations du mode`le tensoriel, on ne suppose plus que la diffusion est
gaussienne, on s’inte´resse a` une gamme plus large de pdf pour x. Le profil du coefficient apparent
de diffusion est une fonction sphe´rique ADC, qui caracte´rise la diffusion apparente pour chaque
direction g = g(θ, φ). Le coefficient apparent de diffusion peut eˆtre relie´ directement aux mesures
effectue´es ; le produit tensoriel gTkDgk dans l’e´quation 1 est remplace´ par ADC(gk). Dans la
litte´rature, deux espaces de projection ont e´te´ utilise´s pour de´crire l’ADC, a` savoir les fonctions
harmoniques sphe´riques et les tenseurs d’ordre supe´rieur.
1.3.1 Fonctions harmoniques sphe´riques
Les harmoniques sphe´riques forment une base orthonormale (pour le produit scalaire cano-
nique 〈f1, f2〉 =
∫
S f
∗
1 (g)f2(g)dg) des fonctions complexes sur la sphe`re unite´ S. Ces fonctions,
note´es Y ml , l ∈ N ,m ∈ {−l, . . . , l} sont solutions de l’e´quation ∆bF = −l(l + 1)F , ou` ∆b est
l’ope´rateur de Laplace-Beltrami, et peuvent eˆtre explicite´es :
Y ml (θ, φ) =
√
2l + 1
4pi
(l −m)!
(l +m)!
Pml (cos θ) exp(ımφ)
ou` l repre´sente l’ordre, m repre´sente la phase, et Pml est un polynoˆme de Legendre. Descoteaux
et al. [4] utilisent une version modifie´e de cette base, pour de´crire uniquement des fonctions
sphe´riques re´elles, positives et symme´triques (invariant par passage a` l’antipode), contraintes
impose´es par la physique du phe´nome`ne de diffusion mole´culaire. L’inte´reˆt de cette base de
projection est d’une part, comme montre´ dans la partie sur la re´gularisation, de s’adapter tre`s
bien au calcul d’un crite`re de re´gularite´, dans l’optique de proposer une me´thode de de´bruitage ;
et d’autre part de proposer une mesure d’anisotropie, a` l’instar de ce qui a e´te´ fait pour le mode`le
tensoriel.
1.3.2 Tenseur d’ordre supe´rieur
Cette proposition est une ge´ne´ralisation du mode`le tensoriel classique, et ne pre´suppose plus
une diffusion gaussienne. Le tenseur D d’ordre 2 dans l’e´quation 1 est remplace´ par un tenseur
d’ordre supe´rieur. Ce mode`le est e´quivalent the´oriquement et algorithmiquement au mode`le
sphe´rique harmonique. Descoteaux et al. [4] de´rivent sous forme line´aire une transformation des
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coefficients du mode`le des fonctions harmoniques vers le mode`le des tenseur d’ordre supe´rieur,
ce qui permet de comparer les algorithmes de reconstruction et de re´gularisation propose´s pour
chacun, ainsi que les mesures d’anisotropie.
L’inte´reˆt de telles mode´lisations permet de re´gulariser l’ADC reconstruit, et de caracte´riser
plus finement l’anisotropie. Apre`s re´gularisation, les zones correspondant a` un profil de diffusion
complexe peuvent eˆtre de´tecte´es facilement (elles sont significativement mieux de´crites avec un
mode`le d’ordre supe´rieur). Cependant le coefficient apparent de diffusion reste tre`s lie´ au signal
mesure´ ; il est probable qu’un mode`le plus abstrait, plus intrinse`quement lie´ au phe´nome`ne de
diffusion et a` la pdf soit plus descriptif, et permette une meilleure de´tection des faisceaux de
fibres par exemple.
1.4 Orientation density function
L’odf Ψ (pour orientation density function) est la projection radiale de la pdf : pour tout
vecteur unitaire qˆ, on a
Ψ(qˆ) =
∫ ∞
0
p(αqˆ)dα
Cette transformation de la pdf permet de de´crire la structure angulaire de la diffusion, et en
pratique les maxima de cette fonction Ψ correspondent aux directions privile´gie´es de diffusion (le
long des fibres neuronales), ce qui permet d’accroˆıtre la sensibilite´ pour la de´tection de plusieurs
fibres en un meˆme voxel. Tuch et al. ont par ailleurs montre´ qu’il e´tait possible d’estimer cette
fonction Ψ a` partir d’une se´quence de mesures effectue´es en haute re´solution angulaire (imagerie
q-ball), en utilisant la transforme´e de Funk-Radon de l’ADC ; la transforme´e de Funk-Radon
d’une fonction sphe´rique f en un point qˆ e´tant l’inte´grale de f sur le grand cercle normal a` qˆ.
Plusieurs mode`les se sont donc de´cline´s, pour re´pondre a` un besoin intrinse`que (limitations
du mode`le tensoriel), et pour capturer l’inte´gralite´ de l’information mesure´e. Nous avons pre´sente´
jusqu’ici les mode`les pour de´crire le phe´nome`ne de diffusion ; dans la partie qui suit nous nous
inte´ressons a` la fac¸on dont l’IRM est rendue sensible au phe´nome`ne de diffusion.
2 La physique du signal IRM de diffusion
Dans ce qui suit, nous commenc¸ons par rappeler les principes fondamentaux de l’IRM, puis
expliquons comment le de´placement des mole´cules peut eˆtre mesure´ en IRM.
2.1 Re´sonnance magne´tique nucle´aire
L’IRM est base´e sur le phe´nome`ne de re´sonnance magne´tique nucle´aire : sous l’action d’un
champ magne´tique intense B0, un noyau magne´tique tel que le proton a tendance a` aligner son
moment magne´tique dans la direction du champ, et ainsi un moment magne´tique macroscopique
M0 apparaˆıt. Le moment magne´tique intrinse`que de chaque proton tourne en re´alite´ autour de
B0 a` la fre´quence de Larmor ω0 = γ‖B0‖, qui de´pend du champ exte´rieur et du coefficient
gyromagne´tique γ.
En excitant les spin par un champ magne´tique transverse B1 tournant a` la fre´quence de
Larmor, les spins tournent alors en phase et le moment magne´tique macroscopique re´sultant est
modifie´. Conventionellement, le champ constant B0 est suivant z, ainsi le champ tournant est
dans le plan (x,y) (cf. figure 1). Suivant la dure´e de l’impulsion d’excitation radiofre´quence, on
peut annuler la composante suivant z (impulsion 90˚ ), ou meˆme l’inverser (impulsion 180˚ ). Le
retour a` l’e´quilibre thermique de Boltzmann se fait suivant les e´quations de Bloch (rappele´es
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Fig. 1 – Re´ponse a` l’excitation cause´e par le champ tournant.
dans [5]) :
Mx,y(t) =Mx,y(0) exp
(
− tT2
)
Mz(t) =Mz(0) exp
(
− tT1
)
+M0
(
1− exp
(
− tT1
))
T1 est le temps de relaxation longitudinal, et T2 le temps de relaxation transversal. Cette
variation de moment magne´tique cre´e´e un flux e´lectromagne´tique, que l’on peut mesurer a`
l’aide d’un courant induit dans une antenne (bobine place´e autour de l’e´chantillon) ; le signal
complexe mesure´ s’appelle le free induction decay (FID).
2.2 Se´quences d’acquisition
Le principe de´crit au paragraphe pre´ce´dent s’applique pour l’analyse d’e´chantillons ho-
moge`nes ; l’utilisation du principe de re´sonnance magne´tique en imagerie ne´cessite de pouvoir
identifier les contributions au FID des diffe´rentes zones de l’espace.
2.2.1 Localisation du signal
On utilise le fait que la fre´quence de Larmor de´pend de l’intensite´ du champ ; en faisant varier
spatialement l’intensite´ du champ (introduction d’un gradient de champ magne´tique), on peut
« signer » en fre´quence le signal en fonction de l’endroit d’ou` il provient. Par le meˆme principe,
suivant le moment dans la se´quence ou` le gradient est applique´, on peut e´galement modifier
la phase de pre´cession en fonction de la position (en appliquant un gradient pendant un court
instant). Le choix de la fre´quence d’e´mission du signal permet de se´lectionner au pre´alable une
coupe transversale (sachant qu’un gradient suivant z est applique´), puis le codage en fre´quence
et en phase permet de localiser la provenance du signal au sein de la coupe par une transforme´e
de Fourrier inverse du signal.
2.2.2 Images ponde´re´es en diffusion
Pour mesurer un signal qui tienne compte du de´placement des mole´cules d’eau, on ajoute a`
la se´quence d’e´cho de spin pre´ce´demment de´crite deux impulsions de gradient selon la direction
gk (dit gradient de ponde´ration en diffusion) identiques, juste avant et juste apre`s l’impulsion
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180˚ (impulsion d’inversion de phase). Ces deux impulsions n’ont aucun effet sur les particules
fixes (le de´phasage introduit par la premie`re est compense´ par la seconde). Par contre, le signal
mesure´ est atte´nue´ si les protons se de´placent dans la direction du gradient de diffusion pendant
la dure´e ∆ se´parant les deux impulsions de gradient (cf. figure 2). En re´pe´tant cette se´quence
d’e´cho de spin pour diffe´rentes orientations du gradient de diffusion, on peut mesurer la diffusion
dans diffe´rentes directions.
Fig. 2 – Se´quence d’acquisition de Stejskal-Tanner (extrait de [6]).
2.3 Signal et bruit
Comme introduit plus haut, le signal mesure´ est un courant complexe, cre´e´ par induction
e´lectromagne´tique dans une bobine.
2.3.1 Caracte´risation du bruit en IRM classique
Sijbers de´crit dans sa the`se [5] que, e´tant donne´es les sources du bruit en IRM (pertes resis-
tives dans la chaˆıne d’acquisition et dans l’objet a` imager, e´crantage du champ radiofre´quence
par le corps humain...), il e´tait justifie´ de conside´rer le bruit du signal complexe mesure´ comme
e´tant gaussien additif, de´correlle´ et de moyenne nulle. La transforme´e de Fourrier e´tant une
ope´ration line´aire et orthogonale, le signal complexe reconstruit est encore corrompu par un
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bruit gaussien. Bien que la partie re´elle et la partie imaginaire du signal comportent toute l’in-
formation d’inte´reˆt, la repre´sentation du signal par son amplitude, la phase e´tant tre`s sensible
aux irre´gularite´s du champ. L’amplitude M est obtenue a` partir des composantes re´elle et ima-
ginaire (R et I) par M =
√
R2 + I2, qui est une transformation non line´aire. Le signal M n’est
plus gaussien, mais suit une distribution de Rice (cf. figure 3) :
p(M |A, σ) = M
σ2
exp
(
−A
2 +M2
2σ2
)
I0
(
AM
σ2
)
qui pour un faible SNR approche une distribution de Rayleigh, et pour un SNR e´leve´ peut
eˆtre approxime´e par une gaussienne. Sijbers et al. proposent une estimation au maximum de
vraissemblance des parame`tres d’une variable ale´atoire Ricienne dans [7].
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Figure 3.1: The Rice PDF as a function of the magnitudeM , drawn for various values of the SNR where
σ = 5. At SNR = 0, the distribution equals a Rayleigh distribution while at high SNR (SNR > 3) the
Rice distribution approaches a Gauss distribution.
who derived it in the context of communication theory in 1944 [18].
The shape of the Rice distribution depends on the SNR, which is here defined as the ratio A/σ. Fig.
3.1 shows the Rice PDF as a function of the magnitude M for various values of the SNR. For low
SNR, the Rice PDF tends to a Rayleigh distribution, which only depends on the noise variance σ2:
pM (M |σ) = M
σ2
e−
M2
2σ2  (M) . (3.8)
The Rayleigh PDF characterizes the random intensity distribution of the non-signal background area
such as air. At high SNR, the Rice distribution approaches a Gauss distribution. The transition
between the two limits of the Rice distribution can visually be appreciated in Fig. 3.1. For further
discussion, the moments of the Rice PDF are required.
Moments of the Rice distribution
In general, the µth moment of a PDF pM is defined as:
E [Mν ] =
∫ ∞
0
MνpM (M)dM . (3.9)
For a Rice PDF, the moments can be analytically expressed as a function of the confluent hypergeo-
metric function of the first kind, denoted by 1F1 [24]:
E [Mν ] =
(
2σ2
)ν/2
Γ
(
1 +
ν
2
)
1F1
[
−ν
2
; 1;− A
2
2σ2
]
, (3.10)
Fig. 3 – Distribution Ricienne pour diffe´rentes valeurs du SNR.
2.3.2 Application ` l’IRM de diffusion
Plus encore qu’en IRM structurelle, l’IRM de diffusion exploite quantitativement les donne´es
acquises pour calculer et comparer l’anisotropie par exmple. De plus, les temps d’acquisitions
sont limite´s par la pratique ainsi le SNR est faible et comme e´voque´ plus haut, la densite´
de probabilite´ du signal est significativement diffe´rente d’une gaussienne. Cette caracte´risation
du bruit est primordiale pour e´viter d’introduire un biais lors de l’estimation des parame`tres
de diffusion. Dans ce sens, Basu et al. [8] e´tudient l’effet du bruit Ricien sur le tenseur de
diffusion estime´. Il a tendance a` biaiser positivement l’anisotropie fractionnelle et ne´gativement
la diffusivite´ moyenne du tenseur estime´. Par ailleurs ils montrent que le biais peut de´pendre
de l’orientation principale du tenseur par rapport aux gradients de diffusion.
C t e relation entr la direc ion des gradients de diffusion e la qualite´ de l’estimation sous-
entend que le choix des dir ctions et de l’amplitude des gradients de diffusion n’est pas sans
conse´quence sur la pre´cision de la reconstruction. Deux e´tudes mene´es inde´pendemment par
Papadakis t al. [9] et par Hasan et al. [10] montrent que la variance du tenseur reconstruit est
directement lie´e aux choix des gradients de diffusion, en particulier pour les se´quences a` faible
re´solution angulaire (6 directions). Ils exhibent une se´quence de six gradients (union de deux
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Fig. 4 – E´chantillonage de la sphe`re pour N = 21 et N = 46 directions.
bases othogonales) commune´ment utilise´e, mais cependant sous-optimale. Pour une description
par un mode`le d’ordre supe´rieur, plus de mesures sont ne´cessaires ; le choix de la se´quence de
gradients se fait par e´chantillonage approximativement uniforme de la sphe`re, la me´thode de la
tessellation permet d’obtenir des e´chantillonnages a` N = 5n2 + 1, n = 1 . . .∞ directions (voir
figure 4).
Une e´tude mene´e par Basser et Pajevic [11] montre que la loi de distribution du tenseur
estime´ est normale, pourvu qu’on utilise un grand nombre de mesures (loi des grands nombres)
et que le SNR ne soit pas trop faible. De cette observation, ils de´rivent une e´valuation de la
fiabilite´ des caracte´ristiques calcule´es a` partir du tenseur (valeurs propres, anisotropie...).
En plus du bruit additif, Mangin et al. [12] posent le proble`me des distortions ge´ome´triques
e´choplanaires. Elles sont introduites par les gradients de ponde´ration en diffusion ; ainsi en se
basant sur un mode`le physique de distortion e´choplanaires, ils proposent une estimation des
parame`tres de de´formation, puis un recalage sur l’image acquise sans gradient. L’importance de
ce recalage entre les diffe´rentes acquisition d’une meˆme coupe semble primordial pour que les
voxels de diffe´rentes images ponde´re´es en diffusion d’une meˆme coupe correspondent. On peut
cependant remarquer que cette contribution est peu cite´e dans la litte´rature.
Ainsi bien que la nature du signal mesure´ dans les images ponde´re´es en diffusion est la
meˆme que pour l’IRM classique, il semble ne´cessaire de s’inte´resser au proble`me du bruit
spe´cifiquement pour cette modalite´ d’IRM. Par ailleurs, comme en traitement d’images clas-
sique, le SNR des images reconstruites peut eˆtre significativement augmente´ en incluant des
contraites a priori sur la solution recherche´e. Nous pre´sentons en dernie`re partie un panorama
des algorithmes de reconstruction et de re´gularisation.
3 Estimation et re´gularisation
Bien que le the`me du de´bruitage et de la re´gularisation ait e´te´ largement e´tudie´ en traitement
du signal et de l’image, l’imagerie de diffusion y apporte de nouvelles proble´matiques. En effet, les
mode`les introduits en premie`re partie sont complexes, et l’utilisation de la redondance spatiale
pour les re´gulariser n’est pas triviale.
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3.1 Reconstruction d’un champ de tenseur re´gulier
Malgre´ sa de´couverte re´cente, la litte´rature sur le tenseur de diffusion est vaste et la recherche
reste tre`s active. La premie`re solution, apporte´e par Basser et al. [1] e´tait une re´solution aux
moindres carre´s des e´quations de Stejskal-Tanner. Bien que cela permette de be´ne´ficier de la
redondance apporte´e par un grand nombre d’acuqisitions, cela ne tenait pas compte de la
contrainte de positivite´ pour le tenseur.
Plus tard, Tschumperle´ et Deriche [13] proposent une approche variationnelle a` base d’EDP
pour minimiser une fonction de couˆt, dans laquelle un terme de re´gularisation appartaˆıt. Le
terme de re´gularisation utilise´ dans la fonction de couˆt est une fonction croissante φ de la
norme du gradient du tenseur :
min
D∈P(3)
∫
Ω
n∑
k=1
ψ
(∣∣∣∣ln(S(0)S(k)
)
− gkTDgk
∣∣∣∣)+ αφ (‖∇D‖)
Le sche´ma nume´rique imple´mente´ est une descente de gradient contrainte dans l’espace P(3) des
matrices 3×3 symme´triques de´finies positives, suivant les travaux de la meˆme e´quipe ([14]. Ainsi
la solution est garantie d’appartenir a` P(3). De plus, la re´gularisation du champ de tenseurs se
fait conjointement a` sa reconstruction.
Basu et al. [8] adoptent e´galement une approche a` base d’EDP, mais le terme d’attache aux
donne´es est remplace´ par un terme de vraissemblance, qui inte´gre le mode`le de bruit Ricien.
La minimisation de la fonction de couˆt n’est pas contrainte, ainsi la solution peut ne pas eˆtre
de´finie positive partout. Cependant l’inte´gration du mode`le de bruit ricien est une contribution
originale en IRM de diffusion, et montre des re´sultats prometteurs.
Fletcher [15] et Fillard [16] ont paralle´lement travaille´ sur l’utilisation de la ge´ome´trie rie-
mannienne, dans le but de trouver une repre´sentation des tenseurs plus adapte´e que l’espace
euclidien. L’espace des tenseurs est alors vu comme une varie´te´ riemannienne, munie d’une
me´trique, ce qui permet de de´finir la notion de ge´ode´sique entre deux tenseurs, et ainsi de
ge´ne´raliser les ope´rations classiques dans les espaces euclidiens a` la varie´te´ des tenseurs. Len-
glet propose dans sa the`se [6] de rede´finir le gradient spatial de tenseurs graˆce a` la notion de
ge´ode´sique. Le gradient calcule´ par cette technique tient compte de la ge´ome´trie de l’espace des
tenseurs ; de plus il est invariant par changement d’e´chelle. Il serait inte´ressant de le substituer
au gradient euclidien dans le crite`re propose´ par Tschumperle´ ; e´tant associe´ a` une me´trique
invariante par changement d’e´chelle, ce gradient constitue un bon crite`re pour un filtrage ani-
sotropique.
Revenons maintenant aux mode`les d’ordre supe´rieur pour de´crire la diffusion.
3.2 Mode`les d’ordre supe´rieur
Comme introduit dans la premie`re partie, il est possible de de´crire le coefficient apparent
de diffusion par une se´rie harmonique sphe´rique. Pour le calcul des coefficients, Descoteaux et
al. [4] offrent une alternative a` la projection de la fonction discre`te des valeurs mesure´es dans
l’espace des fonctions harmoniques. Ils proposent une fonction de couˆt aux moindres carre´s, a`
laquelle ils ajoutent un terme de re´gularisation supple´mentaire :
E(f) =
∫
Ω
(4bf)2 dΩ
qui peut, au vu de la de´finition de la base des fonctions harmoniques, s’exprimer tre`s simple-
ment en fonction des coefficients (on rappelle que ∆bF = −l(l + 1)F ). Dans cette e´tude, afin
de pouvoir comparer les perfomances a` d’autres approches similaires, Descoteaux explicite la
9
transformation (line´aire) entre le mode`le des fonctions harmoniques sphe´riques et le tenseur
d’ordre supe´rieur. Ceci permet e´galement d’utiliser les mesures d’anisotropie de´finies sur les
tenseurs d’ordre supe´rieur pour le mode`le des fonction harmoniques sphe´riques.
Parmi les formalismes de mode´lisation pour le HARDI, on a e´galement cite´ l’imagerie q-
ball, en vue de calculer de manie`re approche´e l’odf en appliquant le the´ore`me de Funk-Radon.
Partant de la repre´sentation en harmoniques sphe´riques du signal sur la q-ball, Descoteaux et
al. [17] de´rivent une e´le´gante me´thode pour le calcul de la transforme´e de Funk-Radon, pour
aboutir a` une solution analytique et de faible complexite´ algorithmique. Le meˆme sche´ma de
re´gularisation a` base de l’ope´rateur de Laplace-Beltrami permet de stabiliser l’estimation de la
direction d’une fibre, et d’ame´liorer la de´tection des croisements de fibres.
Conclusion
En connaissant de manie`re approfondie les causes physiques du bruit en IRM, et en de´velop-
pant des techniques de re´gularisation adapte´es, il a e´te´ possible de significativement diminuer
l’influence du bruit dans les images de diffusion. A` l’instar des derniers travaux de recherches sur
le sujet, il nous semble ne´cessaire d’avancer vers une meilleure compre´hension des me´canismes
de la formation des images de diffusion, et des se´quences d’acquisition qui leur sont associe´es.
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