We study a quantum fermion field inside a cylinder in Minkowski space-time. On the surface of the cylinder, the fermion field satisfies either spectral or MIT bag boundary conditions. We define rigidly-rotating quantum states in both cases, assuming that the radius of the cylinder is sufficiently small that the speed-of-light surface is excluded from the space-time. With this assumption, we calculate rigidly-rotating thermal expectation values of the fermion condensate, neutrino charge current and stress-energy tensor relative to the bounded vacuum state. These rigidly-rotating thermal expectation values are finite everywhere inside and on the surface of the cylinder and their detailed properties depend on the choice of boundary conditions. We also compute the Casimir divergence of the expectation values of these quantities in the bounded vacuum state relative to the unbounded Minkowski vacuum. We find that the rate of divergence of the Casimir expectation values depends on the conditions imposed on the boundary.
I. INTRODUCTION
The definition of quantum states is of central importance in quantum field theory (QFT) on both flat and curved space-times. Of the possible quantum states on a given space-time, defining a (not necessarily unique) vacuum state is essential, as states containing particles can be built up from a vacuum state using particle creation operators. Even in flat space-time, the definition of a vacuum state is nontrivial when the space-time contains boundaries or one is interested in the definition of particles as seen by a noninertial observer.
To define a vacuum state in the canonical quantization approach to QFT, one starts with an expansion of the quantum field in terms of a basis of orthonormal field modes. These modes are split into "positive" and "negative" frequency modes. For a quantum scalar field, this split is not completely arbitrary; it must be the case that positive frequency modes have positive KleinGordon norm and negative frequency modes have negative Klein-Gordon norm. For a quantum fermion field, all modes have positive Dirac norm and the split between "positive" and "negative" frequency modes is much less constrained.
This difference between quantum scalar and fermion fields was explored in Ref. [1] for rigidly-rotating fields on unbounded Minkowski space-time. For a quantum scalar field, the norm of a field mode is proportional to the Minkowski energy E of that mode. As a consequence, positive frequency modes must have positive Minkowski * Victor.Ambrus@gmail.com † E.Winstanley@sheffield.ac.uk energy and the only possible vacuum state is the (nonrotating) Minkowski vacuum [2] . For a quantum fermion field, two possible vacua have been considered in the literature: the nonrotating (Vilenkin) vacuum [3] and the rotating (Iyer) vacuum [4] . To construct the nonrotating vacuum, positive frequency fermion modes have positive Minkowski energy E as in the scalar field case. For the rotating vacuum, positive frequency fermion modes have positive corotating energy E (the energy of the mode as seen by an observer rigidly rotating about the z-axis in Minkowski space-time with angular speed Ω). In general E = E for a particular field mode. On unbounded Minkowski space-time, there exist fermion field modes with E E < 0, which means that the nonrotating and rotating vacua are not equivalent [1] .
Rigidly-rotating thermal states on unbounded Minkowski space-time can be defined from the above vacuum states. The rigidly-rotating nature of these states means that the thermal factor in the thermal Green's functions and corresponding expectation values involves the corotating energy E. For a quantum scalar field, rigidly-rotating thermal states are divergent everywhere in the unbounded space-time [3, 5] . The density of states factor in the thermal expectation values (t.e.v.s) for a bosonic field is e β E − 1
, where β is the inverse temperature. This thermal factor diverges when the corotating energy E vanishes, even though such modes are nonzero in general [5] . Modes with vanishing corotating energy therefore make an infinite contribution to rigidly-rotating t.e.v.s, leading to divergences.
One way to resolve this difficulty is to enclose the system in an infinitely long cylinder of radius R, with the axis of the cylinder along the z-axis and ΩR < c, where c is the speed of light. For this range of values of R, the boundary of the cylinder is inside the speed-of-light surface (SOL) (the surface on which an observer rigidlyrotating about the z-axis with angular speed Ω must travel at the speed of light). With the SOL removed from the space-time, it can be shown that E E > 0 for all scalar field modes, so that the modes which lead to divergences in t.e.v.s on unbounded Minkowski space-time are absent [6] . The resulting rotating t.e.v.s for a quantum scalar field on the space-time inside the cylinder are regular everywhere inside and on the boundary of the cylinder [5] .
Rigidly-rotating thermal states for a quantum fermion field on unbounded Minkowski space-time were studied in Ref. [1] and exhibit different behaviour from those for a quantum scalar field. Rigidly-rotating t.e.v.s are regular inside the SOL and diverge as the SOL is approached. If the nonrotating (Vilenkin) vacuum is used, then t.e.v.s contain spurious temperature-independent terms [1, 7] which are unphysical since t.e.v.s with respect to the vacuum state should vanish in the limit of zero temperature. These temperature-independent terms vanish if the rotating (Iyer) vacuum is used instead [1] .
In this paper, we study the fermionic analogues of the rotating thermal states inside a cylinder, studied for the scalar case in Ref. [5] . We construct rigidly-rotating quantum states for Dirac fermions enclosed inside an infinitely long cylinder in Minkowski space-time. The axis of the cylinder is along the axis of rotation, the z-axis.
On the boundary of the cylinder, the fermions satisfy either spectral boundary conditions [8] or one of two versions of the MIT bag boundary conditions, the standard [9] and chiral [10] MIT bag models. In each case, we find that the rotating and nonrotating vacua coincide when the boundary of the cylinder lies within the SOL. We compute rigidly-rotating t.e.v.s of the fermion condensate, neutrino charge current and stress-energy tensor for each set of boundary conditions, comparing the results with those in Ref. [1] for the unbounded space-time 1 . We also study Casimir expectation values, namely the expectation values for the bounded vacuum state relative to the (nonrotating) vacuum state on unbounded Minkowski space-time. Our Casimir expectation values for a fermion field are compared with those in [5] and [12] for a quantum scalar field and for fermions obeying MIT bag boundary conditions, respectively.
The outline of this paper is as follows. In Sec. II, we review the construction of mode solutions of the Dirac equation in unbounded Minkowski space-time, the second quantization procedure and the definition of the rotating and nonrotating vacuum states. For the remainder of the paper we consider the bounded space-time. For the spectral and MIT bag boundary conditions, in Sec. III, we study mode solutions of the Dirac equation satisfying the boundary conditions, their energy spectra and the construction of the vacuum state. Rigidly-rotating thermal expectation values are computed in Sec. IV and the Casimir effect is analysed in Sec. V. Finally, Sec. VI contains some further discussion.
II. UNBOUNDED SPACE-TIME
In this section, we review the construction of mode solutions and vacuum states in a rigidly rotating, unbounded, Minkowski space-time [1] . The Dirac equation is introduced in Sec. II A, while the construction of its solutions is presented in Sec. II B. The section closes with a discussion of the choice of vacuum state on the unbounded space-time in Sec. II C.
A. Dirac equation in rotating Minkowski space-time
The world line of an observer rotating with a constant angular velocity Ω about the z-axis can be parametrized in cylindrical coordinates as x µ = (t, ρ, Ωt, z) for fixed ρ and z. The coordinate frame with respect to which the observer is at rest can be obtained from the usual Minkowski coordinates x µ M by setting ϕ = ϕ M − Ωt. The Minkowski metric then takes the form:
2 Ω dt dϕ + dρ 2 + ρ 2 dϕ 2 + dz 2 . (2.1) Throughout this paper we use units in which c = = k B = 1. The Killing vector ∂ t , defining the corotating Hamiltonian H = i∂ t , becomes null on the SOL, which is defined as the surface where ρ = Ω −1 . To construct the Dirac equation, we introduce the following tetrad in the Cartesian gauge [13] :
with respect to which the Dirac equation for fermions of mass µ reads:
3)
The gamma matrices are in the Dirac representation [14] : 4) where the Pauli matrices σ i are given by:
The gamma matrices obey the following canonical anticommutation rules:
γα, γβ = −2ηαβ, (2.6) where ηαβ is the inverse of the Minkowski metric ηαβ = diag(−1, 1, 1, 1). We use the convention that hatted indices denote tensor components with respect to the orthonormal tetrad introduced in Eq. (2.2) and are raised and lowered using the Minkowski metric ηαβ.
The covariant derivatives Dα in Eq. (2.3) are given by:
In the above, H = i∂ t is the corotating Hamiltonian, P j = −i∂ j are the momentum operators and
is the z-component of the angular momentum operator.
B. Mode solutions
The rotating system under consideration is just Minkowski space-time written in terms of corotating coordinates. Therefore mode solutions of Eq. (2.3) can be obtained from any complete set of mode solutions found on Minkowski space by applying a suitable coordinate transformation. Mode solutions of the Dirac equation on Minkowski space with respect to cylindrical coordinates have been reported in Refs. [1, 3, 4, 12, [15] [16] [17] [18] [19] [20] .
In this paper, we follow Ref. [1] and construct the solutions of the Dirac equation (2. 3) as simultaneous eigenvectors of the complete set of commuting operators {H, P z , M z , W 0 }, where the helicity operator W 0 = P · M/p is the time component of the Pauli-Lubanski vector, with P the momentum operator and M the angular momentum operator. The helicity operator W 0 has the following form: 9) where p is the magnitude of the momentum. To solve the eigenvalue equations corresponding to the above operators, the eigenspinors U j can be put in the form:
U j (t, ρ, ϕ, z) = 1 2π e −i Ej t+ikj z u j (ρ, ϕ), (2.10) where j = ( E j , k j , m j , λ j ) (2.11) collects the eigenvalues of the set of operators (H, P z , M z , W 0 ). In this paper, sometimes we will explicitly keep the index j (2.11) on various quantities; however, at other times, we shall suppress the index j to keep expressions manageable. Further, in some expressions it will be necessary to explicitly show individual eigenvalues in j (2.11). When this is the case, we will use the notation U λ Ekm for spinors.
In (2.10) the corotating energy E j is linked to the Minkowski energy E j through E j = E j − Ω(m j + 1 2 ), (2.12) where E j = ± p 2 j + µ 2 can be written in terms of the modulus p j of the momentum of the mode. The fourspinors u j introduced in Eq. (2.10) are eigenvectors of W 0 and M z , corresponding to the eigenvalues λ j = ± 1 2 and m j + 1 2 , respectively, where m j = 0, ±1, ±2, . . . . Due to the diagonal form of W 0 and M z , the fourspinors u j can be written as: 2 )φ j (ρ, ϕ), (2.14) can be solved by setting:
where φ ± j are scalar functions of ρ. The two-spinors φ j also obey the helicity eigenvalue equation: 16) where P ± = P x ± iP y are differential operators given by:
The helicity eigenvalue equation (2.16) can be used to show that the scalar functions φ ± j satisfy Bessel-type equations:
where z j = q j ρ is written in terms of the transverse momentum
The solutions of Eqs. (2.18) which are regular at the origin have the form: 20) where m is understood to refer to m j and q to q j . The constants N ± j can be determined as follows.
The operators P ± (2.17) act like shift operators for the angular momentum quantum number m, i.e.:
Hence, the helicity equation (2.16) implies that 22) enabling φ j (2.15) to be written as:
where
For brevity, the index j was dropped from the right-hand side of Eq. (2.23). The overall 1/ √ 2 factor in Eq. (2.23) comes from the generalized orthogonality relation [15] :
where † denotes the Hermitian conjugate of the twospinor.
Returning to the four-spinors (2.13), the Dirac equation (2.3) can be used to constrain the constants C up j and C down j :
Imposing the generalized completeness relation [15] 27) gives the following expression for the spinor u j introduced into the mode U j in Eq. (2.10):
The normalization of u j means that the mode U j (2.10) has unit norm with respect to the Dirac inner product, which for the metric (2.1) takes the form [1] :
Anti-particle modes V j are obtained from the particle modes (2.10) through charge conjugation, i.e.: (2.31) and have the following expression:
(2.32b) The V j modes can be written in terms of the U j modes, as follows:
As discussed in Refs. [1, 4] , the vacuum state for the Dirac field on a rigidly-rotating space-time is not uniquely defined. This nonuniqueness arises from the freedom to choose how fermion field modes are split into "particle" and "anti-particle" modes. This freedom is constrained for a quantum scalar field by the requirement that particle modes must have positive Klein-Gordon norm (and anti-particle modes must have negative KleinGordon norm) in order for the particle creation and annihilation operators to obey canonical commutation relations. For a quantum fermion field, all field modes have positive norm and so this split is unconstrained, leading to freedom in how particle creation and annihilation operators are defined, and, correspondingly, freedom in the definition of the vacuum state [1] .
Two possible choices for the vacuum state on unbounded rotating Minkowski space-time are the (nonrotating) Minkowski vacuum, considered by Vilenkin [3] , and the rotating vacuum, introduced by Iyer [4] . For the nonrotating Minkowski vacuum, particle modes have positive Minkowski energy E > 0; for the rotating vacuum particle modes have positive corotating energy E > 0, with these two energies linked by (2.12).
Rigidly-rotating thermal expectation values (t.e.v.s) constructed with respect to the nonrotating Minkowski vacuum state contain spurious temperature-independent terms, due to the inclusion of modes satisfying E < 0 in the set of particle modes [1] . The temperatureindependent terms disappear when the rotating vacuum is considered, where modes with E > 0 (including modes with negative E) are interpreted as particle modes [1] .
Rigidly-rotating t.e.v.s of the fermion condensate, neutrino charge current and stress-energy tensor are computed for both the Iyer and Vilenkin quantizations in Ref. [1] . It is found that, using the Iyer quantization, these t.e.v.s are regular everywhere inside the SOL, but diverge as the SOL is approached.
The difference between the Iyer and Vilenkin quantization methods rests in the interpretation of the modes for which E E < 0, namely whether such modes are considered to be particle or anti-particle modes. For a quantum scalar field, enclosing the system inside a boundary of radius not greater than that of the SOL eliminates energies satisfying E E < 0 from the particle spectrum [6] . Vilenkin [3] argues that the same holds for fermions. In Sec. III, we show that this is indeed the case for spectral and MIT bag boundary conditions (defined in Secs. III B and III C respectively), for a cylindrical boundary placed inside or on the SOL. In this case the nonrotating (Vilenkin [3] ) and rotating (Iyer [4] ) vacua are therefore equivalent.
Assuming that there are no modes with E E < 0 in the particle spectrum, second quantization can be performed as in unbounded nonrotating Minkowski space, by expanding the field operator ψ(x) as: 35) where the step function θ(E j ) ensures that the Minkowski energy E j is positive and 
The vacuum state |0 is defined as that state which is annihilated by the annihilation operators b j and d j :
In the next section, we shall investigate the properties of rigidly-rotating t.e.v.s for thermal states constructed from this vacuum state, for a fermion field satisfying either spectral or MIT bag boundary conditions.
III. BOUNDARY CONDITIONS
Our focus in this paper is a quantum fermion field on rotating Minkowski space-time, inside a cylinder centered on the z-axis (the axis of rotation) and having radius R. We exclude the space-time exterior to the cylinder from our considerations. For RΩ < 1 (where Ω is the angular speed about the z-axis), the cylinder lies completely inside the SOL, which is therefore removed from our spacetime. For RΩ = 1, the boundary of the cylinder is the SOL. For RΩ > 1, the SOL lies within the cylinder -we do not consider this possibility.
We consider two models for the implementation of boundary conditions for a quantum fermion field on the surface of the cylinder: the spectral [8] and MIT bag [9] models. In Sec. III A, the self-adjointness of the Hamiltonian is used to derive a constraint on the behaviour of the fermion field on the boundary. Secs. III B and III C introduce the spectral and MIT bag models, respectively. For each model, the energy spectrum and corresponding vacuum states are discussed, confirming that if the SOL is not inside the boundary, the rotating and Minkowski vacua coincide.
A. Self-adjointness of the Hamiltonian
The Hamiltonian is, by definition, a self-adjoint operator with respect to the Dirac inner product:
for any combination of solutions (ψ, χ) of the Dirac equation (2.3). On a general background, the Dirac inner product is given by:
where ψ = ψ † γt and γ µ = e μ α γα are the covariant versions of the gamma matrices introduced in Eq. (2.4), satisfying
For H = i∂ t , Eq. (3.1) is equivalent to:
This time derivative can be obtained from the Dirac equation (2.3), which reads for a general space-time as follows:
where Γ λ is the spin connection [21] , defined to preserve the general covariance of the gamma matrices:
Taking into account the following properties:
an integration by parts in Eq. (3.4) shows that
where ∂V is the 2-boundary of the integration 3-surface V . In our case, the integration domain is the volume contained inside an infinite cylinder of radius R and its boundary is the enclosing cylinder. Thus, the Hamiltonian is self-adjoint only if:
Eq. (3.9) provides necessary and sufficient conditions for a set of boundary conditions to yield a consistent quantization. In the following two sections, two types of boundary conditions satisfying (3.9) are presented.
B. Spectral boundary conditions
To implement spectral boundary conditions, the integral over ϕ in Eq. (3.9) is performed by considering the Fourier transform of the solutions ψ of the Dirac equation with respect to the polar angle ϕ:
The inner product of any two solutions ψ and χ is timeinvariant if:
The inner product of the charge conjugate ψ c = iγ2ψ * of ψ and an arbitrary solution χ must also be timeinvariant. This is the case if:
To satisfy both equations (3.11), the solution employed in the spectral model is to set equal to zero either the top and third, or the second and fourth components of ψ, depending on their spectral index m, as follows [15] :
We note that it is also possible to satisfy Eqs. (3.11) by letting the second and fourth components of ψ vanish for positive m + 1 2 , with the first and third components vanishing when m + 1 2 < 0. For brevity, we only consider the first implementation in this paper. We would expect the second implementation to give physically similar results for expectation values.
Discretization of the transverse momentum
Applying the prescription (3.12) to the mode solutions (2.10) requires that the transverse momentum q must be discretized according to:
where ξ m, is the th nonzero root of the Bessel function J m . Hence, the mode solutions of the Dirac equation which satisfy spectral boundary conditions can be written as: 14) with j defined by analogy to Eq. (2.11), now including the new index : 15) where E j = ± q 2 j + k 2 j + µ 2 is the Minkowski energy. The constants C sp j in Eq. (3.14) are calculated in Sec. III B 3 to ensure that the modes have unit norm.
Energy spectrum
As discussed in Sec. II C, if modes with E E < 0 are not present in the particle spectrum, then the rotating and nonrotating Minkowski vacua are equivalent. To show that this is the case for the spectral boundary conditions, we start with the following inequality for the first zero of the Bessel function J m [22] :
Hence, for E > 0, we have
and therefore, using (2.12), (3.18) showing that E E > 0 for all values of µ, k, m and , as long as the boundary is inside or on the SOL (ΩR ≤ 1). Thus, the rotating and nonrotating Minkowski vacua are equivalent. This will enable us, in Sec. III B 4, to perform second quantization for a fermion field satisfying spectral boundary conditions along the lines discussed in Sec. II C.
Normalization
Before we can proceed with second quantization, the modes (3.14) must be normalized with respect to the Dirac inner product (3.2), which in the case under consideration takes the form (2.30). For the case of two particle modes (3.14), Eq. (2.30) reads:
where the labels m and are implicit on q and any quantities derived from it (e.g. E). The labels j and j have also been dropped. Furthermore, the quantities p and E are defined in (2.24) and (2.29) respectively, and
The modes (3.14) are normalized if the constants C sp j are chosen such that the right-hand side of Eq. (3.19) equals 20) where the step function θ(EE ) ensures that the Minkowski energies E j and E = E j have the same relative sign. Since the boundary conditions (3.12) preserve the self-adjointness of the Hamiltonian, the timeindependence of the inner product requires that modes of differing energies (i.e. ∆ E = E − E = 0) are orthogonal. For the evaluation of the integrals of the Bessel functions in Eq. (3.19) when q = q , it is convenient to use the following results [23] :
The spectral boundary conditions (3.13) ensure that the product J m (qR)J m+1 (qR) vanishes for all m. For positive m + 1 2 , the normalization constants C sp j (3.14) take the following values:
Using Eq. (2.33), it can be seen that anti-particle and particle modes obeying spectral boundary conditions are linked through:
Since the modes U sp  are normalized (the above calculation is valid for E j < 0, as well as for E j > 0), so too are the anti-particle modes (3.23).
Second quantization
As shown in Sec. III B 2, the condition E E > 0 is satisfied by all modes obeying spectral boundary conditions if the boundary is placed on or inside the SOL. We do not consider the case when RΩ > 1 and the boundary is outside the SOL. Thus, the rotating and Minkowski vacua are identical and second quantization can be performed as outlined in Sec. II C. First we expand the quantum fermion field in terms of the normalized modes (3.14, 3.23):
where j is defined in Eq. (3.15) for the spectral case and
The vacuum for the spectral case, |0 sp , is then defined as that state annihilated by the operators b 
In Sec. IV B, we will calculate expectation values for thermal states constructed from |0 sp .
C. MIT bag boundary conditions
First introduced in Ref. [9] , the MIT boundary conditions are defined in a purely local manner, by ensuring that the integrand in Eq. (3.8) vanishes at any point x b on the boundary ∂V . This is achieved by setting
where n µ represents the normal to the boundary and / n = γ µ n µ . The coefficient ς can take the general form [10] :
where Θ is referred to as the chiral angle. In this paper, only the cases Θ = 0 (MIT) [9] and Θ = π (chiral) [10] are considered, in which case the parameter ς takes the following values:
(3.30)
Discretization of the transverse momentum
In the present case, n = −dρ, and thus the boundary conditions (3.28) are:
It can be checked that if ψ(x) obeys the above boundary conditions, so does its charge conjugate iγ2ψ * (x). Mode solutions that satisfy MIT boundary conditions can be constructed starting from the complete set of modes described in Sec. II B. The desired solutions of the Dirac equation can be simultaneous eigenvectors of the corotating Hamiltonian H, z-component of momentum P z and z-component of angular momentum M z (2.8), since these operators commute with iγρ. However, the helicity operator W 0 (2.9) does not commute with iγρ. Hence, ψ(x) must be a linear combination of solutions corresponding to λ = ± (3.32) where b ± Ekm are constants, E is the Minkowski energy and the index has been introduced anticipating the quantization of the transverse momentum q. For a given value of m, the allowed values of the transverse momentum are labeled by in increasing order, such that q m, < q m, +1 . To avoid cumbersome notation, the indices m, are omitted from the corresponding momentum p m, or Minkowski energy E m, where there is no risk of confusion.
Thus, Eq. (3.31) becomes:
where E ± is defined in Eq. (2.29) and φ ± are given in Eq. (2.23). Eq. (3.33) can be written as a set of linear equations in b ± : 34) where the argument of the Bessel functions is q m, R and p ± are defined in (2.24). The system (3.34) has nontrivial solutions if:
where 
For consistency of notation, we now write the modes (3.32) in a form analogous to that for the modes (3.14) satisfying the spectral boundary conditions:
where b is given by (3.38),
and the index j on the modes is
Note that the index j (3.41) does not contain any explicit dependence on the helicity λ. This is because the MIT modes (3.39) are a linear combination of positive and negative helicity spinors. The normalization constants C MIT j will be found in Sec. III C 3 below.
Energy spectrum
We now examine whether modes with E E < 0 are excluded from the particle spectrum when we use MIT bag boundary conditions.
We begin with massless particles, µ = 0. In this case, the equation satisfied by j m (3.35) does not depend on ς. Therefore, the energy spectrum is also independent of ς. The solutions of Eq. (3.35) when µ = 0 are simply j m = ±1, i.e. the points where the graph of J m intersects either J m+1 or −J m+1 . According to Theorem 3.1 of Ref. [24] , the values of q m, R such that j m = ±1 (or, equivalently, J m (q m R) = ±J m+1 (q m R) using (3.36)) satisfy:
where ξ m, and ξ m, are the th zeroes of J m (z) and J m (z), respectively. The roots q m, R are also staggered such that
Using the following property [22] :
the following lower bound can be established for the energy of the modes obeying MIT bag boundary conditions:
The argument of Sec. III B 2 then shows that, if the boundary is inside or on the SOL, E E > 0, (3.46) where E is given by (2.12) . When the mass µ is nonzero, solving (3.35) enables us to write j m in terms of the (as yet unknown) transverse momenta q m, as follows:
When ς = 1 (the original MIT case), it can be seen that
Now consider the lowest value of the transverse momentum, q m,1 . We have J m (q m,1 R) = j m1 J m+1 (q m,1 R), in other words, when q = q m,1 the graphs of the functions J m (qR) and j m1 J m+1 (qR) intersect. The inequality (3.48) tells that
Therefore the value of q m,1 R is in the interval where J m decreases towards its first zero, after the first zero of J m . . Therefore when ς = 1 we again have E E > 0 for all R ≤ Ω −1 . In the chiral case (ς = −1), from (3.47), j m increases as the mass increases and q m,1 R approaches the origin, as illustrated in Fig. 1(b) . Rearranging Eq. (3.47) as:
where E(µ) = µ 2 + q 2 is the smallest positive Minkowski energy for a particle of mass µ and transverse momentum q (i.e. corresponding to k = 0), it can be seen that qR = 0 is a solution of (3.35) when µR = m + 1, by using:
If the mass µ increases further, the first root no longer corresponds to j m > 0 (i.e. the root satisfying q m, R < ξ m,1 disappears). In this case, with µR > 1 + m, we have ER > m + 1 2 just from the mass contribution to E(µ). Knowing that, by virtue of Eq. (3.45), the same condition is satisfied when µ = 0, it remains to investigate the behaviour of the smallest allowed energy E m,1 (µ) for q m,1 between µR = 0 and µR = m + 1.
To this end, let us consider the derivative of E m,1 (µ) with respect to µ: where the prime denotes differentiation with respect to the argument µ. Since q m,1 (µ) decreases as the mass increases, q m,1 (µ) < 0 for this range of µR and E m,1 (µ = 0) < 0. The energy reaches a minimum when
A second expression for E m,1 (µ) can be obtained by taking the derivative of Eq. (3.49) with respect to µ: 
Eq. (3.53) can be solved to yield:
Since E (µ) < 0 at µ = 0, either E m,1 reaches its minimum when µR = m + 1 (in which case q m,1 = 0 and E m,1 = µ = R −1 (m + 1)), or there must be at least one value µ = µ 0 between 0 and R −1 (m + 1) where E (µ 0 ) = 0. At such a point, Eq. (3.55) predicts that the value of the energy would be:
Since E was assumed to be positive, Eq. (3.56) implies that E cannot be minimized with respect to the mass for
. If a stationary point occurs for any µ 0 R > 1 2 , the corresponding value of the energy will be greater than
). Since the energy is above R −1 (m+ 1 2 ) at the endpoints µ = 0 and µ = m+1 (where the corresponding value of q would be zero) and since at its stationary points we also have E > R −1 (m +   1 2 ), we can conclude that the energy will always satisfy:
and therefore, using (2.12),
Our numerical experiments confirm Eq. (3.57). Furthermore, the energy seems to decrease monotonically towards its minimum value of (m + 1)/R as µR increases from 0 to m + 1, as shown in Fig. 2 .
Hence, the MIT bag boundary conditions with ς = ±1 restrict the energy spectrum such that E E > 0 for all values of µ, k, m and , as long as the boundary of the cylinder is inside or on the SOL.
Normalization
We now turn to the normalization of the MIT modes (3.39). We require these modes to have unit norm with respect to the Dirac inner product (2.30): where, as in the spectral case, θ(E j E j ) ensures that E j and E j have the same sign. There is no helicity dependence in (3.60) because the MIT modes (3.39) are linear combinations of positive and negative helicity spinors.
The time invariance of the Dirac inner product (3.1), guaranteed to hold in the MIT bag model by Eq. (3.28), ensures that the result of the inner product of modes with different corotating energies (i.e. nonzero ∆ E = E j − E j ) vanishes. Thus, the following result is obtained:
where the integrals I ± m+ 1 2 were introduced in Eq. (3.21) and their coefficients are given by:
where p ± are defined in (2.24), E ± are defined in (2.29) and b is given in (3.38). The combinations of S + ± and S − ± occuring in Eq. (3.61) can be evaluated using the following identities:
where j m is given by (3.36). Then we have
Hence, the modes (3.39) are normalized according to Eq. (3.59) if
In the massless limit, C MIT j (3.64) simplifies to:
, is also invariant under the same transformation. Therefore, using the property (2.33), the relationship between particle and anti-particle spinors satisfying the MIT bag boundary conditions is:
Since the particle modes U MIT  are normalized, so too are the anti-particle modes (3.66).
Second quantization
For the remainder of this paper, we shall assume that RΩ ≤ 1 and the boundary is located inside or on the SOL. In this case, we have shown in Sec. III C 2 that E E > 0 for all fermion field modes satisfying MIT bag boundary conditions. As discussed in Sec. II C, this means that the rotating and nonrotating Minkowski vacua are the same and second quantization of the field is straightforward. The quantum fermion field is expanded in terms of the normalized modes (3.39, 3.66):
where j is defined in Eq. (3.41) and the sum over j is defined as:
There is no sum over helicity because the modes (3.39) are linear combinations of positive and negative helicity spinors.
The vacuum for the MIT case, |0 MIT , is then defined as that state which is annihilated by the operators b
In Sec. IV C, we will calculate expectation values for thermal states constructed from |0 MIT .
D. Summary
In this section, we have considered a quantum fermion field on rotating Minkowski space-time inside a cylinder of radius R with the axis of the cylinder along the zaxis. We have examined two boundary conditions for the fermion field on the surface of the cylinder: spectral [8] and MIT bag [9, 10] . In each case we have studied the quantization condition for the transverse momentum, the resulting energy spectrum and the corresponding normalized mode solutions. An important conclusion pertaining to the energy spectrum, summarized in subsections III B 2 and III C 2 for the spectral and MIT cases, respectively, was that modes with E j E j < 0 are excluded from the energy spectrum if the boundary is placed inside the SOL, that is, RΩ ≤ 1 where Ω is the angular speed about the z-axis. In this case the rotating and nonrotating Minkowski vacua are identical and second quantization of the fermion field is straightforward.
IV. THERMAL EXPECTATION VALUES
In this section, we calculate rigidly-rotating t.e.v.s of the fermion condensate ψψ (FC), parity-violating neutrino charge current J z ν (CC) and stress-energy tensor T µν (SET) for a quantum fermion field inside a cylinder of radius R, where RΩ ≤ 1 and the boundary is inside or on the SOL. We use the thermal Hadamard function and the point-splitting method, as outlined in Ref. [21] . The spectral and MIT bag boundary conditions are considered separately. We compare our results with those for rotating fermions on unbounded Minkowski space-time, as discussed in Refs. [1, 3, 7] .
For completeness, the main steps for the construction of the thermal Hadamard function, presented in Ref. [21] , are summarized below. We start with the Pauli-Jordan (Schwinger) function,
Fourier transform of which can be written as:
where x is the spatial part of the space-time point x.
We note that since ψ(x), ψ(x ) is proportional to the identity operator, the Schwinger function S(x, x ) (4.1) is state independent (i.e. evaluates to the same number regardless of the state |0 under consideration). The Fourier coefficients c(ω; x, x ) can be used to compute the thermal Hadamard function at inverse temperature β:
The thermal Hadamard function S
β (x, x ) (4.3) is independent of the initial choice of vacuum |0 in (4.1).
Since we consider only the case where the boundary is inside the SOL, as discussed in Secs. II C, III B 4 and III C 4, the rotating and nonrotating Minkowski vacua inside the cylinder are identical for each set of boundary conditions. However, the two vacua for the different boundary conditions, namely |0 sp (spectral) and |0
MIT (MIT) are not the same. In this section, we compute rigidly-rotating t.e.v.s with respect to the |0 sp and
|0
MIT vacuum states, using the difference ∆S (1) β (x, x ) between the thermal Hadamard function S (1) β (x, x ) (4.3) and its vacuum counterpart, defined as:
where |0 * is either |0 sp or |0 MIT . We first derive a general expression for the thermal Hadamard function (4.3) in terms of fermion field modes, before considering separately the situations where the field satisfies spectral or MIT bag boundary conditions.
A. Thermal Hadamard function
Using the notation in Eq. (2.10), the fermion field operator can be written as:
where the sum over j, the normalization constants C j , the four-spinors u j and their charge conjugates v j depend on the boundary conditions employed, and are described in detail in Sec. III. The corotating energy E j and the Minkowski energy E j are related by Eq. (2.12). The Schwinger function (4.1) takes the form:
6) where ⊗ denotes an outer product, the U j are particle modes and the V j are anti-particle modes. The expression (4.6) is valid irrespective of the state in which it is evaluated [21] . Thus, the Fourier coefficients of the Schwinger function take the form:
where ∆z = z − z . From these Fourier coefficients, the thermal Hadamard function (4.3) can be derived:
Subtracting the vacuum Hadamard function (4.4) from the above thermal Hadamard function gives:
where the thermal factor w j takes the form:
In (4.10), the step function θ(E j ) ensures that the sum over j in Eq. (4.9) runs only over positive Minkowski energies (i.e. E j > 0). 
It will turn out, in Secs. IV B 2 and IV C 2, that the expectation value (4.11b) for the charge current vanishes identically for both spectral and MIT bag boundary conditions. We will therefore also consider the charge current for fermions of negative chirality only. It has been remarked by Vilenkin [7] that the restriction of the particle spectrum to fermions of negative chirality induces a nonvanishing charge current anti-parallel to the rotation vector Ω. Since these particles are traditionally called (in the massless case) neutrinos, we will use the term neutrino charge current (and abbreviate this to CC) for this quantity. The t.e.v.s of the CC Jα ν of particles of negative chirality can be calculated using:
projects onto the space of modes of negative chirality with the help of the matrix γ 5 = iγ0γ1γ2γ3, which in the Dirac representation has the form [14] :
We now turn to the computation of the t.e.v.s (4.11), considering the spectral and MIT bag boundary conditions separately. In each case, we first construct the thermal Hadamard function before computing the t.e.v.s and examining their properties.
B. Spectral boundary conditions
Using the relation (3.23) to write the anti-particle modes in terms of the particle modes, the difference be-tween the thermal and vacuum Hadamard functions (4.9) can be written as:
(4.13) where E j is the corotating energy, ∆t = t−t , ∆z = z−z and the normalization constant C sp j ≡ C λj ,sp Ej kj mj j is given in Eq. (3.22) . The sum over j can be found in (3.26) . The thermal factors w j and w  are given by (4.10) with the indices j and  in Eqs. (3.15) and (3.24) 
is given explicitly by:
14) where E ± are given in (2.29) and the spinors φ j in (2.23). In (4.14), the first occurrence of ⊗ has the meaning of a Kronecker product of two 2 × 2 matrices, i.e.: In other words, the outer product φ j (x) ⊗ φ † j (x ) is to be copied into each of the four matrix elements to the left of the Kronecker ⊗ sign, thus producing a 4 × 4 matrix.
Introducing the notation:
the following expressions can be found for the 2×2 matrices introduced on the right-hand-side of (4.16), by using the explicit form (2.23) of the φ j spinors:
In (4.17), the Hadamard (Schur) product symbol • has been used for the element-wise product of two matrices of the same size, defined for two 2 × 2 matrices A, B as:
The matrix M j on the right of the Hadamard product symbol • in (4.17) is defined as: 19) where ∆ϕ = ϕ − ϕ and the arguments of the first and second Bessel functions in the products above are qρ and qρ , respectively, e.g.
For the purpose of computing t.e.v.s, it is advantageous to write M j (4.16) as:
where I 2 is the 2×2 identity matrix and the Pauli matrix σ 3 can be found in Eq. (2.5). Thus, the following form is obtained for M j :
Having computed above the explicit form of M j appearing in Eq. (4.13), t.e.v.s can now be calculated, as described in the following sections.
Fermion condensate
The t.e.v. of the FC : ψψ : sp β is computed from the difference between the thermal and vacuum Hadamard functions (4.13) using (4.11a). Looking at Eq. (4.21), it is clear that only the first term (the one involving I 2 on the left of the direct product sign ⊗) contributes, giving:
: ψψ : 22) where the notation J + m (z) is the same as in Ref. [1] :
It is convenient to express the sum over j as a sum over positive energies:
: ψψ :
24) where we have used (3.22) for the normalisation constants C sp j and the thermal weight factor w(x) is:
while its arguments E and E are defined as: Thus, in the spectral model, the t.e.v. of the FC vanishes for massless fermions with µ = 0. In Fig. 3 we have therefore plotted µ −1 : ψψ : sp β to facilitate comparisons between the t.e.v.s for different values of the mass µ. It can be seen from Fig. 3 that the t.e.v. of the FC is positive everywhere, including on the boundary, where its value is finite. This is true for all R provided that the boundary of the cylinder is either inside or on the SOL. In Figs. 3(a) and 3(b) , we have fixed the inverse temperature β and the fermion mass µ = 0, and show the t.e.v.s of µ −1 : ψψ :
sp β for various values of the angular speed Ω. The t.e.v. of the FC increases for each fixed value of ρ as ΩR increases. This is particularly marked in the higher-temperature plot Fig. 3(b) . When ΩR = 1 and the boundary is on the SOL, the FC increases rapidly as we move away from the axis of rotation, with a large peak just inside the boundary. However, even in this case, the FC is finite on the boundary. In Fig. 3(c) we have fixed the angular speed Ω and again consider massless fermions µ = 0, varying the inverse temperature β. As expected, the t.e.v.s decrease as β increases and the temperature decreases. Finally, in Fig. 3(d) we fix the inverse temperature β and angular speed Ω and vary the fermion mass µ. We see that µ −1 : ψψ : sp β decreases as µ increases. For comparison, in Fig. 3(d) we also plot the t.e.v. of the FC corresponding to the massless unbounded case [1] : 27) where ε = 1 − ρ 2 Ω 2 . The subscript I indicates that the above t.e.v. is given with respect to the rotating (Iyer) vacuum [1, 4] . In the interior of the cylinder, we see that the rigidly-rotating t.e.v. of the FC with spectral boundary conditions and a massless fermion is almost identical to that for a massless fermion on unbounded Minkowski space-time. They differ significantly only near the boundary. The t.e.v. on unbounded Minkowski space-time continues to increase as the boundary is approached, while that for spectral boundary conditions decreases near the boundary. 
: Jt : : Jt : We therefore consider the neutrino charge current (CC), whose t.e.v. is given by (4.11d). While the t, ρ and ϕ components of the CC vanish, the z component is nonzero (in accordance with [7] ):
: Jẑ ν : In Fig. 4 we plot the t.e.v. (4.30a) for a range of values of the fermion mass µ, inverse temperature β and angular speed Ω. For all values of the parameters we studied, it can be seen in Fig. 4 that the t.e.v. of the CC changes sign from negative on the axis of rotation ρ = 0 to positive on the boundary ρ = R. This can be explicitly checked by considering the value of : Jẑ ν : sp β on the rotation axis ρ = 0, : Jẑ ν :
and on the boundary ρ = R (recall that E and E are given in (4.26)):
: Jẑ ν : As the angular speed Ω or temperature β −1 increases, the t.e.v. : Jẑ ν : sp β decreases on the axis of rotation and increases on the boundary. It remains finite everywhere inside and on the boundary. In Fig. 4 (a) we see that : Jẑ ν :
sp β vanishes when the angular speed Ω = 0. This is also the case on unbounded Minkowski space-time [1] . As the fermion mass µ increases, : Jẑ ν :
sp β also decreases close to the boundary. Fig. 4 (c) also shows the t.e.v. of the CC for the massless unbounded case, which is given by [1] :
(4.31)
Close to the boundary, : Jẑ ν :
sp β changes sign and increases to values which are an order of magnitude higher than the absolute value of : Jẑ : unb β,I , which is negative everywhere. In Fig. 4 (c 
Stress-energy tensor
The t.e.v. of the SET : Tασ : sp β with respect to the tetrad (2.2) can be calculated using the formula (4.11c), with the difference between the thermal and vacuum Hadamard functions given by (4.13). By construction, the action of iDt on e −i Ej t M j (with the matrix M j given in (4.14)) gives the energy E j : 32) while for the derivatives with respect to ρ and ϕ, the inner structure (4.19) of the M j matrix must be taken into account. Using the quantities defined in (4.23, 4.25, 4.26), together with the relation : Ttt :
: Tρρ :
: Tφφ :
: Tẑẑ :
: Ttφ :
Eqs. (4.34) can be used to check the identity:
:
In Fig. 5 we have plotted the t.e.v. : Ttt :
sp β (4.34a) for a range of values of the inverse temperature β, angular speed Ω and fermion mass µ. Other components of (4.34) are discussed in Sec. IV D. As was observed earlier for the FC and CC, if the angular speed Ω or temperature β −1 increases with the other parameters fixed, then the t.e.v. : Ttt : 
C. MIT bag model
The method employed for the spectral model in the previous section can be applied also for the MIT bag model. An expression for the difference between the thermal and vacuum Hadamard functions, equivalent to Eq. (4.13), can be written for the MIT case:
37) where E j is the corotating energy, ∆t = t−t , ∆z = z−z , and the normalization constant C MIT j is given in (3.64). The sum over j in this case is defined in Eq. (3.69). The thermal factors w j and w  are given by (4.10) 
The superscripts ± indicate the sign of the helicity and the quantity b is given in (3.38). As in Sec. IV A, it is understood that the spinors on the left and right of the direct product symbol ⊗ depend on x and x , respectively.
To find M j , we start with the following results:
where E ± are given in (2.29). The spinors φ ± j can be found in (2.23), and the φ ± j have the argument x, while their Hermitian conjugates have the argument x . Using Eq. (2.23), the direct products of the φ ± j two-spinors can be written as: 
In the above, the Hadamard product • is taken with the matrix M j defined in Eq. (4.19). Using the result (3.38) for b, the following identities can be established:
where ς = ±1 and j = j m is in Eq. (3.36). Thus, the matrices introduced in (4.42) can be put in the form:
We can alternatively write M j in terms of the Pauli matrices σ 1 , σ 2 , σ 3 (2.5):
where I 2 is the 2 × 2 identity matrix. does not depend on ς.
Fermion condensate
As in the case of spectral boundary conditions, the first t.e.v. we consider for MIT bag boundary conditions is the FC : ψψ :
MIT β , evaluated from (4.37) via (4.11a). Only the term containing I 2 on the right-hand-side of Eq. (4.45) contributes to the t.e.v. of the FC (4.11a), giving:
where J ± are defined in (4.23), the thermal factors can be found in (4.25), their arguments can be found in (4.26) and the quantity j can be found in (3.36). In Eq. 
In Fig. 6 , we plot the t.e.v. of the FC : ψψ :
MIT β for various values of the parameters β, µ and Ω and both ς = ±1. For a massless fermion field, as discussed in Sec. III C 2, the energy spectra for ς = ±1 are identical and therefore changing the sign of ς changes only the sign of : ψψ :
MIT β , without changing its magnitude.
The plots in Fig. 6 (a-c) are for µ = 0. They show many qualitative features similar to those in Fig. 3 for spectral boundary conditions. In particular, the t.e.v.s increase with increasing angular speed Ω for fixed inverse temperature β; there is a sharp peak near the boundary for ΩR = 1 but the t.e.v.s remain finite everywhere inside and on the boundary; and the t.e.v.s also increase as the temperature β −1 increases for fixed Ω.
In Fig. 6 (d) , we show the effect of varying the fermion mass µ and ς (3.30). Note that in Fig. 6 we have plotted ς : ψψ :
MIT β rather than : ψψ :
MIT β . It can be seen that increasing the fermion mass µ when ς = −1 also increases ς : ψψ :
MIT β on the rotation axis. When ς = 1, the FC decreases on the rotation axis to negative values as µ is increased.
There are also some differences between the results in Fig. 6 for MIT bag boundary conditions and those in Fig. 3 for spectral boundary conditions. In particular, the massless limit of the FC in the MIT model is finite and nonzero, whereas, for spectral boundary conditions, the FC vanishes when the fermions are massless (see Sec. IV B 1). Furthermore, from (4.46), the t.e.v. of the FC vanishes on the boundary:
where the last equality follows from using Eq. (3.35) to eliminate the j 4 term. Again, this feature is not present for spectral boundary conditions, when the t.e.v. of the FC is finite (but in general nonzero) on the boundary.
Neutrino charge current
As in the spectral case, the t.e.v.s of all the components of the charge current (4.11b) vanish. For the t, ρ and ϕ components, the summands are odd with respect to m → −m − 1; for the z component the summand is odd under the transformation k → −k. The rules for checking the required transformation properties under m → −m − 1 are, using (3.47, 4.23, 4.25, 4.26):
The only nonvanishing component of the neutrino charge current (CC) (4.11d) is, as in the spectral model case, the z component (see Eqs. (3.36, 4.23, 4 .47) for the definitions of various quantities):
: Jẑ ν :
In Fig. 7 we illustrate the behaviour of : Jẑ ν :
MIT β . We find that : Jẑ ν :
MIT β is negative everywhere, and hence in MIT β appears to be increasing.
Stress-energy tensor
We now turn to the t.e.v.s of the SET for MIT bag boundary conditions. The nonvanishing t.e.v.s of the components of the SET with respect to the tetrad (2.2), calculated using (4.11c, 4.37), are: : Ttt :
: Ttφ : tween the trace of the SET and the FC can be directly verified. MIT β increases monotonically as ρ increases from 0 (the axis of rotation) to R (the boundary); in other cases there is a peak in the energy density close to the boundary. MIT β behaves as expected, its value decreasing everywhere in the domain as µ is increased. A notable feature of the chiral case (when ς = −1) is that the value on the boundary of : Ttt :
MIT β increases as µ increases.
D. Comparison between the spectral and MIT models
In this section we have computed rigidly-rotating t.e.v.s (thermal expectation values) of the fermion condensate (FC) : ψψ : β , and the nonzero components of the neutrino charge current (CC) : Jẑ ν : β and stressenergy tensor (SET) : Tασ : β for a massive fermion field satisfying either spectral (3.12) or MIT bag (3.28) boundary conditions. All components are computed with respect to the tetrad (2.2). We have considered only the case where the boundary is inside or on the speed-of-light surface (SOL). All expectation values computed are finite everywhere inside and on the boundary. This is true even when the boundary is on the SOL. The t.e.v.s with these two boundary conditions share many features. Typically their absolute values increase as either the temperature β −1 or angular speed Ω increases, with other parameters held fixed. In the spectral case, increasing the fermion mass µR appears to decrease the magnitude of the t.e.v.s throughout the domain. A similar effect can be observed for the original MIT boundary conditions (when ς = 1). [1] . The plots show t.e.v.s as functions of the scaled radial coordinate ρ/R, so that the boundary of the cylinder is at ρ/R = 1. The angular speed is taken to be Ω = 0.5R −1 , the inverse temperature is β = 0.05R and the fermion field is massless. The profiles obtained in the three setups (spectral, MIT and unbounded) agree very well, except in the vicinity of the boundary, where the results obtained with the spectral model present visible deviations. The MIT model yields results for the SET which closely follow the unbounded case, differing from the latter only slightly on the boundary.
In the chiral case (ς = −1), the values of the t.e.v.s appear to be decreasing close to the rotation axis as µ increases, while close to the boundary, the t.e.v.s appear to increase with µ.
In Fig. 9 we compare our results for the nonzero components of the SET : Tασ : β and CC : Jẑ ν : β for the spectral and MIT bag boundary conditions with those for rotating states on unbounded Minkowski space-time [1] . In Fig. 9 , the temperature is very high β −1 = 20R −1 , and the boundary is far inside the SOL (ΩR = 0.5). For these values of the parameters there is very little difference between the t.e.v.s in the unbounded, spectral and MIT bag cases. The only noticeable variation between these three t.e.v.s is close to the boundary. The MIT bag t.e.v.s are still very similar to those in the unbounded case but those for spectral boundary conditions show a marked difference from the unbounded case.
Combining our results in Fig. 9 with those earlier in this section, we find the following qualitative differences between the spectral and MIT models:
• The t.e.v. of the fermion condensate vanishes everywhere for massless fermions in the spectral case, while in the MIT case, it is finite and depends on the value of ς. For massless fermions, : ψψ :
MIT β has the sign of ς everywhere, while in the case of massive fermions, : ψψ :
MIT β can start with opposite sign on the rotation axis.
• The t.e.v. of the neutrino charge current is negative on the rotation axis and becomes positive on the boundary in the spectral case, while in the MIT case, it stays negative throughout the space-time, except on the boundary, where it vanishes.
• : Tφφ :
sp β vanishes on the boundary, while : Tφφ :
MIT β remains nonzero on the boundary.
We examine further the differences between the spectral and MIT bag boundary conditions in the next section, by considering Casimir expectation values.
V. CASIMIR EXPECTATION VALUES
So far we have considered thermal expectation values (t.e.v.s) of rotating fermions enclosed in a cylindrical boundary with respect to the vacuum state of the bounded system. In this section we investigate the expectation values of the fermion condensate (FC), charge current (CC) and stress-energy tensor (SET) in the bounded rotating vacuum relative to the unbounded vacuum state. We refer to these expectation values as "Casimir expectation values" as they describe the effect of the boundary on the vacuum state. As in the previous section, we consider both spectral and MIT bag boundary conditions. Furthermore, the boundary will always be inside or on the speed-of-light surface (SOL). As shown in Sec. III, the resulting quantization of the transverse momentum guarantees that the Minkowski energy E and corotating energy E satisfy E E > 0 for all modes. This means that the (bounded) rotating (Iyer [4] ) and nonrotating (Vilenkin [3] ) vacua are identical, and will be referred to henceforth as the "bounded vacuum". The bounded vacua for spectral and MIT bag boundary conditions are however not the same, and hence the Casimir expectation values will depend on the boundary conditions employed.
A. Euclidean Green's function on unbounded
Minkowski space-time
The main difficulty in extracting Casimir expectation values using the construction of two-point functions by employing mode sums comes from the quantization of the transverse momentum induced by the boundary (see Secs. III B 1 and III C 1 for details). On unbounded Minkowski space-time, the fermion field (and, similarly, the two-point function) is written as a sum over field modes, which involves an integral over the Minkowski energy E (or, equivalently, the transverse momentum q) (2.36). The presence of the boundary changes the integral over the permissible values of the transverse momentum q into a sum (over an index which labels the values of the transverse momentum). This makes it technically challenging (although not impossible [12, 16] ) to subtract two-point functions corresponding to the unbounded and bounded manifolds. Following the approach in Ref. [5] , it is convenient to extract Casimir expectation values from the Green's function of the corresponding Euclideanized manifold. To this end, we start in this section by calculating the Euclidean Green's function for the unbounded space-time, after which the boundary terms will be presented separately for the spectral and MIT bag models in Secs. V B and V C respectively.
To simplify the calculations, it is convenient to switch to the inertial nonrotating (Minkowski) coordinates, where the metric is diagonal, i.e. there are no off-diagonal components mixing space and time. The formulation of quantum field theory on the Euclidean equivalent of the Minkowski manifold is obtained by introducing the following notation: 
The Euclidean Green's function S E ≡ S E (x, x ) must satisfy the inhomogeneous Dirac equation:
where I 4 is the 4 × 4 identity matrix and g E is the determinant of the Euclidean metric with nonvanishing components (5.2). Following the construction of the mode solutions of the Dirac equation in Sec. II B, the (nonrotating) vacuum Euclidean Green's function S unb E (x E , x E ) for the unbounded space-time can be Fourier-transformed as: 
where p is the momentum, ∆ϕ = ϕ − ϕ and h is the 2 × 2 component of the helicity operator W 0 , defined in Eq. (2.9). In (5.6), we have used the Kronecker product of matrices, defined in (4.15). For the equation in x , the operator h † has the form:
where the primes indicate that the derivatives in the operators P ± act from the right on ρ and ϕ . The operators P ± can be found in (2.17). The off-diagonal components of Eqs. (5.6) give the following equations:
while the diagonal components can be written as modified Bessel equations:
It can be shown that the inhomogeneous Dirac equation in x also reduces to Eqs. (5.9) (with ρ and ϕ replaced by ρ and ϕ , respectively). Hence, χ unb 11 and χ unb 22 can be written as linear combinations of modified Bessel functions. The Euclidean Green's function for the Minkowski space-time must be regular at the origin and at infinity, and thus the only nontrivial solution of Eqs. (5.9) satisfying these boundary conditions is: . The combinations in Eq. (5.11) can be written using these conventions in terms of step functions as:
The off-diagonal matrices χ unb 12 and χ unb 21 can be obtained from Eqs. (5.8), using the following properties (the operators P ± are given in (2.17)):
Similar equations hold for P ± , which can be applied bearing in mind that I −m (z) = I m (z) and K −m (z) = K m (z). Thus, the Euclidean propagator on unbounded Minkowski space-time takes the form (5.4) with the matrix χ unb given by:
where the notation F(m, n) is a shorthand for:
(5.14b) As before, the first and second Bessel functions in (5.14) depend on αρ and αρ , respectively. The Pauli matrix σ 3 is given in (2.5). and on which point is on the boundary, certain entries in these 2 × 2 matrices will vanish, as indicated in the table. Entries marked × do not necessarily vanish.
Before ending this section, we stress that the solution (5.4, 5.14) of the inhomogeneous Dirac equation (5.3) is fixed by the boundary conditions requiring regularity at the origin (ρ = 0 or ρ = 0) and space-like infinity.
To satisfy boundary conditions of a different type, suitable solutions of the homogeneous Dirac equation can be added to Eq. (5.4). We follow this approach in Secs. V B and V C for spectral and MIT bag boundary conditions, respectively.
B. Spectral boundary conditions
In this section, we first construct the Euclidean Green's function for a fermion field satisfying spectral boundary conditions on the cylinder, then compute the Casimir expectation values. Using an asymptotic analysis, we are able to derive the rate of divergence of these expectation values as the boundary is approached.
Euclidean Green's function for spectral boundary conditions
To construct a Euclidean Green's function which implements spectral boundary conditions, we consider the behaviour of the corresponding vacuum Hadamard Green's function on the boundary. Since the dependence on the radial coordinates ρ and ρ is always that in the 2 × 2 matrix given in Eq. (4.19), it is sufficient to analyze its behaviour on the boundary, as shown in Table I. To implement these boundary conditions, a solution ∆S sp E (x E , x E ) of the homogeneous Dirac equation must be added to the Euclidean propagator (5.4, 5.14), as follows: (5.15) where ∆S sp E (x E , x E ) can be Fourier transformed in analogy with Eq. (5.4): The Euclidean propagator S sp E (x E , x E ) of the bounded system must obey spectral boundary conditions, in other words those entries which vanish in Table I must be equal to zero. Furthermore, S sp E (x E , x E ) must stay regular at the origin (i.e. when either ρ = 0 or ρ = 0). We therefore find the following expressions for ∆χ 
where • denotes the Hadamard product of matrices (4.18). In (5.18a), c m is a constant ensuring that the relevant entries in Table I vanish, having the value:
and the matrix E j on the right of the Hadamard product in (5.18a) is given by: 
Thus, the Fourier coefficients ∆χ sp of the boundary term (5.16) can be written as:
where the Pauli matrix σ 3 is given in (2.5) and I 2 is the 2 × 2 identity matrix.
Casimir expectation values
We are interested in the Casimir expectation values of the FC ψψ The following formulae can be used to calculate these expectation values using the difference ∆S sp E (x E , x E ) (5.16) between the vacuum Euclidean Green's functions for the bounded system and for unbounded Minkowski space:
For the FC (5.20a), the following expression is obtained: 
(5.22) It is convenient to switch to the polar coordinates (α, ϑ) where α is given by (5.10) and:
in terms of which the Casimir FC (5.21) can be put in the following form, after the integration over ϑ has been performed:
We now change variables to
and introduce the notation: 
To see this, consider one of the entries in S sp E (x E , x E ) which vanishes when x E is on the boundary from Table I . This entry in ∆S sp E (x E , x E ) (with ρ = R) is then equal to the corresponding entry in S unb E (x E , x E ) with ρ = R. As x E → x E , because the coincidence limit of the unbounded Minkowski space Green's function is divergent, so too is this entry in lim then, using Eqs. (A4), we find:
32) where the r on the left-hand-side is the Jacobian of the transformation (5.31). The above expression does not vanish at large r, so the integral in I sp,− 00 (5.26) is not convergent when ρ = 1. As will be seen in the analysis below, it is convergent for ρ < 1.
In this section, we analyze the divergence of the Casimir expectation values (5.28, 5.29) as a function of the distance to the boundary, defined as:
where ρ is given by (5.27 ). We will find it useful to consider the following integrals:
(xρ).
(5.34) To understand the connection between I sp, * n and I sp, * n , the sum over m in Eq. (5.26) can be replaced by the integral over ν by using the generalized Abel-Plana formula, presented next.
a. Generalized Abel-Plana formula. According to Ref. [25] , residue theory can be used to prove the following result: (5.38) The factor (e 2πt + 1) −1 ensures the convergence of the t integral.
The x integral in Eq. (5.36) can be analyzed by considering the asymptotic expansion of the integrand for large x (but fixed ν). Starting from the asymptotic expansions for large argument given in Eqs. (A1), the following approximations can be obtained:
39a)
From (5.39) we find the following asymptotic behaviour of the desired functions: 
When ρ → 1 (or, equivalently, → 0), the integrals (5.41) diverge due to the large x behaviour of the integrand. To investigate this divergence, the lower limit of the x integral can be set to 0, giving:
sp,× 21 
cos θ r(1 + cos θ) 1 + 1 2r
Hence, the following results are obtained: 
The divergence of the SET (5.46) for massive fermions when spectral boundary conditions are considered is one inverse power of larger compared to the scalar field case [5] . We will discuss this point further in Sec. V D. in Fig. 10 have their minimum on the axis of the cylinder at ρ = 0, and increase monotonically as the radial coordinate ρ increases. All diverge as ρ → R and the boundary is approached. The agreement between the asymptotic and numerical results as the boundary is approached is excellent, confirming the predicted order of divergence in Eqs. (5.46).
C. MIT bag boundary conditions
The leading-order Casimir divergence for fermions inside a cylinder in four-dimensional Minkowski space-time has already been reported in Ref. [12] , but only for the original MIT case (i.e. ς = 1).
In this section we apply the approach of Sec. V B to the case with MIT bag boundary conditions, for both ς = ±1. Our approach is different from that in Ref. [12] . We recover the leading-order, ς = 1, results of Ref. [12] in Sec. V C 3 b, except for the fermion condensate (FC), for which we obtain the opposite sign. This difference is due to a difference in how the FC is defined: we define the FC by analogy with the classical theory, such that Eq. (4.35) holds.
Euclidean Green's function for MIT bag boundary conditions
To form the Euclidean Green's function S MIT E (x, x ) for the bounded system with MIT bag boundary conditions, a solution ∆S MIT E (x, x ) of the homogeneous equation corresponding to (5.3) (i.e. with the right hand side set to zero) must be added to the Euclidean Green's function (5.4, 5.14) for the unbounded space-time: 
(5.53) Since the Euclidean Green's function is formally equivalent to the Lorentzian Feynman propagator, the MIT boundary conditions (3.28) remain unchanged when the Euclidean propagator is considered:
To begin the construction of ∆S MIT E (x, x ) (5.48), we require the values on the boundary of the Fourier transform χ unb (5.14) of the Euclidean Green's function S unb E (x, x ) (5.4) for the unbounded space-time. These values can be inferred from Eqs. (5.14, 5.18c):
where the modified Bessel functions explicitly displayed in the ratios K m /I m and K m+1 /I m+1 have argument αR. The dependence on the coordinates ρ, ρ , ϕ and ϕ is fully contained in the matrices E j (5.18c). The boundary conditions (5.54) give 32 equations for the matrix elements of ∆χ MIT (5.50). However, only a comparatively small number of these equations is required to fully determine ∆χ MIT . The (1, 1) components of Eqs. (5.54) (i.e. the top left components of the equations for both ρ = R and ρ = R),
show that
A similar inspection of the (2, 2) components of Eqs. (5.54) shows that:
leading to: 
(5.63) Substituting b 21 into the first equation in (5.58) gives:
where the following property was used to eliminate K m (αR):
The quantity U ≡ U m (αR) introduced in Eq. (5.64) is defined as [16] : 
The constant a 11 can be found by substituting a 21 = −ka 11 − αc 11 into the (2, 1) component of Eq. (5.54) for ρ = R:
The results in Eqs. (5.64, 5.67, 5.68) can be summarized as follows. The difference between the vacuum Euclidean Green's functions for the bounded and unbounded space-times is given by (5.49), with the matrix ∆χ MIT having the form (5.50).
The 2 × 2 matrix element ∆χ MIT 11 is given by:
The 2 × 2 matrix ∆χ MIT 12 can be found from Eq. (5.52a):
The matrix elements of ∆χ MIT 21 can be found from Eq. (5.69b) using Eqs. (5.57, 5.59, 5.61):
Finally, the components of ∆χ MIT 22 can be found by inverting Eq. (5.52a):
In (5.69), the matrix E j is given in (5.18c), α is defined in (5.10) and U is given in Eq. (5.66). The modified Bessel functions I m , K m written explicitly in (5.69) have argument αR. The matrix E j contains all the dependence on the coordinates ρ, ρ , ϕ, ϕ .
Casimir expectation values
We now use the Euclidean Green's function with MIT bag boundary conditions to calculate the Casimir expectation values of the fermion condensate (FC) ψψ First, the Casimir expectation value of the FC takes the form
where the arguments of the modified Bessel functions are αR unless explicitly stated otherwise. The expression (5.70) can be simplified by changing to the polar coordinates (5.23), and then performing the integral over ϑ. Afterwards, the terms involving I 
where W m (x) is defined as [16] 
As in the case with spectral boundary conditions, for MIT bag boundary conditions we find that the Casimir expectation values of all components of the charge current Jα The expressions (5.95) are accurate to leading and next-to-leading orders in terms of the distance to the boundary (i.e. terms of order O( 2 ) have been neglected in the brackets). Our results reduce to those presented in Ref. [12] if next-to-leading order terms are ignored, ς is set to 1 and the sign of ψψ MIT Cas is inverted.
The most significant feature of the asymptotic results (5.95) is that the divergence as → 0 of the nonzero components of the SET is one inverse power of smaller than the divergence in the corresponding expectation values for spectral boundary conditions, given in Eqs. (5.46) . Furthermore, the rate of divergence of the Casimir expectation values of the SET in Eq. (5.95) is the same as that for a quantum scalar field [5] . We will discuss these observations further in Sec. V D. On the other hand, the divergence of the FC for a massive fermion field with MIT bag boundary conditions (5.95a) is one inverse power of larger than for a massive fermion field satisfying spectral boundary conditions (5.46a).
c. Numerical results. In Fig. 11 , we compare the asymptotic results in Eqs. (5.95) with numerical evaluations of the Casimir expectation values Eqs. (5.77) for massless fermions µR = 0 and massive fermions with µR = 2. As discussed in Sec. III C, for a massless fermion field the energy spectrum of modes is independent of the choice of ς = ±1. Therefore, in the massless case, ς only influences the sign of the FC, hence the plots do not show separate curves for ς = 1 and −1 in this case. However, there are significant differences when massive fermions are considered between the cases corresponding to the two values of ς, which are represented using separate curves in Fig. 11 . From (5.95), it is clear that the sign of the Casimir divergence has a complicated dependence on both ς and the fermion mass µ. For all expectation values, we therefore plot the logarithm of the magnitude of the relevant quantity, as a function of ρ/R on a linear scale in the left-hand column and as a function of the logarithm of −1 in the right-hand column.
All the Casimir expectation values shown in Fig. 11 are finite inside the cylinder. Their magnitudes are monotonically increasing as ρ increases and diverge on the boundary as ρ → R. Unlike the results for spectral boundary conditions shown in Fig. 10 , for MIT bag boundary conditions we find that the expectation values of the components of the SET have larger magnitude close to the boundary for massive fermions than for massless fermions. Furthermore, these magnitudes near the boundary are larger for ς = −1 than for ς = 1.
In Fig. 11 , we have also plotted the asymptotic results (5.95) as thin solid curves. Some of the asymptotic formulae (5.95) have zeros, resulting in breaks in the curves. In all cases studied, we find excellent agreement near the boundary between the numerical results of computing the Casimir expectation values (5.77) and the asymptotic forms (5.95).
D. Comparison between the spectral and MIT models
In this section we have studied Casimir expectation values for fermions contained within a cylinder of radius R. The fermions satisfy either spectral or MIT bag boundary conditions on the surface of the cylinder. We now focus on the Casimir expectation value of the stressenergy tensor (SET) Tασ Cas and compare our results with those for a quantum scalar field inside a cylinder [5] .
For a quantum fermion field satisfying spectral boundary conditions, Eqs. 
Tρρ

MIT
Cas as −2 . For a quantum scalar field, the rates of divergence of the nonzero components of the SET are the same as those for a fermion field satisfying MIT bag boundary conditions [5] .
In order to understand these different behaviours, we perform a separate asymptotic analysis following the method of Ref. [26] , applied to a cylindrical boundary. The analysis of Ref. [27] gives the leading order divergence of the nonzero components of the SET with respect to an inertial coordinate system to be
where (5.33) is the distance to the boundary located at ρ = R and A is a constant. These results are obtained for a four-dimensional space-time under the assumptions that the SET is a fully local tensor with vanishing trace (i.e. corresponding to a conformal field). The general results (5.96) match those for a massless fermion field satisfying MIT bag boundary conditions, given in Eq. (5.95) and Ref. [12] . However, for spectral boundary conditions, the divergence of the SET is one inverse power of larger than that in (5.96). We attribute this discrepancy to the nonlocal nature of the spectral boundary conditions. As discussed in Sec. III B, the spectral boundary conditions arise from considering the Fourier transform of the fermion field, and taking the Fourier transform is a nonlocal operation. In Ref. [26] it is assumed that the boundary conditions on the field are local in nature, which means that the analysis leading to (5.96) is not valid for spectral boundary conditions. On the other hand, the MIT bag boundary conditions (3.28) are entirely local, and so the analysis of Ref. [27] is applicable.
If, instead of (5.96), we set the leading order divergence of the nonzero components of the SET to be −u , where u is an arbitrary positive number, the results of Ref. [26] 
