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Abstract: In this study, the premise and consequent parameters of ANFIS are optimized using Genetic Algorithm (GA) based on a 
population algorithm. The proposed approach is applied to the nonlinear dynamic system identification problem. The simulation results 
of the method are compared with the Backpropagation (BP) algorithm and the results of other methods that are available in the literature. 
With this study it was observed that the optimisation of ANFIS parameters using GA is more successful than the other methods. 
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1. Introduction 
System identification is a model generating process that is 
developed to predict the behaviour of a system between its input 
and output signals. The approaches based on the fuzzy neural 
networks and artificial neural networks are among the methods 
that are used commonly for the dynamic systems identification. 
However, due to some of its superior features, studies towards 
using ANFIS for the purpose of dynamic system identification, 
have started to increase gradually in the recent years [1-5]. 
 
Training the ANFIS model is basically the determination process 
of the optimal values for the model’s premise and consequent 
parameters. Derivative-based algorithms are commonly used for 
training of ANFIS. But there is a problem of getting stuck in a 
local minimum in derivative-based algorithms. In this context, 
various methods have been proposed in recent years in order to 
train ANFIS parameters. Some of these methods are artificial 
intelligence optimization algorithms and heuristic algorithms 
such as Genetic algorithm, PSO and Differential Evolution 
Algorithm that are not derivative-based [6].  
 
Ghomsheh et al. [3] proposed Particle Swarm Optimization 
(PSO) algorithm that is modified for the optimization of ANFIS 
parameters. Carrano et al. [7] used GA for the training of ANFIS 
in the solution of multi-objective optimization problems. Cus et 
al. [8] used Ant Colony Optimization (ACO) algorithm for 
training of ANFIS parameters. They tried the performance 
analysis of the developed method on the non-linear systems.  
 
In this study, an approach is presented towards the training 
ANFIS by using GA based on a population algorithm. The 
performance of the presented approach is tested on non-linear 
system and the results are compared with different methods. In 
the following section, the basic structure of ANFIS is introduced, 
in the third section, information about genetic algorithm is given, 
in the fourth section, information about the presented approach is 
given and the obtained results are given in the section 5. 
2. Adaptive Neuro-Fuzzy Inference System 
(ANFIS) 
Adaptive Network-based Fuzzy Inference System (ANFIS) is a 
network model which Sugeno-type fuzzy system is combined 
with neural learning ability. The main aim of ANFIS is to 
optimize the parameters of the equivalent fuzzy logic system by 
using input-output data sets via a learning algorithm. Parameter 
optimization is carried out in such a way that the error value 
between the actual output and the target output to be minimum.  
 
ANFIS contains two parameters as antecedent and consequent 
parameters. Those two parameter types connect the fuzzy rules to 
each other and training of the model is provided with the 
optimization of these parameters. ANFIS basically consists of 
five layers. A basic ANFIS structure consisting of two inputs and 
one output is given in (Figure.1). 
 
Figure 1. A basic structure of ANFIS [9] 
A. Layer 1 
This layer is named as the fuzzification layer. The signal that is 
obtained from each node is transfered to the other layer. In this 
layer, for the outputs of the cells, (
iO1 ), Equation (1) and 
Equation (2) are given [10]. 
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In here, 
iA  and iB  
are any membership functions belong to the 
inputs, 
iA  and iB   
are membership degrees that are calculated 
for this function. For the bell-shaped membership function
iA  is 
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In here, 
ia  and ic  
are
 
sigma and central parameters of the 
membership function respectively. 
 
B. Layer 2 
This layer is named as the rule layer. Each rule’s firing strength is 
calculated with the membership degrees that are coming from the 
previous layer. 
)().(2 yBxAwO iiii    2,1i   (4) 
 
C. Layer 3 
In this layer which is named as the normalisation layer, each 
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D. Layer 4 
This layer is the defuzzification layer. Output value for each rule 
is calculated using the value of firing strength from previous 
layer. 
).(.4 iiiiiii ryqxpwfwO   2,1i   (6) 
 
E. Layer 5 
This is the sum layer. ANFIS’s output is obtained by collecting 













 2,1i   (7) 
3. Genetic Algorithm (GA) 
Genetic Algorithm (GA) which its fundamental principles are set 
forth by John Holland in 1970’s, is implemented with success on 
many problem types [11]. GA is a heuristic algorithm which is 
used for being able to find exact or approximate results in 
optimization or search problem. This algorithm is developed by 
being inspired from the techniques in the evolutionary biology 
such as inheritance, mutation, selection and crossover. GA can be 
implemented quite effortlessly even on the multidimensional 
problems with large-size search space and also with too many 
number of variables. 
 
GA is a population based optimization algorithm. Equivalent of 
the candidate solutions that generate the population is 
chromosomes. Due to the various evolution processes, these 
chromosomes transform into the solution candidates that 
represent better results. This process is maintained until reaching 
an acceptable compliance value or until meeting the criteria such 
as pre-determined processing time or generation number. Basic 
steps of the Genetic Algorithm are given in (Figure.2). 
 
1. Generate random population of n chromosomes 
2. Evaluate the fitness of each chromosome 
3. Create a new population by repeating following steps 
until the new population is complete 
(i) Select two parent chromosomes from a 
population according to their fitness 
(ii) With a crossover probability cross over the 
parents to form new offspring 
(iii) With a mutation probability mutate new 
offspring at each locus 
(iv) Place new offspring in the new population 
4. Use new generated population for a further run of the 
algorithm 
5. If the end condition is satisfied, stop, and return the best 
solution in current population 
6. Go to step 2 
 
Figure 2. Main steps of the basic GA algorithm [12] 
4. Training ANFIS Using GA 
In this section, GA usage for updating ANFIS parameters is 
explained. ANFIS has two parameter types that have to be 
updated. These are premise parameters and consequent 
parameters. Premise parameters belong to the gauss membership 
function that is given as {𝑎𝑖 , 𝑐𝑖} in Equation (3). The total number 
of the premise parameters is equal to the sum of the parameters in 
all membership functions. Consequent parameters are the ones 
that are used in defuzzification layer, shown in Equation (6) as 
{𝑝𝑖 , 𝑞𝑖 , 𝑟𝑖}.  
 
The method that is suggested in this study is applied to the 
dynamic system identification problem. For the error value 
between the output obtained from ANFIS and the output obtained 
from non-linear dynamic system to be minimum, ANFIS 
parameters are optimized with GA. Block diagram showing this 
structure is given in (Figure.3). RMSE error function which is 
obtained by using Equation (8), is used for determining the error 
value of the solution.  𝑦?̅? is used in Equation (8), is showing the 
output obtained by ANFIS at the time i and  𝑦𝑖 is showing the 
actual output of the system. N is showing the instance number 






    (8) 
 
The selection of the input array which will be used in training is 
important on the success of training. The elements of the input 
array are usually chosen from sinusoidal and random input values 
[13]. In the carried out simulation studies within this study, u(k) 
input signal array which has proper distribution, randomly 
generated in the range of [−2,2] is used.  
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Figure 3. Block diagram showed the proposed method 
5. Simulation Results 
In this section, Applications have been performed by using non-
linear dynamic system for the training ANFIS with GA. In order 
to measure the performance of the system 250 input and output 
data sets are generated. 200 of these data sets are used for 
training, the remaining 50 are used for the test.  
 
For the dynamic system, that is going to be modelled, ANFIS 
structure that consists of 3 inputs and 1 output is created 
respectively. For each of the input of created ANFIS structure, 
gauss membership function with 2 parameters is used. Therefore 
there are 2𝑛 rules in the used ANFIS model [14]. In this way, 
ANFIS structure consisting 12 premise parameters and 32 
consequent parameters with 8 rules is used for the system. 
 
In the study, many attempts have been made in order to decide 
upon the various parameter values that are required for GA. As a 
consequence of these attempts, population size is chosen as 200, 
crossover rate is chosen as 0.8 and mutation rate is chosen as 
0.01. 
 
Besides, the performance of the suggested approach is also 
compared with the results taken from the literature, which belong 
to the Elman feedback artificial neural network that is commonly 
used in the identification of the dynamic systems [15,16]. In the 
considered studies, Kalinli has suggested an approach based on 
training Elman network by using Tabu Search Algorithm (TS), 
SA algorithm and Parallel Tabu Search Algorithm (PTS) for the 
identification of dynamic systems and achieved more successful 
results than the traditional BP algorithm [15,16].  
 
Sample non-linear system which is used for simulation belongs to 
a simple pendulum, swinging through small angle that is taken 
from [15] and defined with Equation (9). The system’s discrete 
time definition is as follows:  
𝑦(𝑘) = 𝐴1𝑦(𝑘 − 1) + 𝐴2𝑦(𝑘 − 2) + 𝐴3𝑦
3(𝑘 − 2) +
𝐵1𝑢(𝑘 − 2)     (9) 
Where, 𝐴1 = 1.040000,  𝐴2 = −0.824000,  
 𝐴3 = 0.130667,  𝐵1 = −0.160000 
 
RMSE error values that are obtained following the simulation 
studies, and the error values belong to different methods and that 
are taken from the literature are given in Table 1. From the results 
that are given on Table 1, it is clearly seen that the performance 
of the approach suggested in this study has quite high success 
comparing to the other methods. Standard deviation for the 
training and testing processes of the error values that are obtained 
in 15 different attempts towards training ANFIS with genetic 
algorithm is found as 0.0032 and 0.0022 respectively. The low 
standard deviations show that RMSE values are close to each 
other, so it means that the results are reliable. The system that 
belongs one of the attempts towards training ANFIS with GA and 
the answers of ANFIS model are given in (Figure.4). 
 
Table 1. Comparison of the results 
Model Train (𝑹𝑴𝑺𝑬𝑨𝑽𝑮) Test (𝑹𝑴𝑺𝑬𝑨𝑽𝑮) 
Elman – BP [15] - 2.6182E-01 
Elman – TS [15] - 1.1990E-01 
Elman – SA [15] - 2.9430E-02 
Elman – PTS[16] - 2.83189E-02 
ANFIS - BP 7.99112E-03 9.60747E-03 
ANFIS – GA 8.69121E-03 8.32214E-03 
 
Figure 4. Response of the system (RMSE error= 5.33145E-03) 
6. Conclusions 
It has been seen that the best training and test error values 
obtained are found with the suggested method. Following the 
studies, finding the admissible RMSE error value shows that the 
training of ANFIS using GA for identification of non-linear 
systems is quite effective. Besides, the results with the low 
deviation value has been obtained within the suggested method. 
Having low deviation value shows that RMSE error values 
obtained from trainings started with different initial solutions are 
close to each other which means the results are reliable. Also, by 
reason of the fact that Genetic algorithm does not have 
restrictions as the derivative-based algorithms have and it is 
easily applicable on the problems, it is assessed that ANFIS 
model can be used on its applications for different problems. 
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