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EXPLICIT ESTIMATES IN THE BRAMSON-KALIKOW MODEL
GALLESCO, C.1, GALLO, S.2, AND TAKAHASHI, D. Y.3
Abstract. The aim of the present article is to explicitly compute parameters for
which the Bramson-Kalikow model exhibits phase-transition. The main ingredi-
ent of the proof is a simple new criterion for non-uniqueness of g-measures. We
show that the existence of multiple g-measures compatible with a function g can
be proved by estimating the d¯-distances between some suitably chosen Markov
chains. The method is optimal for the important class of binary regular attractive
functions, which includes the Bramson-Kalikow model.
1. Introduction
In this work we consider chains of infinite order, or equivalently g-measures,
on a finite alphabet. They constitute an important class of stochastic models,
which includes, for example, Markov chains, stochastic models that exhibit non-
uniqueness and models that are not Gibbsian (Ferna´ndez et al., 2011). The ques-
tion of uniqueness of g-measures was extensively studied and important progresses
have been obtained in several areas related to probability and ergodic theory, from
the seminal works of Onicescu & Mihoc (1935); Doeblin & Fortet (1937) to recent
advances in Johansson et al. (2012); Gallo & Paccaut (2013), and the contribu-
tions of Harris (1955); Keane (1972); Walters (1975); Lalley (1986); Stenflo (2003);
Ferna´ndez & Maillard (2005) among many others. Notwithstanding, the problem
of non-uniqueness is much less understood and the literature is still based on few
examples (Bramson & Kalikow, 1993; Hulse, 2006; Berger et al., 2005). As far as
we know, general criteria for non-uniqueness have only been obtained for the class
of regular attractive functions (Gallo & Takahashi, 2013; Hulse, 1991).
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In the present article we focus on the Bramson-Kalikow (BK) model (Bramson & Kalikow,
1993). It is the most well studied example of non-uniqueness (Lacroix, 2000; Friedli,
2010; Gallo & Takahashi, 2013), nevertheless our understanding of the model is still
far from complete. For instance, to our knowledge, there is no explicit computation
of the values of the parameters for which the BK model exhibits multiple g-measures
(see Friedli (2010) for related discussion). Our main result (Theorem 1) gives such
explicit relationship between the parameters in the case of non-uniqueness. Fur-
thermore, we obtain an improvement on the range of parameters that imply non-
uniqueness of the BK model. Corollaries 1 and 2 give numerical examples of choices
for these parameters. The proof of this result is based on three ingredients: (1)
a new and simple criterion for non-uniqueness of g-measures (Theorem 2), (2) a
concentration of measure inequality for g-measures obtained using a result from
Chazottes et al. (2007), and (3) d¯-distance estimates using a coupling from the past
algorithm.
Theorem 2 has a life of its own and is a criterion for non-uniqueness of g-measures
that in principle can be applied to other models. The motivation of Theorem 2 is to
avoid the direct study of functions g with multiple g-measures as these are objects
that are generally difficult to analyze (Gallo & Takahashi, 2013). Instead, we study
the properties of a sequence of suitably chosen Markov chains. Theorem 2 is inspired
by the works of Bramson & Kalikow (1993), Lacroix (2000), and Hulse (1991), but
has the advantage of being formulated using the d¯-distance, which is key to our
constructive proof of Theorem 1. Moreover, Theorem 3 states that our criterion
(Theorem 2) is optimal in the important class of binary regular attractive functions,
giving a necessary and sufficient condition for non-uniqueness in this class, which
includes the BK model.
The article is organized as follows. We state the main results and relevant defini-
tions in Section 2. In Section 3 we introduce the couplings used to prove Theorem
1 and Section 4 contains the proofs of Theorem 1 and Corollaries 1 and 2. Finally,
in Section 5 we prove Theorem 2 and Theorem 3.
2. Notation, definitions and main results
Let A be a finite set we call alphabet and X = AZ− . We denote by xi the i-th
coordinate of x ∈ X and for i ≤ j we write x−i−j := (x−i . . . x−j). For x, y ∈ X , a
concatenation x0−iy is a new sequence z ∈ X with z
0
−i = x
0
−i and z
−i−1
−∞ = y. We
introduce on X the metric ρ(x, y) := min{ 1
j+1
: x0−j = y
0
−j}, which turns X into a
compact metric space. Denote by B the Borel σ-algebra on X . Let T : X → X be
the shift operator such that for x ∈ X we have (Tx)i = xi−1. We denote by C(X )
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the space of continuous functions with norm ‖f‖ := supx∈X |f(x)|. Let also
G := {g ∈ C(X ) : g(x) ∈ (0, 1) and
∑
a∈A
g(ax) = 1, ∀x ∈ X}.
In the literature (Bramson & Kalikow, 1993), a function in G is called regular. We
denote by Mk the set of regular k-th order Markov kernels on X and by M =⋃
k≥0Mk the set of regular Markov kernels. We have M ⊂ G. Sometimes, we
consider a well ordered set A and then X is endowed with partial order x ≥ y ⇔
xi ≥ yi for all i ∈ Z−. A function g ∈ G is attractive if A is well ordered and for all
a ∈ A,
∑
b≥a g(bx) is an increasing function of x ∈ X .
Let g ∈ G, following Walters (1975) we say that a probability measure µ on X
is a g-measure if it is T -invariant and, for all a ∈ A and x ∈ X , µ({x ∈ X : x0 =
a}|T−1B)(x) = g(ax−1−∞) or equivalently,∫
X
fdµ =
∫
X
∑
a∈A
g(ax)f(ax)dµ, (1)
for all f ∈ C(X ). A process (Xn)n∈Z is said to be compatible with g if its law is
a g-measure. In this article, we are interested on conditions for non-uniqueness of
g-measures, i.e., sufficient conditions for the existence of several g-measures with
the same function g.
We will now define the model introduced by Bramson & Kalikow (1993). Let
A = {−1,+1}, ǫ ∈ (0, 1/2), and (mj)j≥1 be an increasing sequence of positive odd
numbers. Let x ∈ X , we denote by p[mj ] ∈Mmj the function
p[mj ](x) = 1
{
x0
mj∑
l=1
x−l > 0
}
(1− ǫ) + 1
{
x0
mj∑
l=1
x−l < 0
}
ǫ. (2)
Let (λj)j≥1 be a sequence of positive numbers such that
∑∞
j=1 λj = 1. Given (mj)j≥1
and (λj)j≥1, the BK-model is given by the function p ∈ G such that, for all x ∈ X ,
p(x) =
∞∑
j=1
λjp[mj ](x). (3)
It is immediate that the BK-model p is attractive and regular. Bramson & Kalikow
(1993) showed that if λj = (1 − s)s
j−1 for s ∈ (2/3, 1), there exists a sequence
(mj)j≥1 for which the BK model has multiple p-measures. However, it is not known
how the sequence (mj)j≥1 should be explicitly chosen. Theorem 1 below exhibits
an explicit relationship between sequences (λj)j≥1 and (mj)j≥1 for which there are
multiple p-measures.
EXPLICIT ESTIMATES IN THE BRAMSON-KALIKOW MODEL 4
Theorem 1. Let (λj)j≥1 and (mj)j≥1 be the sequences that define the BK model
p in (3). Let m0 = 0, r : {1, 2, . . .} → Z+ be a function such that rk < k, and
α ∈ (0, 1
2
− ǫ). If for all k ≥ 0 we have
∑
j≥k+2 λj >
∑k+1
j=rk+1+1
λj and
mk+1 ≥
Ak(∑
j≥k+2 λj −
∑k+1
j=rk+1+1
λj
)2 , (4)
where
Ak := 8
(
1− 2ǫ
)−2
(1 +mrk+1(2ǫ)
−mrk+1 )2 ln
(
2k+2(1 +mk(2ǫ)
−mk)α−1
)
, (5)
then the corresponding BK model p has multiple p-measures.
Let us now give two numerical examples of sequences (λj)j≥1 and (mj)j≥1 for which
there are multiple p-measures, illustrating the relationship between the sequences
(λj)j≥1 and (mj)j≥1 in Theorem 1.
Corollary 1. Let ǫ = 1/4 and for j ≥ 1, λj =
1
2
(
2
3
)j
. Let m1 = 217, c be an odd
positive integer, and for j ≥ 1, mj+1 = c
mj . If c ≥ 577, then the associated BK
model has multiple p-measures.
The next corollary illustrates the improvement on the growth rate of (mj)j≥1 that
we obtain due to a better understanding of its relationship with the rate of (λj)k≥1
through the function r in Theorem 1.
Corollary 2. Let ǫ = 1/4 and for j ≥ 1, mj = 2
cj2 − 1. Let b1 = 1, c ≥ 0, and
for l ≥ 2, bl = 2
(c
∑l−1
j=1 bj)
2
. For l ≥ 1 and j ∈ {
∑l−1
k=1 bk + 1, . . . ,
∑l
k=1 bk} we set
λj = (3/4)
l−1/(4bl). If c ≥ 8, then the associated BK model has multiple p-measures.
To prove that our result is tight, we need a criterion for uniqueness of p-measures
with conditions on the parameters comparable to Theorem 1. Known criteria for
uniqueness (Johansson et al., 2012; Ferna´ndez & Maillard, 2005) don’t give such
conditions. Therefore, the existence of a sharp transition from uniqueness to non-
uniqueness regime for the BK model still remains an interesting open problem.
Before stating Theorem 2, we need to introduce Orstein’s d¯-distance (Shields,
1996). We say that a measure ν on X ×X is a coupling between µ and µ′ if for all
measurable subsets Γ of X we have ν(Γ × X ) = µ(Γ) and ν(X × Γ) = µ′(Γ). The
set of all T ⊗T -invariant couplings between µ and µ′ is denoted by C(µ, µ′) and the
d¯-distance between µ and µ′ is defined by
d¯(µ, µ′) = inf
ν∈C(µ,µ′)
ν({(x, x′) ∈ X ×X : x0 6= x
′
0}).
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Let µ˜ and T˜ be respectively the natural extensions on AZ of the g-measure µ and
the shift operator T . We say that this natural extension (µ˜, T˜ ) is Bernoulli if it is
isomorphic to a Bernoulli shift.
Theorem 2. Let (gj)j≥0 and (g
′
j)j≥0 be two sequences of functions in M both con-
verging to g ∈ G in C(X ). Let µj and µ
′
j be the unique associated gj and g
′
j-measures.
If there exists an integer k ≥ 0 such that∑
j≥k
d¯(µj, µj+1) +
∑
j≥k
d¯(µ′j, µ
′
j+1) < d¯(µk, µ
′
k), (6)
then there exist at least two distinct g-measures µ and µ′. Moreover, the natural
extensions of both g-measures are Bernoulli.
The main advantage of Theorem 2 is that we need to know nothing a priori about
the non-unique g-measures. The only requirement is a good control of the coupling
between the Markov approximations.
We state below that the converse of Theorem 2 holds for the important class of
binary attractive functions g ∈ G, which includes for example the Bramson-Kalikow
model (Bramson & Kalikow, 1993).
Theorem 3. Let A = {−1,+1}. If g ∈ G is attractive, then there exist multiple
g-measures if and only if there exist two sequences (gj)j≥0 and (g
′
j)j≥0 of functions
in M both converging to g ∈ G in C(X ) such that the associated gj and g
′
j-measures
µj and µ
′
j satisfy, for some k ≥ 0, the inequality (6).
3. Couplings and perfect simulations
The proof of Theorem 1 will use Theorem 2 which involves the d¯-distance between
Markov chains. Therefore, we will construct several couplings and Markov chains.
The constructions are conceptually straightforward but tedious to write, thus for
convenience of the reader we will define all the constructions in the present section.
All the stationary measures needed in the proof of Theorem 1 will be simultane-
ously constructed using only a single sequence U := (Uj)j∈Z of i.i.d. r.v.’s uniformly
distributed in [0, 1). We let (Ω,F ,P) denote the probability space corresponding to
the i.i.d. sequence U, and E the expectation under P.
The first notion that we need to introduce is that of coupling from the past (CFTP)
algorithm.
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Coupling from the past. The idea of the construction is the following. First,
for g ∈ G, we associate an update function F : [0, 1) × AZ− → A that satisfies
P(F (U0, x) = a) = g(ax) for any x ∈ X and a ∈ A. For any pair of integers i, j
such that −∞ < i ≤ j < +∞, let F{j,i}(U
j
i , x) ∈ A
j−i+1 be the sample obtained by
applying recursively F on the fixed past x, i.e, let F{i,i}(Ui, x) := F (Ui, x) and for
any j > i
F{j,i}(U
j
i , x) := F (Uj, F{j−1,i}(U
j−1
i , x))F{j−1,i}(U
j−1
i , x).
Secondly, define F[i,i](Ui, x) := F (Ui, x) and
F[j,i](U
j
i , x) = F
(
Uj , F{j−1,i}(U
j−1
i , x)x
)
. (7)
F[j,i](U
j
i , x) is the last symbol of the sample F{j,i}(U
j
i , x).
With these definitions, for all x ∈ X we can construct the sequence
(
X
(x)
j
)
j≥1
defined by
F[j,1](U
j
1 , x) := X
(x)
j ,
which is the stochastic process starting with a fixed past x ∈ X and updated ac-
cording to g.
Now we can define the notion of perfect simulation by coupling from the past.
Let θ be the coalescence time defined by
θ := min
{
i ≥ 0 : F[0,−i](U
0
−i, x) = F[0,−i](U
0
−i, y) for all x, y ∈ X
}
. (8)
It can be proved (see Propp & Wilson (1996); Comets et al. (2002); De Santis & Piccioni
(2012) for instance) that if θ is P-a.s. finite then there is a unique process (Xj)j∈Z
compatible with g, such that,
F[0,−θ](U
0
−θ, x)
D
= X0 ∀x ∈ X .
Therefore, when an update function F and a P-a.s. finite θ exist, we say that there
exists a CFTP algorithm that perfectly simulates (Xj)j∈Z. Observe that we are
considering the bi-infinite stationary process on Z rather than the process restricted
on Z+, as this is more convenient for the proof of Theorem 1.
We note that Gallo & Takahashi (2013) proved that an attractive g-measure is
unique if and only if it can be perfectly simulated through a CFTP algorithm.
Therefore, the non-unique p-measures for the BK model considered in the present
paper cannot be simulated through a CFTP. Instead, in the present article we use
CFTP to make a simultaneous construction of all the Markov chains obtained by
truncating the initial function p. These truncations are introduced in the next
paragraph.
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Update function for the truncating Markov kernels. We will consider differ-
ent Markov kernels in the proof of Theorem 1. They are truncations of order mk of
the Bramson-Kalikow’s function p ∈ C(X ) defined in (3). Let x ∈ X , p[0] ∈ M0 be
defined by p[0](x) = (1− ǫ)1{x0 > 0}+ ǫ1{x0 < 0}, and p[mj ] ∈ Mmj be defined as
in (2). For l > k ≥ 0, consider the following mk-th order Markov kernels
pk(x) =
k∑
j=1
λjp[mj ](x) +
∞∑
j=k+1
λjp[0](x), (9)
p′k(x) =
k∑
j=1
λjp[mj ](x) +
∞∑
j=k+1
λj(1− p[0](x)), (10)
qk,l(x) =
k∑
j=1
λjp[mj ](x) +
l∑
j=k+1
λj(1− p[0](x)) +
∞∑
j=l+1
λjp[0](x), (11)
q′k,l(x) =
k∑
j=1
λjp[mj ](x) +
l∑
j=k+1
λjp[0](x) +
∞∑
j=l+1
λj(1− p[0](x)), (12)
where
∑0
j=1 xj means that the summand is zero.
Defining λ¯0 := 2ǫ and λ¯j := λj(1 − 2ǫ) for j ≥ 1, we can respectively rewrite (9)
and (11) as
pk(x) = λ¯0
1
2
+
k∑
j=1
λ¯j1
{
x0
mj∑
i=1
x−i > 0
}
+
∑
j≥k+1
λ¯j
(
1 + x0
2
)
,
qk,l(x) = λ¯0
1
2
+
k∑
j=1
λ¯j1
{
x0
mj∑
i=1
x−i > 0
}
+
l∑
j=k+1
λ¯j
(
1 + x0
2
)
+
∑
j≥l+1
λ¯j
(
1− x0
2
)
.
Similar equations hold for (10) and (12).
Now, for any past x ∈ X , consider the intervals
I0(−1) := [0, ǫ[ , I0(+1) = [ǫ, 2ǫ[ and Ij =
[
j−1∑
i=0
λ¯i,
j∑
i=0
λ¯i
[
, j ≥ 1. (13)
We observe that the lengths |I0(−1)| = |I0(+1)| = ǫ and for j ≥ 1, |Ij| = λ¯j.
It is natural to consider the following update functions for the Markov kernels pk
and qk,l respectively.
F pk(U0, x) =
∑
a∈A
a1{U0 ∈ I0(a)} +
∑
a∈A
k∑
j=1
a1{U0 ∈ Ij}1
{
a
mj∑
i=1
x−i > 0
}
+
∑
a∈A
∑
j≥k+1
a1{U0 ∈ Ij}
(
1 + a
2
)
,
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and
F qk,l(U0, x) =
∑
a∈A
a1{U0 ∈ I0(a)}+
∑
a∈A
k∑
j=1
a1{U0 ∈ Ij}1
{
a
mj−1∑
i=0
x−i > 0
}
+
∑
a∈A
l∑
j=k+1
a1{U0 ∈ Ij}
(
1− a
2
)
+
∑
a∈A
∑
j≥l+1
a1{U0 ∈ Ij}
(
1 + a
2
)
.
We can define analogous update functions for p′k and q
′
k,l.
Let +1,−1 ∈ X be defined by +1j = 1 and −1j = −1 for j ≤ 0. We define the
coalescence time
θpk : = min
{
i ≥ 0 : F pk[0,−i](U
0
−i, x) = F
pk
[0,−i](U
0
−i, y) for all x, y ∈ X
}
= min
{
i ≥ 0 : F pk[0,−i](U
0
−i,+1) = F
pk
[0,−i](U
0
−i,−1)
}
,
where the last equality is a direct consequence of the attractiveness of pk. We
substitute in the above definitions pk by p
′
k, qk,l, or q
′
k,l to define θ
p′
k , θqk,l, and θq
′
k,l.
We also define, for any i ∈ Z and k ≥ 1, the regeneration time of order k
ηk := min{i ≥ mk − 1 : U−j ∈ I0(−1) ∪ I0(+1) , j = i−mk + 1, . . . , i}.
Couplings between the chains and an upperbound for θpk and ηk. We couple
all the chains together constructing them simultaneously using the CFTP algorithm
with same sequence U and the respective update functions. Consequently, the
coupling law is always P, i.e., the product law of U. We also use the same symbol
to indicate the marginal process and coupled process, when there is no ambiguity.
In what follows, we collect some lemmas that will be used in the proof Theorem 1.
Let us give an upper bound on the expectation of the coalescence and regeneration
times that hold for pk, p
′
k, qk, and q
′
k. First, observe that by construction,
F pk[0,−ηk ](U
0
−ηk
,+1) = F pk[0,−ηk](U
0
−ηk
,−1)
P-a.s. and, therefore,
P(ηk ≥ θ
pk) = 1.
The same holds for p′k, qk,l, and q
′
k,l. Now, we have the following lemma.
Lemma 1. Let ηk be the regeneration time of order k. We have that
E[θpk ] ≤ E[ηk] ≤
mk
(2ǫ)mk
.
The same bound holds for θp
′
k , θqk,l, and θq
′
k,l.
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Proof. By the definition of ηk we have
P(ηk ≥ n.mk) ≤
n∏
i=1
P




−(i−1)mk⋂
j=−imk+1
{
Uj ∈
imk−1+j⋃
l=0
Il
}

c
 .
Using the stationarity and independence of U, we have for i = 1, . . . , n
P

−(i−1)mk⋂
j=−imk+1
{
Uj ∈
imk−1+j⋃
l=0
Il
} = mk∏
j=1
P
(
Uj ∈
j⋃
l=0
Il
)
=
mk∏
j=1
P
(
U0 ∈
j⋃
l=0
Il
)
.
A simple upper bound is
∏mk
j=1 P(U0 ∈
⋃j
l=0 Il) ≤ (2ǫ)
mk . This yields
E[ηk] ≤ mk
∑
n≥1
P(ηk ≥ n.mk) ≤ mk
∑
n≥1
(1− (2ǫ)mk)n ≤
mk
(2ǫ)mk
.

Lemma 2. Let k < l and (Y k,lj )j∈Z be the stationary process compatible with qk,l. If∑
j≥l+1 λj >
∑l
j=k+1 λj then
E[Y k,l0 ] ≥
(
1− 2ǫ
)(∑
j≥l+1
λj −
l∑
j=k+1
λj
)
> 0. (14)
Proof. Let (Zk,lj )j∈Z be the stationary process compatible with q
′
k,l we observe that
E[Y k,l0 ] = P(Y
k,l
0 = 1)− P(Y
k,l
0 = −1)
= P(Y k,l0 = 1)− P(Z
k,l
0 = 1).
Now, we want to construct a maximal coupling between (Y k,lj )j∈Z and (Z
k,l
j )j∈Z. For
this we define an update function for q′k,l using a set of intervals slightly different
from the intervals defined in (17). We have
I ′0(−1) := [0, ǫ[ , I
′
0(+1) = [ǫ, 2ǫ[ and I
′
j =
[
j−1∑
i=0
λ¯i,
j∑
i=0
λ¯i
[
, for k ≥ j ≥ 1,
(15)
I ′j =
[
j−1∑
i=0
λ¯i +
∑
i≥l+1
λ¯i,
j∑
i=0
λ¯i +
∑
i≥l+1
λ¯i
[
, for l ≥ j ≥ k + 1, (16)
and
I ′j =
[
k∑
i=0
λ¯i +
j∑
i=l+1
λ¯i,
k∑
i=0
λ¯i +
j∑
i=l+1
λ¯i
[
, for j ≥ l, (17)
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where
∑l
i=l+1 λ¯i = 0. The update function for q
′
k,l is then defined by
Hq
′
k,l(U0, x) =
∑
a∈A
a1{U0 ∈ I
′
0(a)}+
∑
a∈A
k∑
j=1
a1{U0 ∈ I
′
j}1
{
a
mj−1∑
i=0
x−i > 0
}
+
∑
a∈A
l∑
j=k+1
a1{U0 ∈ I
′
j}
(
1− a
2
)
+
∑
a∈A
∑
j≥l+1
a1{U0 ∈ I
′
j}
(
1 + a
2
)
.
Observe that this update function is different from F q
′
r,k+1, which uses the intervals
defined in (17).
By construction
P(Y k,l0 = 1)− P(Z
k,l
0 = 1) = P(Y
k,l
0 6= Z
k,l
0 ).
Now, the following lower bound is an immediate consequence of the construction
of the coupling
P(Y k,l0 6= Z
k,l
0 ) ≥
(
1− 2ǫ
)(∑
j≥l+1
λj −
l∑
j=k+1
λj
)
.

4. Proof of Theorem 1 and Corollaries 1, 2
The proof of Theorem 1 is based on the results of the last section, Theorem 2
which is proved in the next section, and the following lemma.
Lemma 3. Let k < l and (Y k,lj )j∈Z be the stationary process compatible with qk,l.
For all l > k > 0 and j ≥ 1, we have
P
(∣∣∣∣∣ 1ml
ml∑
i=1
Y k,li − E[Y
k,l
0 ]
∣∣∣∣∣ ≥ E[Y
k,l
0 ]
2
)
≤ 2 exp

− mlE[Y k,l0 ]2
8
(
1 + E[θqk,l]
)2

 . (18)
Proof. We will use Theorem 1 of Chazottes et al. (2007) to obtain an upper bound
for the left-hand side of (18). Let (Zj)j∈Z be a canonical process on {−1,+1}
Z with
law µ. Let (Z
(+1σ)
j )j≥1 and (Z
(−1σ)
j )j≥1 be respectively the processes with laws defined
by the conditional distributions µ((Zj)j≥1 = · | Z0 = 1, Z−1 = σ−2, . . . , Z−i+1 = σ−i)
and µ((Zj)j≥1 = · | Z0 = −1, Z−1 = σ−2, . . . , Z−i+1 = σ−i). We denote by Q
σ
i
the maximal coupling between the conditional distributions. Now, we introduce the
upper-triangular matrix Dσ defined for 1 ≤ i < j ≤ n by
Dσi,i := 1
Dσi,j := Q
σ
i
(
Z
(+1σ)
j 6= Z
(−1σ)
j
)
. (19)
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Then, we define the matrix D¯ as D¯i,j := supσ∈{−1,1}n D
σ
i,j. For a given function
f : {−1, 1}n → R we define the variation of f at site i with 1 ≤ i ≤ n by
δif := sup
σj=σ′j ,i 6=j
|f(σ)− f(σ′)|.
Now, let n ≥ 1 be arbitrary and assume that ‖D¯‖2 <∞ and ‖δf‖2 <∞. Then,
Theorem 1 in Chazottes et al. (2007) states that, for all functions f : {−1, 1}n → R
(with a slight abuse of notation, we also consider f as a function from {−1, 1}Z → R
which depends only on the first n positive coordinates) and all t > 0, we have
µ(|f − E[f ]| ≥ t) ≤ 2 exp
(
−
2t2
‖D¯‖22‖δf‖
2
2
)
. (20)
In our case, for the process (Y k,lj )j∈Z and measure P, we observe that the elements
of matrix D¯i,j are bounded from above by the probabilities P(θ
qk,l > j) for all
j > i ≥ 1. To see this we note that
P(θqk,l > j) = P
(
F qk,l(U0−i,+1) 6= F
qk,l(U0−i,−1) for i = 1, . . . , j
)
= P
(
F qk,l(U0−j ,+1) 6= F
qk,l(U0−j,−1)
)
,
where the last equality is a consequence of the attractiveness of qr. Now, by the
stationarity of U we have
P(θqk,l > j) = P
(
F
qk,l
[j,0](U
j
0 ,+1) 6= F
qk,l
[j,0](U
j
0 ,−1)
)
≥ D¯i,j .
By Cauchy-Schwarz’s inequality, we obtain
‖D¯u‖2 =
n∑
i=1
( n∑
j=i
D¯i,juj
)2
=
n∑
i=1
( n∑
j=i
D¯
1/2
i,j (D¯
1/2
i,j uj)
)2
≤
n∑
i=1
( n∑
j=1
D¯i,j
)( n∑
j=1
u2jD¯i,j
)
≤
(
1 +
n∑
j=1
P(θqk,l > j)
) n∑
i=1
n∑
j=i
u2jD¯i,j
≤
(
1 +
n∑
j=1
P(θqk,l > j)
)2
‖u‖22
for all u ∈ Rn. Taking n = ml, we deduce that
‖D¯‖22 ≤
(
1 +
ml∑
j=1
P(θqk,l > j)
)2
≤ (1 + E[θqk,l])2 . (21)
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Now, taking f = f
(
x1, . . . , xml
)
= 1
ml
∑ml
i=1 xi we have δif =
2
ml
if i ∈ {1, . . . , ml}.
Thus, we obtain
‖δg‖22 =
ml∑
i=1
(
2
ml
)2
=
4
ml
. (22)
Applying (20) and using (21) and (22), we obtain
P
(∣∣∣∣∣ 1ml
ml∑
j=1
Y k,lj − E[Y
k,l
0 ]
∣∣∣∣∣ ≥ E[Y
k,l
0 ]
2
)
≤ 2 exp

− mlE[Y k,l0 ]2
8
(
1 + E[θqk,l ]
)2

 .

Proof of Theorem 1.
We fix a sequence (λj)j≥1 of positive real numbers such that
∑
j≥1 λj = 1. Let
r : {1, 2, . . .} → Z+ such that rk < k and
∑
j≥k+1 λj >
∑k
j=rk+1
λj , ∀k ≥ 1. The
sequence of odd positive integer numbers (mj)j≥1 will be chosen afterwards.
Clearly (pj)j≥1 and (p
′
j)j≥1 defined in (9) and (10) converge to the Bramson-
Kalikow’s p in C(X ). For all k ≥ 0, let µk (resp. µ
′
k) be the unique stationary
measure compatible with pk (resp. p
′
k). Observe that for k = 0, µ0 (resp. µ
′
0) is a
Bernoulli process of parameter 1− ǫ (resp. ǫ).
We will apply Theorem 2 with k = 0. Since d¯(µ0, µ
′
0) = 1 − 2ǫ, we need to find
an explicit sequence (mj)j≥1 such that∑
k≥0
d¯(µk, µk+1) +
∑
k≥0
d¯(µ′k, µ
′
k+1) < 1− 2ǫ. (23)
By symmetry of the kernels pk and p
′
k, (23) is equivalent to
2
∑
k≥0
d¯(µk, µk+1) < 1− 2ǫ. (24)
Now, our task is to upper bound d¯(µk, µk+1). For all k ≥ 0, let
(
Xkj
)
j∈Z
be the
stationary process compatible with the measure µk. By definition of the d¯-distance
we have that
d¯(µk, µk+1) ≤ P
(
Xk0 6= X
k+1
0
)
, (25)
where P is the coupling defined in Section 3. Define for all i ∈ Z−, the interval
Ii := [i−mk+1, i− 1] and the events
Si :=
{∑
j∈Ii
Xk+1j > 0
}
.
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As ηk (defined as in Lemma 1) is a stopping time for the filtration (Fi)i≥0 =
(σ(U0, U−1, . . . , U−i))i≥0 and the events Si are independent of Fi for all i ≥ 0, we
have by construction of the coupling P and Wald’s equality
P(Xk0 6= X
k+1
0 ) = P
(
ηk⋃
i=0
Sci
)
≤ E
[
ηk∑
i=0
1{(Si)c}
]
= (E[ηk] + 1)P(S
c
0). (26)
Combining (25) and (26) we obtain
d¯(µk, µk+1) ≤ (E[ηk] + 1)P(S
c
0) (27)
for all k ≥ 0.
To obtain an upper bound for E[ηk] we use Lemma 1; for P(S
c
0) we proceed as
follows. Let r := rk+1 and (Y
r,k+1
j )j∈Z be the process compatible with qr,k+1. Observe
that for all k ≥ r ≥ 0 we have qr,k+1 ∈ Mr. Also note that, for any n ≥ 1, and
integers l1, . . . , ln, we have by construction that
P
(
n⋃
j=1
{
Xk+1lj < Y
r,k+1
lj
})
= 0,
and therefore
P
(
mk+1∑
j=1
Xk+1j < 0
)
≤ P
(
mk+1∑
j=1
Y r,k+1j < 0
)
. (28)
Furthermore, we have
P
(
mk+1∑
j=1
Y r,k+1j < 0
)
≤ P
(∣∣∣∣∣ 1mk+1
mk+1∑
j=1
Y r,k+1j − E[Y
r,k+1
0 ]
∣∣∣∣∣ ≥ E[Y
r,k+1
0 ]
2
)
, (29)
and therefore we can upper bound P(Sc0) using a concentration of measure inequality
for a Markov chain of order r < k + 1.
Combining (27), (28), (29), and Lemmas 2 and 3, we deduce that, for all k ≥ 0,
d¯(µk, µk+1) ≤ 2(E[ηk] + 1) exp

−mk+1
(∑
j≥k+2 λj −
∑k+1
j=r+1 λj
)2 (
1− 2ǫ
)2
8
(
1 + E[θqr,k+1 ]
)2

 .
Let α > 0 such that α < 1
2
− ǫ. Define
A0 := 8
(
1− 2ǫ
)−2
ln
(
4α−1
)
and for all k ≥ 1,
Ak := 8
(
1− 2ǫ
)−2
(1 +mr(2ǫ)
−mr)2 ln
(
2k+2(1 +mk(2ǫ)
−mk)α−1
)
.
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Then, for all k ≥ 0 choose mk+1 as the first odd integer such that
mk+1 ≥
Ak(∑
j≥k+2 λj −
∑k+1
j=r+1 λj
)2 .
With these choices, using Lemma 1 we obtain
d¯(µk, µk+1) ≤
α
2k+1
for all k ≥ 0. Since α < 1
2
− ǫ we obtain (24), which proves the theorem. 
Proof of Corollary 1.
If, for j ≥ 1, we choose λj =
1
2
(
2
3
)j
, we have for k ≥ 1,
∑
j≥k+1 λj − λk ≥ 0, i.e.,
we have a function r in (4) defined by rk = k − 1. Let ǫ = 1/4 and α = 1/8, then
A0 = 160 ln 2 and, by (??), m1 must be chosen greater than 320
(
3
2
)2
ln 2 ≈ 216, 74.
Let us take m1 = 217. Now, from (4), we can see that in this case, the sequence
(mk)k≥1 must satisfy mk ≥ k + 1 for all k ≥ 1. Therefore, for k ≥ 1, we have
Ak(∑
j≥k+2 λj − λk+1
)2 ≤ 512(92
)k+1
(1 +mk2
mk)3
≤ 512
(9
2
)k+1
(64)mk
≤ (577)mk .

Proof of Corollary 2.
Let b1 = 1 and c a positive constant to be fixed afterwards. For l ≥ 2, we define
bl = ⌈2
(c
∑l−1
j=1 bj)
2
⌉, where ⌈·⌉ is the ceilling function. Let s = 3/4, for l ≥ 1 and
j ∈ {
∑l−1
k=1 bk + 1, . . . ,
∑l
k=1 bk} we define
λj =
sl−1 − sl
bl
.
It is straightforward to verify that
∑
j≥1 λj = 1. Let rk =
⌊√
log(k)/c
⌋
where log is
base 2 logarithm and ⌊·⌋ is the floor function. We observe that by construction, for
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l ≥ 1, we have
∑
j≥k+1
λj −
k∑
j=r(k)+1
λj ≥ s
l − (sl−2 ∧ 1− sl) =
1
8
(
3
4
)l−2
.
We set mj = ⌊2
cj2⌋ if ⌊2cj
2
⌋ is odd, otherwise mj = ⌊2
cj2⌋−1 . We want to obtain
a sequence (mj)j≥1 that satisfies (4) and (5). Let
Bk = 4(k + 1)
222(k+1)(log(2ǫ)
−1).
We have the following upper bound for (5):
Ak ≤
8(k + 2) ln 2
α
(1− 2ǫ)2
Bk +
8 ln
(
1 + 2ck
2
(2ǫ)−2
ck2
)
(1− 2ǫ)2
Bk.
Now, taking ǫ = 1/4 and α = 1/8, we have,
Ak ≤ 128 ln 2Bk(k + 2) + 32 ln 2Bk(ck
2 + 1) + 32Bk2
ck2
≤ 81Bk2
ck2.
Also, we observe that for c ≥ 8, Bk ≤ 2
2+2 log(k+1)+2(k+1) ≤ 2ck, and, therefore,
Ak ≤ 81 · 2
c(k2+k).
Also for c ≥ 2, we have 1
8
(
3
4
)l−2
≥
(
1
2
)l+1
≥ 2−ck. Finally, to satisfy the conditions
in Theorem 2, it is enough that
2c(k+1)
2
≥ 81 · 2c(k
2+2k).
The above inequality is satisfied if c ≥ 8.

5. Proof of Theorems 2 and 3
Proof of Theorem 2.
We proceed in three main steps. First, we prove the existence of a subsequence
(µvj )j≥0 that converges in d¯ to a measure µ compatible with g. The same naturally
holds for a subsequence (µ′uj)j≥0 and some measure µ
′ compatible with g. Then we
prove that under the conditions of the theorem µ and µ′ are actually distinct. The
statement about bernoullicity then follows directly from the well-known fact that
d¯-limit of regular Markov chains are Bernoulli.
For the first step, we will prove that there exists a subsequence (µvj )j≥0 con-
verging weakly and in entropy to a measure µ compatible with g. Because regular
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Markov processes are finitely determined and, for this class of processes, the weak
convergence and the convergence of the entropy together imply convergence in d¯, we
conclude that µvj converges to µ in d¯-distance (see definition in p.221 and Theorem
IV.2.9 of Shields (1996)).
We consider processes on finite alphabet, therefore the space of respective prob-
ability measures endowed with the weak topology is compact. Hence, for any se-
quence (µj)j≥0 there exists a convergent subsequence (µvj )j≥0. Let µ be its weak
limit. From the weak convergence of µvj to µ and the convergence of gvj to g in
C(X ), it is immediate that µ is a g-measure.
Now, we observe that the entropy H(µvj) of an ergodic Markov process µvjcan be
written as
H(µvj) = −
∫
X
log gvjdµvj .
A standard computation shows that the entropy H(µ) of µ is given by
H(µ) = −
∫
X
log gdµ.
We note that g ∈ G and therefore log g ∈ C(X ). Again, because µvj → µ weakly
and log gvj converges to log g in C(X ) we have that∫
X
log gvjdµvj →
∫
X
log gdµ
Thus, we conclude that µvj converges in d¯ to µ.
We now come to the second step, and prove that the limits µ and µ′ are distinct.
Taking v0 = k, we have
lim
j→∞
d¯(µk, µvj) = d¯(µk, µ).
We also have
d¯(µk, µvj) ≤
∞∑
j=k
d¯(µj, µj+1)
and, therefore,
d¯(µk, µ) ≤
∞∑
j=k
d¯(µj, µj+1).
Similarly,
d¯(µ′k, µ
′) ≤
∞∑
j=k
d¯(µ′j, µ
′
j+1).
Thus, if (6) is satisfied, we have
d¯(µk, µ) + d¯(µ
′
k, µ
′) < d¯(µk, µ
′
k)
showing that there exist two distinct g-measures µ and µ′.
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
Proof of Theorem 3.
The proof follows from the properties of attractive functions g ∈ G and associated
g-measures described in Hulse (2006, 1991).
For f ∈ C(X ), g ∈ G, and all x ∈ X , we define the Ruelle operator Lg by
Lgf(x) =
∑
a∈A
g(ax)f(ax).
Let +1,−1 ∈ X defined by +1i = 1 and −1i = −1 for i ≤ 0. By Lemma 2.1 in
Hulse (1991), if g is attractive, for f ∈ C(X ), we have
lim
n→∞
Lng f(+1) =
∫
X
fdµ+, (30)
lim
n→∞
Lng f(−1) =
∫
X
fdµ−,
where µ+ and µ− are extremal g-measures. If µ+ = µ− we have a unique g-measure.
Let h1 and h2 be elements of G and x, y ∈ X . We say that h1 dominates h2 if for
all x ≥ y we have h1(1x) ≥ h2(1y). From Hulse (2006) (p.442) if h1 dominates h2,
for any increasing function f ∈ C(X ), x ≥ y, and n ≥ 1 we have
Lnh1f(x) ≥ L
n
h2
f(y). (31)
We start with the following lemma.
Lemma 4. Let h1, h2 be attractive and h1 dominates h2. If ν
+
1 and ν
+
2 are the
extremal h1 and h2-measures defined respectively by iterating Lh1 and Lh2 as in
(30), we have that
d¯(ν+1 , ν
+
2 ) = ν
+
1 ({x ∈ X : x0 = 1})− ν
+
2 ({x ∈ X : x0 = 1}). (32)
Proof. As in Hulse (1991), for x, y ∈ X , a, b ∈ A, and h1, h2 ∈ C(X ), we define the
function P : X ×X → [0, 1] by
P (ax, by) =
{
min {h1(ax), h2(ay)} if a = b
{h1(ax)− h2(ay)} ∨ 0 otherwise,
and
∑
a∈A
∑
b∈A P (ax, by) = 1. Let f ∈ C(X ). We define ν
+
1 and ν
+
2 by limn→∞ L
n
h1
f(+1) =∫
X
fdν+1 and limn→∞ L
n
h2
f(+1) =
∫
X
fdν+2 , respectively. If h1 and h2 are attractive
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and h1 dominates h2, we can use P to define a coupling between ν
+
1 and ν
+
2 . To see
this, let f1, f2 ∈ C(X ) and x, y ∈ X . We introduce the Ruelle operator LP as
LP (f1 ⊗ f2)(x, y) =
∑
a∈A
∑
b∈A
P (ax, by)f1(ax)f2(by).
For any functions f1, f2 ∈ C(X ), we have that limn→∞ L
n
P (f1 ⊗ f2)(+1,+1) exists
and defines a coupling ν between ν+1 and ν
+
2 (Hulse (1991)). By construction and
definition of P , this coupling has the property that ν({(x, y) ∈ X ×X : x0 < y0}) =
0. This implies that
d¯(ν1, ν2) ≤ ν({(x, y) ∈ X × X : x0 6= y0})
= ν1({x ∈ X : x0 = 1})− ν2({x ∈ X : x0 = 1}).
Moreover, we also have by definition of d¯-distance that
d¯(ν+1 , ν
+
2 ) ≥ ν
+
1 ({x ∈ X : x0 = 1})− ν
+
2 ({x ∈ X : x0 = 1}),
which implies that
d¯(ν+1 , ν
+
2 ) = ν
+
1 ({x ∈ X : x0 = 1})− ν
+
2 ({x ∈ X : x0 = 1}).

We introduce a sequence of functions gj , g
′
j ∈M for each j ≥ 1 and x ∈ X by
gj(1x
−1
−∞) = sup
y∈X
g(1x−1−jy),
and
g′j(1x
−1
−∞) = inf
y∈X
g(1x−1−jy).
For j = 0 we define g0(1x
−1
−∞) = supy∈X g(1y) and g
′
0(1x
−1
−∞) = infy∈X g(1y). Observe
that if g is attractive, gj and g
′
j are also attractive. Moreover, for all j ≥ 0, gj
dominates g and g dominates g′j.
Let µj be the unique g-measure of gj. From Lemma 4
d¯(µj, µ
+) = µj({x ∈ X : x0 = 1})− µ
+({x ∈ X : x0 = 1}). (33)
Now, by definition of µ+, for any g-measure µ we have
µ+({x ∈ X : x0 = 1})− µ({x ∈ X : x0 = 1}) ≥ 0. (34)
Let µvj be any subsequence converging weakly to some g-measure. Because, for all
j ≥ 1, gvj dominates g, we have
lim
j→∞
µvj ({x ∈ X : x0 = 1})− µ
+({x ∈ X : x0 = 1}) ≥ 0.
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The above equation together with (34) implies that
lim
j→∞
µvj ({x ∈ X : x0 = 1}) = µ
+({x ∈ X : x0 = 1}).
As this holds for any subsequence, we have that
lim
j→∞
µj({x ∈ X : x0 = 1}) = µ
+({x ∈ X : x0 = 1}).
The above equation and Lemma 4 imply
lim
j→∞
d¯(µj, µ
+) = 0,
and we conclude that
∞∑
j=k
d¯(µj, µj+1) = µk({x ∈ X : x0 = 1})− µ
+({x ∈ X : x0 = 1}). (35)
Now, let µ′j be the g
′
j measures. Repeating again the above arguments, we have
that
∞∑
j=k
d¯(µ′j, µ
′
j+1) = µ
−({x ∈ X : x0 = 1})− µ
′
k({x ∈ X : x0 = 1}). (36)
Using Lemma 4 again, we have
d¯(µk, µ
′
k) = µk({x ∈ X : x0 = 1})− µ
′
k({x ∈ X : x0 = 1}). (37)
Combining (35), (36), and (37) we have that inequality
∞∑
j=k
d¯(µj , µj+1) +
∞∑
j=k
d¯(µ′j, µ
′
j+1) < d¯(µk, µ
′
k)
is equivalent to
µ+({x ∈ X : x0 = 1})− µ
−({x ∈ X : x0 = 1}) > 0. (38)
Finally, from Theorem 2.2 in (Hulse, 1991), we have that inequality (38) holds if
and only if there are several g-measures.

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